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Abstract 

Can the non-linear QCD effects resulting from parton recombination be detected at HERA by the H1 and ZEUS detectors? 
We argue that an extension of the low x domain of the proton structure function/72 measurements to small electron scattering 
angle is essential before they can be ruled out. If, on the other hand, they are large, we find that their magnitude cannot be 
determined unambiguously from the measured Q2 and x dependence of F2. This is due to large correlations between the size 
of recombination effects and the gluon distribution which is very weakly constrained at low x by the F2 evolution. 

1. Introduct ion 

The precision measurement of  the deep-inelastic nu- 
cleon structure functions in the low Bjorken x region 
at HERA is expected to provide a novel testing ground 
for perturbative QCD. The rise of  the structure func- 
tion F2 at low x, observed by the H1 and Zeus collab- 
orations [ 1 ], indicates that the patton recombination 
processes [2] ,  expected to show up in the dense par- 
ton system, may indeed be observed and confronted 
with perturbative QCD predictions. 

However, we find that the present F2 measurements 
are not precise enough to either confirm or exclude 
the presence of  parton recombination processes. Con- 
sequently, large ambiguities exist in the interpretation 
of  these measurements in terms of  parton densities at 
low x. 

In this paper we address the question of  whether 

the presently operating HERA detectors will be capa- 
ble of  resolving the parton recombination effects in 
the future. We argue that an extension of  the measure- 
ment domain towards smaller values of  the scattered 
electron angle is indispensable. 

In our studies we use simulated data corresponding 
to our best knowledge on limits of  the accuracy which 
can be achieved after several years of  experience in 
measuring/72 at HERA. 

We analyze these "data" using a program [3] ,  
which fits partonic distributions to F2 data using 
evolution equations containing parton recombination 
terms. This is the basic difference of  our approach 
compared with the previous phenomenological stud- 
ies of  patton recombination effects [4] ,  in which 
fixed parton distribution parametrizations were used. 

This paper is organized as follows. In Section 2 we 
recall the non-linear QCD evolution equations. The 
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simulated F2 data are discussed in Section 3. These 
data are used in the non-linear QCD fits presented 
in Section 4 and discussed in Section 5. Ambiguities 
in determining the gluon distribution from data are 
pointed out in Section 6. 

2. The evolution equations 

Mueller and Qiu [5] proposed that recombination 
effects in the QCD evolution equations for parton 
distributions should be included by adding non-linear 
terms to the Altarelli-Parisi equations. The form of 
these terms is controversial [6]. Nevertheless, it is 
worthwhile to test their validity with forthcoming 
HERA data. In this paper we use the form of these 
equations given in [ 7 ] : 

O23[xg(x ,  Q2) ] 
OQ 2 = Pgg @ g + Pgq ® qs 

xO 

81as2(Q2)]-~ R--~Q 2 vtxo~" - x) f /~dZ{zg(z 'Q2)}2  ( I) 
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where qs(x, Q2) and g(x ,Q  2) denote the sea quark 
and gluon distributions, respectively, and GH satisfies 
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The parameter R, which determines the magnitude 
of the non-linear terms, corresponds to a transverse 
size of the region within which the partons (mostly 
gluons) are concentrated. For R = 5 GeV -1 (proton 
radius) partons are uniformly distributed within the 

proton, whereas for R < 5 GeV- t  they are concen- 
trated in clusters of smaller size ("hot spots"). 

The solution of Eqs. ( 1 ) - ( 3 )  depends on two pa- 
rameters: AQCD and R, as well as on the form of the 
parton distributions at the initial scale Qo 2. 

Eqs. ( 1 ) - ( 3 )  can be solved numerically. We have 
written a program [3], which solves the equations 
using the expansion of the parton densities in terms 
of Chebyshev polynomials. This program was used in 
the analysis presented below. 

3. The simulated data 

As we shall see later, the recombination effects rep- 
resented by the non-linear terms in Eqs. ( 1 ) - ( 3 )  can- 
not be identified using recently published H 1 and Zeus 
F2 data [ I ]. This is due both to the limited acceptance 
of the detectors in the low x region and to a large sys- 
tematic uncertainty of the measurements. The limited 
angular coverage of the HI and ZEUS detectors for 
measuring deep inelastically scattered electrons (0 e > 

7.5 °) restricts severely the small x domain, where the 
nonlinear terms of Eqs. ( 1 ) - ( 3 )  are expected to be 
important. In addition, the substantial photoproduc- 
tion background restricts the available y range of the 
measurement to y <_ 0.6. 

The measurement domain might be extended to- 
wards very small x, of the order 10 -5, in a dedicated 
low x experiment. If  the HERMES electron spectrom- 
eter [8] were used in a colliding mode in which 30 
GeV electrons were scattered off 820 GeV protons ac- 
celerated at HERA, a precision measurement of F2 in 
this x region would be possible [9] by extending the 
02 domain down to 0e ~ 3 °. 

Can the recombination effects be resolved if such 
dedicated measurement is made? To answer this ques- 
tion we have considered two distinct scenarios of the 
size of recombination effects and simulated the mea- 
surement of the two corresponding F2 data sets in the 
angular domain Of0e > 3 ° and Q2 >_ 2 GeV 2. The first 
data set, called hereafter Roo, was simulated accord- 
ing to Eqs. ( 1 ) - ( 3 )  with the non-linear terms omitted 
(the R parameter was set to infinity) while the second, 
called hereafter R3, corresponds to the R parameter set 
to 3 GeV -1 . We then examine if we can unambigu- 
ously identify the effects which we have put in from 
the results of the QCD fits to these two data sets. The 
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simulated data correspond to an integrated luminosity 
of  10 pb -~, and to our best knowledge of the limits 
of  systematic accuracy which might be achieved after 
several years of  of  experience in measuring F2. 

Both data sets were generated to be compatible with 
the data published by HI  and ZEUS in the region 
accessible by the experiments (Figs. la and lb) .  The 
error bars are taken to be the anticipated statistical and 
systematic errors added in quadrature. The systematic 
errors include an uncertainty in the measured scattered 
electron momentum and its angle. They are in the 
range between 5-10%. 

performed the fits for two values o f  the angular cut- 
off of  0 e ~ 3 ° and 0e > 7.5 °, corresponding to the 
two detector configurations mentioned above. In all 
fits the leading log approximation for the linear part 
of  Eqs. ( 1 ) - ( 3 )  was used. 

As a basic consistency check of  our procedure, we 
verified that for each simulated data set we find the 
parameter values assumed in the data simulation, i.e. 
a fit to the R ~  data set leads to a very large value of  
R, and a fit to R3 data set finds R = 3 GeV -~. The 
results of  these fits are presented in Fig. 1. 

4. The QCD fits 

To see if the simulated recombination effects can 
be unambiguously detected, we performed QCD fits 
to the two data sets using Eqs. ( 1 ) - ( 3 ) .  The X z of  
the fits is defined as the following sum over measured 
points 

exp 2 ) 2 
X2 = Z (F~ (Xi,o "2Qi ) - o?F2fit(xi' o2i ) , (4) 

i l,sys -~ t,stat 

w h e r e  F2 xp and F~ t are experimental (simulated) and 
calculated proton structure functions, respectively, and 
o-~sy s and °'2i,stat are the systematic and statistical errors. 

The X 2 was minimized with respect to the fit param- 
eters using the MINUIT package [ 10]. The follow- 
ing general form, motivated by the phenomenological 
studies in the small x region [7] ,  was assumed for the 
x dependence of  the gluon and sea quark distributions 
at Q2 = 4 GeV2: 

x g ( x )  = (Ag x -ag + Bg) Wg (y )  ( 5 )  

Xqs(X) = (As x -as + Bs) Ws(x) . (6) 

Wg,s(X) are polynomials whose parameters are not 
sensitive to the small x behavior of  the parton densi- 
ties. Only the parameters A, A, B are important in the 
small x region, and they were fitted. 

For simplicity, the magnitude of  the R and AQCD 
parameters were fixed in all fits. AQC19 w a s  taken to 
be to be 200 MeV ( fo r4  flavors), which is an average 
value obtained from the leading log analysis of  fixed 
target DIS experiments [ 1 ! ]. Three values of  R were 
assumed, R = 3, 5, e~ GeV - l  . For each minimiza- 
tion step, the momentum sum rule was imposed. We 

5. The recombination effects 

In this section we shall interpret the simulated F2 
data by analysing the results o f  the fits explained in 
the previous section. Since we know the underlying 
physics picture of  the simulated data sets we can verify 
if our interpretation is correct and unambiguous. 

From the fitted F2 we extract the logarithmic slopes 
cgF2/cglog(Q 2) for different x values, and compare 
them for a compact illustration of  the fit quality to the 
logarithmic slopes of  the simulated structure function 
F2. The results are shown in Fig. 2. 

Fig. 2a shows the slopes for R ~  data set simulated 
with the minimal detection angle 0e > 7.5 ° • Three 
independent fits to these data were performed: the 
standard fit with the linear Altarelli-Parisi equations 
(R = ec in Eqs. ( 1 ) - ( 3 ) ) ,  and with the parame- 
ter R set to R = 5 and 3 GeV -~ in the fits. In all 
cases acceptable X 2 values are obtained ( x 2 / N D F  = 
(80, 71 ,79 ) /74 ,  respectively). Thus, we conclude 
that the present HERA experiments cannot resolve 
the recombination effects corresponding to R = 5 and 
3 GeV-1.  

Extending the electron detection angle to 0e > 3 °, 
and therefore measuring smaller values of  x changes 
the picture considerably as shown in Fig. 2b. Again 
fits with R set to 3, 5, c~ GeV -~ were made to the 
R ~  data set, but simulated now down to 0e = 3 °. 
The fit with the linear evolution equations (R = co) 
describes the data well ( x 2 / N D F  = 106/118) while 
the R = 5 and R = 3 fits yield unacceptable x 2 / N D F  
of  160/118 and 293/118,  respectively. Thus, we fail 
to obtain acceptable fits for the R = ~ data set using 
non-linear evolution equations with R < 5GeV -1 . 

We now reverse the problem and ask if the re- 
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Fig. 1. Comparison of simu- 
lated (open circles) R ~  (a) 
and R3 (b) data on F2 (for 
the description see Section 
3) to the measured F2 struc- 
ture function of HI (squares) 
and ZEUS (triangles) [1}. 
The solid lines represent the 
R = oo fit, while the dashed 
lines R = 3 fit, respectively 
to R ~  and R3 simulated dat~ 
sets. Note that only the Ion 
x simulated data are shown 
Higher x data points, no 
shown in the figure, were als( 
used in the fits. 
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Fig. 2. The F2 logari thmic slopes OFm/alog(Q 2) as a function 
of  x. The open points represent the values calculated for the Rc~ 

data set in the domain of  0e > 7.5" (a )  and 0e > 3" (b) ,  and 
the values calculated for the R3 data set in the domain of  0e > 3 ° 

(c ) .  The solid, dashed and dotted lines are derived from the results 
of  the R = c~, 5, 3 GeV 2 fits, respectively. 

combination effects present in the R3 data set can be 
correctly identified. Fig. 2c shows the slopes derived 
from the fits to the R3 data set. Again the larger an- 
gular coverage is considered. All three fits, with R = 
3, 5, ~ GeV -1, describe this data set equally well 
(x2 /NDF = (102, 118,104/118), respectively). As 
a consequence, if  recombination effects are present in 
the data they cannot be ambiguously detected. 

Summarizing, the recombination effects, of the 
form specified by Eqs. ( 1 ) - ( 3 ) ,  can be ruled out 
if they do not exist in the HERA x domain. If  they 
exist their presence could not be confirmed nor their 
magnitude determined. 

6. The gluon distribution at low x 

We now examine to which extent the gluon distri- 
bution can be constrained at low x if we allow the re- 

80 
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0 ,, , i , ,  
-4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1 
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Fig. 3. The gluon distribution xG(x) resulting from the fits: at 
Q2 = 4 GeV 2 (a ) ,  and Q2 = 40 GeV 2 (b ) .  The solid lines 

represent R = ~x3 fit to the R ~  data set, the dashed lines represent 
R = ~ fit to the R3 data set, and the dotted l ines represent R = 3 

fit to the R 3 data set simulated in the Vge > 3 ° region. 

combination terms to be present in the evolution equa- 
tions. 

In Figs. 3a and 3b we show the gluon distributions 
at Q2 = 4 and Q2 = 40 obtained from the fits of: the 
linear part of Eqs. ( 1 ) - ( 3 )  to the R ~  data set (solid 
line), the linear part of the Eqs. ( 1 ) - ( 3 )  to the R3 
data set (dashed line), complete Eqs. ( 1 ) - ( 3 )  with 
R = 3 GeV -1 to the R3 data set (dotted line). 

All fits are of equally good quality. The resulting 
gluon distributions differ, however, as shown in Fig. 
3. These distributions illustrate the uncertainty range 
of the gluon distribution due to shadowing terms of 
Eqs. ( 1 ) - (3 ) .  This uncertainty is particularly large at 
low Q2 and, as expected, decreases at large Q2 where 
the recombination effects are smaller. The three gluon 
distributions behave at Q2 = 4 GeV 2 as x - ° 5 ,  x - ° 2 5  

and x ° °  respectively at small x. 
The above analysis indicates clearly that pinning 

down experimentally the size of the recombination 
effects is necessary to determine the gluon distribution 
at low x from the scaling violation of F2 only. 

As our two data sets are compatible with the F2 data 
of H1 and ZEUS the above uncertainty is present in 
the gluon distribution presented in [ 12]. 
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7. Conclusions Acknowledgements 

To rule out the presence of  the non-linear terms in 
the QCD evolution equations for the proton structure 
function F2 which describe the recombination of  par- 
tons at low x, we have demonstrated that it is neces- 
sary at HERA to detect electrons at smaller scattering 
angle (below 7.5 ° ) to be sensitive to recombination of  
partons clustering on a distance scale R < 5 GeV -~ . 
This could possibly be achieved by means of  a preci- 
sion electron spectrometer, similar to that under con- 
struction for the HERMES experiment at HERA but 
run in coll iding mode with 820 GeV protons rather 
than a gas je t  target. 

I f  clustering and recombination effects are impor- 
tant at HERA, and if  they are described by the non- 
linear parts of  Eqs. ( 1 ) - ( 3 ) ,  then their manifesta- 
tion in F2 measurements may be mimicked by a suit- 
able choice of  the gluon distribution parameterisation 
at fixed Qo 2 and conventional linear evolution. Thus, 
it is essential to measure the gluon distribution by 
other independent means such as from measurements 
of  o 'L/o-r,  heavy quark production or je t  production, 
if clustering and recombination effects are to be ob- 
served unambiguously  at HERA. 

This analysis has assumed that a leading logari thm 
approximation is valid for the linear part o f  Eqs. ( 1 ) -  
(3 ) .  Any modifications to these conclusions by mak- 
ing a next- to-leading logari thm approximation and by 
replacing protons in the HERA storage rings by heavy 
ions will be reported in separate papers. 

We are grateful to Jochen Bartels, Dieter Haidt  and 
in particular to John Dainton for critical reading of  the 
manuscript. 
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