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#### Abstract

We report on the calculation of the cross section for Higgs boson production in association with three jets via gluon fusion, at next-to-leading-order (NLO) accuracy in QCD, in the infinite top-mass approximation. After including the complete NLO QCD corrections, we observe a strong reduction in the scale dependence of the result, and an increased steepness in the transverse momentum distributions of both the Higgs and the leading jets. The results are obtained with the combined use of GoSam, Sherpa, and the MadDipole/MadEvent framework.


## INTRODUCTION

The latest results reported by the ATLAS and CMS collaborations have confirmed with a higher confidencelevel the existence of a new neutral boson with mass of about $125-126 \mathrm{GeV}$ and spin different from one [1, 2], and suggest that the new particle has indeed the features of a Higgs boson, thus confirming the validity of the electroweak symmetry breaking mechanism. Although the evidence accumulated so far is compatible with the hypothesis that the new resonance is the Higgs particle predicted by the Standard Model (SM) with the $J^{P}=0^{+}[3,4]$, in order to confirm its nature, further high-precision studies on spin, parity, coupling strengths and branching ratios are mandatory.

In $p p$-collisions, the dominant Higgs production mechanism proceeds via gluon fusion (GF), $g g \rightarrow H$, where the coupling of the Higgs to the gluons is mediated by a heavy quark loop.

Another important production channel for the Higgs boson is Vector Boson Fusion (VBF), since it allows a direct measurement of the coupling of the Higgs to the massive electroweak bosons [5]. The cross section in the VBF channel is about an order of magnitude smaller than in GF, and even after applying specific cuts, the latter remains the main source of background for Higgs production in VBF.

For these reasons, the calculation of higher order corrections for the GF production of a Higgs boson in association with jets has received a lot of attention in the theory community over the past decades [6-8].

The leading order (LO) contribution to the production of a Higgs boson in association with two jets (Hjj), and three jets (Hjjj) have been computed respectively in Refs. [9, 10], and in the recent Ref. 11]. These calculations have been performed retaining the full top-mass $\left(m_{t}\right)$ dependence, and showed the validity of the large


Figure 1. Sample hexagon diagrams which enter in the sixparton one-loop amplitudes for $q \bar{q} \rightarrow H q \bar{q} g$ and $g g \rightarrow H g g g$. The dot represents the effective $g g H$ vertex.
top-mass approximation $\left(m_{t} \rightarrow \infty\right)$ whenever the mass of the Higgs particle and the $p_{T}$ of the jets are not sensibly larger than the mass of the top quark. In this approximation, the Higgs coupling to two gluons, which at LO is mediated by a top-quark loop, becomes independent of $m_{t}$, and it can be described by an effective operator [12], as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{eff}}=-\frac{g_{\mathrm{eff}}}{4} H \operatorname{tr}\left(G_{\mu \nu} G^{\mu \nu}\right) \tag{1}
\end{equation*}
$$

In the $\overline{\mathrm{MS}}$ scheme, the coefficient $g_{\text {eff }}$ reads [13, 14]

$$
\begin{equation*}
g_{\mathrm{eff}}=-\frac{\alpha_{s}}{3 \pi v}\left(1+\frac{11}{4 \pi} \alpha_{s}\right)+\mathcal{O}\left(\alpha_{s}^{3}\right) \tag{2}
\end{equation*}
$$

in terms of the Higgs vacuum expectation value $v$, set to $v=246 \mathrm{GeV}$. The operator (11) leads to new Feynman rules, with vertices involving the Higgs field and up to four gluons.

The leading order contributions to $H j j j$, both for VBF and GF (in the $m_{t} \rightarrow \infty$ limit), have been calculated in [15]. However, while the VBF calculation is available also at NLO [16], the computation of the Higgs plus three jets in GF is still missing.

Elaborating on the techniques employed in the recent calculation of the NLO contributions to $H j j$ production at the LHC [17], in this letter we report on the calculation of the cross section for $p p \rightarrow H j j j$ in GF at NLO accuracy in QCD, within the infinite $m_{t}$ approximation.

This calculation is challenging due to the complexity of both the real-emission contributions and of the virtual corrections, which involve more than 10,000 oneloop Feynman diagrams with up to rank-seven hexagons.

## COMPUTATIONAL SETUP

A complete next-to-leading order calculation requires the evaluation of virtual and real emission contributions.

For the computation of the virtual corrections we use a code generated by the program package GoSam 18], which combines automated diagram generation and algebraic manipulation [19-22] with integrand-level reduction techniques 23-29].

In order to deal with the complexity level of the considered calculation, the GoSAm code has been enhanced. On the one side, the generation algorithm has been improved by a more efficient diagrammatic layout: Feynman diagrams are grouped according to their topologies, namely global numerators are constructed by combining diagrams that have a common set, or subset, of denominators, irrespectively of the specific particle content. On the other side, additional improvements in the performances of GoSam have been achieved by exploiting the optimized manipulation of polynomial expressions available in Form 4.0 30]. The new developments of GoSam, regarding the improved generation and reduction algorithms, will be properly discussed in a dedicated communication.

Within the GoSam framework the virtual corrections are evaluated using the $d$-dimensional integrand-level decomposition implemented in the SAMURAI library 31, 32], which allows for the combined determination of both cutconstructible and rational terms at once. Alternatively, a tensorial decomposition 33, 34] via Golem95 is used as a rescue system. After the reduction, all relevant master integrals are computed by means of QCDLoop 35, 36], OneLoop 37], or Golem95C 38].

The basic partonic processes contributing to Hjjj production are listed in Tab. [I, together with the corresponding number of Feynman diagrams and the approximate computing time per phase-space point after summing over color and helicities. Representative one-loop diagrams are depicted in Figure 1

| SUBPROCESS | DIAGRAMS | TIME/PS-POINT [sec] |
| :--- | :---: | :---: |
| $q \bar{q} \rightarrow H q^{\prime} \bar{q}^{\prime} g$ | 467 | 0.29 |
| $q \bar{q} \rightarrow H q q \bar{q} g$ | 868 | 0.60 |
| $g g \rightarrow H q \bar{q} g$ | 2519 | 3.9 |
| $g g \rightarrow H g g g$ | 9325 | 20 |

Table I. Number of Feynman diagrams and computing time per phase-space point for each subprocess, on a Intel i7 960 $(3.20 \mathrm{GHz}) \mathrm{CPU}$. The code is compiled with the Intel fortran compiler ifort (with optimization 02).

The ultraviolet (UV), the infrared (IR), and the collinear singularities are regularized using dimensional reduction (DRED). UV divergences have been renormalized in the $\overline{\mathrm{MS}}$ scheme. In the case of LO [NLO] contributions we describe the running of the strong coupling constant with one-loop [two-loop] accuracy.

The effective $H g g$ coupling leads to integrands that may exhibit numerators with rank larger than the number of the denominators. In general, for these cases, the parametrization of the residues at the multiple-cut has to be extended and, as a consequence, the decomposition of any one-loop amplitude acquires new master integrals (MIs) 28]. The extended integrand decomposition has been implemented in the SAMURAI library.

Remarkably, for the processes at hand, it has been proven that the higher-rank terms are proportional to the loop momentum squared, which simplifies against a denominator, hence generating lower-point integrands where the rank is again equal to the number of denominators 17]. Consequently, the coefficients of the new MIs have to vanish identically, as explicitly verified. The available options in GoSam for the algebraic manipulation of the integrands allow for the automatic computation of the virtual corrections in two different ways. In the first approach, GoSam decomposes the four-dimensional part of the numerators using the extended-rank decomposition, and adds the analytic results of the rational terms (generated from the extra-dimensional part). In the second approach, the regular decomposition of SAMURAI, without the higher rank extension, is employed on the whole $d$-dimensional integrands. We checked that both approaches provide identical answers. In the following, we adopt the second strategy, which proved to be numerically more efficient.

The double and the single poles conform to the universal singular behavior of dimensionally regulated one-loop amplitudes 39]. We also checked that our results fulfill gauge invariance: when substituting the polarization vectors of one or more gluons with the corresponding momenta, the result for the amplitudes, after summing over all diagrams, are indeed vanishing. Additional information about the virtual contributions can be found in the Appendix.

Results for the cross section are obtained with a hybrid setup which combines the features of two different Monte Carlo (MC) tools. For the generation and integration of the Born and of the virtual contributions, we used an automated framework for fixed order NLO QCD calculations, based on the interplay of GoSAM and Sherpa [40], where the tree-level matrix elements are obtained with the Amegic [41] library. The integration is carried out by generating $\mathcal{O}\left(10^{6}\right)$ events, sampled on a MC grid trained on the Born matrix element, and weighted with the sum of the Born and the virtual amplitudes.

For the integration of the real-radiation terms, the dipole-subtraction terms, and the integrated dipoles, we
employ a combination of MadGraph [42, 43] (matrix elements), MadDipole [44, 45] (subtraction terms), and MadEvent [46] (numerical integration). We verified the independence of our result under the variation of the so called $\alpha$-parameter that fixes the amount of subtractions around the divergences of the real corrections.

We first proved the consistency of our hybrid MC integration on $p p \rightarrow H j j$, verifying that the full cross section at NLO agrees with the corresponding result for the integration of both the virtual and the real corrections obtained by the interplay of Sherpa and GoSam alone. Moreover, for the process under consideration, namely $p p \rightarrow H j j j$, we found excellent agreement between MADGraph and Sherpa for the LO cross section.

## INTEGRATED CROSS SECTION

In the following, we present results for the integrated cross section of Higgs boson plus three jets production at the LHC, for a center-of-mass energy of 8 TeV . The mass of the Higgs boson is set to $m_{H}=125 \mathrm{GeV}$.

Jets are clustered using the antikt-algorithm implemented in FastJet 47 49] with radius $R=0.5$ and a minimum transverse momentum of $p_{T, j e t}>20 \mathrm{GeV}$ and pseudorapidity $|\eta|<4.0$. The LO cross section is computed with the LO parton-distribution functions cteq6L1, whereas at NLO we use cteq6mE [50].

Everywhere, but in the effective coupling of the Higgs to the gluons, the renormalization and factorization scales are set to

$$
\begin{equation*}
\mu_{F}=\mu_{R}=\frac{\hat{H}_{T}}{2}=\frac{1}{2}\left(\sqrt{m_{H}^{2}+p_{T, H}^{2}}+\sum_{i}\left|p_{T, i}\right|\right) \tag{3}
\end{equation*}
$$

where the sum runs over the final state jets. The strong coupling is therefore evaluated at different scales according to $\alpha_{s}^{5} \rightarrow \alpha_{s}^{2}\left(m_{H}\right) \alpha_{s}^{3}\left(\hat{H}_{T} / 2\right)$. The theoretical uncertainties are estimated by varying the scales by factors of 0.5 and 2.0 respectively. In the effective coupling the scale is kept at $m_{H}$. Within this setup we obtain the following total cross section at LO and NLO:

$$
\sigma_{\mathrm{LO}}[\mathrm{pb}]=0.962_{-0.31}^{+0.51}, \quad \sigma_{\mathrm{NLO}}[\mathrm{pb}]=1.18_{-0.22}^{+0.01}
$$

The scale dependence of the total cross section, depicted in Fig. 2, is strongly reduced by the inclusion of the NLO contributions.

In Figs. 3 and 4, we show the $p_{T}$ distributions of the three jets and of the Higgs boson, respectively. The NLO corrections enhance all distributions for $p_{T}$ values lower than $150-200 \mathrm{GeV}$, whereas their contribution is negative at higher $p_{T}$. This behavior is explicitly shown in the lower part of Fig. 4 for the case of the Higgs boson.

This study also shows that the virtual contributions for $p p \rightarrow H j j j$ generated by GoSAM can be successfully


Figure 2. Scale dependence of the total cross section at LO and NLO.


Figure 3. Transverse momentum $\left(p_{T}\right)$ distributions for the first, second, and third leading jet.
paired with available Monte Carlo programs to aim at further phenomenological analyses.
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Figure 4. Transverse momentum $\left(p_{T}\right)$ distributions for the Higgs boson.
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## APPENDIX: SELECTED RESULTS FOR THE VIRTUAL CONTRIBUTIONS

The numerical values of the one-loop sub-amplitudes, defined as

$$
\begin{equation*}
\frac{2 \mathfrak{R e}\left\{\mathcal{M}^{\text {tree-level* }} \mathcal{M}^{\text {one-loop }}\right\}}{\left(\alpha_{s} / 2 \pi\right)\left|\mathcal{M}^{\text {tree-level }}\right|^{2}} \equiv \frac{a_{-2}}{\epsilon^{2}}+\frac{a_{-1}}{\epsilon}+a_{0} \tag{4}
\end{equation*}
$$

and evaluated at the non-exceptional phase space point given in Tab. [II] are collected in Tab. [III] The values of the double and the single poles conform to the universal singular behavior of dimensionally regulated one-loop amplitudes [39]. The precision of the finite parts is estimated by re-evaluating the amplitudes for a set of momenta rotated by an arbitrary angle about the axis of collision.

In Fig. 5. we present the results for the finite part $a_{0}$ of the virtual matrix elements for the various subprocesses calculated along a certain one-dimensional curve in the space of final state momenta. Starting from the phase space point in Tab. [II in which the initial partons lie along the $z$-axis, we generate new configurations by rotating the final state momenta by an angle $\theta \in[0,2 \pi]$ about the $y$-axis.
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