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#### Abstract

: In this article we use 5-brane junctions to study the 5D $T_{N}$ SCFTs corresponding to the $5 \mathrm{D} \mathcal{N}=1$ uplift of the $4 \mathrm{D} \mathcal{N}=2$ strongly coupled gauge theories, which are obtained by compactifying $N$ M5 branes on a sphere with three full punctures. Even though these theories have no Lagrangian description, by using the 5 -brane junctions proposed by Benini, Benvenuti and Tachikawa, we are able to derive their Seiberg-Witten curves and Nekrasov partition functions. We cross-check our results with the 5D superconformal index proposed by Kim, Kim and Lee. Through the AGTW correspondence, we discuss the relations between 5D superconformal indices and $n$-point functions of the $q$-deformed $W_{N}$ Toda theories.
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## 1. Introduction

In the seminal article [1] Gaiotto argued that a large class, called class $\mathcal{S}$, of $\mathcal{N}=2$ superconformal field theories (SCFT) in four dimensions (4D) can be obtained by a twisted compactification of the 6D $(2,0)$ SCFT on a Riemann surface of genus $g$ with $n$ punctures. The building blocks of the class $\mathcal{S}$ theories are tubes and pairs of pants that correspond to gauge groups and matter multiplets, respectively. Subsequently, the authors of $[2,3]$ proposed a relation between the partition functions of the $\mathcal{N}=2 S U(N)$ gauge theories and the correlation functions of the 2D $A_{N-1}$ Toda CFTs. If one can compute all the 2 - and 3 -point functions in a CFT, it would in principle lead to complete understanding of the $n$ point functions. Analogously, if we are able to find all the partition functions corresponding to the 2 - and 3 -point functions ${ }^{1}$, we will be able to write down all the partition functions of theories that admit a pair of pants decomposition.

It is important to note that there is a fundamental difference between the $S U(2)$ and the $S U(N), N>2$, cases. For the $S U(2)$ quiver gauge theories from [2] that are related to 2D Liouville CFT, there is only one type of puncture on the Riemann surface and hence has only one class of 2D 3-point functions to be calculated. On the other hand, the $S U(N)$ case with $N>2$ has more than one kind of punctures, containing $U(1)$ punctures and full $S U(N)$ ones [1]. So far, the case with three full $S U(N)$ punctures $T_{N}$ (also referred to as Triskelion [4]) has remained elusive, since neither the $T_{N}$ Nekrasov partition functions nor the Toda three-point correlators are known. The situation is further aggravated by the fact that the corresponding 4D theories do not posses a Lagrangian description. Even though there is no known Lagrangian description of the 4D $T_{N}$ theories, we are able to write down the partition functions for their 5D uplift [5] using topological strings on the dual geometry of the 5 -brane junctions.

The simplest non-trivial example is the 4D $T_{3}$ theory that was found by Argyres and Seiberg in [6]. It was realized there as the strong coupling limit of an $S U(3)$ gauge theory with six flavors in the fundamental representation. This theory is known to enjoy global $E_{6}$ symmetry. The main focus of our study is the 5 D uplift of this $T_{3}$ theory, which is quite special since it can be seen from a different point of view. Seiberg argued in [7] that the 5D $S U(2)$ gauge theory with $N_{f}$ fundamental flavors has a UV fixed point with $E_{N_{f}+1}$ symmetry, where the $S O\left(N_{f}\right)$ flavor and $U(1)$ instanton symmetries enhance to an $E_{N_{f}+1}$ global symmetry ${ }^{2}$ [7]. The above mentioned 5D $T_{3}$ theory is in fact identical to this $E_{6}$ CFT [5].

Powerful tools became available when one realizes gauge theories in string theory. One was suggested by Hanany and Witten in [18], who constructed gauge theories living on a system of NS5 and Dp branes in type IIA/B string theories. This approach provided a geometric way to realize and compute the Seiberg-Witten curves for 4D gauge theories

[^1]by uplifting to M-theory [19]. For 5D gauge theories, the brane configuration is a type IIB $(p, q) 5$-brane system, which is referred to as the web diagram [20,21] from which the SW curves are obtained [21-24]. Another way to realize $\mathcal{N}=2$ gauge theories, known as geometric engineering [25,26], is to compactify type II string/M-theory on Calabi-Yau threefolds. This route has the advantage of allowing one to obtain the Nekrasov partition functions of the gauge theories by computing the partition functions of topological strings living on these backgrounds. Magically, the dual to the Calabi-Yau toric diagram turns out to be exactly equal to the web diagram used in the Hanany-Witten approach [27, 28].

Flavors can be added in the Hanany-Witten setup by introducing D7-branes [19]. In particular, the $E_{n}$ SCFTs are obtained by adding $(n+3) 7$-branes inside a 5 -brane loop [29]. In this configuration, the flavor symmetry becomes manifest, since it comes from the gauge symmetry of the 7 -branes [30]. The web diagram with 7 -branes is equivalent to local del Pezzo compactifications of M-theory [31]. The del Pezzo surfaces are roughly speaking multi-point blow-ups of $\mathbb{C P}^{2}$, where the blow-up procedure corresponds to the inclusion of the 7 -branes inside the 5 -brane loop. The flavor symmetry is also manifest in the del Pezzo construction, and it corresponds to the rotations of the blow-up points. The SW curves of the $E_{n}$ theories are derived based on the del Pezzo compactification [32-34] ${ }^{3}$. The enhancement of the flavor symmetry then becomes manifest on the level of the SW curves. The partition function of the del Pezzo compactification was studied in [37-44].

For $E_{n}$ with $n \leq 3$, we can pull all the D7-branes outside of the 5 -brane loop by employing the rules from [45-50] without changing the theory ${ }^{4}$. Since the five dimensional theory is insensitive to the size of the regularized external 5 -brane, we can move the 7 branes to infinity. It is easier to obtain the SW curve in this setup, by uplifting to M-theory following [19]. Moreover, the computation of the Nekrasov partition function is also fairly simple, since the corresponding Calabi-Yau manifold is known to be toric. We can thus use the topological vertex method, which is much easier than computing the topological string partition function for non-toric Calabi-Yau geometries.

However, a subtlety with this strategy is that this brane construction is problematic if we try to move all the 7 -branes to infinity for $E_{n}$ with $n \geq 4$ [20]. This is because parallel ${ }^{5}$ external 5 -branes appear in the naive brane web for the realization of higher flavor symmetries. They include extra degrees of freedom due to the fact that 1-branes can propagate along the parallel 5 -branes. No desirable theory can arise from such an "untidy" brane system. Moreover, the flavor symmetry is not manifest in the web system. The corresponding toric M-theory compactification also includes these extra degrees of freedom due to M2-branes propagating along the flat direction of the Calabi-Yau. Nevertheless, in this paper we demonstrate that for all the flavor cases up to $N_{f}=5$, the above mentioned computation methods for the SW curve and the Nekrasov partition function are still applicable. The $N_{f}=5$ case corresponds precisely to the $T_{3} 5$-brane multi-junction [5].

In this paper, we first compute the SW curve of the $T_{N}$ junction using the method of [19]. We demonstrate that the previously derived SW curve can be reproduced from

[^2]this brane setup and we show the way the $E_{6}$ symmetry is realized, even though in this setup the full global symmetry is not manifest. We also compute the Nekrasov partition functions of the $T_{N}$ junctions as refined topological string partition functions [51,52]. At this point we make use of the quite recent conjecture of Iqbal and Vafa [53], that says that the 5D superconformal index, which is the partition function on $S^{4} \times S^{1}$, can be obtained from the 5D Nekrasov partition function and thus from the topological string partition function
\[

$$
\begin{equation*}
\mathcal{I}^{5 D}=\int d a\left|Z_{\text {Nek }}^{5 D}(a)\right|^{2} \propto \int d a\left|Z_{\mathrm{top}}(a)\right|^{2} . \tag{1.1}
\end{equation*}
$$

\]

This provides a way to test our results against the 5D superconformal index computed via localization on $S^{4} \times S^{1}$ by Kim, Kim and Lee in [54]. The $E_{6}$ superconformal index is obtained from the $T_{3}$ Nekrasov partition function ${ }^{6}$ by using the idea presented in [53] and we find that the results coincide with those of [54]. When parallel external 5 -brane legs appear in the toric web diagram, the corresponding topological string partition functions contain extra degrees of freedom. In contrast to the massive spectrum in 5D which forms a representation of the Wigner little group $S U(2) \times S U(2)$, referred to as the full spin content representation, these extra states do not transform as a correct representation under the Poincaré symmetry. Therefore, we call them non-full spin content contributions. Based on the discussion in $[53,56]^{7}$, we interpret this part as the contribution to the extra degrees of freedom appearing from the parallel 5 -branes explained above. It should therefore be removed. To obtain the superconformal index from the topological string partition function, we have to eliminate all the non-full spin content from the partition function. Schematically, the partition function can be expressed as a sum of Young diagrams assigned to the product of strip geometries as

$$
\begin{equation*}
Z_{T_{N}}=\frac{1}{Z_{\text {non-full spin }}} \sum_{\boldsymbol{Y}} \prod_{i=1}^{N} Z_{i}^{\text {strip }}(\boldsymbol{Y}) . \tag{1.2}
\end{equation*}
$$

The factor $Z_{\text {non-full spin }}$ is the BPS spectrum which does not form a representation of the Poincaré symmetry, and $Z^{\text {strip }}$ is the partition function of the strip geometry.

Finally, the 5D version of the AGTW relation [57], which suggests that the 5D Nekrasov partition functions are equal to the conformal block of $q$-deformed $W_{N}$ Toda, implies the following relation between the superconformal index and the correlation functions of the corresponding $q$-deformed Toda field theory:

$$
\begin{equation*}
\mathcal{I}^{5 D}(x, y)=\int[d a]\left|Z_{\mathrm{Nek}}^{5 \mathrm{D}}\left(a, m, \beta, \epsilon_{1,2}\right)\right|^{2} \propto\left\langle V_{\boldsymbol{\alpha}_{1}}\left(z_{1}\right) \cdots V_{\boldsymbol{\alpha}_{n}}\left(z_{n}\right)\right\rangle_{q-\text { Toda }} \tag{1.3}
\end{equation*}
$$

This is an important entry in the dictionary of the 5D/2D AGTW correspondence. The partition functions of the $T_{N}$ brane junctions predict, up to an overall coefficient, the corresponding DOZZ formula for the three-point functions.

[^3]The organization of the paper is as follows: In section 2, we review the procedure for obtaining the 5 -brane junction of [5]. This is done by pulling the 7 -branes out of the 5 -brane loop. In section 3, we compute the SW curve for the 5 -brane junction. Although the full $E_{6}$ global symmetry is not immediately manifest, we discuss how it is realized. We also analyze the 4D limit of this 5D SW curve, and show that it reproduces the known 4D curve. In section (7, we compute the 5D superconformal index of $S U(2)$ gauge theories with $N_{f}=\{0, \ldots, 5\}$ from the topological string partition functions and show that they coincides with the results in [54]. Furthermore, we discuss the generalization to $T_{N}$. In section 廌, we discuss applications of our result in the context of the AGTW relation. We also discuss how the Nekrasov partition function of the 5D $T_{N}$ CFT is related to the three-point functions of the $q$-deformed $W_{N}$ Toda theory and how in general its $n$-point functions can be obtained from the 5D superconformal index. Lastly, section 6 is devoted to conclusions and discussions.

## 2. 7-branes and the toric web diagram of $T_{3}$

In this section we review the brane construction of 5 D gauge theories. In particular, we see that the 5D $S U(2)$ gauge theory with $N_{f}=5$ flavors is obtained ${ }^{8}$ from the 5D $T_{3}$ multi-junction [5].

Many 5D gauge theories are realized as the world volume theories of the type IIB ( $p, q$ ) 5 -brane webs [21], which is a 5D uplift of the well-known Hanany-Witten brane construction of four dimensional $\mathcal{N}=2$ gauge theories [18]. This web construction can be generalized by introducing 7-branes [29] without further breaking any supersymmetry. Strings can stretch between the D5 branes and the D7 branes rendering quark hypermultiplets in the fundamental representation of the color group. Thus, adding D7-branes leads to an extra hypermultiplet in the fundamental representation.


Figure 1: In this figure, the possible ways of constructing $S U(2)$ gauge theory with $N_{f}=1$ are depicted. The blue circles denote the 7-brane, the solid lines the $(p, q) 5$-branes and the dashed lines the branch cuts that start from the 7-branes and extend to infinity. In part (a) we have a 5-brane loop with five 7-branes in it. In part (b) we pulled four of the 7-branes out of the 5-brane loop. In part (c) we also pull out the fifth 7-brane. In part (d) we pulled the 7-branes to infinity and are left with a 5-brane web.

The 7-branes allow the construction of $S U(2)$ gauge theories with up to $N_{f}=8$ flavors [29]. An elementary example of how it works is depicted in figure 1]. Consider the

[^4]$(p, q)$ web configuration of the pure $S U(2)$ gauge theory and add a 7 -brane at the center of the web-toric diagram. The 5 -branes fill the 01234 directions and form webs in the 56 plane. The 7-branes fill the 01234789 directions and are point like in the 56 plane. Adding multiple 7 -branes inside the 5 -brane loop increases the number of the hypermultiplets, and the gauge symmetry of the 7 -branes becomes the flavor symmetry of the 5 D theory under consideration, see $[29,30]$. The 5 -brane web on a generic point of the Coulomb branch leads to a 5 D theory at intermediate energy scales. The fixed point theory is realized nicely as a collapsed limit of the 5-brane loop [21]. We can thus understand the $E_{n}$ SCFTs from the perspective of the type IIB brane configuration.

The 7 -branes are filling $(7+1)$ dimensions while being pointlike in the remaining two (56 plane). They are the magnetic sources of the dilaton-axion scalar $\tau=\chi+i e^{-\phi}$. This complex scalar experiences a monodromy around each 7 -brane, which is accounted for by introducing a branch cut associated with each 7-brane [45-50]. The branch cut that starts from a 7 -brane and goes to infinity is depicted in figure 1 by a dashed line. A generic 7-brane setup is specified by listing the 7-branes in the order in which their branch cuts are crossed when encircling them in a counterclockwise direction.

A 7 -brane is labeled by two co-prime integers ${ }^{9}(p, q)$. The dilaton-axion scalar $\tau$ transforms with the $S L(2, \mathbb{Z})$ monodromy matrix $K_{(p, q)}$ when crossing the cut of a $(p, q)$ brane. Combining the two charges as a vector $(p q)$, the monodromy matrix $K_{(p, q)}$ reads

$$
K_{(p, q)}=1+\binom{p}{q}\left(\begin{array}{ll}
p q
\end{array}\right) S=\left(\begin{array}{cc}
1+p q & -p^{2}  \tag{2.1}\\
q^{2} & 1-p q
\end{array}\right)
$$

where $S \stackrel{\text { def }}{=}\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$.
In a generalized $(p, q)$-web containing both 5 - and 7 -branes, when a $(p, q) 5$ - or 7 - brane crosses the branch cut of a $(P, Q) 7$-brane it changes into a $\left(p^{\prime}, q^{\prime}\right) 5$ - or 7 -brane according to the rule

$$
\binom{p^{\prime}}{q^{\prime}}=\left(\begin{array}{cc}
1+P Q & -P^{2}  \tag{2.2}\\
Q^{2} & 1-P Q
\end{array}\right)\binom{p}{q} .
$$

In the example depicted in figure 1 (b), the branch cut attached to an ( $-1,0$ ) 7 -brane generates a monodromy around the same brane given by the matrix in (2.2), which here reads

$$
K_{(-1,0)}=\left(\begin{array}{ll}
1 & 1  \tag{2.3}\\
0 & 1
\end{array}\right) .
$$

At the same time, the 5 -branes that are swapped by the branch cut change their charges according to

$$
\begin{equation*}
(0,1) \rightarrow(1,1), \quad(-1,1) \rightarrow(0,1), \quad(-1,0) \rightarrow(-1,0) \tag{2.4}
\end{equation*}
$$

Due to the $(p, q) 5$-brane charge conservation, when an NS5-brane is swapped by a branch cut, a new D5-brane attached to the D7-brane is generated.

[^5]Now that we have explained how the monodromy works, we will derive the $T_{3}$ multijunction starting from the $S U(2)$ gauge theory with $N_{f}=5$ flavors. One possible brane setup is depicted in figure 2, where all the five flavors are due to the 7 -branes. Giving mass to a fundamental hypermultiplet corresponds to moving the 7 -brane vertically. This is depicted in figure (b). On contrary, moving the 7-branes horizontally will not change the theory. The next step is to move the four 7 -branes horizontally out of the 5 -brane loop and use the monodromy rule (2.2) to obtain figure 3 (a). In figure 3 (a) we insist on drawing

(a)

(b)

Figure 2: To obtain the $S U(2)$ gauge theory with $N_{f}=5$, we begin with the pure $S U(2)$ web-toric diagram with five D7 branes inserted. In the first part of the figure all the flavors have the same mass, and the symmetry enhancement is manifest. In the second part of the figure, a mass deformation is performed by moving the 7-branes vertically.
the ( 0,1 ) 7-brane on which one of the NS5-branes ends (the upper right one) at a finite distance, so that we can pull out the remaining 7 -brane to the left without intersecting any of the 5 -branes (see figure 3 (b)). After flopping, we obtain figure 3 (c), which still keeps the natural interpretation of the $S U(2)$ theory with five flavors. This is also drawn in



Figure 3: Then, from the mass deformed configuration, we pull the 7-branes outside of the NS5-branes following the Hanany Witten effect. Lastly, after a flop on the lower right leg of the diagram we arrive at the $E_{6}$ web-toric diagram suggested by Benini, Benvenuti and Tachikawa.

We can now look at figure 4 (b) and move the $(0,1) 7$-brane downwards without altering the theory. By moving it downwards across the 5 -brane and using the rule (2.1), we obtain figure $\boldsymbol{\theta}^{(a)}$, which is exactly the $T_{3}$ multi-junction introduced in [5].


Figure 4: Part (a) shows the brane setup for $T_{3}$, part (b) the setup for the $S U(2)$ gauge theory with five flavors and part (c) the setup for the $S U(3)$ gauge theory with six flavor.

It is also interesting to demonstrate the other description. By moving the $(0,1) 7$ brane in figure 4 (b) upwards across the 5 -brane and using the rule (2.1), we obtain figure 4 (c). Here, two $(0,1) 5$-branes are attached to a single $(0,1) 7$-brane, and one of the $(0,1) 5$-branes "jumps over" [5] the upper right D5-brane. It should be understood as a certain limit of the $S U(3)$ gauge theory with six flavors. This is the 5 D uplift of the Argyres-Seiberg duality, which states that the four dimensional $E_{6}$ CFT is obtained at the strong coupling limit of the four dimensional $S U(3)$ gauge theory with six flavors. This interpretation is further investigated in section 3 at the level of the Seiberg-Witten curve. In particular, we show that the $E_{6}$ SW curve can be obtained form the curve for the $S U(3)$ gauge theory with six flavors by constraining its parameters as (3.11).

We conclude this section by noting that it is also possible to demonstrate, in a similar fashion, that the $T_{N}$ multi-junction is realized as a certain limit of the $S U(N)$ quiver gauge theory, which we also briefly discuss in section 3 .

## 3. Seiberg-Witten curves

In this section we derive the SW curve of the $5 \mathrm{D} T_{N}$ junctions and take their 4D limit. We pay special attention to the $T_{3}$ junction that is the first non-trivial example and show how the $E_{6}$ Weyl symmetry is realized. We also show that the $5 \mathrm{D} T_{N}$ junction curves can be obtained from the curves of the $S U(N)^{N-2}$ quiver gauge theories if the gauge coupling constants and some of the Coulomb moduli parameters are tuned to certain values. In this section we follow closely [24] where our conventions were defined and the procedure was explained in great detail.

### 3.1 Seiberg-Witten curves from M-theory

We start from the brane setup of figure 5. The toric diagram associated with this configuration is depicted in part (a) of figure 5 and its associated SW curve is given by the

(a)

(b)

Figure 5: Part (a) shows the toric diagram and part (b) the brane setup for $E_{6} C F T$.
polynomial equation [5,23]

$$
\begin{equation*}
\sum_{\substack{I, J \geq 0 \\ I+J \leq 3}}^{3} C_{I J} T^{I} W^{J}=0 \tag{3.1}
\end{equation*}
$$

where every vertex of the toric diagram corresponds to a coefficient $C_{I J}[21,27]$. The boundary condition depicted in part (b) of figure 5 leads to the following list of equations relating the parameters $C_{I J}$ :

$$
\begin{align*}
\left(T \rightarrow 0 \Rightarrow W \rightarrow \tilde{M}_{I}\right) & \Rightarrow \sum_{I=0}^{3} C_{0 I} W^{I}=C_{03} \prod_{I=1}^{3}\left(W-\tilde{M}_{I}\right), \\
\left(W \rightarrow 0 \Rightarrow T \rightarrow \tilde{N}_{I}\right) & \Rightarrow \sum_{I=0}^{3} C_{I 0} T^{I}=C_{30} \prod_{I=1}^{3}\left(T-\tilde{N}_{I}\right),  \tag{3.2}\\
\left(|T| \sim|W| \rightarrow \infty \Rightarrow W \rightarrow-\tilde{L}_{I} T\right) & \Rightarrow \sum_{I=0}^{3} C_{I 3-I} T^{I} W^{3-I}=C_{03} \prod_{I=1}^{3}\left(W+\tilde{L}_{I} T\right) .
\end{align*}
$$

Compatibility of these three equations imposes the constraint:

$$
\begin{equation*}
\tilde{M}_{1} \tilde{M}_{2} \tilde{M}_{3}=\tilde{N}_{1} \tilde{N}_{2} \tilde{N}_{3} \tilde{L}_{1} \tilde{L}_{2} \tilde{L}_{3} . \tag{3.3}
\end{equation*}
$$

By rescaling the coordinates $W$ and $T$, we can choose the parameters of the curve to obey the relations

$$
\begin{equation*}
\tilde{M}_{1} \tilde{M}_{2} \tilde{M}_{3}=1, \quad \tilde{N}_{1} \tilde{N}_{2} \tilde{N}_{3}=1, \quad \tilde{L}_{1} \tilde{L}_{2} \tilde{L}_{3}=1 \tag{3.4}
\end{equation*}
$$

which then implies $C_{30}=C_{03}=-C_{00}$. Thus, putting the conditions (3.2) and (3.4) together, we find that the SW curve for the brane configuration of figure 4 is given by the equation

$$
\begin{align*}
W^{3}-\left(\sum_{I} \tilde{M}_{I}\right) & W^{2}+\left(\sum_{K} \tilde{L}_{K}\right) W^{2} T+\left(\sum_{I} \tilde{M}_{I}^{-1}\right) W+U W T \\
& +\left(\sum_{K} \tilde{L}_{K}^{-1}\right) W T^{2}-1+\left(\sum_{J} \tilde{N}_{J}^{-1}\right) T-\left(\sum_{J} \tilde{N}_{J}\right) T^{2}+T^{3}=0 \tag{3.5}
\end{align*}
$$

where $U$ is a free parameter．
We would like to obtain also the expression of the curve based on the brane setup（c） in figure 気，which is obtained from（a）in figure 0 by moving one of the $(0,1) 7$－branes upward across the three（ 1,1 ）5－branes．In［23］，the authors introduced the coordinate change which moves the flavor D5－branes from one hand side to the other side in the brane setup for the $5 \mathrm{D} S U(N)$ theory with $N_{f}$ flavor．We expect that（a）and（c）in figure $⿴ 囗 十 ⺝$ are also related by an analogous coordinate change．For that，we first observe that the $W$－independent part of（3．5）can be written as

$$
\begin{equation*}
\prod_{I=1}^{3}\left(T-\tilde{N}_{I}\right)=\tilde{N}_{3}^{3}\left(t-\tilde{N}_{1} \tilde{N}_{3}^{-1}\right)\left(t-\tilde{N}_{2} \tilde{N}_{3}^{-1}\right)(t-1) \tag{3.6}
\end{equation*}
$$

where we have set $t=\tilde{N}_{3}^{-1} T$ ．Then，if we perform the coordinate change

$$
\begin{equation*}
W=-\tilde{N}_{1}^{-\frac{1}{3}} \tilde{N}_{3}^{\frac{1}{3}}(t-1) w, \quad T=\tilde{N}_{3} t \tag{3.7}
\end{equation*}
$$

we can factor out a piece of $(t-1)$ from the curve to obtain the compact expression

$$
\begin{equation*}
\prod_{i=1}^{3}\left(w-\tilde{m}_{i}\right) t^{2}+\left[-2 w^{3}+\sum_{i=1}^{6} \tilde{m}_{i} w^{2}+U_{1} w+\left(1+\prod_{i=1}^{6} \tilde{m}_{i}\right)\right] t+\prod_{i=4}^{6}\left(w-\tilde{m}_{i}\right)=0 \tag{3.8}
\end{equation*}
$$

where we have defined the new parameters $\left\{\tilde{m}_{i}\right\}_{i=1}^{6}$ and $U_{1}$ as

$$
\tilde{m}_{i}=\left\{\begin{array}{ll}
\left(\tilde{N}_{1}^{\frac{1}{3}} \tilde{N}_{3}^{\frac{2}{3}}\right) \tilde{L}_{i} & \text { for } i=1,2,3  \tag{3.9}\\
\left(\tilde{N}_{1}^{\frac{1}{3}} \tilde{N}_{3}^{-\frac{1}{3}}\right) \tilde{M}_{i-3} & \text { for } i=4,5,6
\end{array} \quad \text { and } \quad U_{1}=\tilde{N}_{1}^{\frac{2}{3}} \tilde{N}_{3}^{\frac{1}{3}} U\right.
$$

We interpret that the expression（3．8）corresponds exactly to（c）in figure $\square_{\text {．}}$
We can easily see that the curve described by（3．9）is a special case of the general 5D $S U(3) N_{f}=6 \mathrm{SW}$ curve $[24,58]$

$$
\begin{align*}
& \prod_{i=1}^{3}\left(w-\tilde{m}_{i}\right) t^{2}+\left[-\left(1+q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}}\right) w^{3}+U_{2} w^{2}\right. \\
& \left.\quad+U_{1} w+\left(1+q \prod_{i=1}^{6} \tilde{m}_{i}^{\frac{1}{2}}\right)\right] t+q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}} \prod_{i=4}^{6}\left(w-\tilde{m}_{i}\right)=0 \tag{3.10}
\end{align*}
$$

if we constrain the additional parameters as

$$
\begin{equation*}
q=\prod_{i=1}^{6} \tilde{m}_{i}^{\frac{1}{2}}, \quad U_{2}=\sum_{i=1}^{6} \tilde{m}_{i} . \tag{3.11}
\end{equation*}
$$

This is the 5D uplift of the statement in［6］that the 4D $E_{6}$ CFT is obtained as the strong coupling limit of the $4 \mathrm{D} \mathrm{SU}(3)$ theory with six flavors．

We end this subsection, by noting that equation (3.8) defines a curve of genus one. This is seen by solving (3.8) for $t$ in terms of $w$. For illustration, the discriminant of this quadratic equation for the general curve in equation (3.10) reads

$$
\begin{align*}
\Delta=(1- & \left.q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}}\right)^{2} w^{6}+2\left(2 q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}} \sum_{j=1}^{6} \tilde{m}_{i}-U_{2}\left(1+q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}}\right)\right) w^{5} \\
& +\left(U_{2}^{2}-2\left(1+q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}}\right) U_{1}-4 q \prod_{i=1}^{6} \tilde{m}_{i}^{-\frac{1}{2}} \sum_{i<j=1}^{6} \tilde{m}_{i} \tilde{m}_{j}\right) w^{4}+\cdots \tag{3.12}
\end{align*}
$$

which reduces to a degree four polynomial if equations (3.11) hold, meaning that two branch points get sent to infinity and that we are dealing with a genus one curve.

### 3.2 Discrete symmetries

Due to the introduction of the mass parameters, the global $E_{6}$ symmetry is broken to a discrete symmetry, which consists of the Weyl symmetry together with the $S_{3}$ symmetry of the extended Dynkin diagram. It is straightforward to show this discrete symmetry group for the curve derived in the previous subsection.


Figure 6: Part (a) of this figure shows the first maximal embedding $S U(3)^{3} \subset E_{6}$, while part (b) depicts the second one $S U(6) \times S U(2) \subset E_{6}$.

First, the Weyl symmetry of the $S U(3)^{3}$ subgroup of $E_{6}$ is manifest in the curve (3.5) as permutations of the mass parameters

$$
\begin{equation*}
\tilde{M}_{I} \leftrightarrow \tilde{M}_{J}, \quad \tilde{N}_{I} \leftrightarrow \tilde{N}_{J}, \quad \tilde{L}_{I} \leftrightarrow \tilde{L}_{J} \tag{3.13}
\end{equation*}
$$

Notice that $S U(3)^{3}$ is a maximal subgroup of $E_{6}$, as depicted in the extended Dynkin diagram in part (a) of figure 6 . In addition, we can rewrite the curve in a way that makes another piece of the Weyl symmetry apparent. For this purpose, we set $\tilde{M}=\prod_{i=1}^{6} \tilde{m}_{i}$ and define

$$
\begin{equation*}
U_{1}=\tilde{M}^{\frac{1}{3}} U_{1}^{\prime}, \quad \tilde{m}_{i}=\tilde{M}^{\frac{1}{6}} \tilde{m}_{i}^{\prime}, \quad w=\tilde{M}^{\frac{1}{6}} w^{\prime}, \quad t=\frac{\tilde{M}^{\frac{1}{2}} t^{\prime}}{\prod_{i=1}^{3}\left(w-\tilde{m}_{i}\right)} \tag{3.14}
\end{equation*}
$$

This transforms the alternative description of the curve (3.8) into

$$
\begin{equation*}
t^{\prime 2}+\left[-2 w^{\prime 3}+\left(\sum_{i=1}^{6} \tilde{m}_{i}^{\prime}\right) w^{\prime 2}+U_{1}^{\prime} w^{\prime}+\left(\tilde{M}^{\frac{1}{2}}+\tilde{M}^{-\frac{1}{2}}\right)\right] t^{\prime}+\prod_{i=1}^{6}\left(w^{\prime}-\tilde{m}_{i}^{\prime}\right)=0 . \tag{3.15}
\end{equation*}
$$

In this formulation, the Weyl symmetry of another maximal subgroup of $E_{6}$, namely $S U(6) \times S U(2)$ becomes manifest, with the explicit parameter transformations

$$
\begin{equation*}
\tilde{m}_{i}^{\prime} \leftrightarrow \tilde{m}_{j}^{\prime}, \quad \tilde{M} \leftrightarrow \tilde{M}^{-1} . \tag{3.16}
\end{equation*}
$$

The $S U(6) \times S U(2)$ maximal subgroup of $E_{6}$ is depicted in figure 6. The complete Weyl


Figure 7: The Dynkin diagram of $E_{6}$
symmetry of $E_{6}$ is realized as follows. We recall that the non-vanishing entries of the Cartan matrix are $C_{i i}=2$ and $C_{i j}=-1$ if the node $i$ is connected to the node $j$ as illustrated in figure 7 . Denoting the simple roots of $E_{6}$ by $\left(\alpha_{i}\right)_{i=1}^{6}$, the action of the Weyl group generator associated to $\alpha_{i}$ on the set of simple roots is given by $\alpha_{j} \mapsto \alpha_{j}-C_{i j} \alpha_{i}$. If we now associate the simple roots to the parameters of the curve as

$$
\begin{array}{lll}
e^{-\beta \alpha_{1}}=\tilde{L}_{1} \tilde{L}_{2}^{-1}, & e^{-\beta \alpha_{2}}=\tilde{L}_{2} \tilde{L}_{3}^{-1}, & e^{-\beta \alpha_{3}}=\tilde{L}_{3} \tilde{N}_{3} \tilde{M}_{1}^{-1}, \\
e^{-\beta \alpha_{4}}=\tilde{M}_{1} \tilde{M}_{2}^{-1}, & e^{-\beta \alpha_{5}}=\tilde{M}_{2} \tilde{M}_{3}^{-1}, & e^{-\beta \alpha_{6}}=\tilde{N}_{2} \tilde{N}_{3}^{-1}, \tag{3.17}
\end{array}
$$

we then get a well defined action of the Weyl group, which is shown to be generated by the discrete symmetry (3.13) and (3.16) after a lengthy calculation. This indicates that the curve (3.5) is invariant under the whole $E_{6}$ Weyl symmetry up to coordinate transformations.

In addition to the $E_{6}$ Weyl symmetry already discussed, the original formulation (3.5) of the curve has an $S_{3}$ symmetry that is generated by two basic transformations $\sigma$ and $\tau$ :

$$
\begin{align*}
& \sigma: T \leftrightarrow W, \quad \tilde{M}_{j} \leftrightarrow \tilde{N}_{j}, \quad \tilde{L}_{j} \rightarrow \tilde{L}_{3-j}^{-1}, \quad U_{1} \rightarrow U_{1}, \\
& \tau: W \rightarrow-W T^{-1}, \quad T \rightarrow T^{-1}, \quad \tilde{M}_{j} \leftrightarrow \tilde{L}_{j}, \quad \tilde{N}_{j} \rightarrow \tilde{N}_{3-j}^{-1}, \quad U_{1} \rightarrow-U_{1} . \tag{3.18}
\end{align*}
$$

We easily compute that $\sigma^{2}=\tau^{2}=\mathbf{1}$ as well as $\sigma \tau \sigma=\tau \sigma \tau$. This implies that $\sigma$ and $\tau$ together generate an $S_{3}$ group, which we identify with the $S_{3}$ symmetry of the extended Dynkin diagram in figure 6 .

Here, we comment that our curve for the $5 \mathrm{D} T_{3}$ junction investigated above is actually equivalent to the curve for the $5 \mathrm{D} E_{6}$ CFT obtained in [32-34]. In their expression, all of the coefficients can be written in terms of $E_{6}$ characters, which makes the $E_{6}$ Weyl symmetry manifest. By comparing the modular function called " $j$-invariant" for the two curves, we can show that the periods of the curves are identical up to $S L(2, Z)$ modular transformation. It indicates the existence of the coordinate change from one to the other although its explicit form is too complicated to write down. In appendix $B$, we discuss this check in further detail.

### 3.3 The 4D limit of the $E_{6}$ curve

We will now consider the four dimensional limit of the SW curve (3.8). Denoting the $S^{1}$ circumference of the compactified 5D theory as $\beta$, we assume that the 4D coordinate $v$ is related to the 5D coordinate $w$ as ${ }^{10}$

$$
\begin{equation*}
w=e^{-\beta v} . \tag{3.19}
\end{equation*}
$$

The 4D coordinate $t$ is set equal to the 5D coordinate $t$. Accordingly, we also assume that the mass parameters of the 4 D theory $\left(m_{I}\right)$ are related to those of the 5 D theory $\left(\tilde{m}_{I}\right)$ as

$$
\begin{equation*}
\tilde{m}_{I}=e^{-\beta m_{I}}, \quad I=1, \ldots, 6 . \tag{3.20}
\end{equation*}
$$

Moreover, the following $\beta$ dependent variables are introduced for later convenience

$$
\begin{equation*}
\tilde{M}_{i}=e^{-\beta M_{i}}, \quad \tilde{N}_{i}=e^{-\beta N_{i}}, \quad \tilde{L}_{i}=e^{-\beta L_{i}} . \tag{3.21}
\end{equation*}
$$

We also expand the Coulomb moduli parameter $U_{1}$ in a power series

$$
\begin{equation*}
U_{1}=\sum_{k=0}^{\infty} u_{k} \beta^{k} \tag{3.22}
\end{equation*}
$$

The expansion of the SW curve (3.8) in terms of the radius $\beta$ is straightforward, in particular the first and the last term become

$$
\begin{align*}
\left(w-\tilde{m}_{1}\right)\left(w-\tilde{m}_{2}\right)\left(w-\tilde{m}_{3}\right) t^{2} & =-\beta^{3}\left(v-m_{1}\right)\left(v-m_{2}\right)\left(v-m_{3}\right) t^{2}+\mathcal{O}\left(\beta^{4}\right),  \tag{3.23}\\
\left(w-\tilde{m}_{4}\right)\left(w-\tilde{m}_{5}\right)\left(w-\tilde{m}_{6}\right) & =-\beta^{3}\left(v-m_{4}\right)\left(v-m_{5}\right)\left(v-m_{6}\right)+\mathcal{O}\left(\beta^{4}\right)
\end{align*}
$$

These expressions indicate that a 4D SW curve will appear at the order of $\beta^{3}$ when we expand the full 5D curve in (3.8). Indeed, by setting

$$
\begin{equation*}
u_{0}=-6, \quad u_{1}=2 \sum_{k=1}^{6} m_{k}, \quad u_{2}=-\sum_{1 \leq k \leq \ell \leq 6} m_{k} m_{\ell}, \tag{3.24}
\end{equation*}
$$

we find that up to order $\beta^{2}(3.8)$ vanishes identically. Under these assumptions we can read off a 4D SW curve at the $\beta^{3}$ order of (3.8)

$$
\begin{align*}
&\left(v-m_{1}\right)\left(v-m_{2}\right)\left(v-m_{3}\right) t^{2}+\left(-2 v^{3}+\sum_{k=1}^{6} m_{k} v^{2}-\sum_{k<\ell} m_{k} m_{\ell} v-u\right) t  \tag{3.25}\\
&+\left(v-m_{4}\right)\left(v-m_{5}\right)\left(v-m_{6}\right)=0
\end{align*}
$$

where the parameter $u$ is defined as

$$
\begin{equation*}
u \equiv u_{3}-\frac{1}{6} \sum_{k=1}^{6} m_{k}^{3}-\frac{1}{6}\left(\sum_{k=1}^{6} m_{k}\right)^{3} \tag{3.26}
\end{equation*}
$$

[^6]This 4D curve can also be expressed as

$$
\begin{align*}
&(t-1)^{2} v^{3}-(t-1)\left(S_{1} t-\tilde{S}_{1}\right) v^{2}+\left(S_{2} t^{2}-\left(S_{2}+S_{1} \tilde{S}_{1}+\tilde{S}_{2}\right) t+\tilde{S}_{2}\right) v  \tag{3.27}\\
&-\left(S_{3} t^{2}+u t+\tilde{S}_{3}\right)=0
\end{align*}
$$

with the parameters $S_{i}$ and $\tilde{S}_{i}$ being defined as

$$
\begin{array}{lll}
S_{1}=m_{1}+m_{2}+m_{3}, & S_{2}=m_{1} m_{2}+m_{2} m_{3}+m_{3} m_{1}, & S_{3}=m_{1} m_{2} m_{3} \\
\tilde{S}_{1}=m_{4}+m_{5}+m_{6}, & \tilde{S}_{2}=m_{4} m_{5}+m_{5} m_{6}+m_{6} m_{4}, & \tilde{S}_{3}=m_{4} m_{5} m_{6} . \tag{3.28}
\end{array}
$$

These parameters are the Casimirs [6,35] of the $U(3)_{1} \times U(3)_{2}$ flavor symmetries.
Furthermore, we can introduce a new coordinate $x$ which is related to the coordinate $v$ as

$$
\begin{equation*}
v=x t+\frac{S_{1} t-\tilde{S}_{1}}{3(t-1)} . \tag{3.29}
\end{equation*}
$$

The 4D SW curve then takes the form

$$
\begin{equation*}
x^{3}=\frac{P_{2}(t)}{t^{2}(t-1)^{2}} x+\frac{P_{3}(t)}{t^{3}(t-1)^{3}}, \tag{3.30}
\end{equation*}
$$

where $P_{k}(t)$ are polynomial functions with degree $k$ in $t$

$$
\begin{align*}
& P_{2}(t)=-S_{2}^{\prime} t^{2}+\left(S_{2}^{\prime}+\tilde{S}_{2}^{\prime}+\frac{1}{3} S_{1}^{2}+\frac{1}{3} S_{1} \tilde{S}_{1}+\frac{1}{3} \tilde{S}_{1}^{2}\right) t-\tilde{S}_{2}^{\prime} \\
& P_{3}(t)=S_{3}^{\prime} t^{3}-\left(S_{3}^{\prime}-\frac{2}{27} S_{1}^{3}-\frac{1}{9} S_{1}^{2} \tilde{S}_{1}-u^{\prime}\right) t^{2}+\left(\tilde{S}_{3}^{\prime}-\frac{2}{27} \tilde{S}_{1}^{3}-\frac{1}{9} S_{1} \tilde{S}_{1}^{2}-u^{\prime}\right) t-\tilde{S}_{3}^{\prime} . \tag{3.31}
\end{align*}
$$

Here, we have shifted the Coulomb moduli parameter as

$$
\begin{equation*}
u^{\prime} \equiv u+\frac{1}{3}\left(S_{1} \tilde{S}_{2}+\tilde{S}_{1} S_{2}\right) \tag{3.32}
\end{equation*}
$$

and have introduced the $S U(2) \times S U(2)$ Casimirs:

$$
\begin{align*}
S_{2}^{\prime} & \equiv S_{2}-\frac{1}{3} S_{1}^{2}=L_{1} L_{2}+L_{2} L_{3}+L_{3} L_{1} \\
S_{3}^{\prime} & \equiv S_{3}-\frac{1}{3} S_{1} S_{2}+\frac{2}{27} S_{1}^{3}=L_{1} L_{2} L_{3} \\
\tilde{S}_{2}^{\prime} & \equiv \tilde{S}_{2}-\frac{1}{3} \tilde{S}_{1}^{2}=M_{1} M_{2}+M_{2} M_{3}+M_{3} M_{1},  \tag{3.33}\\
\tilde{S}_{3}^{\prime} & \equiv \tilde{S}_{3}-\frac{1}{3} \tilde{S}_{1} \tilde{S}_{2}+\frac{2}{27} \tilde{S}_{1}^{3}=M_{1} M_{2} M_{3} .
\end{align*}
$$

The expressions after the second equality signs follow from the relations (3.4), (3.9) and (3.28). This form of the SW curve has previously been used by Gaiotto. For the massless case, (3.30) coincides with Eq. (3.10) in [1]. This SW curve can be interpreted as the triple
cover of a sphere with three punctures. It is straightforward to see that the curve has poles at $t=\{0,1, \infty\}$.

Let us look at the poles more closely starting at $t=0$. By looking at (3.30) we see that around $t=0$

$$
\begin{equation*}
x=\frac{C}{t}+\mathcal{O}(1) . \tag{3.34}
\end{equation*}
$$

After substituting it into (3.30), one obtains

$$
\begin{equation*}
C^{3}=P_{2}(0) C-P_{3}(0), \tag{3.35}
\end{equation*}
$$

which has the solutions

$$
\begin{equation*}
C=\left\{M_{1}, M_{2}, M_{3}\right\} . \tag{3.36}
\end{equation*}
$$

Observe that these are the mass parameters associated with the $S U(3)$ puncture at $t=0$.
Similarly, at $t=\infty$ we substitute

$$
\begin{equation*}
x=\frac{C^{\prime}}{t}+\mathcal{O}\left(t^{-2}\right) \tag{3.37}
\end{equation*}
$$

into (3.30) to obtain

$$
\begin{equation*}
C^{\prime 3}=\lim _{t \rightarrow \infty} \frac{P_{2}(t)}{t^{2}} C^{\prime}+\lim _{t \rightarrow \infty} \frac{P_{3}(t)}{t^{3}} . \tag{3.38}
\end{equation*}
$$

Solving for $C^{\prime}$ yields

$$
\begin{equation*}
C^{\prime}=\left\{L_{1}, L_{2}, L_{3}\right\} \tag{3.39}
\end{equation*}
$$

These are the mass parameters associated with the $S U(3)$ puncture at $t=\infty$. Note that when computing the contour integral

$$
\begin{equation*}
\oint_{t=\infty} x d t=\oint_{t=\infty} \frac{C^{\prime}}{t} d t=\oint_{s=0} \frac{C^{\prime}}{s} d s \sim C^{\prime} \tag{3.40}
\end{equation*}
$$

with $s=\frac{1}{t}$, the extra minus sign from $\frac{d t}{t}=-\frac{d s}{s}$ is canceled by changing the direction of the contour.

Lastly, at $t=1$

$$
\begin{equation*}
x=\frac{C^{\prime \prime}}{t-1}+\mathcal{O}(1) \tag{3.41}
\end{equation*}
$$

yields the equation

$$
\begin{equation*}
C^{\prime \prime 3}=P_{2}(1) C^{\prime \prime}+P_{3}(1) . \tag{3.42}
\end{equation*}
$$

Solving for $C^{\prime \prime}$, we find

$$
\begin{equation*}
C^{\prime \prime}=\left\{-\frac{1}{3} S_{1}-\frac{2}{3} \tilde{S}_{1}, \frac{2}{3} S_{1}+\frac{1}{3} \tilde{S}_{1},-\frac{1}{3} S_{1}+\frac{1}{3} \tilde{S}_{1}\right\}=-\left\{N_{1}, N_{2}, N_{3}\right\} \tag{3.43}
\end{equation*}
$$

These are the mass parameters associated with the puncture at $t=1$. They are originally the mass parameters associated with the $U(1)_{1}$ and the $U(1)_{2}$ puncture, respectively. However, $t=1$ corresponds to a third $S U(3)$ puncture, which is generated by decoupling the sphere with two $U(1)$ punctures from the two $S U(3)$ punctures. This interpretation is also
consistent with the picture that the $E_{6}$ gauge theory corresponds to a sphere with three $S U(3)$ punctures.

As a side remark, the relations between the 4D coordinates $\{t, v\}$ and the 5 D coordinates $\{T, W\}$ in (3.7)

$$
\begin{equation*}
T=\tilde{N}_{3} t, \quad W=\tilde{N}_{1}^{-\frac{1}{3}} \tilde{N}_{3}^{\frac{1}{3}}(t-1) e^{-\beta v} \tag{3.44}
\end{equation*}
$$

are different from the corresponding ones given in [5].

### 3.4 Compatibility of the 4D and strong coupling limits

Noticing that the constraint (3.11) becomes $q \rightarrow 1$ in the 4D limit $\beta \rightarrow 0$, it is therefore natural to consider (3.11) as being the 5D uplift of the strong coupling limit of the 4D $\mathrm{SU}(3)$ theory with six flavors, leading then to the 4D $E_{6}$ CFT [6]. However, the 4D limit and the strong coupling limit may not commute a priori. In order to clarify this point, we consider here a more general way to take the 4D limit of the SW curve.

We start from the curve (3.10) for the general 5D SU(3) theory with six flavors. By expanding the Coulomb moduli parameters as

$$
\begin{equation*}
U_{1}=\sum_{k=0}^{\infty} u_{1}^{(k)} \beta^{k}, \quad U_{2}=\sum_{k=0}^{\infty} u_{2}^{(k)} \beta^{k}, \tag{3.45}
\end{equation*}
$$

it is shown below that the 4 D limit does not depend on $u^{(k)}$ with $k \geq 4$, which we then can put to zero.

For the $E_{6}$ theory, one of the Coulomb moduli parameters obeys

$$
\begin{equation*}
U_{2}=\sum_{i=1}^{6} \tilde{m}_{i}, \tag{3.46}
\end{equation*}
$$

yielding

$$
\begin{equation*}
u_{2}^{(0)}=1, \quad u_{2}^{(1)}=-\sum_{i=1}^{6} m_{i}, \quad u_{2}^{(2)}=\frac{1}{2} \sum_{i=1}^{6} m_{i}^{2}, \quad \ldots \tag{3.47}
\end{equation*}
$$

after a Taylor expansion.
It is worth emphasizing that the 4 D limits of the $E_{6} \mathrm{CFT}$ and of a generic $S U(3)$ six flavor theory are slightly different. In the $E_{6}$ case, we have the relation (3.11) $q=$ $\prod_{i=1}^{6}\left(\tilde{m}_{i}\right)^{1 / 2}$, which means that $q$ goes to 1 in a specific way when we take the 4 D limit. On the other hand, for the $S U(3)$ theory, $q$ is regarded as being constant. Only after taking the 4 D limit can we put $q \rightarrow 1$. Thus, it is not obvious that the two procedures give the same result. In order to compare the two 4D limits, we also expand $q$ in terms of $\beta$

$$
\begin{equation*}
q=\sum_{k=0}^{\infty} q^{(k)} \beta^{k} \tag{3.48}
\end{equation*}
$$

For the $E_{6}$ theory, we have

$$
\begin{equation*}
q^{(0)}=1, \quad q^{(1)}=-\frac{1}{2} \sum_{i=1}^{6} m_{i}, \quad q^{(2)}=\frac{1}{2}\left(\frac{1}{2} \sum_{i=1}^{6} m_{i}\right)^{2}, \quad q^{(3)}=-\frac{1}{6}\left(\frac{1}{2} \sum_{i=1}^{6} m_{i}\right)^{3}, \quad \ldots \tag{3.49}
\end{equation*}
$$

while for an $S U(3)$ theory, we have

$$
\begin{equation*}
q^{(0)}=q_{4 D}, \quad q^{(1)}=q^{(2)}=q^{(3)}=\cdots=0 . \tag{3.50}
\end{equation*}
$$

By expanding the curve (3.10) in powers of $\beta$, the corresponding 4D SW curve is again obtained at the order $\beta^{3}$. Constraining the lower expansion coefficients ( $\beta^{0}, \beta^{1}, \beta^{2}$ ) of the curve to vanish, we find the following relations among the parameters:

$$
\begin{gather*}
u_{1}^{(0)}=-3-3 q^{(0)}, \quad u_{2}^{(0)}=3+3 q^{(0)}, \\
u_{1}^{(1)}=\frac{1}{2} q^{(0)} \sum_{k=1}^{6} m_{k}-3 q^{(1)}, \quad u_{2}^{(1)}=\frac{1}{2} q^{(0)} \sum_{k=1}^{6} m_{k}+3 q^{(1)},  \tag{3.51}\\
u_{1}^{(2)}=-u_{2}^{(2)}+\sum_{k=1}^{6} m_{k} q^{(1)} .
\end{gather*}
$$

Furthermore, the 4D SW curve becomes

$$
\begin{align*}
0= & \left(v-m_{1}\right)\left(v-m_{2}\right)\left(v-m_{3}\right) t^{2} \\
& +\left(-\left(1+q^{(0)}\right) v^{3}+q^{(0)} \sum_{k=1}^{6} m_{k} v^{2}+\tilde{u}_{1} v+\tilde{u}_{2}\right) t  \tag{3.52}\\
& +q^{(0)}\left(v-m_{4}\right)\left(v-m_{5}\right)\left(v-m_{6}\right),
\end{align*}
$$

where we have defined

$$
\begin{align*}
& \tilde{u}_{1} \equiv u_{2}^{(2)}-\frac{3}{8} q^{(0)}\left(\sum_{k=1}^{6} m_{k}\right)^{2}-\frac{1}{2} q^{(1)} \sum_{k=1}^{6} m_{k}-3 q^{(2)}  \tag{3.53}\\
& \tilde{u}_{2} \equiv-u_{1}^{(3)}-u_{2}^{(3)}+\frac{1}{24} q^{(0)}\left(\sum_{k=1}^{6} m_{k}\right)^{3}+q^{(2)} \sum_{k=1}^{6} m_{k}
\end{align*}
$$

This is the SW curve of the $S U(3)$ theory with six flavors, if we identify $q^{(0)}=q_{4 D}$ as in (3.50). It is remarkable that all the higher order terms in the expansion of $q$ are absorbed by the definition of the 4D Coulomb moduli parameters. In (3.52), only the leading order $q^{(0)}$ appears explicitly. Therefore, the difference between the two expansions (3.49) and (3.50) will not be seen in the 4 D curve itself, if we further take the limit $q_{0}=q_{4 D} \rightarrow 1$. Thanks to this feature, the 4D limit and the strong coupling limit commute.

By inserting (3.47) and (3.49) into (3.53), we obtain

$$
\begin{equation*}
q^{(0)}=1, \quad \tilde{u}_{1}=-\sum_{i<j} m_{i} m_{j} \tag{3.54}
\end{equation*}
$$

The curve (3.52) then coincides with the 4D $E_{6}$ curve in (3.25).

### 3.5 The curve for general $T_{N}$ junctions

The analysis of the previous sections can be generalized to the $T_{N}$ theory for an arbitrary $N$. The SW curve for the $T_{N}$ theory has the form

$$
\begin{equation*}
\sum_{i \geq 0, j \geq 0, i+j \leq 0} C_{i j} T^{i} W^{j}=0, \tag{3.55}
\end{equation*}
$$

with the coefficients

$$
\begin{equation*}
C_{0 i}=(-1)^{N-i} S_{N-i}(\tilde{M}), \quad C_{j 0}=(-1)^{N-j} S_{N-j}(\tilde{N}), \quad C_{i, N-i}=S_{i}(\tilde{L}) \tag{3.56}
\end{equation*}
$$

We have introduced the elementary symmetric polynomials $S_{n}$ in the above expressions, in particular

$$
\begin{equation*}
S_{n}(\tilde{M})=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{n} \leq N} \tilde{M}_{i_{1}} \tilde{M}_{i_{2}} \cdots \tilde{M}_{i_{n}} \tag{3.57}
\end{equation*}
$$

with $\tilde{M}_{i}, \tilde{N}_{i}$ and $\tilde{L}_{i}$ satisfying the constraints

$$
\begin{equation*}
\prod_{i=1}^{N} \tilde{M}_{i}=\prod_{i=1}^{N} \tilde{N}_{i}=\prod_{i=1}^{N} \tilde{L}_{i}=1 \tag{3.58}
\end{equation*}
$$

The rest of the coefficients $C_{i j}$ corresponds to various Coulomb moduli $U_{i}$. There are $\frac{1}{2}(N-2)(N-1)$ in total. We now perform the coordinate transformation ${ }^{11}$

$$
\begin{equation*}
W=-(t-1) w, \quad T=\tilde{N}_{N} t \tag{3.59}
\end{equation*}
$$

which we interpret as moving the $(0,1) 7$-brane attached to one of the NS5-branes. An example for $N=4$ is given in figure 8 . After factoring out $(t-1)$, we obtain a polynomial

(a)

(b)

Figure 8: Part (a) of the figure shows the brane setup of $T_{4}$. Part (b) shows the brane setup of a special limit of the $S U(4) \times S U(4)$ quiver gauge theory.

[^7]of degree $N-1$ in $t$ and $N$ in $w$ :
\[

$$
\begin{align*}
0 & =(t-1)^{N-1} w^{N}+\left(S_{1}(\tilde{M})-\tilde{N}_{N} S_{1}(\tilde{L}) t\right)(t-1)^{N-2} w^{N-1}+\cdots+\tilde{N}_{N}^{N} \prod_{i=1}^{N-1}\left(t-\frac{\tilde{N}_{i}}{\tilde{N}_{N}}\right) \\
& =\left(\prod_{i=1}^{N}\left(w-\tilde{N}_{N} \tilde{L}_{i}\right)\right) t^{N-1}+\cdots+\prod_{i=1}^{N}\left(w-\tilde{M}_{i}\right) . \tag{3.60}
\end{align*}
$$
\]

This curve is consistent with figure since $^{N}-1$ NS5-branes coincide in the $w \rightarrow \infty$ limit. This is the special case of the SW curve for the $\operatorname{SU}(N)^{N-2}$ quiver gauge theory, where the gauge coupling constants and some of the Coulomb moduli parameters are tuned to certain specific values depending on the mass parameters and is the 5D uplift of the known statement that the 4D $T_{N}$ theory is constructed from the $4 \mathrm{D} S U(N)^{N-2}$ quiver gauge theory [1].

The $S U(N)^{3}$ symmetry is the full symmetry of the $T_{N}$ theory for $N>3$. The check of the Weyl symmetry would therefore be trivial.

The 4D limit can be obtained analogously by using the same coordinate transformation (3.44) up to an overall rescaling of $T$ and $W$ together with the parametrization (3.21). The 4 D curve appears at the order $\beta^{N}$

$$
\begin{equation*}
0=\left(\prod_{i=1}^{N}\left(v-\left(N_{N}+L_{i}\right)\right)\right) t^{N-1}+\cdots+\prod_{i=1}^{N}\left(v-M_{i}\right) \tag{3.61}
\end{equation*}
$$

In order to bring the above expression into Gaiotto's form, we first shift $v$ as

$$
\begin{equation*}
v=v_{\text {new }}+f(t) \tag{3.62}
\end{equation*}
$$

so that the $v^{N-1}$ term disappears. Moreover, for a such term to vanish at $t \rightarrow 0$ and $t \rightarrow \infty$, the constraints

$$
\begin{equation*}
f(0)=0, \quad f(\infty)=N_{N} \tag{3.63}
\end{equation*}
$$

have to be satisfied. Under these conditions, we find the asymptotic behavior

$$
\begin{equation*}
v_{\text {new }} \sim M_{i} \quad(t \rightarrow 0), \quad v_{\text {new }} \sim L_{i} \quad(t \rightarrow \infty) \tag{3.64}
\end{equation*}
$$

which imply that $x \equiv v_{\text {new }} / t$ has poles at $t=0$ and $t=\infty$. The residues at these poles are $M_{i}$ and $L_{i}$, respectively. Furthermore, we expect the curve to have a pole at $t=1$ with the residue $N_{i}$ as well, but this is less trivial to show.

## 4. Nekrasov partition functions from topological strings

The main result of this section is the derivation of the topological string partition functions for the $T_{N}$ junctions. We read them off from the corresponding toric diagram using the refined topological vertex [51] (see also [52]). We begin the section by reviewing the rules of the topological vertex construction and apply them to the $S U(2)$ gauge theories with
$N_{f}=0, \ldots, 4$. By comparing them with the corresponding 5D superconformal indices of [54], we discover the presence of extra non-full spin content contributions in the topological string partition functions. In subsection 4.3, we argue that these non-full spin content contributions are of stringy nature and that they should be removed in order to obtain the correct Nekrasov partition functions that reproduce the 5D superconformal indices. With this knowledge at hand, we compute the topological string partition function for the $T_{3}$ junction and compare its index with the known results. We then generalize this by calculating the partition functions for the general junctions and finish by deriving a product formula for the partition function of the simplest junction $T_{2}$.

### 4.1 From toric diagrams to partition functions

The purpose of this subsection is to review the rules for reading off the refined topological string partition function from a dual toric diagram. We begin by defining the main building blocks that will enter the partition function. Similar to Feynman diagrams, the procedure associates functions to the edges and to the vertices of the dual toric diagram, called edge and vertex factors respectively. The full partition function is then obtained as the product of all the edge and vertex factors, summed over all possible partitions associated with the internal edges. For a description of the computation of the topological partition function in the unrefined case, the reader is referred to [59].

First we will give a couple of preliminary definitions. The $\Omega$ background parameters $\mathfrak{t}$ and $\mathfrak{q}$ that enter the refined topological string partition function are

$$
\begin{equation*}
\mathfrak{q}=e^{-\beta \epsilon_{1}}, \quad \mathfrak{t}=e^{\beta \epsilon_{2}} \tag{4.1}
\end{equation*}
$$

Letting $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots,\right)$ be a partition, we define

$$
\begin{equation*}
|\lambda| \stackrel{\text { def }}{=} \sum_{(i, j) \in \lambda} 1=\sum_{i=1}^{\ell(\lambda)} \lambda_{i}, \quad\|\lambda\|^{2} \stackrel{\text { def }}{=} \sum_{(i, j) \in \lambda} \lambda_{i}=\sum_{i=1}^{\ell(\lambda)} \lambda_{i}^{2} . \tag{4.2}
\end{equation*}
$$

Given a toric diagram, the determination of the topological string partition function is done in several steps that we shall now describe carefully.

1. We begin by drawing the dual toric diagram and picking a preferred direction, which has to be chosen in a such a way that each vertex is connected to exactly one edge that points in the preferred direction. In our illustrations, the edges along the preferred direction are marked by two red strips.
2. Each edge is associated with a partition $\lambda$, an arrow pointing towards one of the two vertices of the edge, a vector $v$ with integer coefficients and an integer $\eta$. In addition, each edge is of a given length $\ell$. The partition $\lambda$ of an external line of the diagram has to be empty.
3. The arrows are chosen such that they are either all incoming or all outgoing at every vertex. The vectors $v$ with integer coefficients point in the direction of the arrows.

$$
\begin{gathered}
v_{1}=\binom{-1}{1} \\
v_{3}=\binom{0}{-1} \downarrow \longrightarrow v_{2}=\binom{1}{0}
\end{gathered}
$$

Figure 9: This figure illustrates the numbering of the edges.

At each vertex, we number the vectors of the adjacent edges clockwise and impose the charge conservation condition

$$
\begin{equation*}
\sum_{i=1}^{3} v_{i}=0 . \tag{4.3}
\end{equation*}
$$

Furthermore, we define the bilinear antisymmetric operation $\wedge$ as

$$
\begin{equation*}
v \wedge w \stackrel{\text { def }}{=} v_{1} w_{2}-v_{2} w_{1} \tag{4.4}
\end{equation*}
$$

and require that

$$
\begin{equation*}
v_{i} \wedge v_{i+1}=-1 \tag{4.5}
\end{equation*}
$$

We see in the example of figure 9 that $v_{1} \wedge v_{2}=v_{2} \wedge v_{3}=v_{3} \wedge v_{1}=-1$.
4. To each edge with vector $v$, we associate an incoming vector $v_{\text {in }}$ and an outgoing vector $v_{\text {out }}$ as follows. First choose $v_{\text {in }}$ to be one of the two vectors that point towards one of the two vertices that the edge connects. Then $v_{\text {out }}$ is determined to be the one outgoing vector that has a positive scalar product with $v_{\text {in }}$. For example, in figure 10,


Figure 10: This figure gives an example for the determination $v_{\text {in }}$ and $v_{\text {out }}$.
we can choose $v_{1}$ to be $v_{\text {in }}$, which then implies that $v_{3}$ is $v_{\text {out }}$. Alternatively, we can choose $v_{2}$ to be $v_{\text {in }}$ in which case $v_{4}$ is $v_{\text {out }}$. We then associate a number $\eta$ to the edge of $v$ according to

$$
\begin{equation*}
\eta \stackrel{\text { def }}{=} v_{\text {in }} \wedge v_{\text {out }} . \tag{4.6}
\end{equation*}
$$

Due to the constraints (4.3) and (4.5), the number $\eta$ does not depend on the choice of $v_{\text {in }}$.
5. Each end of an edge that is not oriented along the preferred direction is labeled by either $\mathfrak{t}$ or $\mathfrak{q}$ according to the following rules. We start by labeling the end of an arbitrary non-preferred segment by either $\mathfrak{t}$ or $\mathfrak{q}$. The other end of that segment is then labeled by the other variable. As soon as one makes a choice for one edge,


Figure 11: This figure illustrates the way the $\mathfrak{t}$ and $\mathfrak{q}$ variables are placed.
the associations for the rest of the diagram are uniquely determined as illustrated in figure (11). However, the topological string partition function should not depend on the choice of the original placement of $\mathfrak{t}$ and $\mathfrak{q}$, see [60] for examples where this invariance has been checked.
6. We define the framing factor functions, of which we use two ${ }^{12}$, namely:

$$
\begin{equation*}
f_{\nu}(\mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=}(-1)^{|\nu|} \mathfrak{t} \frac{\left\|\nu^{t}\right\|^{2}}{2} \mathfrak{q}^{-\frac{\|\nu\|^{2}}{2}}, \quad \tilde{f}_{\nu}(\mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=}(-1)^{|\nu|} \mathfrak{t}^{\frac{\left\|\nu^{t}\right\|^{2}+|\nu|}{2}} \mathfrak{q}^{-\frac{\|\nu\|^{2}+|\nu|}{2}} . \tag{4.7}
\end{equation*}
$$

They obey the exchange relations

$$
\begin{equation*}
f_{\nu^{t}}(\mathfrak{q}, \mathfrak{t})=f_{\nu}(\mathfrak{t}, \mathfrak{q})^{-1}, \quad \tilde{f}_{\nu^{t}}(\mathfrak{q}, \mathfrak{t})=\tilde{f}_{\nu}(\mathfrak{t}, \mathfrak{q})^{-1} \tag{4.8}
\end{equation*}
$$

We then associate to the edge with partition $\lambda$ and number $\eta$ a framing factor, which depends on the preferred direction and the association of $\mathfrak{t}$ and $\mathfrak{q}$ to the edges, as shown in figure 12 .


Figure 12: This figure shows all the possible ways to associate a framing factor to an edge.

In addition, the Kähler moduli of an edge with vector $v=(p, q)$ is given by the equation

$$
\begin{equation*}
Q=\exp \left(-\frac{\beta \ell}{2 \pi \alpha^{\prime} \sqrt{p^{2}+q^{2}}}\right), \tag{4.9}
\end{equation*}
$$

[^8]where $\ell$ is the length of the edge and $\beta$ is the circumference of the fifth dimensional circle. The full edge factor is then
\[

$$
\begin{equation*}
\text { edge factor } \stackrel{\text { def }}{=}(-Q)^{|\lambda|} \times \text { framing factor. } \tag{4.10}
\end{equation*}
$$

\]

7. Within our conventions the refined topological vertex reads:

$$
\begin{equation*}
C_{\lambda \mu \nu}(\mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \mathfrak{q}^{\frac{\|\mu\|^{2}+\|\nu\|^{2}}{2}} \mathfrak{t}^{-\frac{\left\|\mu^{t}\right\|^{2}}{2}} \tilde{Z}_{\nu}(\mathfrak{t}, \mathfrak{q}) \sum_{\eta}\left(\frac{\mathfrak{q}}{\mathfrak{t}}\right)^{\frac{|\eta|+|\lambda|-|\mu|}{2}} s_{\lambda^{t} / \eta}\left(\mathfrak{t}^{-\rho} \mathfrak{q}^{-\nu}\right) s_{\mu / \eta}\left(\mathfrak{q}^{-\rho} \mathfrak{t}^{-\nu^{t}}\right), \tag{4.11}
\end{equation*}
$$

where we have used the functions $\tilde{Z}_{\nu}(\mathfrak{t}, \mathfrak{q})$ defined in equation (A.1) in the appendix. The $s_{\lambda / \mu}(\mathbf{x})$ are the skew-Schur functions of the possibly infinite vector $\mathbf{x}=\left(x_{1}, \ldots\right)$. We remind that for a partition $\nu$, the vector $\mathfrak{t}^{-\rho} \mathfrak{q}^{-\nu}$ is given by

$$
\begin{equation*}
\mathfrak{t}^{-\rho} \mathfrak{q}^{\nu}=\left(\mathfrak{t}^{\frac{1}{2}} \mathfrak{q}^{-\nu_{1}}, \mathfrak{t}^{\frac{3}{2}} \mathfrak{q}^{-\nu_{2}}, \mathfrak{t}^{\frac{5}{2}} \mathfrak{q}^{-\nu_{3}}, \ldots\right) \tag{4.12}
\end{equation*}
$$

To each vertex we associate a vertex factor, namely a topological vertex function $C_{\lambda_{1} \lambda_{2} \lambda_{3}}$, where the $\lambda_{i}$ are the partitions associated to the lines connected to the vertex, counted clockwise around the vertex such that the last edge is oriented along the preferred direction. If the arrow of a segment is incoming towards the vertex, then the associated partition gets transposed in the topological vertex. Whether we


Figure 13: The direction of the arrows determines whether the partitions or their transpose enter the vertex factor. Counting clockwise with the preferred direction being last, if $\mathfrak{t}$ is associated with the end of the first edge and $\mathfrak{q}$ with the end of the second, then the variables enter in the order $\mathfrak{t}, \mathfrak{q}$ in the vertex factor.
write $C_{\lambda_{1} \lambda_{2} \lambda_{3}}(\mathfrak{t}, \mathfrak{q})$ or $C_{\lambda_{1} \lambda_{2} \lambda_{3}}(\mathfrak{q}, \mathfrak{t})$ depends on the variables associated with the ends on the segments as illustrated in figure 13 .

Having performed all the steps in the list above, we can finally write the topological string partition function as a sum over the partitions $\left\{\lambda_{1}, \cdots, \lambda_{M}\right\}$ of the $M$ internal edges of the toric diagram

$$
\begin{equation*}
Z=\sum_{\lambda_{1}, \cdots, \lambda_{M}} \prod_{\text {edges }} \text { edge factor } \times \prod_{\text {vertices }} \text { vertex factor. } \tag{4.13}
\end{equation*}
$$

### 4.2 From zero to four flavors

In this subsection, we shall compute the topological string partition function for $\operatorname{SU}(2)$ gauge theory with the number of flavors ranging from zero to four. Using the same approach as [53], we shall then calculate the resulting index and compare with the results of [54].

In so doing, we find that it becomes necessary, starting at $N_{f}=2$, to divide out the topological string partition function by a factor that does not depend on the partitions entering the computation of the instantonic part.

Let us warm up with the simple case of pure $\mathrm{SU}(2)$ gauge theory, for which the index was computed using topological string partition function in [53]. The diagram is depicted in figure 14 and the partitions of the internal lines are named, starting from the left one and going clockwise, $\lambda_{1}, \mu_{1}, \lambda_{2}$ and $\mu_{2}$. Instead of giving the lengths of the internal lines of the


Figure 14: The diagrams for $N_{f}=0$ and $N_{f}=1$.
toric diagram, we prefer instead to directly give the Kähler parameter. Thus, for example, the edge factor of the top horizontal edge is $\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})$. The topological string partition function is then given, according to the rules in section 4.1, by the expression:

$$
\begin{align*}
& Z_{0}=\sum_{\lambda, \mu}\left(-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times C_{\lambda_{1}^{t} \oslash \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\lambda_{2}^{t} \emptyset \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\emptyset \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t}), \tag{4.14}
\end{align*}
$$

where $\boldsymbol{\lambda}$ is a vector of partitions $\left(\lambda_{1}, \lambda_{2}, \ldots\right)$ and similarly for $\boldsymbol{\mu}$. In a similar manner, we can also write down the partition function for $S U(2) N_{f}=1$, whose diagram is depicted on the right in figure 14. For one flavor, it does not matter on which external leg of the toric diagram we attach the flavor brane and furthermore, the framing factor of the corresponding edge is trivial. The resulting partition function reads

$$
\begin{align*}
Z_{1}=\sum_{\lambda, \mu, \nu}( & \left.-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times\left(-Q_{1}\right)^{\left|\nu_{1}\right|} C_{\lambda_{1}^{t} \emptyset \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\lambda_{2}^{t} \emptyset \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) . \tag{4.15}
\end{align*}
$$

Before simplifying the sums in (4.14) and (4.15), let us consider the case of $N_{f}=2,3,4$. At two flavors, there are three a priori inequivalent toric diagrams as shown in figure 15 . The partition function corresponding to the leftmost diagram in figure 15 is given by

$$
\begin{align*}
Z_{2}= & \sum_{\lambda, \mu, \nu}\left(-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times\left(-Q_{1}\right)^{\left|\nu_{1}\right|}\left(-Q_{2}\right)^{\left|\nu_{2}\right|} C_{\lambda_{1}^{t} \emptyset \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\lambda_{2}^{t} \nu_{2}^{t} \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t})  \tag{4.16}\\
& \times C_{\nu_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \nu_{2} \emptyset}(\mathfrak{t}, \mathfrak{q}),
\end{align*}
$$





Figure 15: The three different toric diagrams for SU(2) with two flavors. The non-trivial framing factors are identical to the one flavor case. To remove clutter, we denote only two of the positions of $\mathfrak{t}$ and $\mathfrak{q}$ in the diagram.
the one for the center diagram in figure 15 is

$$
\begin{align*}
Z_{2}^{\prime}= & \sum_{\lambda, \mu, \nu}\left(-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times\left(-Q_{1}\right)^{\left|\nu_{1}\right|}\left(-Q_{2}\right)^{\left|\nu_{2}\right|} C_{\lambda_{1}^{t} \oslash \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\nu_{2} \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\lambda_{2}^{t} \emptyset \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t})  \tag{4.17}\\
& \times C_{\nu_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\nu_{2}^{t} \emptyset \emptyset}(\mathfrak{q}, \mathfrak{t}),
\end{align*}
$$

and the one for the rightmost diagram is

$$
\begin{align*}
Z_{2}^{\prime \prime}= & \sum_{\lambda, \mu, \nu}\left(-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times\left(-Q_{1}\right)^{\left|\nu_{1}\right|}\left(-Q_{2}\right)^{\left|\nu_{2}\right|} C_{\lambda_{1}^{t} \nu_{2}^{t} \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\lambda_{2}^{t} \emptyset \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t})  \tag{4.18}\\
& \times C_{\nu_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \nu_{2} \emptyset}(\mathfrak{t}, \mathfrak{q}) .
\end{align*}
$$

The cases of three and four flavors are similar to the ones of zero and one flavor since there is essentially only one inequivalent diagram for each, as illustrated by figure 16. The partition functions read


Figure 16: The toric diagrams for $S U(2)$ with $N_{f}=3$ and $N_{f}=4$.

$$
\begin{align*}
Z_{3}= & \sum_{\lambda, \mu, \nu}\left(-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times\left(-Q_{1}\right)^{\left|\nu_{1}\right|}\left(-Q_{2}\right)^{\left|\nu_{2}\right|}\left(-Q_{3}\right)^{\left|\nu_{3}\right|} C_{\lambda_{1}^{t} \nu_{3}^{t} \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\lambda_{2}^{t} \nu_{2}^{t} \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t})  \tag{4.19}\\
& \times C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \nu_{2} \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \nu_{3} \emptyset}(\mathfrak{q}, \mathfrak{t})
\end{align*}
$$

and

$$
\begin{align*}
Z_{4}= & \sum_{\lambda \mu \nu}\left(-Q_{F}\right)^{\left|\lambda_{1}\right|} \tilde{f}_{\lambda_{1}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{F}\right)^{\left|\lambda_{2}\right|} \tilde{f}_{\lambda_{2}}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{1}\right|} f_{\mu_{1}}^{-1}(\mathfrak{q}, \mathfrak{t})\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}^{-1}(\mathfrak{t}, \mathfrak{q}) \\
& \times\left(-Q_{1}\right)^{\left|\nu_{1}\right|}\left(-Q_{2}\right)^{\left|\nu_{2}\right|}\left(-Q_{3}\right)^{\left|\nu_{3}\right|}\left(-Q_{4}\right)^{\left|\nu_{4}\right|} C_{\lambda_{1}^{t} \nu_{3}^{t} \mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{\nu_{4} \lambda_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q})  \tag{4.20}\\
& \times C_{\lambda_{2}^{t} \nu_{2}^{t} \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \nu_{2} \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \nu_{3} \emptyset}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{4}^{t} \emptyset \emptyset}(\mathfrak{q}, \mathfrak{t}) .
\end{align*}
$$

To simplify the expressions (4.14) to (4.20), it is convenient to define a function $\mathcal{R}_{\lambda \mu}$ as

$$
\begin{equation*}
\mathcal{R}_{\lambda \mu}(Q ; \mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \prod_{i, j=1}^{\infty}\left(1-Q \mathfrak{t}^{i-\frac{1}{2}-\lambda_{j}} \mathfrak{q}^{j-\frac{1}{2}-\mu_{i}}\right) \tag{4.21}
\end{equation*}
$$

We can use this function to express in a compact way two well known identities involving Schur functions, namely

$$
\begin{align*}
& \sum_{\lambda} Q^{|\lambda|} s_{\lambda / \mu_{1}}\left(\mathfrak{t}^{-\rho} \mathfrak{q}^{-\nu_{1}}\right) s_{\lambda^{t} / \mu_{2}}\left(\mathfrak{q}^{-\rho^{-\nu_{2}}}\right)= \\
&=\mathcal{R}_{\nu_{2} \nu_{1}}(-Q ; \mathfrak{t}, \mathfrak{q}) \sum_{\lambda} Q^{\left|\mu_{1}\right|+\left|\mu_{2}\right|-|\lambda|} s_{\mu_{2}^{t} / \lambda}\left(\mathfrak{t}^{-\rho} \mathfrak{q}^{-\nu_{1}}\right) s_{\mu_{1}^{t} / \lambda^{t}}\left(\mathfrak{q}^{-\rho} \mathfrak{t}^{-\nu_{2}}\right), \tag{4.22}
\end{align*}
$$

as well as

$$
\begin{align*}
& \sum_{\lambda} Q^{|\lambda|} s_{\lambda / \mu_{1}}\left(\mathfrak{t}^{-\rho} \mathfrak{q}^{-\nu_{1}}\right) s_{\lambda / \mu_{2}}\left(\mathfrak{q}^{-\rho_{\mathfrak{t}} \boldsymbol{\nu}_{2}}\right)= \\
&=\mathcal{R}_{\nu_{2} \nu_{1}}(Q ; \mathfrak{t}, \mathfrak{q})^{-1} \sum_{\lambda} Q^{\left|\mu_{1}\right|+\left|\mu_{2}\right|-|\lambda|} s_{\mu_{2} / \lambda}\left(\mathfrak{t}^{-\rho} \mathfrak{q}^{-\nu_{1}}\right) s_{\mu_{1} / \lambda}\left(\mathfrak{q}^{-\rho} \mathfrak{t}^{-\nu_{2}}\right) . \tag{4.23}
\end{align*}
$$

If either of the partitions $\mu_{i}$ is empty, equations (4.22) and (4.23) allow us to simplify the sums and replace them by an expression involving infinite products. Acting iteratively, the sums in (4.14) to (4.15) can be reduced to sums over the two partitions $\mu_{1}$ and $\mu_{2}$ that are associated with the internal lines oriented along the preferred direction.

In order to keep the formulas of the next part short and tidy, we introduce the shorthand

$$
\begin{equation*}
\tilde{Z}_{\mu_{1} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \mathfrak{t}^{\left\|\mu_{1}\right\|^{2}} \mathfrak{q}^{\| \mu_{2}} \|^{2} \tilde{Z}_{\mu_{1}}(\mathfrak{q}, \mathfrak{t}) \tilde{Z}_{\mu_{2}}(\mathfrak{t}, \mathfrak{q}) \tilde{Z}_{\mu_{1}^{t}}(\mathfrak{t}, \mathfrak{q}) \tilde{Z}_{\mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) . \tag{4.24}
\end{equation*}
$$

Furthermore, we will often drop the explicit dependence of $\mathfrak{t}$ and $\mathfrak{q}$, i.e. we shall write

$$
\begin{equation*}
f(Q) \equiv f(Q ; \mathfrak{t}, \mathfrak{q}) \tag{4.25}
\end{equation*}
$$

Taking now the topological string partition functions (4.14) to (4.29) and applying the identities (4.22) and (4.23), we obtain the result

$$
\begin{equation*}
Z_{0}=\sum_{\mu} Q_{B}^{\left|\mu_{1}\right|+\left|\mu_{2}\right|} \frac{\tilde{Z}_{\mu_{1} \mu_{2}}}{\mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)} \tag{4.26}
\end{equation*}
$$

for pure $\mathrm{SU}(2)$,

$$
\begin{equation*}
Z_{1}=\sum_{\mu} Q_{B}^{\left|\mu_{1}\right|+\left|\mu_{2}\right|} \frac{\tilde{Z}_{\mu_{1} \mu_{2}} \mathcal{R}_{\mu_{1} \emptyset}\left(Q_{1}\right) \mathcal{R}_{\mu_{2}^{t} \emptyset}\left(Q_{1} Q_{F}\right)}{\mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)}, \tag{4.27}
\end{equation*}
$$

for $N_{f}=1$. In the $N_{f}=2$ case, we find

$$
\begin{equation*}
Z_{2}=\sum_{\mu} Q_{B}^{\left|\mu_{1}\right|+\left|\mu_{2}\right|} \frac{\tilde{Z}_{\mu_{1} \mu_{2}} \mathcal{R}_{\mu_{1} \emptyset}\left(Q_{1}\right) \mathcal{R}_{\emptyset \mu_{2}}\left(Q_{2}\right) \mathcal{R}_{\mu_{2}^{t} \emptyset}\left(Q_{1} Q_{F}\right) \mathcal{R}_{\emptyset \mu_{1}^{t}}\left(Q_{2} Q_{F}\right)}{\mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{R}_{\emptyset \emptyset}\left(Q_{1} Q_{2} Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)}, \tag{4.28}
\end{equation*}
$$

for the situation on the left in figure 15 ,

$$
\begin{equation*}
Z_{2}^{\prime}=\mathcal{R}_{\emptyset \emptyset}\left(Q_{1} Q_{2} Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) Z_{2} \tag{4.29}
\end{equation*}
$$

for the one depicted in the center and

$$
\begin{equation*}
Z_{2}^{\prime \prime}=\sum_{\mu} Q_{B}^{\left|\mu_{1}\right|+\left|\mu_{2}\right|} \frac{\tilde{Z}_{\mu_{1} \mu_{2}} \mathcal{R}_{\mu_{1} \emptyset}\left(Q_{1}\right) \mathcal{R}_{\mu_{1} \emptyset}\left(Q_{2}\right) \mathcal{R}_{\mu_{2}^{t} \emptyset}\left(Q_{1} Q_{F}\right) \mathcal{R}_{\mu_{2}^{t} \emptyset}\left(Q_{2} Q_{F}\right)}{\mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)} \tag{4.30}
\end{equation*}
$$

for the one on the right. Performing the sum in (4.30) on a computer for partitions $\mu$ with $|\mu|<M$ for some large integer $M$, we experimentally uncover the identity

$$
\begin{equation*}
Z_{2}^{\prime}=\mathcal{R}_{\emptyset \emptyset}\left(Q_{1} Q_{2} Q_{B} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) Z_{2}^{\prime \prime} \tag{4.31}
\end{equation*}
$$

For $N_{f}=3$, the partition function (4.19) becomes

$$
\begin{equation*}
Z_{3}=\sum_{\mu} Q_{B}^{\left|\mu_{1}\right|+\left|\mu_{2}\right|} \frac{\tilde{\mu}_{\mu_{1} \mu_{2}} \prod_{i=1}^{2} \mathcal{R}_{\mu_{1} \emptyset}\left(Q_{2 i-1}\right) \mathcal{R}_{\mu_{2}^{t} \emptyset}\left(Q_{2 i-1} Q_{F}\right) \mathcal{R}_{\emptyset \mu_{2}}\left(Q_{2}\right) \mathcal{R}_{\emptyset \mu_{1}^{t}}\left(Q_{2} Q_{F}\right)}{\mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{R}_{\emptyset \emptyset}\left(Q_{1} Q_{2} Q_{F} \sqrt{\frac{t}{\mathfrak{q}}}\right)}, \tag{4.32}
\end{equation*}
$$

while for four flavors we get the similar expression

$$
\begin{equation*}
Z_{4}=\sum_{\mu} Q_{B}^{\left|\mu_{1}\right|+\left|\mu_{2}\right|} \frac{\tilde{Z}_{\mu_{1} \mu_{2}} \prod_{i=1}^{2} \mathcal{R}_{\mu_{1} \emptyset}\left(Q_{2 i-1}\right) \mathcal{R}_{\emptyset \mu_{2}}\left(Q_{2 i}\right) \mathcal{R}_{\emptyset \mu_{1}^{t}}\left(Q_{2 i} Q_{F}\right) \mathcal{R}_{\mu_{2}^{t} \emptyset}\left(Q_{2 i-1} Q_{F}\right)}{\mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}^{t}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{R}_{\emptyset \emptyset}\left(Q_{1} Q_{2} Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{R}_{\emptyset \emptyset}\left(Q_{3} Q_{4} Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right)} . \tag{4.33}
\end{equation*}
$$

We would now like to use equations to in order to extract the 5D superconformal index of protected states for the relevant gauge theory, as done in [53] for the zero flavor case. For this purpose, it is necessary to replace the variables $\mathfrak{t}$ and $\mathfrak{q}$ through $x$ and $y$ via

$$
\begin{equation*}
\mathfrak{t}=\frac{y}{x}, \quad \mathfrak{q}=x y \tag{4.34}
\end{equation*}
$$

and then carefully expand the partition functions for small $x$. This is problematic due to the presence of infinite products in the definition of $\mathcal{R}_{\lambda \mu}$. To simplify the issue, we separate the functions $\mathcal{R}_{\lambda \mu}$ into a finite product $\mathcal{N}_{\lambda \mu}$ that depends on the partitions and an infinite product $\mathcal{M}$ that doesn't according to equation (A.1). It is now trivial to replace $\mathfrak{t}$ and $\mathfrak{q}$ by $x$ and $y$ in $\mathcal{N}_{\lambda \mu}(Q ; \mathfrak{t}, \mathfrak{q})$ and expand for small $x$. On the other hand, the function $\mathcal{M}$ needs
to be reformulated so that a power series expansion for small $x$ becomes possible. This is done by the use of the following analytic continuation rule for arbitrary $Q$ :

$$
\begin{equation*}
\prod_{m=1}^{\infty}\left(1-Q \mathfrak{q}^{-m+\frac{1}{2}}\right)^{-1} \rightarrow \prod_{m=1}^{\infty}\left(1-Q \mathfrak{q}^{m-\frac{1}{2}}\right) \tag{4.35}
\end{equation*}
$$

In order to compute the superconformal index, we need in addition to have a "complex conjugation", which for an arbitrary function $f$ of the variables $\mathfrak{t}, \mathfrak{q}$ and the Kähler parameters is given by

$$
\begin{equation*}
\bar{f}\left(Q_{1}, \ldots, Q_{M} ; \mathfrak{t}, \mathfrak{q}\right) \stackrel{\text { def }}{=} f\left(Q_{1}^{-1}, \ldots, Q_{M}^{-1} ; \mathfrak{t}^{-1}, \mathfrak{q}^{-1}\right) \tag{4.36}
\end{equation*}
$$

Of course, the above is not a complex conjugation for the case in which the variables are not of unit modulus, and in particular not in the case we are interested in, for which $\mathfrak{t} \rightarrow \infty$ and $\mathfrak{q} \rightarrow 0$. Thus, it is better to simply view (4.36) as the definition of a new function $\bar{f}$.

Applying the replacement rule (4.35) to $\mathcal{M}$ and $\overline{\mathcal{M}}$, we obtain

$$
\begin{equation*}
\mathcal{M}(Q ; x, y)=\prod_{i, j=1}^{\infty}\left(1-Q x^{i+j} y^{i-j}\right), \quad \overline{\mathcal{M}}(Q ; x, y)=\prod_{i, j=1}^{\infty}\left(1-Q^{-1} x^{i+j-2} y^{i-j}\right) \tag{4.37}
\end{equation*}
$$

In computing the index, we also need to expand the refined MacMahon function $M(\mathfrak{t}, \mathfrak{q})=$ $\mathcal{M}(1 ; \mathfrak{t}, \mathfrak{q})$ and its conjugate $\bar{M}(\mathfrak{t}, \mathfrak{q})$ for small $x$. Applying (4.35) to $\bar{M}$ naively leads to a trivial zero that has to be removed as shown in [53]. We will then obtain the result

$$
\begin{equation*}
\bar{M}(x, y)=\prod_{\substack{i, j=1 \\(i, j) \neq(1,1)}}^{\infty}\left(1-x^{i+j-2} y^{i-j}\right) \tag{4.38}
\end{equation*}
$$

After these careful preparations, we can finally spell out the procedure of computing the index. For any $N_{f}$, we parametrize the Kähler moduli $\boldsymbol{Q}=\left(Q_{F}, Q_{B}, Q_{1}, Q_{2}, \ldots\right)$ as

$$
\begin{equation*}
Q_{F}=\tilde{A}^{2}, \quad Q_{B}=x_{0} \tilde{A}^{2}, \quad Q_{i}=x_{i} \tilde{A}^{-1} \tag{4.39}
\end{equation*}
$$

where $\tilde{A}$ is the Coulomb modulus and $x_{i}$ will be determined later so that the symmetries become manifest. Then, we take the topological string partition functions $Z_{a}$ and their conjugate $\bar{Z}_{a}$, replace the functions $\mathcal{R}_{\lambda \mu}$ by $\mathcal{M}$ and $\mathcal{N}_{\lambda \mu}$ as determined by (A.1) and expand in a power series in $x$ by using (4.37). The index is defined as the contour integral over the Coulomb moduli [53]

$$
\begin{equation*}
\mathcal{I}=\frac{1}{2} \oint_{|\tilde{A}|=\epsilon} \frac{d \tilde{A}}{2 \pi i \tilde{A}} M(x, y) \bar{M}(x, y) Z(\boldsymbol{Q} ; x, y) \bar{Z}(\boldsymbol{Q} ; x, y) \tag{4.40}
\end{equation*}
$$

where $\epsilon>0$ is small enough so that the contour integral in (4.40) only picks up the residue at zero ${ }^{13}$.

[^9]For the $N_{f}=0$ and $N_{f}=1$ cases, application of (4.40) leads ${ }^{14}$ to

$$
\begin{align*}
\mathcal{I}_{0}= & 1+\chi_{2}\left(u_{1}\right) x^{2}+\chi_{1}(y)\left(1+\chi_{2}\left(u_{1}\right)\right) x^{3}+\left(1+\chi_{4}\left(u_{1}\right)+\chi_{2}(y)\left(1+\chi_{2}\left(u_{1}\right)\right)\right) x^{4}+\mathcal{O}\left(x^{5}\right), \\
\mathcal{I}_{1}= & 1+\left(1+\chi_{2}\left(u_{1}\right)\right) x^{2}+\chi_{1}(y)\left(2+\chi_{2}\left(u_{1}\right)\right) x^{3}  \tag{4.41}\\
& +\left(1+\chi_{4}\left(u_{1}\right)-\chi_{1}\left(u_{1}\right)\left(u_{2}+u_{2}^{-1}\right)+\chi_{2}(y)\left(2+\chi_{2}\left(u_{1}\right)\right)\right) x^{4}+\mathcal{O}\left(x^{5}\right),
\end{align*}
$$

where we have set $x_{0}=u_{1}^{2}$ and $x_{1}=u_{1}^{-\frac{1}{2}} u_{2}^{\frac{1}{2}}$ in order to get full agreement with [54]. For the pure $S U(2)$ case, the global $U(1)$ symmetry is enhanced to $E_{1}=S U(2)$ and the index $\mathcal{I}_{0}$ is organized in representations of $S U(2)$ that depend on the fugacity $u_{1}$. In the $N_{f}=1$ case, the resulting enhanced global symmetry is $E_{2}=S U(2) \times U(1)$ and the variable $u_{2}$ that takes care of the $U(1)$ factor is to be identified with $e^{i \rho / 2}$ appearing in equation (4.12) in [54].

Starting with two flavors, we need to remove certain problematic factors from the partition functions in order to obtain the index. Specifically, for $N_{f}=2$, we set

$$
\begin{equation*}
Z_{2}^{\text {ren }} \stackrel{\text { def }}{=} Z_{2}^{\prime}=\mathcal{M}\left(Q_{1} Q_{2} Q_{F} \frac{\mathfrak{t}}{\mathfrak{q}}\right)^{-1} Z_{2}=\mathcal{M}\left(Q_{1} Q_{2} Q_{B}\right)^{-1} Z_{2}^{\prime \prime} \tag{4.42}
\end{equation*}
$$

and compute the index $\mathcal{I}_{2}$ using $Z_{2}^{\text {ren }}$. Setting the parameter $x_{i}$ of (4.39) equal to $x_{0}=u_{1}^{2}$, $x_{1}=u_{1}^{-\frac{1}{2}} u_{2} u_{3}^{\frac{1}{2}}$ and $x_{2}=u_{1}^{-\frac{1}{2}} u_{2}^{-1} u_{3}^{\frac{1}{2}}$, we obtain

$$
\begin{align*}
\mathcal{I}_{2}= & 1+\left(1+\chi_{2}\left(u_{1}\right)+\chi_{1}\left(u_{1}\right)\left(u_{3}+u_{3}^{-1}\right)+\chi_{2}\left(u_{2}\right)\right) x^{2} \\
& +\left(\chi_{1}(y)\left(2+\chi_{2}\left(u_{1}\right)+\chi_{1}\left(u_{1}\right)\left(u_{3}+u_{3}^{-1}\right)+\chi_{2}\left(u_{2}\right)\right) x^{3}+\mathcal{O}\left(x^{4}\right)\right. \tag{4.43}
\end{align*}
$$

with $u_{1}, u_{2}$ and $u_{3}$ counting the charges of the Cartan generators of $S U(2) \times S U(2) \times$ $U(1) \subset S U(3) \times S U(2)=E_{3}$, as in [54], equation (4.12) et seqq. To make the full $E_{3}=S U(3) \times S U(2)$ symmetry manifest however, it is preferable to instead parametrize as

$$
\begin{equation*}
x_{0}=\frac{y_{1}}{y_{2}}, \quad x_{1}=\sqrt{\frac{y_{2}}{y_{3}}} u, \quad x_{2}=\sqrt{\frac{y_{2}}{y_{3}}} u^{-1}, \tag{4.44}
\end{equation*}
$$

so that the fundamental representation of $S U(3)$ has the character $y_{1}+y_{2}+y_{3}$. The fugacity $u$ is the variable associated to $S U(2)$ and we also have $\prod_{i=1}^{3} y_{i}=1$

For three flavors, we claim that the renormalized partition function that gives the correct index is

$$
\begin{equation*}
Z_{3}^{\mathrm{ren}}=\left[\mathcal{M}\left(Q_{1} Q_{2} Q_{F} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{1} Q_{3} Q_{B}\right)\right]^{-1} Z_{3} \tag{4.45}
\end{equation*}
$$

Parametrizing the fugacities as

$$
\begin{equation*}
x_{0}=\frac{y_{1}}{y_{2}}, \quad x_{1}=\sqrt{\frac{y_{2} y_{5}}{y_{3} y_{4}}}, \quad x_{2}=\sqrt{\frac{y_{2} y_{4}}{y_{3} y_{5}}}, \quad x_{3}=\sqrt{\frac{y_{2} y_{3}}{y_{4} y_{5}}}, \tag{4.46}
\end{equation*}
$$

we recover the global symmetry $E_{4}=S U(5)$ of the index which reads

$$
\begin{align*}
\mathcal{I}_{3}= & 1+\chi_{[1,0,0,1]}^{E_{4}}(\boldsymbol{y}) x^{2}+\chi_{1}(y)\left(1+\chi_{[1,0,0,1]}^{E_{4}}(\boldsymbol{y})\right) x^{3}  \tag{4.47}\\
& +\left(\chi_{2}(y)\left(1+\chi_{[1,0,0,1]}^{E_{4}}(\boldsymbol{y})\right)+1+\chi_{[2,0,0,2]}^{E_{4}}(\boldsymbol{y})\right)+\mathcal{O}\left(x^{5}\right) .
\end{align*}
$$

[^10]In the above, $\left[a_{1}, a_{2}, a_{3}, a_{4}\right]$ are the Dynkin labels of $\operatorname{SU}(5)$, with $[1,0,0,1]$ denoting the adjoint and $[2,0,0,2]$ the 200 -dimensional self-dual representation.

In the four flavor case, the renormalized partition function is

$$
\begin{equation*}
Z_{4}^{\mathrm{ren}}=\left[\mathcal{M}\left(Q_{1} Q_{3} Q_{B}\right) \mathcal{M}\left(Q_{3} Q_{4} Q_{F}\right) \mathcal{M}\left(Q_{2} Q_{4} Q_{B} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{1} Q_{2} Q_{F} \frac{\mathfrak{t}}{\mathfrak{q}}\right)\right]^{-1} Z_{4}, \tag{4.48}
\end{equation*}
$$

as we shall justify in the next subsection by equation (4.61). Parametrizing the fugacities as

$$
\begin{equation*}
x_{0}=\frac{y_{1}}{y_{2}}, \quad x_{1}=\sqrt{\frac{y_{2} y_{5}}{y_{3} y_{4}}}, \quad x_{2}=\sqrt{\frac{y_{2} y_{4}}{y_{3} y_{5}}}, \quad x_{3}=\sqrt{\frac{y_{2} y_{3}}{y_{4} y_{5}}}, \quad x_{4}=\sqrt{y_{2} y_{3} y_{4} y_{5}}, \tag{4.49}
\end{equation*}
$$

we make the enhanced $E_{5}=\operatorname{Spin}(10)$ symmetry of the index manifest. Specifically, for this choice of the fugacities, the character of the vector representation of $\operatorname{Spin}(10)$ takes the standard form $\sum_{i=1}^{5}\left(y_{i}+y_{i}^{-1}\right)$. Plugging (4.48) into (4.40) leads to the following expression for the index

$$
\begin{equation*}
\mathcal{I}_{4}=1+\chi_{[0,1,0,0,0]}^{E_{5}}(\boldsymbol{y}) x^{2}+\chi_{1}(y)\left(1+\chi_{[0,1,0,0,0]}^{E_{5}}(\boldsymbol{y})\right) x^{3}+\mathcal{O}\left(x^{4}\right), \tag{4.50}
\end{equation*}
$$

where $\left[a_{1}, \ldots, a_{5}\right]$ are the Dynkin labels of $\operatorname{Spin}(10)$, with $[0,1,0,0,0]$ being the adjoint.

### 4.3 Normalizing the partition functions

As we have discovered experimentally a procedure to obtain the correct superconformal indices of the $E_{1, \cdots, 5}$ SCFTs, we will move on to a theoretical formulation of our findings. We saw an extra factor appearing in the $N_{f} \geq 2$ theories ( $E_{3,4,5}$ ), a phenomena deeply related to the stringy construction of the five dimensional SCFTs. Let us now give a brief review on the relevant background materials.


Figure 17: The first line is the sequence of the del Pezzo surface $\mathcal{B}_{k}$, which is the blow-up of $\mathbb{C P}^{2}$ at $k$ generic points $(k=0,1, \cdots, 8) . \mathcal{B}_{0,1,2,3}$ and $\mathbb{F}_{0}$ (the five gray diagrams) are the toric del Pezzo surfaces which are the smooth toric Fano varieties in four dimensions. The gray, orange and red diagrams are toric surfaces. For $k \geq 4$, the del Pezzo surface is non-toric, but by setting the blow-up points on special positions we can get toric surfaces (the red diagrams). We can also obtain the two red diagrams from the $\mathbb{F}_{2}$ surface blown up at two points (the orange diagram).

Originally [8-15], the 5D $E_{n}$ SCFTs were studied by considering the small $E_{8}$ instantons coming from M-theory on $S^{1} / \mathbb{Z}_{2}$, which arise when an M5-brane comes near the 9 -brane at a boundary of the interval $S^{1} / \mathbb{Z}_{2}$. By further compactifying this M-theory set-up on an additional circle, we find Type IIA theory on the orientifold $S^{1} / \mathbb{Z}_{2}$ with D8-branes, which is called the Type I' superstring theory. Seiberg in [7] derived certain properties of the $E_{n}$ SCFTs using this Type I' realization.

Let us consider a point on the moduli space of an elliptically fibered Calabi-Yau threefold where a compact four-cycle shrinks to a point. It is conjectured that F-theory compactified on the Calabi-Yau leads to the same $E_{n}$ theories [29]. The $E_{n}$ theory appears when the del Pezzo surface $\mathcal{B}_{n}$ vanishes as the four-cycle. By compactifying this F-theory on a circle, we obtain M-theory on the same Calabi-Yau with an elliptic fiber of infinite size.

The 5D $E_{n}$ SCFT is thus obtained by compactifying M-theory on a Calabi-Yau which includes the del Pezzo surface $\mathcal{B}_{n}$ as a compact four-cycle. At the singular limit, the del Pezzo surface collapses to a point, the SCFT appears and the finite size four-cycle describes the deformation from the strongly-coupled fixed point.

For some of the $E_{n}$ theories, we can employ $(p, q) 5$-brane construction and dual toric Calabi-Yau compactification to investigate the corresponding 5D fixed point theory. Actually, the 5D $E_{n}$ SCFTs with $n=0,1,2,3$ are constructed by these web configurations ( $\mathbb{F}_{0}$ and $\mathcal{B}_{n}$ ), and we can compute their superconformal indices by using the toric CalabiYau compactification [53]. At first sight, the blow-up points of $\mathcal{B}_{1,2,3}$ seem to be placed in a non-generic fashion, because they are located at the three corners of the toric diagram of $\mathbb{P}^{2}$. However, the $S L(3, \mathbb{C})$ symmetry of $\mathbb{P}^{2}$ enables us to place three points to any positions and we can therefore arrange the blow-up points to the three corners. The first four del Pezzo surfaces are thus toric varieties [62]. This fact does not hold for higher del Pezzo surfaces $\mathcal{B}_{n \geq 4}$ since we have exhausted the $S L(3, \mathbb{C})$ transformations, so that these del Pezzo surfaces do not have any toric description. The naive toric descriptions of del Pezzo-like surfaces $\mathcal{B}_{n}^{\prime}$ are given as the red diagrams in figure 17, but they are not genuine del Pezzo surfaces because the blown-up points are specially tuned. As we will see in the following subsections, the 5D theories arising from the diagrams colored in orange and red cause problem because they contain parallel external lines (branes), and in higher cases some of the external lines cross each other. This situation is a reflection of the non-toric nature of the corresponding del Pezzo surfaces. These external configurations then lead to extra states (which are stringy in general).

This subtle situation has been resolved by introducing 7-branes into the 5 -brane webs, so that the semi-infinite 5 -branes become finite, ending on the 7 -branes. See also section 2. By moving a 7 -brane inside the 5 -brane loop, an 5 -brane disappears and a 7 -brane insertion appears in this new configuration. We can therefore blow up a del Pezzo surface at a generic point by adding a single 7 -brane inside the 5 -brane loop that describes a compact four-cycle. Figure 18 illustrates the construction of the del Pezzo surfaces as the blow-up of the surface $\mathbb{C P}^{2}$.


Figure 18: This figure shows the 7-brane realization of blow-ups of the local $\mathbb{C P}^{2}$. By pulling a 7-brane out of the 5-brane loop, the positions of the corresponding blown up points will be tuned into special locations of the toric geometry $\mathbb{C P}^{2}$ : the corners of the toric diagram.

### 4.3.1 Our conjecture

In this paper we compute the superconformal indices of $E_{3,4,5,6}$ theories by using a toric description. As we mentioned above, toric formulation of $\mathcal{B}_{3}^{\prime}$ and $\mathcal{B}_{4,5,6}$ surfaces causes problems and we have to employ the alternative formulation based on 7-branes. Unfortunately we do not know any efficient way to compute the topological string partition functions of toric Calabi-Yau manifolds on 7 -brane backgrounds. This means that we cannot compute the partition functions and the superconformal indices of the corresponding $E_{3,4,5,6}$ SCFTs based on the Iqbal-Vafa scheme [53]. However, we did find an efficient way to compute these partition functions and superconformal indices. Our claim is that the partition function of a 5-brane web blown up by 7-branes is equal to that of the naive toric description after eliminating the so-called non-full spin contents. Schematically our proposal is

$$
\begin{equation*}
Z_{5} \& 7 \text {-brane web }=\frac{Z_{\text {toric }}}{Z_{\text {non-full spin }}} . \tag{4.51}
\end{equation*}
$$

A 5-brane web describes a five dimensional minimal supersymmetric gauge theory, and its massive BPS states are characterized by the Wigner little group $S O(4) \simeq S U(2)_{L} \times S U(2)_{R}$. The label $\left(j_{L}, j_{R}\right)$ denotes the spin content. In the context of Calabi-Yau compactification, these BPS states come from M2-branes wrapping a two cycle inside the Calabi-Yau $C \in$ $H(\mathrm{CY}, \mathbb{Z})$. The multiplicities $N_{C}^{\left(j_{L}, j_{R}\right)}$ of these states with labels $\left(j_{L}, j_{R}\right)$ and $C$ provide
the Nekrasov instanton partition function of the resulting five dimensional theory

$$
\begin{align*}
Z\left(Q_{C} ; \mathfrak{t}, \mathfrak{q}\right) & =\exp \left[\sum_{C \in H(C Y, \mathbb{Z})} \sum_{j_{L}, j_{R}} Q_{C} \frac{(-1)^{2\left(j_{L}+j_{R}\right)} N_{C}^{\left(j_{L}, j_{R}\right)} \operatorname{Tr}_{j_{R}}\left(\frac{\mathfrak{q}}{\mathfrak{t}}\right)^{\sigma_{R, 3}} \operatorname{Tr}_{j_{L}}(\mathfrak{q t})^{\sigma_{L, 3}}}{\left(\mathfrak{t}^{1 / 2}-\mathfrak{t}^{-1 / 2}\right)\left(\mathfrak{q}^{1 / 2}-\mathfrak{q}^{-1 / 2}\right)}\right] \\
& =Z\left(Q_{C} ; \mathfrak{t}^{-1}, \mathfrak{q}^{-1}\right) . \tag{4.52}
\end{align*}
$$

For various Calabi-Yau manifolds and their cycles $C$, this property is satisfied because we have the full spin content for each spin $\left(j_{L}, j_{R}\right)$. This is however not always the case. The Wigner little group is mathematically the Lefschetz action $[56,62]$ onto the fiber and base direction of (the cohomology class of) the moduli space $\tilde{\mathcal{M}}_{C}$ of the stable sheaves of the Calabi-Yau, which is a flat vector bundle over the moduli space $\mathcal{M}_{C}$ of the curves in class $C$. The spin content of the BPS state is then given by the decomposition of the cohomology as the representation space of the $S U(2)_{L} \times S U(2)_{R}$ Lefschetz action

$$
\begin{equation*}
H^{*}\left(\tilde{\mathcal{M}}_{C}\right)=\bigoplus_{j_{L}, j_{R}} N_{C}^{\left(j_{L}, j_{R}\right)}\left[\left(j_{L}, j_{R}\right)\right] . \tag{4.53}
\end{equation*}
$$

However the existence of the Lefschetz action is not guaranteed in general, and in fact the cohomology is not a full representation space for some curves $C$ on which the moduli space of M2-brane $\mathcal{M}$ is non-compact.


Figure 19: The toric analogue of the del Pezzo surface $\mathcal{B}_{6}$ as a two point blow-up of the toric $\mathcal{B}_{4}$-like surface. This surface is the minimal resolution of the orbifold $\mathbb{C}^{2} / \mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

In our scheme we can compute a typical non-toric del Pezzo surface $\mathcal{B}_{6}$ based on a 5 -brane web and toric compactification. The key is the toric description of the $\mathbb{C P}^{2}$ blowup at six specially placed points, see figure 19. This geometry is the resolution of the supersymmetric orbifold $\mathbb{C}^{2} / \mathbb{Z}_{2} \times \mathbb{Z}_{2}$. The genuine del Pezzo surface $\mathcal{B}_{6}$ compactification is obtained by attaching the 7 -branes to the ends of the external 5 -branes in the dual 5 brane system and moving these 7 -branes inside the 5 -brane loop. It is difficult to study this compactification, but we have a nice toric description (4.51) and can compute the partition functions explicitly. In this paper, we thus utilize the simple toric description of $\mathcal{B}_{6}$ to compute the superconformal index of the worldvolume theory, and we find the appearance of the non-trivial $E_{6}$ SCFT on the five-dimensional space-time.


Figure 20: In pictures (a) and (b), we show the four diagrams contributing to the non-full spin content. In (c), we have the flopped diagram, which is precisely equal to the non-full spin content partition function $Z^{\text {non-full }}$.

### 4.3.2 Example: the toric description of $\mathcal{B}_{5}$

Let us check our conjecture (4.51) by using the typical example $N_{f}=4$. In the previous subsection we obtained the superconformal index by dividing the topological string partition function of the del Pezzo-like $\mathcal{B}_{5}^{\prime}$ geometry (the red colored toric diagram below $\mathcal{B}_{5}$ in figure (17) by the partition function of extra contributions. Our conjecture is that this extra factor comes from the non-full spin content of the resulting five dimensional theory.

The non-full spin contents arise from M2-branes wrapping a $\mathbb{C P}^{2}$ whose local structure forms a $\mathcal{O}(0) \oplus \mathcal{O}(-2)$ bundle. In the language of the 5 -brane web, such a two-cycle corresponds to a stack of parallel 5 -branes. We have four such stacks in the web configuration $\mathcal{B}_{5}^{\prime}$, as illustrated by (a) and (b) in figure 20. Therefore, the partition function of these four partial web diagrams explains the multiplicities of the non-full spin contents of this geometry. The preferred direction for the two diagrams in (a) is horizontal, which makes the computation slightly technical. The refined topological vertex for the upper diagram in (a) gives

$$
\begin{align*}
& Z_{\text {upper }}^{(\mathrm{a})}\left(Q_{1,3}, Q_{B} ; \mathfrak{t}, \mathfrak{q}\right)=\sum_{\mu}\left(-Q_{3}\right)^{\left|\mu_{1}\right|}\left(-Q_{B}\right)^{\left|\mu_{2}\right|} f_{\mu_{2}}(\mathfrak{t}, \mathfrak{q})\left(-Q_{1}\right)^{\left|\mu_{3}\right|} \\
& \times C_{\emptyset \mu_{1} \emptyset}(\mathfrak{q}, \mathfrak{t}) C_{\emptyset \mu_{1}^{t} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\mu_{3} \emptyset \mu_{2}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\mu_{3}^{t} \emptyset \emptyset}(t, q), \tag{4.54}
\end{align*}
$$

which after using the resummation formulas (4.22) and (4.23) leads to

$$
\begin{align*}
Z_{\text {upper }}^{(\mathrm{a})}= & \sum_{\mu} \mathfrak{t}^{\|\mu\|^{2}} Q_{B}^{|\mu|} \tilde{Z}_{\mu^{t}}(\mathfrak{t}, \mathfrak{q}) \tilde{Z}_{\mu}(\mathfrak{q}, \mathfrak{t}) \mathcal{R}_{\emptyset \mu}\left(Q_{3}\right) \mathcal{R}_{\emptyset \mu}\left(Q_{1}\right) \\
= & {\left[\mathcal{M}\left(Q_{1} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{3} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)\right]^{-1} \sum_{\mu}\left(-Q_{B} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)^{|\mu|} P_{\mu}\left(\mathfrak{q}^{\rho} ; \mathfrak{t}, \mathfrak{q}\right) P_{\mu^{t}}\left(\mathfrak{t}^{-\rho} ; \mathfrak{q}, \mathfrak{t}\right) } \\
& \times \prod_{(i, j) \in \mu}\left(1-Q_{1} \mathfrak{q}^{i-\frac{1}{2}} \mathfrak{t}^{-j+\frac{1}{2}}\right) \prod_{(i, j) \in \mu}\left(1-Q_{3} \mathfrak{q}^{i-\frac{1}{2}} \mathfrak{t}^{-j+\frac{1}{2}}\right) \tag{4.55}
\end{align*}
$$

In order to express the $\tilde{Z}$ as functions of the Macdonald polynomials, we have made use of (A.2). To perform this summation, we use formulae (A.4) and (A.5) to find the closed expression

$$
\begin{equation*}
Z_{\text {upper }}^{(\mathrm{a})}\left(Q_{1,3}, Q_{B} ; \mathfrak{t}, \mathfrak{q}\right)=\frac{\mathcal{M}\left(Q_{B} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{1} Q_{3} Q_{B}\right)}{\mathcal{M}\left(Q_{1} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{3} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{1} Q_{B} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{3} Q_{B} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right.} . \tag{4.56}
\end{equation*}
$$

In order to obtain the non-full spin content of the above partition function, we have to isolate the parts that change under the transformation $(\mathfrak{t}, \mathfrak{q}) \rightarrow(1 / \mathfrak{t}, 1 / \mathfrak{q})$. Since by the analytic continuation rule (4.35) we have $\mathcal{M}\left(Q ; \mathfrak{t}^{-1}, \mathfrak{q}^{-1}\right)=\mathcal{M}\left(Q \frac{\mathfrak{t}}{\mathfrak{q}} ; \mathfrak{t}, \mathfrak{q}\right)$, we see that the corresponding non-full spin partition function is ${ }^{15}$

$$
\begin{equation*}
Z_{\text {upper }}^{(\mathrm{a}) \text {,non-full }}\left(Q_{1,3}, Q_{B} ; \mathfrak{t}, \mathfrak{q}\right)=\mathcal{M}\left(Q_{1} Q_{3} Q_{B}\right) . \tag{4.57}
\end{equation*}
$$

The lower diagram in (a) is just $Z_{\text {upper }}^{(\mathrm{a})}\left(Q_{2,4}, Q_{B} ; \mathfrak{q}, \mathfrak{t}\right)$, and by combining it with the upper contribution we find the non-full spin partition function

$$
\begin{equation*}
Z_{\text {non-full }}^{(\mathrm{a})}\left(Q_{1, \cdots, 4}, Q_{B} ; \mathfrak{t}, \mathfrak{q}\right)=\mathcal{M}\left(Q_{1} Q_{3} Q_{B}\right) \mathcal{M}\left(Q_{2} Q_{4} Q_{B} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \tag{4.58}
\end{equation*}
$$

The partition function of (b) can be derived just as easily by using the same rules as before. The result for the left part of (b) is then

$$
\begin{equation*}
Z_{\text {left }}^{(\mathbf{b})}\left(Q_{3,4}, Q_{F} ; \mathfrak{t}, \mathfrak{q}\right)=\frac{\mathcal{M}\left(Q_{F} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{3} Q_{4} Q_{F}\right)}{\mathcal{M}\left(Q_{3} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{4} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{3} Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{4} Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)} . \tag{4.59}
\end{equation*}
$$

The right part is obtained by exchanging $\mathfrak{t}$ with $\mathfrak{q}$ and $Q_{3}, Q_{4}$ with $Q_{1}, Q_{2}$. We therefore obtain the following partition function for the non-full spin content of the stacks (b):

$$
\begin{equation*}
Z_{\text {non-full }}^{(\mathrm{b})}\left(Q_{1, \ldots, 4}, Q_{F} ; \mathfrak{t}, \mathfrak{q}\right)=\mathcal{M}\left(Q_{3} Q_{4} Q_{F}\right) \mathcal{M}\left(Q_{1} Q_{2} Q_{F} \frac{\mathfrak{t}}{\mathfrak{q}}\right) . \tag{4.60}
\end{equation*}
$$

Therefore, the total partition function of the non-full spin contents is given by combining (a) and (b) and equals

$$
\begin{equation*}
Z_{\text {non-full }}(\boldsymbol{Q} ; \mathfrak{t}, \mathfrak{q})=\mathcal{M}\left(Q_{1} Q_{3} Q_{B}\right) \mathcal{M}\left(Q_{3} Q_{4} Q_{F}\right) \mathcal{M}\left(Q_{2} Q_{4} Q_{B} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{1} Q_{2} Q_{F} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \tag{4.61}
\end{equation*}
$$

This function is precisely equal to the prefactor that we divided by in equation (4.48) in order to get the properly normalized partition function for the computation of the 5D superconformal index of the $N_{f}=4$ theory. These four factors come from four stacks of parallel 5-branes, and in the flopped diagram of figure 20 part (c), these stacks are manifest. In fact, we can even compute the non-full spin partition function $Z_{\text {non-full }}$ directly from the four diagrams in (c).


Figure 21: The toric diagram for $S U(2)$ with five flavors. In this case, we also label the partitions associated to the internal edges. There are no non-trivial framing factors.

### 4.4 Five flavors and the $\mathrm{E}_{6}$ index

The toric diagram for the $\mathrm{SU}(2)$ five flavors case is significantly different from the previous cases. As we argued in section 2, it has the form given in figure 21. The inversions appearing in $Q_{1}, Q_{3}$ and $Q_{5}$ are purely for convenience. All the framing factors are trivial. The topological string partition function for this toric diagram is

$$
\begin{align*}
Z_{5}= & \sum_{\lambda, \mu, \nu}\left(-Q_{1}^{-1}\right)^{\left|\lambda_{2}\right|}\left(-Q_{3}^{-1}\right)^{\left|\nu_{2}\right|}\left(-Q_{5}^{-1}\right)^{\left|\mu_{2}\right|}\left(-Q_{2}\right)^{\left|\nu_{1}\right|}\left(-Q_{F} Q_{2}^{-1}\right)^{\left|\lambda_{1}\right|}\left(-Q_{B} Q_{4}^{-1}\right)^{\left|\mu_{3}\right|} \\
& \times\left(-Q_{4}\right)^{\left|\nu_{3}\right|}\left(-Q_{F} Q_{4}^{-1}\right)^{\left|\lambda_{3}\right|}\left(-Q_{B} Q_{2}^{-1}\right)^{\left|\mu_{1}\right|} C_{\emptyset \lambda_{2}^{t} \emptyset}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{2}^{t} \emptyset \emptyset}(\mathfrak{q}, \mathfrak{t}) C_{\emptyset \emptyset} \mu_{2}^{t}(\mathfrak{q}, \mathfrak{t})  \tag{4.62}\\
& \times C_{\nu_{1} \lambda_{2} \mu_{1}}(\mathfrak{t}, \mathfrak{q}) C_{\nu_{1}^{t} \lambda_{1}^{t} \emptyset}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{2} \lambda_{1} \mu_{3}}(\mathfrak{t}, \mathfrak{q}) C_{\nu_{3}^{t} \emptyset \mu_{3}^{t}}(\mathfrak{q}, \mathfrak{t}) C_{\nu_{3} \lambda_{3} \mu_{2}}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \lambda_{3}^{t} \mu_{1}^{t}}(\mathfrak{q}, \mathfrak{t}) .
\end{align*}
$$

Applying now the resummation formulas (4.22) and (4.23) to $Z_{5}$ leads to

$$
\begin{align*}
& Z_{5}=\sum_{\mu}\left(-Q_{2}^{-1} Q_{B}\right)^{\left|\mu_{1}\right|}\left(-Q_{5}^{-1}\right)^{\left|\mu_{2}\right|}\left(-Q_{4}^{-1} Q_{B}\right)^{\left|\mu_{3}\right|} \prod_{i=1}^{3} \mathfrak{q}^{\frac{\left\|\mu_{i}\right\|^{2}}{2}} \mathfrak{t}^{\frac{\left\|\mu_{i}^{t}\right\|^{2}}{2}} \tilde{Z}_{\mu_{i}}(\mathfrak{t}, \mathfrak{q}) \tilde{Z}_{\mu_{i}^{t}}(\mathfrak{q}, \mathfrak{t}) \\
& \times \frac{\mathcal{R}_{\mu_{1}^{t} \emptyset}\left(Q_{1}^{-1}\right) \mathcal{R}_{\emptyset \mu_{1}}\left(Q_{2}\right) \mathcal{R}_{\emptyset \mu_{3}}\left(Q_{3}^{-1}\right) \mathcal{R}_{\mu_{3}^{t} \mu_{2}}\left(Q_{4}\right) \mathcal{R}_{\mu_{3}^{t} \emptyset}\left(\frac{Q_{F}}{Q_{1}}\right) \mathcal{R}_{\mu_{3}^{t} \emptyset}\left(\frac{Q_{F}}{Q_{2}}\right) \mathcal{R}_{\emptyset \mu_{1}}\left(\frac{Q_{F}}{Q_{3}}\right) \mathcal{R}_{\mu_{2}^{t} \mu_{1}}\left(\frac{Q_{F}}{Q_{4}}\right)}{\mathcal{R}_{\emptyset \emptyset}\left(\frac{Q_{2}}{Q_{1}} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\emptyset \emptyset}\left(\frac{Q_{F}}{Q_{1} Q_{3}} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\emptyset \emptyset}\left(\frac{Q_{F}}{Q_{2} Q_{3}} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{3}^{t} \mu_{1}}\left(Q_{F} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right) \mathcal{R}_{\mu_{3}^{t} \mu_{1}}\left(Q_{F} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)} . \tag{4.63}
\end{align*}
$$

Using the experience acquired experimentally in the computation of the indices for $N_{f}=$ $0, \ldots, 4$ as well as the theoretical justifications of subsection 4.3, we claim that the properly

[^11]formalized partition function for $N_{f}=5$ reads
\[

$$
\begin{align*}
Z_{5}^{\text {ren }}= & {\left[\mathcal{M}\left(\frac{Q_{2}}{Q_{1}}\right) \mathcal{M}\left(\frac{Q_{F}}{Q_{1} Q_{3}}\right) \mathcal{M}\left(\frac{Q_{F}}{Q_{2} Q_{3}}\right) \mathcal{M}\left(\frac{Q_{B}}{Q_{1} Q_{2}}\right) \mathcal{M}\left(\frac{Q_{F}}{Q_{4} Q_{5}}\right) \mathcal{M}\left(\frac{Q_{B} Q_{F}}{Q_{1} Q_{2} Q_{4} Q_{5}}\right)\right.}  \tag{4.64}\\
& \left.\times \mathcal{M}\left(\frac{Q_{B}}{Q_{3} Q_{4}} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(\frac{Q_{4}}{Q_{5}} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(\frac{Q_{B}}{Q_{3} Q_{5}} \frac{\mathfrak{t}}{\mathfrak{q}}\right)\right]^{-1} Z_{5} .
\end{align*}
$$
\]

In order to get the index from the above equation, we introduce the Coulomb modulus $\tilde{A}$, see (C.5) and (C.6). Computing the index using formula (4.64) is numerically difficult, to obtain even the $x^{2}$ order term requires summing over all partitions $\mu_{i}$ whose total number of boxes is smaller or equal to 8 . We nevertheless managed to check numerically the superconformal index given in [54]

$$
\begin{equation*}
\mathcal{I}_{5}=1+\chi_{\mathbf{7 8}}^{E_{6}} x^{2}+\left(1+\chi_{\mathbf{7 8}}^{E_{6}}\right) \chi_{1}(y) x^{3}+\left(\chi_{2}(y)\left(1+\chi_{\mathbf{7 8}}^{E_{6}}\right)+1+\chi_{\mathbf{2 4 3 0}}^{E_{6}}\right) x^{4}+\mathcal{O}\left(x^{5}\right) \tag{4.65}
\end{equation*}
$$

for several sets of particular values for the fugacities, which makes us confident that (4.64) is correct. We refer the reader to appendix $\mathbb{Z}$ for the details involving the different characters and parametrizations.

We finish this section by discussing the non-full spin contributions that were removed in (4.64). In subsection 4.3 we computed the non-full spin part of the four flavors $S U(2)$ theory directly and observed that we obtained a piece of the form $\mathcal{M}(Q)$ for each pair of external parallel branes, where $Q$ determines the distance between the two branes. We propose that this holds for the $T_{3}$ junction as well and since we have 9 pairs of external parallel branes, we arrive at (4.64). The only remaining issue is the position of the variables $\mathfrak{t}$ and $\mathfrak{q}$ which tells us whether to divide out $\mathcal{M}(Q) \equiv \mathcal{M}(Q ; \mathfrak{t}, \mathfrak{q})$ or $\mathcal{M}\left(Q \frac{\mathfrak{t}}{\mathfrak{q}}\right) \equiv \mathcal{M}\left(Q \frac{\mathfrak{t}}{\mathfrak{q}} ; \mathfrak{t}, \mathfrak{q}\right)=\mathcal{M}(Q ; \mathfrak{q}, \mathfrak{t})$. We have solved this problem experimentally by computing the index.


Figure 22: This figure depicts the flopped version of the $T_{3}$ geometry and the parallel 5-brane contributions. The circles denote the new topological string vertex introduced by Iqbal and Kozçaz.

Let us finally mention a possible way to actually compute the non-full spin contribution directly. In the brane setup, the three stacks of parallel 5 -branes provide this extra contribution, so it is useful to go to the frame which makes these parallel stacks manifest. In the Calabi-Yau setup, we can move into this frame by using a flop transition and the
resulting toric diagram is illustrated in figure 22. This geometry contains the new vertices $T_{\lambda \mu \nu}(\mathfrak{t}, \mathfrak{q})$ depicted by the red circles. The vertex of this new type was introduced by Iqbal and Kozçaz in [61]. We can expect that these non-full spin content contributions coincide with the refined topological vertex partition function of this geometry. Since it is non-trivial to compute this new vertex function, we leave the problem open.

### 4.5 The $T_{N}$ partition function

In this subsection, we generalize the computation of the $T_{3}$ partition function to the $T_{N}$ case. In order to do this, it is convenient to cut the toric diagram diagonally into $N$ subdiagrams called strips. We consider the strip diagram of arbitrary length $L \leq 0$, drawn


Figure 23: The left part of the figure shows the strip diagram, while the right one depicts the dissection of the $T_{N}$ diagram into $N$ strips. The partitions associated with the horizontal, diagonal and vertical lines are $\nu_{i}^{(j)}, \mu_{i}^{(j)}$ and $\lambda_{i}^{(j)}$ with $j=1, \ldots, N-1, i=1, \ldots, N-j$ respectively. The Kähler parameters of the horizontal, diagonal and vertical lines are $Q_{n ; i}^{(j)}$, $Q_{m ; i}^{(j)}, Q_{l ; i}^{(j)}$ respectively with the same range of indices.
in the left in figure 23. The corresponding partition function depends on the external horizontal partitions $\boldsymbol{\nu}=\left(\nu_{1}, \ldots, \nu_{L+1}\right), \boldsymbol{\tau}=\left(\tau_{1}, \ldots, \tau_{L}\right)$ as well as the parameters $\boldsymbol{Q}_{m}=$ $\left(Q_{m ; 1}, \ldots, Q_{m ; L}\right)$ and $\boldsymbol{Q}_{l}=\left(Q_{l ; 1}, \ldots, Q_{l ; L}\right)$. It takes the form

$$
\begin{equation*}
Z_{\boldsymbol{\nu} \tau}^{\text {strip }}\left(\boldsymbol{Q}_{m}, \boldsymbol{Q}_{l} ; \mathfrak{t}, \mathfrak{q}\right) \stackrel{\text { def }}{=} \sum_{\lambda, \boldsymbol{\mu}} \prod_{i=1}^{L}\left(-Q_{m ; i}\right)^{\left|\mu_{i}\right|}\left(-Q_{l ; i}\right)^{\left|\lambda_{i}\right|} \prod_{j=1}^{L+1} C_{\mu_{j}^{t} \lambda_{j-1}^{t} \nu_{j}^{t}}(\mathfrak{q}, \mathfrak{t}) \prod_{k=1}^{L} C_{\mu_{k} \lambda_{k} \tau_{k}}(\mathfrak{t}, \mathfrak{q}), \tag{4.66}
\end{equation*}
$$

where $\mu_{L+1}=\lambda_{0}=\emptyset$. We claim that this expression can be resummed to the following
result:

$$
\begin{align*}
Z_{\nu \tau}^{\text {strip }}\left(\boldsymbol{Q}_{m}, \boldsymbol{Q}_{l} ; \mathfrak{t}, \mathfrak{q}\right)= & \prod_{j=1}^{L+1} t^{\frac{\left\|\nu_{j}^{t}\right\|^{2}}{2}} \tilde{Z}_{\nu_{j}^{t}}(\mathfrak{q}, \mathfrak{t}) \prod_{j=1}^{L} \mathfrak{q}^{\frac{\left\|\tau_{j}\right\|^{2}}{2}} \tilde{Z}_{\tau_{j}}(\mathfrak{t}, \mathfrak{q}) \\
& \times \prod_{i \leq j=1}^{L} \frac{\mathcal{R}_{\nu_{i}^{t} \tau_{j}}\left(Q_{m ; j} \prod_{k=i}^{j-1} Q_{m ; k} Q_{l ; k}\right) \mathcal{R}_{\tau_{i}^{t} \nu_{j+1}}\left(Q_{l ; i} \prod_{k=i+1}^{j} Q_{m ; k} Q_{l ; k}\right)}{\mathcal{R}_{\nu_{i}^{t} \nu_{j+1}}\left(\prod_{k=i}^{j} Q_{l ; k} Q_{m ; k} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}}\right)} \\
& \times \prod_{i \leq j=1}^{L-1} \mathcal{R}_{\tau_{i}^{t} \tau_{j+1}}\left(\prod_{k=i}^{j} Q_{l ; k} Q_{m ; k+1} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)^{-1} . \tag{4.67}
\end{align*}
$$

The complete $T_{N}$ diagram is made out of $N$ such strip diagrams as depicted in figure 23 . The choice of the Kähler parameters is explained in detail in appendix D. Using the result (4.67) and renormalizing the outcome as in the previous subsections, we arrive at the following expression for the topological string partition function of the $T_{N}$ toric diagram:

$$
\begin{align*}
Z_{T_{N}}^{\mathrm{ren}}= & \sum_{\nu} \prod_{r=1}^{N}\left(-\boldsymbol{Q}_{n}^{(r)}\right)^{\left|\boldsymbol{\nu}^{(r)}\right|} Z_{\boldsymbol{\nu}^{(r-1)} \boldsymbol{\nu}^{(r)}}^{\text {strip }}\left(\boldsymbol{Q}_{m}^{(r)}, \boldsymbol{Q}_{l}^{(r)} ; \mathfrak{t}, \mathfrak{q}\right) \\
& \times \prod_{i \leq j=1}^{N-1}\left[\mathcal{M}\left(\prod_{k=i}^{j} Q_{l ; k}^{(1)} Q_{m ; k}^{(1)}\right) \mathcal{M}\left(\prod_{k=i}^{j} Q_{m ; 1}^{(k)} Q_{n ; 1}^{(k)} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(\prod_{k=i}^{j} Q_{l ; N-k}^{(k)} Q_{n ; N-k}^{(k)}\right)\right]^{-1} . \tag{4.68}
\end{align*}
$$

In the above formula, we have set $\nu_{j}^{(0)}=\emptyset$ for all $j$, see the right part of figure 23. This partition function depends on the parameters $\boldsymbol{Q}_{m}^{(j)}, \boldsymbol{Q}_{n}^{(j)}$ and $\boldsymbol{Q}_{l}^{(j)}$ of which there are $3 \sum_{i=1}^{N-1} i$ in total. Since each hexagon in the toric diagram comes with two independent equations that relate the parameters to each other and there are $\sum_{i=1}^{N-2} i$ hexagons in the $T_{N}$ toric diagram, we arrive at the conclusion that there are a total of

$$
\begin{equation*}
3 \sum_{i=1}^{N-1} i-2 \sum_{i=1}^{N-2} i=\frac{(N+4)(N-1)}{2} \tag{4.69}
\end{equation*}
$$

independent moduli. The result (4.69) fully agrees with equation (3.36) in [63]. When $N$ is equal to 3 , this gives us 7 parameters corresponding to $Q_{F}, Q_{B}, Q_{1}, \ldots, Q_{5}$ from subsection 4.4.

### 4.6 The $T_{2}$ partition function revisited

In this subsection, we shall rederive (4.68) for $N=2$ and rewrite it as an infinite product. The $T_{2}$ theory is given by the intersection of three stacks of two parallel 5 -branes as show in figure 24. The toric diagram of the dual Calabi-Yau manifold has the same shape as this web diagram. We can therefore compute the five dimensional Nekrasov partition function of the deformed $T_{2}$ theory by using the refined topological vertex formalism. As shown in subsection 4.5 as well as in appendix $\mathbb{D}$, this theory has three independent Kähler parameters. In order to simplify the notation, we do not use the notation of subsection


Figure 24: The toric and web diagram of the $T_{2}$ geometry.
4.5 here, but instead write $Q_{1} \equiv Q_{m, 1}^{(1)}, Q_{2} \equiv Q_{l, 1}^{(1)}$ and $Q_{3} \equiv Q_{n, 1}^{(1)}$. As we will show in the following, the partition function of the $T_{2}$ theory is given by the infinite product

$$
\begin{equation*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q})=\prod_{i, j=1}^{\infty} \frac{\left(1-Q_{1} Q_{2} Q_{3} \mathfrak{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right) \prod_{k=1}^{3}\left(1-Q_{k} \mathrm{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right)}{\left(1-Q_{1} Q_{2} t^{i} \mathfrak{q}^{j-1}\right)\left(1-Q_{1} Q_{3} t^{t^{-1}} \mathfrak{q}^{j}\right)\left(1-Q_{2} Q_{3} t^{i^{j}} \mathfrak{q}^{j-1}\right)} \tag{4.70}
\end{equation*}
$$

This formula is precisely equal to the one which was conjectured by Kozçaz, Pasquetti and Wyllard in [63], equation (5.3). In the paragraphs to follow, we shall provide a derivation based on the properties of the Macdonald polynomials.

We begin with the refined partition function of the $T_{2}$ geometry. The general case was written down in subsection 4.5, which we repeat ${ }^{16}$ here:

$$
\begin{equation*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q})=\sum_{\boldsymbol{R}} \prod_{i=1}^{3}\left(-Q_{i}\right)^{\left|R_{i}\right|} C_{R_{1}^{t} \emptyset \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset R_{2}^{t} \emptyset}(\mathfrak{t}, \mathfrak{q}) C_{\emptyset \emptyset R_{3}^{t}}(\mathfrak{t}, \mathfrak{q}) C_{R_{1} R_{2} R_{3}}(\mathfrak{q}, \mathfrak{t}) \tag{4.71}
\end{equation*}
$$

where $\boldsymbol{Q}=\left(Q_{1}, Q_{2}, Q_{3}\right)$. This vertex is off strip in the sense of Iqbal and Kashani-Poor's paper [64]. It is very difficult to compute such an off strip diagram in general. However this $T_{2}$ geometry is special and the closed expression for the unrefined partition function was given in [65]. By using the usual identities (4.22) and (4.23), we can easily obtain from (4.71) the following expression

$$
\begin{equation*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q})=\sum_{R_{3}}\left(-Q_{3}\right)^{\left|R_{3}\right|} \mathfrak{q} \frac{\left\|R_{3}^{t}\right\|^{2}}{2} \mathfrak{t} \frac{\left\|R_{3}\right\|^{2}}{2} \tilde{Z}_{R_{3}^{t}}(\mathfrak{t}, \mathfrak{q}) \tilde{Z}_{R_{3}}(\mathfrak{q}, \mathfrak{t}) \mathcal{M}\left(Q_{1} Q_{2} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{R}_{R_{3} \emptyset}\left(Q_{1}\right) \mathcal{R}_{\emptyset R_{3}^{t}}\left(Q_{2}\right) . \tag{4.72}
\end{equation*}
$$

As we did for the computations in the $S U(2)$ gauge theory case, let us normalize this partition function with the following one-loop like factor

$$
\begin{equation*}
Z_{T_{2}}^{0}\left(Q_{1}, Q_{2}\right)=\mathcal{M}\left(Q_{1} Q_{2} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{1} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)^{-1} \mathcal{M}\left(Q_{2} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)^{-1} \tag{4.73}
\end{equation*}
$$

so that (4.72) becomes

$$
\begin{equation*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q})=Z_{T_{2}}^{0} \sum_{R}\left(-Q_{3}\right)^{|R|} \mathfrak{t}^{\frac{\|R\|^{2}}{2}} \mathfrak{q}^{\frac{\left\|R^{t}\right\|^{2}}{2}} \prod_{(i, j) \in R} \frac{\left(1-Q_{1} \sqrt{\frac{\mathfrak{q}}{\mathfrak{t}}} \mathfrak{t}^{1-j} \mathfrak{q}^{i-1}\right)\left(1-Q_{2} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}} \mathfrak{t}^{j-1} \mathfrak{q}^{1-i}\right)}{\left(1-\mathfrak{t}^{R_{i}-j+1} \mathfrak{q}^{R_{j}^{t}-i}\right)\left(1-\mathfrak{t}^{R_{i}-j} \mathfrak{q}^{R_{j}^{t}-i+1}\right)} . \tag{4.74}
\end{equation*}
$$

[^12]In the above, we have used a trick that allowed us to replace in the numerator $\mathfrak{q}^{R_{j}^{t}-i}$ by $\mathfrak{q}^{i-1}$. We can further rewrite this expression by using a specialization of the Macdonald symmetric polynomials

$$
\begin{equation*}
P_{R}\left(\mathfrak{t}^{N-\frac{1}{2}}, \mathfrak{t}^{N-\frac{3}{2}}, \cdots, \mathfrak{t}^{\frac{1}{2}} ; \mathfrak{q}, \mathfrak{t}\right)=\mathfrak{t}^{\frac{\left\|R^{t}\right\|^{2}}{2}} \prod_{(i, j) \in R} \frac{\left(1-\mathfrak{q}^{j-1} \mathfrak{t}^{N+1-i}\right)}{\left(1-\mathfrak{q}^{R_{i}-j} \mathfrak{t}^{R_{j}^{t}-i+1}\right)} \tag{4.75}
\end{equation*}
$$

taken from [66], equation (6.11') on page 337. By using the Cauchy formula (A.5) for the Macdonald symmetric polynomials, we find

$$
\begin{align*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q}) & =Z_{T_{2}}^{0} \sum_{R}\left(-Q_{3}\right)^{|R|} P_{R^{t}}\left(\mathfrak{t}^{N-\frac{1}{2}}, \mathfrak{t}^{N-\frac{3}{2}}, \cdots, \mathfrak{t}^{\frac{1}{2}} ; \mathfrak{q}, \mathfrak{t}\right) P_{R}\left(\mathfrak{q}^{M-\frac{1}{2}}, \mathfrak{q}^{M-\frac{3}{2}}, \cdots, \mathfrak{q}^{\frac{1}{2}} ; \mathfrak{t}, \mathfrak{q}\right) \\
& =Z_{T_{2}}^{0} \prod_{i=1}^{N} \prod_{j=1}^{M}\left(1-Q_{3} t^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right) \tag{4.76}
\end{align*}
$$

Here, we have specialized $Q_{1}$ and $Q_{2}$, so that $N$ and $M$, defined via the equations

$$
\begin{equation*}
\mathfrak{t}^{N}=Q_{1} \mathfrak{t}^{-\frac{1}{2}} \mathfrak{q}^{\frac{1}{2}}, \quad \mathfrak{q}^{M}=Q_{2} \mathfrak{t}^{\frac{1}{2}} \mathfrak{q}^{-\frac{1}{2}} \tag{4.77}
\end{equation*}
$$

become integers. Due to this specialization, it is possible to rewrite the finite product as an infinite one

$$
\begin{equation*}
\prod_{i=1}^{N} \prod_{j=1}^{M}\left(1-Q_{3} \mathfrak{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right)=\prod_{i, j=1}^{\infty} \frac{\left(1-Q_{3} \mathfrak{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right)\left(1-Q_{1} Q_{2} Q_{3} t^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right)}{\left(1-Q_{1} Q_{3} t^{i-1} \mathfrak{q}^{j}\right)\left(1-Q_{2} Q_{3} t^{i} \mathfrak{q}^{j-1}\right)} \tag{4.78}
\end{equation*}
$$

By "analytic continuation", the right hand side should give the correct result for the partition function (4.76) with generic $Q_{1}$ and $Q_{2}$. Putting everything together, we arrive at the following compact product expression:

$$
\begin{equation*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q})=\frac{\mathcal{M}\left(Q_{1} Q_{3}\right) \mathcal{M}\left(Q_{1} Q_{2} \frac{\mathfrak{t}}{\mathfrak{q}}\right) \mathcal{M}\left(Q_{2} Q_{3} \frac{\mathfrak{t}}{\mathfrak{q}}\right)}{\mathcal{M}\left(Q_{1} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{2} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{3} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right) \mathcal{M}\left(Q_{1} Q_{2} Q_{3} \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)} \tag{4.79}
\end{equation*}
$$

Due to the definition of the function $\mathcal{M}$ in ( $\overline{\text { A.1 }})$, this is exactly the desired partition function (4.70) for the $T_{2}$ geometry. Since there is no compact four-cycle in this geometry, there is no constant map contribution. This formula is therefore complete up to the wellknown classical partition function which is irrelevant for the superconformal index.

## 5. $W_{N} 3$-point functions

In this section, we interpret the topological string partition functions that we obtained in the previous section through the lens of the 5D AGTW relation and relate them to the correlation functions of the 2D q-deformed Toda CFTs. We explore a new entry in the 5D/2D AGTW dictionary, namely the correspondence between the 5D superconformal index (of a generalized quiver) and the $n$-point $q$-deformed Toda correlation function ${ }^{17}$. This is in strict distinction ${ }^{18}$ to the $4 \mathrm{D} / 2 \mathrm{D}$ case, where the index corresponds to topological QFT correlators [67,68].

In the context of the AGTW relation between 4D theories of class $\mathcal{S}$ and 2D conformal field theories, the $T_{N}$ theory corresponds to the three punctured Riemann sphere and is a basic building block in the construction of the Sicilian gauge theories ${ }^{19}$. The 5D $T_{N}$ theories, i.e. 5 -brane junctions, also lead to "Sicilian gauge theories" in 5D by gluing the edges of the junctions ${ }^{20}$, and some of them provide well-defined UV fixed point theories. Therefore, the 5D AGTW relation suggests that the Nekrasov partition functions of these gauge theories can be recast into the conformal blocks of $q$-deformed Toda conformal field theories with $q$-deformed $W_{N}$ symmetry. Roughly speaking, this implies the following relation between the superconformal index, which is the partition function on $S^{4} \times S^{1}$, and the correlation function of the corresponding $q$-Toda field theory:

$$
\begin{equation*}
\mathcal{I}^{5 D}(x, y)=\int[d a]\left|Z_{\mathrm{Nek}}^{5 \mathrm{D}}\left(a, m, \beta, \epsilon_{1,2}\right)\right|^{2} \propto\left\langle V_{\boldsymbol{\alpha}_{1}}\left(z_{1}\right) \cdots V_{\boldsymbol{\alpha}_{n}}\left(z_{n}\right)\right\rangle_{q \text {-Toda }} \tag{5.1}
\end{equation*}
$$

It is a vast project to properly investigate this 5D AGTW correspondence, we therefore focus on the $T_{N}$ theory which is a basic building block of the uplift of the class $\mathcal{S}$ theories. In the following we will study the partition functions of the $T_{N}$ brane junctions from the perspective of the DOZZ formula.

Actually, in order to construct an arbitrary Sicilian gauge theory in 5D, we have to introduce a more generic junction in which the edges of the 5 -branes in a stack are attached to some 7-branes. Such configurations are labeled by Young diagrams, which specify how many 5 -brane are attached to each 7 -brane. Since we do not yet possess any method to compute partition functions with generic 5 -brane distributions, we will skip the discussion of these interesting possibilities.

### 5.1 The $T_{2}$ theory and the $q$-Liouville DOZZ formula

In (4.70), we have obtained the partition function of the $T_{2}$ theory in 5D. Since this result is expected to be related to the ( $q$-deformed) Liouville theory through the AGTW relation.

[^13]We will check this proposal explicitly. The $q$-Liouville correlation functions are expressed with the help of the $\mathfrak{q}$-deformed $\Upsilon$-function

$$
\begin{equation*}
\Upsilon_{\mathfrak{t}, \mathfrak{q}}(x) \stackrel{\text { def }}{=} \frac{1}{\Gamma_{\mathfrak{t}, \mathfrak{q}}(x) \Gamma_{\mathfrak{t}, \mathfrak{q}}(\epsilon-x)} \tag{5.2}
\end{equation*}
$$

where $\epsilon=\epsilon_{1}+\epsilon_{2}$ and the $\mathfrak{q}$-deformed Gamma function is defined, via a zeta function regularization, by the following infinite product:

$$
\begin{equation*}
\left.\Gamma_{\mathfrak{t}, \mathfrak{q}}(x) \stackrel{\text { def }}{=} \exp \frac{d}{d s} \zeta_{\mathfrak{t}, \mathfrak{q}}(s ; x)\right|_{s=0}, \quad \zeta_{\mathfrak{t}, \mathfrak{q}}(s ; x) \stackrel{\text { def }}{=} \sum_{i, j=1}^{\infty}\left(2 \sinh \frac{\beta}{2}\left(x+\epsilon_{1} i+\epsilon_{2} j\right)\right)^{-s} \tag{5.3}
\end{equation*}
$$

Here $\beta$ is the circumference of the fifth dimension, and the quantum-deformation parameters are given by the $\Omega$-backgrounds as

$$
\begin{equation*}
\mathfrak{q}=e^{-\beta \epsilon_{1}}, \quad \mathfrak{t}=e^{\beta \epsilon_{2}} \tag{5.4}
\end{equation*}
$$

We can recast the functions $\mathcal{M}$ of (A.1) by using the $\Gamma_{\mathfrak{t}, \mathfrak{q}}$-function as follows

$$
\begin{equation*}
\mathcal{M}\left(Q\left(\frac{\mathfrak{t}}{\mathfrak{q}}\right)^{\frac{\alpha}{2}}\right)=\frac{\prod_{i, j=1}^{\infty} e^{-\frac{\beta}{2}\left(m+\epsilon_{1}\left(i-\alpha \frac{1}{2}\right)+\epsilon_{2}\left(j-\alpha \frac{1}{2}\right)\right)}}{\Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m-\alpha \frac{\epsilon}{2}\right)} \tag{5.5}
\end{equation*}
$$

with $Q=e^{-\beta m}$. The partition function $Z_{T_{2}}^{\prime}$ of (4.79) can then be rewritten as

$$
\begin{align*}
Z_{T_{2}}^{\prime}(\boldsymbol{Q})=( & \left.\prod_{i, j=1}^{\infty} e^{\frac{\beta \epsilon}{4}}\right) \prod_{i, j=1}^{\infty}\left(1-\mathfrak{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right) \\
& \quad \times \frac{\Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{1}-\frac{\epsilon}{2}\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{2}-\frac{\epsilon}{2}\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{3}-\frac{\epsilon}{2}\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{1}+m_{2}+m_{3}-\frac{\epsilon}{2}\right)}{\Gamma_{\mathfrak{t}, \mathfrak{q}}\left(-\frac{\epsilon}{2}\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{1}+m_{2}-\epsilon\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{2}+m_{3}-\epsilon\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(m_{1}+m_{3}\right)} . \tag{5.6}
\end{align*}
$$

By introducing the Liouville parameters

$$
\begin{equation*}
m_{1}=-\alpha_{1}-\alpha_{2}+\alpha_{3}-\frac{\epsilon}{2}, \quad m_{2}=\alpha_{1}+\alpha_{2}+\alpha_{3}+\frac{3 \epsilon}{2}, \quad m_{3}=\alpha_{1}-\alpha_{2}-\alpha_{3}-\frac{\epsilon}{2} \tag{5.7}
\end{equation*}
$$

we can rewrite it into the following form similar to the DOZZ formula for the $q$-Liouville correlation function, up to a divergent prefactor

$$
\begin{align*}
& Z_{T_{2}}^{\prime}(\boldsymbol{Q}) \propto \prod_{i, j=1}^{\infty}\left(1-\mathfrak{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right) \\
\times & \frac{\Gamma_{\mathfrak{t}, \mathfrak{q}}\left(-\alpha_{1}-\alpha_{2}+\alpha_{3}-\epsilon\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(\sum_{k=1}^{3} \alpha_{k}+\epsilon\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(\alpha_{1}-\alpha_{2}-\alpha_{3}-\epsilon\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(\alpha_{1}-\alpha_{2}+\alpha_{3}\right)}{\Gamma_{\mathfrak{t}, \mathfrak{q}}\left(-\frac{\epsilon}{2}\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(2 \alpha_{1}\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(-2 \alpha_{2}-\epsilon\right) \Gamma_{\mathfrak{t}, \mathfrak{q}}\left(2 \alpha_{3}\right)} \tag{5.8}
\end{align*}
$$

The combination of $Z_{T_{2}}^{\prime}$ and $\bar{Z}_{T_{2}}^{\prime}$ appears in the superconformal index of the 5 D theory, which leads to the DOZZ formula for the $q$-Liouville three-point functions $[24,63,69]$

$$
\begin{equation*}
C_{\mathrm{DOZZ}}^{\mathfrak{t}, \mathfrak{q}} \propto\left|\prod_{i, j=1}^{\infty}\left(1-\mathfrak{t}^{i-\frac{1}{2}} \mathfrak{q}^{j-\frac{1}{2}}\right)^{-1} Z_{T_{2}}^{\prime}(\boldsymbol{Q})\right|^{2} \tag{5.9}
\end{equation*}
$$

The Liouville parameter is given by $-\epsilon$, which is opposite to the usual conventions [2]. We thus obtain the $q$-DOZZ three-point function up to an unknown coefficient, and this situation is completely the same as in [69]. In that paper, the authors determined the DOZZ partially without referring to any Lagrangian formulation of the $q$-Liouville theory. The lack of the Lagrangian description makes the determination of the proportionality coefficient difficult.

### 5.2 The superconformal index

We can apply the expression (4.70) to compute the superconformal index of the $T_{2}$ SCFT after extracting the full spin content. Since the non-full spin content breaks the symme$\operatorname{try}(\mathfrak{t}, \mathfrak{q}) \rightarrow(1 / \mathfrak{t}, 1 / \mathfrak{q})$, we find the genuine contribution from the south pole of $S^{4}$, after expressing the result using (4.37),

$$
\begin{equation*}
Z_{T_{2}}(\boldsymbol{Q})=\prod_{i, j=1}^{\infty}\left(1-Q_{1} Q_{2} Q_{3} x^{i+j-1} y^{i-j}\right)^{-1} \prod_{k=1}^{3}\left(1-Q_{k} x^{i+j-1} y^{i-j}\right)^{-1} . \tag{5.10}
\end{equation*}
$$

Since the "Euler number" ${ }^{21}$ of this Calabi-Yau manifold is zero, there is no constant map contribution. Moreover the $T_{2}$ theory does not have any Coulomb branch deformation, so the superconformal index is simply the product of the north and south pole contributions

$$
\begin{align*}
\mathcal{I}_{T_{2}}= & Z_{T_{2}}(\boldsymbol{Q} ; \mathfrak{t}, \mathfrak{q}) Z_{T_{2}}\left(\boldsymbol{Q}^{-1} ; \mathfrak{t}^{-1}, \mathfrak{q}^{-1}\right)=1+\left(\chi_{[1,0,0]}^{S U(4)}+\chi_{[0,0,1]}^{S U(4)}\right) x \\
& +\left[\chi_{2}(y)\left(\chi_{[1,0,0]}^{S U(4)}+\chi_{[0,0,1]}^{S U(4)}\right)+\chi_{[2,0,0]}^{S U(4)}+1+\chi_{[0,0,2]}^{S U(4)}+\chi_{[1,0,1]}^{S U(4)}\right] x^{2}+\cdots, \tag{5.11}
\end{align*}
$$

where the $S U(4)$ characters labeled by Dynkin labels are given by

$$
\begin{equation*}
\chi_{[1,0,0]}^{S U(4)}=\sum_{i=1}^{4} Q_{i}, \quad \chi_{[0,0,1]}^{S U(4)}=\sum_{i=1}^{4} Q_{i}^{-1}, \quad \cdots, \tag{5.12}
\end{equation*}
$$

for fugacities $Q_{i}$ satisfying $Q_{1} Q_{2} Q_{3} Q_{4}=1$. We can thus see that the flavor symmetry is enhanced as $U(1)^{3} \rightarrow S U(4) \simeq \operatorname{Spin}(6)$. The index (5.11) is the index of four free hypermultiplets and $S U(4)$ is the flavor symmetry that rotates them.

### 5.3 The $T_{N}$ theory and the $A_{N-1} q$-Toda CFT

The refined topological vertex formalism enables us to write down the partition function of the $T_{N}$ geometry, since we can find a consistent choice of the preferred direction. In fact, this partition function does not correspond to a conventional gauge theory, and so far no closed expression, as for the $T_{2}$ case, has been found. This, however, does not mean that there is no nice expression mathematically, and actually we have the expression as a summation over Young diagrams. So if we can perform the summation exactly, a closed expression will immediately follow from our expression. Though this might be an interesting problem for mathematicians, we leave it open and assume the existence of a closed expression in the following.

[^14]Recall that the superconformal index, a focus of our analysis in this paper, can be obtained from the corresponding Nekrasov partition function, i.e. the topological string partition function, through the following formula à la localization

$$
\begin{equation*}
\mathcal{I}^{5 \mathrm{D}}(x, y)=\int d a_{1} \cdots d a_{F}\left|Z_{\text {Nek }}^{5 \mathrm{~d}}\left(a, m, \beta, \epsilon_{1,2}\right)\right|^{2} . \tag{5.13}
\end{equation*}
$$

The integral is taken over the loop variables $Q_{F g}=e^{i a_{g}}$, which parametrize the local deformation of the brane web diagram. Let $F$ be the number of these variables, namely the number of the elementary faces in the web-diagram. We can expect this index to be related to, or maybe even equal to a correlation function of the $2 \mathrm{D} q$-deformed Toda CFT just like for the AGTW relation in 4D. This is because the (irregular) conformal blocks of this 2D CFT coincide with the corresponding Nekrasov partition functions. We therefore expect the following 5 D uplift of the AGTW relation:

| gauge theory on $S^{1} \times S^{4}$ | $q$-Toda CFT |
| :---: | :---: |
| superconformal index $\mathcal{I}^{5 \mathrm{D}}$ | correlation function $\left\langle V_{\boldsymbol{\alpha}} \cdots V_{\boldsymbol{\alpha}}\right\rangle$ |

To fit the web diagram into the Gaiotto construction of SCFTs, we need to decompose the diagram into $T_{N}$ geometries and stacks of parallel (color) 5-branes connecting the $T_{N}$ blocks. These $T_{N}$ blocks are the analogues of the three punctured spheres in the Gaiotto construction, and the connecting procedure by the stacks represents gauging (the subgroup of) the flavor symmetries of $T_{N} \mathrm{~s}$. The parameters associated with the gauged external lines of the $T_{N}$ s then become the internal momenta of the 2D CFT, and the non-gauged external leg parameters are the momenta of the vertex operators inserted in the $q$-Toda correlator. The claims made thus far are completely parallel to the original AGT story [2] on 4D $S U(2)$ theories.

However, a subtlety appears in the $T_{N \geq 3}$ cases as pointed out by Wyllard [3], due to a characteristic of the higher spin $W_{N}$-algebra. We review this subtlety in the well known non $q$-deformed case, expecting the situation to be essentially the same for the $q$-deformed one. Usually, one can reduce a CFT three-point function of descendant operators to that of three primary operators by using the Ward identities of the conformal algebra. However, in the $A_{N \geq 2}$ Toda CFT, one cannot derive the correlation functions of the descendant fields purely from the correlation functions of the $W_{N}$ primary fields. This fact can by roughly explained [63] by counting the available Ward identities. The chiral $A_{N-1}$ Toda CFT has $N(N-1) / 2$ basic descendant operators,

$$
\begin{equation*}
\left(W_{-l}^{(s)}\right)^{n} V_{\boldsymbol{\alpha}}, \quad \text { for } \quad l=1,2, \cdots, s-1, \quad s=2,3, \cdots, N . \tag{5.14}
\end{equation*}
$$

The number of basic three-point functions is hence $3 N(N-1) / 2$ after taking into account the three primaries $V_{\boldsymbol{\alpha}_{1,2,3}}(z=\infty, 1,0)$. On the other side, the $W_{N}$-algebra provides Ward identities for the following generators

$$
\begin{equation*}
W_{l}^{(s)}, \quad \text { for } \quad l=-s+1,-s+2, \cdots, s-1, \quad s=2,3, \cdots, N \text {, } \tag{5.15}
\end{equation*}
$$

leading to only $N^{2}-1$ constraints. Therefore, we cannot reduce

$$
\begin{equation*}
\frac{3 N(N-1)}{2}-\left(N^{2}-1\right)=\frac{(N-1)(N-2)}{2} \tag{5.16}
\end{equation*}
$$

types of basic three-point functions. This means that the three-point functions of three $W_{N}$ primary operators are not enough to write down the generic Toda correlation function, and we need to introduce additional $(N-1)(N-2) / 2$ types of three-point functions for the descendant operators. Moreover, we have to specify $3(N-1)$ values for the Toda momenta of the three basic primary operators $V_{\boldsymbol{\alpha}_{1,2,3}}$. Remember that a Toda momentum is an $(N-1)$-vector $\boldsymbol{\alpha}=\left(\alpha_{1}, \cdots, \alpha_{N-1}\right)$. Let us consider the $W_{3}$ symmetry as an example [63]. The additional building blocks are the three-point functions of the following type:

$$
\begin{equation*}
\left\langle V_{\boldsymbol{\alpha}_{1}}(\infty)\left(\left(W_{-1}^{(3)}\right)^{n} V_{\boldsymbol{\alpha}_{2}}(1)\right) V_{\boldsymbol{\alpha}_{3}}(0)\right\rangle . \tag{5.17}
\end{equation*}
$$

They are labeled by the positive integers $n=1,2, \cdots$, and therefore we need an infinite amount of additional data. The choices of the original correlation function and its degenerate channel determine which three-point functions appear in the construction. This situation makes the study of the Toda three-point functions very difficult ${ }^{22}$.

For the $W_{3}$ case, we can recast this situation explicitly in terms of the three- and four-point functions [70]. The $W_{3}$ three-point functions can be associated to maps from the Verma module to the complex numbers:

$$
\begin{equation*}
|\Psi\rangle \quad \mapsto \quad\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1)|\Psi\rangle . \tag{5.18}
\end{equation*}
$$

Following [70], we introduce the following combinations of the generators

$$
\begin{array}{ll}
e_{m}(z)=L_{m}-2 z L_{m-1}+z^{2} L_{m-2}, & f_{m}(z)=W_{m}-3 z W_{m-1}+3 z^{2} W_{m-2}-z^{3} W_{m-3}, \\
e_{0}^{\prime}(z)=L_{0}-2 z L_{-1}+z^{2} L_{-2}, & f_{0}^{\prime}(z)=W_{0}-3 z W_{-1}+3 z^{2} W_{-2}-z^{3} W_{-3}, \\
e_{0}^{\prime \prime}(z)=-z L_{-1}+z^{2} L_{-2}, & f_{0}^{\prime \prime}(z)=-z W_{-1}+2 z^{2} W_{-2}-z^{3} W_{-3} \tag{5.19}
\end{array}
$$

The OPEs between a primary field and a symmetry generator then imply

$$
\begin{align*}
& \left\langle\boldsymbol{\alpha}_{1}\right| V_{\boldsymbol{\alpha}_{2}}(z) e_{m}(z)=0, \quad m=-1,-2,-3, \cdots, \\
& \left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(z)\left(e_{0}^{\prime}(z)-\Delta_{1}\right)=0, \\
& \left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(z)\left(e_{0}^{\prime \prime}(z)-\Delta_{2}\right)=0, \\
& \left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(z) f_{m}(z)=0, \quad m=-1,-2,-3, \cdots, \\
& \left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(z)\left(f_{0}^{\prime}(z)-w_{1}\right)=0, \\
& \left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(z)\left(f_{0}^{\prime \prime}(z)-w_{2}\right)=0, \tag{5.20}
\end{align*}
$$

[^15]where $w$ is the eigenvalue of $W_{0}$ on a primary state $W_{0}|\boldsymbol{\alpha}\rangle=w(\boldsymbol{\alpha})|\boldsymbol{\alpha}\rangle$. In the following we specialize to $z=1$. However, the Verma module cannot be spanned by the generators $\left\{e_{m}, e_{0}^{\prime}, e_{0}^{\prime \prime}, f_{m}, f_{0}^{\prime}, f_{0}^{\prime \prime}\right\}$ only. We need to introduce an additional generator, $W_{-1}$, in order to construct the full Verma module. A generic state then takes the form
\[

$$
\begin{align*}
|\Psi\rangle & =\sum_{\ell_{1} \geq \cdots \geq 1} \sum_{m_{1} \geq \cdots \geq 1} \sum_{p, q, r, s, n} C e_{-\ell_{1}} e_{-\ell_{2}} \cdots f_{-m_{1}} f_{-m_{2}} \cdots\left(e_{0}^{\prime}\right)^{p}\left(e_{0}^{\prime \prime}\right)^{q}\left(f_{0}^{\prime}\right)^{r}\left(f_{0}^{\prime \prime}\right)^{s}\left(W_{-1}\right)^{n}|\boldsymbol{\alpha}\rangle \\
& =\sum_{n=0}^{\infty} P_{n}^{\Psi}\left(e_{-1}, e_{-2}, \cdots ; f_{-1}, f_{-2}, \cdots ; e_{0}^{\prime}, e_{0}^{\prime \prime}, f_{0}^{\prime}, f_{0}^{\prime \prime}\right)\left(W_{-1}\right)^{n}|\boldsymbol{\alpha}\rangle, \tag{5.21}
\end{align*}
$$
\]

where $P_{n}^{\Psi}$ is a polynomial. The three-point function then becomes

$$
\begin{equation*}
\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1)|\Psi\rangle=\sum_{n=0}^{\infty} P_{n}^{\Psi}\left(0, \cdots ; 0, \cdots ; \Delta_{1}, \Delta_{2}, w_{1}, w_{2}\right)\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1)\left(W_{-1}\right)^{n}|\boldsymbol{\alpha}\rangle . \tag{5.22}
\end{equation*}
$$

The infinite number of independent $\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1)\left(W_{-1}\right)^{n}|\boldsymbol{\alpha}\rangle$ leads to infinitely many fusion rules, which complicates the situation.

Next, we can apply the result to the four-point functions. Let $\left\{\left|\Psi_{Y}\right\rangle\right\}$ be an orthonormal basis of the Verma module. Inserting $1=\sum_{Y}\left|\Psi_{Y}\right\rangle\left\langle\Psi_{Y}\right|$, the four-point function is given by

$$
\begin{array}{r}
\left.\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1) V_{\boldsymbol{\alpha}_{\mathbf{3}}}(z)\left|\boldsymbol{\alpha}_{\mathbf{4}}\right\rangle=\sum_{n_{1}, n_{2}=0}^{\infty}\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1)\left(W_{-1}\right)^{n_{1}}|\boldsymbol{\alpha}\rangle\langle\boldsymbol{\alpha}|\left(W_{1}\right)^{n_{2}}\left|V_{\boldsymbol{\alpha}_{\mathbf{3}}}(z)\right| \boldsymbol{\alpha}_{\boldsymbol{4}}\right\rangle \\
\times \sum_{Y} P_{n_{1}}^{\Psi_{Y}}\left(0, \cdots ; \Delta_{1}, \Delta_{2}, w_{1}, w_{2}\right) P_{n_{2}}^{\Psi_{Y}}\left(0, \cdots ; \Delta_{4}, \Delta_{3}, w_{4}, w_{3}\right) . \tag{5.23}
\end{array}
$$

The product of two polynomials $P$ is the four-point conformal block, and the coefficient, which corresponds to two DOZZ factors ${ }^{23}$, are labeled by a pair of positive integers $\left\{n_{1}, n_{2}\right\}$

$$
\begin{gather*}
\left\langle\boldsymbol{\alpha}_{\mathbf{1}}\right| V_{\boldsymbol{\alpha}_{\mathbf{2}}}(1,1) V_{\boldsymbol{\alpha}_{3}}(z, \bar{z})\left|\boldsymbol{\alpha}_{4}\right\rangle=\int[d \boldsymbol{\alpha}] \sum_{n_{1}, n_{2}=0}^{\infty} C_{\mathrm{DOZZ}}^{n_{1}}\left(\boldsymbol{\alpha}_{\mathbf{1}}, \boldsymbol{\alpha}_{\mathbf{2}}, \boldsymbol{\alpha}\right) C_{\mathrm{DOZZ}}^{n_{2}}\left(\boldsymbol{\alpha}, \boldsymbol{\alpha}_{3}, \boldsymbol{\alpha}_{\mathbf{4}}\right) \\
\times\left|\mathcal{F}^{n_{1}, n_{2}}\left(\boldsymbol{\alpha}_{\mathbf{1}}, \boldsymbol{\alpha}_{\mathbf{2}} ; \boldsymbol{\alpha} ; \boldsymbol{\alpha}_{\mathbf{3}}, \boldsymbol{\alpha}_{4}\right)\right|^{2} \tag{5.24}
\end{gather*}
$$

We would like to find the analogous object on the gauge theory side.
There is a corresponding situation in our web construction of Sicilian gauge theories. Let us thus use $T_{N}$ as an illustration. We can easily count the number of possible deformations of the $T_{N}$ theory using the toric web diagram. The global deformations of the theory, which change the physical parameters of the theory, are associated with the external lines of the web such that

$$
\begin{equation*}
\#(\text { global deformations })=\#(\text { external lines })-3=3(N-1) . \tag{5.25}
\end{equation*}
$$

[^16]| Topological strings (5-web) | Superconformal Index | $q$-Toda |
| :--- | :--- | :--- |
| $\mathfrak{q}, \mathfrak{t}$ | $x, y$ | "Central charge" $c$ |
| Global deformations $e^{-\beta m}$ <br> (distance between the exter- <br> nal legs) | Flavor fugacities $u_{i}, x_{i}, y_{i}$ | External momenta $\boldsymbol{\alpha}_{i}$ |
| Local deformations $Q_{F g^{\prime \prime}}$ <br> for gluing pants (breathing <br> modes for gluing pants) | Gauge group fugacities | Internal momenta $\boldsymbol{\alpha}$ |
| Local deformations $\tilde{A}$ or $Q_{F g^{\prime}}$ <br> inside $T_{N}$ (breathing modes <br> inside $\left.T_{N}\right)$ | Residues $(r, s)$ of the con- <br> tour integral (of $\int d a_{g^{\prime}}=$ <br> $\left.\int d \log Q_{F g^{\prime}}\right)$ | Labels $n$ of the different <br> three-point functions |

Table 1: In this table we summarize all the different parameters/notations that appear when we consider the correspondence between the different objects: partition functions, superconformal indices and Toda correlation functions. The superconformal index is the bridge between the 5-web picture and the $2 D$-Toda theory.

They are the relevant deformations of the fixed point theory associated with the kinetic terms of the gauged Cartan flavor symmetry. In particular, they provide the fugacities of the superconformal index. The breathing modes which correspond to the Coulomb branch direction are associated with the faces of the web, so the counting goes as

$$
\begin{equation*}
\#(\text { local deformations })=\#(\text { internal faces })=\frac{(N-1)(N-2)}{2} . \tag{5.26}
\end{equation*}
$$

These deformations turn on the VEVs of the scalar components of the associated local $U(1)$ vector multiplets, and their values are the loop variables $Q_{F g}$ in the $T_{N}$ theory. The $T_{N}$ theory then has $(N-1)(N+4) / 2$ parameters in total, and the same counting was given in [5] based on the 5 -brane construction.

The $3(N-1)$ global parameters agree nicely with the three types of external momenta $\boldsymbol{\alpha}_{1,2,3}$. We can thus expect that the fugacities of the global deformations coincide with the Toda momenta. Then, what are the variables associated with the local deformations? The number of the local deformations is $(N-1)(N-2) / 2$, and it is equal to the types of Toda three-point functions. We can therefore expect these parameters to specify the different types.

By expanding this idea, we can generalize the parametrization to the theories obtained by gluing the Triskelion blocks $T_{N}$. It is useful, while following this argument to also keep an eye on table 1 which summarizes the different parameters appearing in this article. In the language of the toric web description, all the parameters originate from the Kähler parameters of the Calabi-Yau. After the decomposition as a Sicilian gauge theory, these parameters fall into three categories: global deformations, local deformations, and gauged flavor symmetries. The first are the masses of the matters multiplets, i.e. the fugacities for the flavor symmetry of the Sicilian theory. They are precisely the Toda momenta of
the vertex operators. The parameters in the second class specify the choices of the descendant operators $n_{g^{\prime}}$ in the three-point functions associated with the $T_{N}$ blocks. The final parameters are the Coulomb branch parameters $a_{g^{\prime \prime}}$ of the Sicilian theory over which we have to integrate. These parameters are just the internal momenta of the Toda correlation function in a fixed channel. The corresponding (undeformed) Toda correlation functions then take the form

$$
\begin{align*}
&\left\langle V_{\boldsymbol{\alpha}_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots V_{\boldsymbol{\alpha}_{n}}\left(z_{n}, \bar{z}_{n}\right)\right\rangle_{\text {Toda }}= \\
&=\prod_{g^{\prime \prime}} \int\left[d a_{g^{\prime \prime}}\right]\left(\sum_{\left\{n_{g^{\prime}}\right\}} \prod C_{D O Z Z}\left(m, n_{g^{\prime}}\right)\left|\mathcal{F}\left(a, m, \beta, \epsilon_{1,2}\right)\right|^{2}\right) \tag{5.27}
\end{align*}
$$

where $\mathcal{F}$ is the corresponding Toda conformal block. By applying the Ward identities to the internal lines, where all the descendant operators run, we can reduce the correlation function into a combination of three-point functions, and then a special choice of threepoint functions labeled by $\left\{n_{g^{\prime}}\right\}$ appears. This result is illustrated on the right hand side of the above formula. We expect that exactly the same structure holds for the $q$-deformed case.

Going back to the $q$-deformed Toda theory, we find that formula (5.27) is very similar to the expression (5.13) of the superconformal index, once we make use of the 5D AGTW identification between the conformal block and the Nekrasov partition function. However, there is an important difference. In the 5D superconformal index we take the integral over all the breathing modes $i \log \left(Q_{F g}\right)$, but in the Toda correlation function these parameters are split into $n_{g^{\prime}}$ and $a_{g^{\prime \prime}}$. Recall that the $n_{g^{\prime} \mathrm{S}}$ are the breathing modes of the $T_{N}$ blocks, and $a_{g^{\prime \prime}}$ are that of the web-loops generated by the gluing procedure. In contrast to the superconformal index, the $n_{g^{\prime}}$ parameters take integral values as explained above, and therefore we have to consider a summation over the parameters in the Toda correlation function, not an integral. Nevertheless, we would like to expect that the integral procedure on the superconformal index side corresponds to the summation procedure on the 2D CFT side. We will consider the situation with integral values of the Kähler parameters, like $Q_{F g^{\prime}} \propto \mathfrak{q}^{N}$ appear automatically because of certain special mechanism. Integral Kähler parameters are also very natural from the perspective of the topological string, because the closed topological string comes from the open topological string theory through the geometric transition and in this context a Kähler parameter is equal to the number of Dbranes times the topological string coupling constant, that is to say the $\Omega$-background. We can expand this idea to the following possible AGTW relation between a partition function on $S^{1} \times S^{4}$ and a $q$-deformed Toda correlation function. Let us consider a gauge theory obtained from $T_{N}$ junctions ${ }^{24}$ whose flavor symmetries are partially gauged and coupled. Its superconformal index after evaluating the residue leads to a certain combination of the three-point functions as the coefficient of the instanton partition function, that is the

[^17]conformal block
\[

$$
\begin{align*}
\mathcal{I}^{5 \mathrm{D}} & \propto \prod_{g} \oint \frac{d Q_{F g}}{2 \pi i Q_{F g}} \prod_{j}\left|Z_{T_{N}}^{(j)}\left(Q_{F g^{\prime}}\right) Z_{1-\text { loop }}\right|^{2}\left|Z_{\text {inst. }}\left(Q_{F g^{\prime \prime}}\right)\right|^{2} \\
& =\prod_{g^{\prime \prime}} \oint \frac{d Q_{F g^{\prime \prime}}}{2 \pi i Q_{F g^{\prime \prime}}}\left(\sum_{\boldsymbol{n}_{j}} \prod_{j} C_{\mathrm{DOZZ}}^{\mathrm{t,q}}\left(\boldsymbol{n}_{j}\right) \prod C_{\mathrm{DOZZ}}^{\mathrm{t,q}}\left|\mathcal{F}\left(Q_{F g^{\prime \prime}}\right)\right|^{2}\right)  \tag{5.28}\\
& =\left\langle V_{\boldsymbol{\alpha}_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots V_{\boldsymbol{\alpha}_{n}}\left(z_{n}, \bar{z}_{n}\right)\right\rangle_{q-\text { Toda }},
\end{align*}
$$
\]

where $\boldsymbol{n}_{j}=\left\{n_{g^{\prime}(j)}\right\}$ labels the choices of combining the three-point functions for the $j$-th $T_{N}$ block.

The coefficients of the superconformal index are written in terms of the residues, and heuristically we know that the poles are labeled by integers as ${ }^{25}$

$$
\begin{equation*}
Q_{F} \propto \mathfrak{t}^{r} \mathfrak{q}^{s}, \quad r, s \in \frac{1}{2} \mathbb{Z} \tag{5.29}
\end{equation*}
$$

This observation implies that the residue of the absolute square of the topological string partition function is the "building block" with discrete labels $(r, s)$ in the superconformal index, which is analogous to that any correlation function can be written in terms of the DOZZ three-point function with discrete label $n_{g^{\prime}}$. This observation is expected to give a clue to relate the degrees of freedom of the breathing modes in the topological string partition function with the degree label $n_{g^{\prime}}$ on the 2D CFT side. Furthermore, we might be able to find the transformation from the set of residues to the set of three-point functions. It might be highly non-trivial and complicated, and so we leave it for further studies.

Thus, the 5D uplift of the AGTW relation naturally leads to the expected DOZZ formula for the $q$-deformed Toda three-point functions, and they are automatically derived from the $T_{N}$ Nekrasov partition function via the structure of the superconformal indices. Once we can compute the closed form of the three-point functions, the DOZZ functions of ordinary Toda CFTs automatically follow from them by using the 4D limit of the gauge theory side. The 5D viewpoint thus provides a powerful approach to investigate an, yetundiscovered, explicit expression of the Toda three-point functions.

### 5.4 Example: the $T_{3}-\tilde{T}_{3}$ system

Figure 25 illustrates the 5 D theory of $T_{3}$ and nine free hypermultiplets $\tilde{T}_{3}$ coupled via an $S U(3)$ vector multiplet. In this figure, the parameters (see table §) $Q_{F g^{\prime}}$ and $Q_{F g^{\prime \prime}}$ corresponding to the local deformations ${ }^{26}$ inside $T_{N}$ and the local deformations for gluing pairs of pants respectively are depicted on the web diagram of the $S U(3)$ quiver. The left part of the figure is the analogue of the Gaiotto curve of the theory, and the 5-brane web is depicted on the right. The breathing mode inside the $T_{3}$ block is the parameter $Q_{F g^{\prime}}$, . The
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Figure 25: Sicilian theory obtained by gluing $T_{3}$ and $\tilde{T}_{3}$ through an $S U(3)$ vector multiplet.
residue integral over this parameter leads to a summation over integers. We expect that this part provides the $A_{2}$ Toda three-point functions. The three horizontal legs connecting the $T_{3}$ and $\tilde{T}_{3}$ webs correspond to the $S U(3)$ vector multiplet. Therefore, the breathing modes for this part are the parameters $Q_{F g^{\prime \prime}}$, and they are associated with the internal momenta of the corresponding conformal block.

## 6. Conclusions

In this article, we have studied the $5 \mathrm{D} T_{N}$ theories realized on the 5 -brane junctions with two different tools. On one hand, we computed their SW curves for any $N$ such that the $S U(N)^{3}$ symmetry is manifest. We were also able to reproduce these curves using a certain limit in the parameter space of the SW curve of the $5 \mathrm{D} S U(N)^{N-2}$ linear quiver theory obtained in [24]. Furthermore, this curves yield the SW curves for the 4D $T_{N}$ SCFTs. Our results are consistent with those given in [1]. For the simplest non-trivial case $T_{3}$, we explicitly demonstrated how the $S U(3)^{3}$ symmetry enhances to $E_{6}$ and reproduced the curves given in [32-34].

On the other hand, we used topological string theory techniques to compute the superconformal index of the $T_{3}$ junction from the Nekrasov partition function. We first carried out the same computation for the 5D $S U(2) N_{f}=0, \ldots, 4$ gauge theories, where we found that the contribution with non-full spin content has to be removed from the partition function in order to reproduce the results of [54]. We thus claim that this contribution corresponds to the extra degrees of freedom which appear when we describe (by choosing special blow-up points) the local, generically non-toric, del Pezzo surface using toric geometry. The non-full spin content contributions arise from BPS M2 branes with a non-compact moduli space that are wrapping a two-cycle. In the language of the web diagram, whenever external parallel 5 -branes appear, multiplets with an incomplete spin content show up. Such degrees of freedom do not exist in the original 5D $S U(2)$ gauge theory and have to be removed from the topological partition function in order to obtain the Nekrasov partition function of the theory. We therefore conjectured a procedure to remove the extra degrees of freedom for generic toric diagrams, which needs further study in the future. Armed with this idea, we proceed to the $T_{3}$ case and checked that it gives
the same index as in [54]. We also generalized to the $T_{N}$ case and provided the formula to the superconformal index from the topological string partition function.

It is a long standing problem to compute the generic 3-point functions in Toda CFTs. We proposed in section 5 a way to obtain, via the 5D AGTW correspondence, the 3-point functions for primary operators of the 2D $W_{N} q$-deformed Toda field theories from the $5 \mathrm{D} T_{N}$ Nekrasov partition functions, up to an overall factor. Furthermore, we discussed in section $0^{5}$ that any $n$-point function of the $q$-deformed Toda theory can be obtained by computing the superconformal index of the appropriate 5D gauge theory. From the gauge theory point of view, calculating the index, although technical, is a fully algorithmic procedure. A first step in this direction would be to explicitly compute the 5D superconformal index for the $T_{N}$ junction and/or the corresponding 4D partition function.

Another important open problem is to perform the summation of the Young diagrams in order to get a product formula for the partition function of the $T_{N}$ junction, as is possible to do for $T_{2}$. Once it is done, we expect to be able to take a well defined $q \rightarrow 1$ limit and obtain the 3 -point functions of the undeformed Toda CFT. Furthermore, by generalizing the methods of $[71,72]$, one should be able to get differential equations, whose solutions should be given by the 3 -point functions obtained via our Nekrasov partition functions. Moreover, a bootstrap approach like the one used in [69] should provide an alternative way of calculating the 3 -point functions.

Finally, 7 -branes played a major role in this paper. At the same time, the topological vertex formalism provided a powerful computational tool. It is natural to expect that a topological vertex formalism also should exist in the presence of 7 -branes. If we let 5 branes end on 7 -branes at finite distance, the partition function might be different from the setup where all the external 5-branes extend to infinity. Related to this problem, it is also important to study how to deal with the jumping of the 5 -branes described in [5,73]. Deeper understanding of these questions will make it possible to calculate the topological string partition functions for more generic theories including 5D $E_{7}$ and $E_{8}$ CFTs.
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## A. Special functions

For the reader's convenience, we collect here the definitions of the special functions used in the main text. The most used ones are:

$$
\begin{align*}
& \tilde{Z}_{\nu}(\mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \prod_{i=1}^{\ell(\nu)} \prod_{j=1}^{\nu_{i}}\left(1-\mathfrak{t}_{j}^{\nu_{j}^{t}-i+1} \mathfrak{q}^{\nu_{i}-j}\right)^{-1} \\
& \mathcal{R}_{\lambda \mu}(Q ; \mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \prod_{i, j=1}^{\infty}\left(1-Q \mathfrak{t}^{i-\frac{1}{2}-\lambda_{j}} \mathfrak{q}^{j-\frac{1}{2}-\mu_{i}}\right)=\mathcal{M}\left(Q \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}} ; \mathfrak{t}, \mathfrak{q}\right)^{-1} \mathcal{N}_{\lambda^{t} \mu}\left(Q \sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}} ; \mathfrak{t}, \mathfrak{q}\right), \\
& \mathcal{M}(Q ; \mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \prod_{i, j=1}^{\infty}\left(1-Q \mathfrak{t}^{i-1} \mathfrak{q}^{j}\right)^{-1},  \tag{A.1}\\
& \mathcal{N}_{\lambda \mu}(Q ; \mathfrak{t}, \mathfrak{q}) \stackrel{\text { def }}{=} \prod_{i, j=1}^{\infty} \frac{1-Q \mathfrak{t}^{i-1-\lambda_{j}^{t}} \mathfrak{q}^{j-\mu_{i}}}{1-Q \mathfrak{t}^{i-1} \mathfrak{q}^{j}} \\
&=\prod_{(i, j) \in \lambda}\left(1-Q \mathfrak{t}_{j_{j}^{t}-i}^{\mathfrak{q}^{\lambda_{i}-j+1}}\right) \prod_{(i, j) \in \mu}\left(1-Q \mathfrak{t}^{\mathfrak{t}^{-\lambda_{j}^{t}+i-1}} \mathfrak{q}^{-\mu_{i}+j}\right) .
\end{align*}
$$

We also occasionally use the Macdonald polynomials $P_{\nu}(\mathbf{x} ; t, q)$. Our main reference is appendix B in [74]. We reproduce here the formulas that we need. We can relate the Macdonald polynomials, at specific values of the vector $\mathbf{x}$, to the $\tilde{Z}_{\nu}$ functions as

$$
\begin{equation*}
\mathfrak{t}^{\frac{\left\|\nu^{t}\right\|^{2}}{2}} \tilde{Z}_{\nu}(\mathfrak{t}, \mathfrak{q})=P_{\nu}\left(\mathfrak{t}^{-\rho} ; \mathfrak{q}, \mathfrak{t}\right), \quad \mathfrak{q}^{\frac{\left\|\nu^{t}\right\|^{2}}{2}} \tilde{Z}_{\nu}(\mathfrak{q}, \mathfrak{t})=P_{\nu}\left(\mathfrak{q}^{-\rho} ; \mathfrak{t}, \mathfrak{q}\right) \tag{A.2}
\end{equation*}
$$

Furthermore, we will need the following two exchange relations

$$
\begin{equation*}
P_{\nu}\left(\mathfrak{t}^{\rho} ; \mathfrak{q}, \mathfrak{t}\right)=\left(-\sqrt{\frac{\mathfrak{t}}{\mathfrak{q}}}\right)^{|\nu|} \mathfrak{q}^{\frac{\|\nu\|^{2}}{2}} \mathfrak{t}^{-\frac{\left\|\nu^{t}\right\|^{2}}{2}} P_{\nu}\left(\mathfrak{t}^{-\rho} ; \mathfrak{q}, \mathfrak{t}\right), \quad P_{\nu}(\mathbf{x} ; \mathfrak{q}, \mathfrak{t})=P_{\nu}\left(\mathbf{x} ; \mathfrak{q}^{-1}, \mathfrak{t}^{-1}\right), \tag{A.3}
\end{equation*}
$$

as well as the "extension" identity

$$
\begin{equation*}
P_{\nu}\left(\mathfrak{t}^{-\rho}, Q \mathfrak{t}^{\rho} ; \mathfrak{q}, \mathfrak{t}\right)=P_{\nu}\left(\mathfrak{t}^{-\rho} ; \mathfrak{q}, \mathfrak{t}\right) \prod_{(i, j) \in \nu}\left(1-Q \mathfrak{t}^{1-i} \mathfrak{q}^{j-1}\right) . \tag{A.4}
\end{equation*}
$$

Lastly, there is a variant of the Cauchy identity for the Macdonald polynomials

$$
\begin{equation*}
\sum_{\nu} Q^{|\nu|} P_{\nu}(\mathbf{x} ; \mathfrak{q}, \mathfrak{t}) P_{\nu^{t}}(\mathbf{y} ; \mathfrak{t}, \mathfrak{q})=\prod_{i, j=1}^{\infty}\left(1+Q x_{i} y_{j}\right) \tag{A.5}
\end{equation*}
$$

## B. Comparison with the $E_{6}$ curve of Minahan-Nemeschanski type

In this section, we check that our curve investigated in section 3 is equivalent to the curve which was known previously [32-34].

On the one hand, our curve (3.15) is rewritten in terms of the quartic polynomial

$$
\begin{equation*}
y^{2}=a w^{\prime 4}+b w^{\prime 3}+c w^{\prime 2}+d w^{\prime}+e \tag{B.1}
\end{equation*}
$$

by shifting and rescaling the coordinate $t^{\prime}$ as

$$
\begin{equation*}
y \equiv 2 t^{\prime}+\left[-2 w^{\prime 3}+\left(\sum_{i=1}^{6} \tilde{m}_{i}^{\prime}\right) w^{\prime 2}+U_{1}^{\prime} w^{\prime}+\left(\tilde{M}^{\frac{1}{2}}+\tilde{M}^{-\frac{1}{2}}\right)\right] \tag{B.2}
\end{equation*}
$$

so that no linear term appears. The coefficients in (B.1) are given by

$$
\begin{array}{ll}
a \equiv-4 U_{1}^{\prime}+\left(\chi_{6}^{S U(6)}\right)^{2}-4 \chi_{15}^{S U(6)}, & b \equiv 2 U_{1}^{\prime} \chi_{6}^{S U(6)}-4 \chi_{2}^{S U(2)}+4 \chi_{20}^{S U(6)}, \\
c \equiv U_{1}^{\prime 2}+2 \chi_{6}^{S U(6)} \chi_{2}^{S U(2)}-4 \chi_{\overline{15}}^{S U(6)}, & d \equiv 2 U_{1}^{\prime} \chi_{2}^{S U(2)}+4 \chi_{\overline{6}}^{S U(6)},  \tag{B.3}\\
e \equiv\left(\chi_{2}^{S U(2)}\right)^{2}-4, &
\end{array}
$$

where we have introduced the characters of $S U(6)$ and $S U(2)$ as

$$
\begin{align*}
& \chi_{6}^{S U(6)}=\sum_{i=1}^{6} \tilde{m}_{i}^{\prime}, \quad \chi_{15}^{S U(6)}=\sum_{1 \leq i<j \leq 6} \tilde{m}_{i}^{\prime} \tilde{m}_{j}^{\prime}, \quad \chi_{20}^{S U(6)}=\sum_{1 \leq i<j<k \leq 6} \tilde{m}_{i}^{\prime} \tilde{m}_{j}^{\prime} \tilde{m}_{k}^{\prime}, \\
& \chi_{\overline{15}}^{S U(6)}=\sum_{1 \leq i<j \leq 6} \tilde{m}_{i}^{\prime-1} \tilde{m}_{j}^{\prime-1}, \quad \chi_{\overline{6}}^{S U(6)}=\sum_{i=1}^{6} \tilde{m}_{i}^{\prime-1}, \quad \chi_{2}^{S U(2)}=M^{\frac{1}{2}}+M^{-\frac{1}{2}} . \tag{B.4}
\end{align*}
$$

From the Seiberg-Witten one-form

$$
\begin{equation*}
\lambda_{\mathrm{SW}} \propto \log t^{\prime} d \log w^{\prime}, \tag{B.5}
\end{equation*}
$$

we can explicitly show that the holomorphic one-form of this curve is given by

$$
\begin{equation*}
\left.\omega \propto \frac{\partial}{\partial U_{1}^{\prime}} \lambda_{\mathrm{SW}}\right|_{w^{\prime}} \propto \frac{d w^{\prime}}{y} . \tag{B.6}
\end{equation*}
$$

On the other hand, the $5 \mathrm{D} E_{6}$ curve has been studied in [32-34], which provides the 5 D uplift of the Minahan-Nemeschanski theory [35, 36]. It is given in terms of a cubic polynomial

$$
\begin{equation*}
y^{2}=A x^{3}+B x^{2}+C x+D, \tag{B.7}
\end{equation*}
$$

where

$$
\begin{align*}
& A \equiv 4, \quad B \equiv-u^{2}+4 \chi_{27}^{E_{6}}, \quad C \equiv\left(2 \chi_{78}-12\right) u+\left(4 \chi_{351}^{E_{6}}-4 \chi_{27}^{E_{6}}\right), \\
& D \equiv 4 u^{3}+4 \chi_{27}^{E_{6}} u^{2}+\left(4 \chi_{351}^{E_{6}}-4 \chi_{27}^{E_{6}}\right) u+4 \chi_{2925}^{E_{6}}-\left(\chi_{78}^{E_{6}}\right)^{2} \tag{B.8}
\end{align*}
$$

with the holomorphic one-form being

$$
\begin{equation*}
\omega=\frac{d x}{y} . \tag{B.9}
\end{equation*}
$$

Since (B.7) is written in terms of the characters of $E_{6}$, we need to rewrite them in terms of the characters of $S U(6)$ and $S U(2)$ to be able to compare with our curve (B.1). The
decompositions of the relevant representations of $E_{6}$ into $S U(6) \times S U(2)$ representations are the following:

$$
\begin{align*}
27 & =(6,2)+(\overline{15}, 1), \\
2925= & (1,3)+(20,2)+(20,4)+(35,1)+(35,3)+(70,2)+(\overline{70}, 2) \\
& +(175,1)+(189,3)+(280,1)+(\overline{280}, 1)+(540,2),  \tag{B.10}\\
351 & =(6,2)+(\overline{15}, 3)+(\overline{21}, 1)+(84,2)+(\overline{105}, 1), \\
78 & =(1,3)+(20,2)+(35,1) .
\end{align*}
$$

Furthermore, by using the relations derived from the decompositions of the product representations of the fundamental representation of $S U(6)$ into irreducible representation, we can rewrite the characters of any irreducible representation in terms of the characters of the fundamental representations:

$$
\begin{array}{ll}
21=6 \otimes 6-15, & 35=6 \otimes \overline{6}-1, \\
70=6 \otimes 15-20, & 84=\overline{6} \otimes 15-6, \\
105=\overline{6} \otimes 20-15, & 175=20 \otimes 20-15 \otimes \overline{15}  \tag{B.11}\\
189=15 \otimes \overline{15}-1-35, & 280=6 \otimes 6 \otimes \overline{15}-15 \otimes \overline{15}-6 \otimes \overline{6}+1, \\
540=6 \otimes \overline{6} \otimes 20-6 \otimes 15-\overline{6} \otimes \overline{15} . &
\end{array}
$$

The above expressions should only be understood on the level of the characters. We have also suppressed the corresponding relations for the dual representations. For completeness, we also give the decompositions for $S U(2)$ :

$$
\begin{equation*}
3=2 \otimes 2-1, \quad 4=2 \otimes 2 \otimes 2-2(2) . \tag{B.12}
\end{equation*}
$$

Combining these sets of identities, we find that the characters of $E_{6}$ can be rewritten in terms of the characters of the fundamental representations of $S U(6)$ and $S U(2)$.

Taking into account that the holomorphic one-forms for both curves are given in the standard form (see (B.6) and (B.9)), we find it straightforward to compare their modular function called " $j$-invariant" in order to show the equivalence of the curves (B.1) and (B.7). Agreement of the $j$-invariant indicates that the periods of the curves are identical up to $S L(2, \mathbb{Z})$ modular transformations, which means that the curves coincide with each other.

For the elliptic curve in the standard Weierstrass form

$$
\begin{equation*}
y^{2}=4 z^{3}-g_{2} z-g_{3}, \tag{B.13}
\end{equation*}
$$

the $j$-invariant is defined as

$$
\begin{equation*}
J(\tau)=\frac{g_{2}{ }^{3}}{g_{2}^{3}-27 g_{3}^{2}} \tag{B.14}
\end{equation*}
$$

As for elliptic curves with more generic expressions, the $j$-invariant is derived by first going to the standard Weierstrass form by proper coordinate transformation and then expressing $g_{2}$ and $g_{3}$ in terms of the coefficients of the original polynomial. For the quartic polynomial
(B.1), the denominator of the $j$-invariant is given by its discriminant multiplied by $16 a^{-6}$, while for the cubic polynomial ( B.7), it is given by its discriminant ${ }^{27}$ multiplied by $16 A^{-4}$.

The numerator is given for the quartic polynomial (B.1) as

$$
\begin{equation*}
g_{2}=\frac{4}{3 a^{2}}\left(c^{2}-3 b d+12 a e\right) \tag{B.17}
\end{equation*}
$$

while for the cubic case ( $\overline{\text { B.7 }}$ ) as

$$
\begin{equation*}
g_{2}=\frac{4}{3 A^{2}}\left(B^{2}-3 A C\right) \tag{B.18}
\end{equation*}
$$

By explicit calculation, we have checked that the $j$-invariants for the both curve coincide, under the identification of the Coulomb moduli parameters

$$
\begin{equation*}
U_{1}^{\prime}=u \tag{B.19}
\end{equation*}
$$

although the explicit expression is too long and complicated to write down here.

## C. $E_{6}$ characters and parametrization

The purpose of this appendix is two-fold. First, we would like to connect the parametrization of section 4.4 to the one appearing in section 3. Second, we will provide some additional details concerning the embedding of the group $S U(3)^{3}$ in $E_{6}$ and the information this provides us for formula (4.65).

Let us begin by relating the parametrizations. In order to do so, we need to connect the Kähler moduli $Q_{B}, Q_{F}, Q_{1}, \ldots, Q_{5}$ to the distances appearing in the toric diagram using (4.9). For this purpose, we draw the $T_{3}$ diagram again and parametrize the positions (in the unit of $2 \pi \alpha^{\prime}$ ) of the relevant branes as depicted in figure 26 . In order for the toric geometry to have the proper angles, we need to have the following constraints

$$
\begin{equation*}
m_{2}-r_{3}=s_{1}-s_{2}, \quad m_{1}-r_{1}=n_{1}-s_{1}, \quad r_{1}-r_{2}=n_{2}-s_{3} . \tag{C.1}
\end{equation*}
$$

Furthermore, from the intersection points of the exterior diagonal lines, we read

$$
\begin{equation*}
m_{3}=s_{2}+l_{3}, \quad r_{3}=s_{3}+l_{2}, \quad r_{2}=n_{3}+l_{1} . \tag{C.2}
\end{equation*}
$$

We would now like to solve for the $r_{i}$ and $s_{i}$ in terms of the exterior parameters $m_{i}, n_{i}$ and $l_{i}$, for which (3.4) gives us

$$
\begin{equation*}
\sum_{i=1}^{3} m_{i}=\sum_{i=1}^{3} n_{i}=\sum_{i=1}^{3} l_{i}=0 \tag{C.3}
\end{equation*}
$$

$$
\begin{align*}
& { }^{27} \text { The discriminant is given by } \\
& \begin{aligned}
\Delta= & -128 a^{2} c^{2} e^{2}+256 a^{3} e^{3}-4 b^{3} d^{3}+16 a c^{4} e-4 a c^{3} d^{2}-6 a b^{2} d^{2} e+144 a b^{2} c e^{2}+144 a^{2} c d^{2} e \\
& +18 a b c d^{3}+b^{2} c^{2} d^{2}-4 b^{2} c^{3} e-192 a^{2} b d e^{2}-80 a b c^{2} d e+18 b^{3} c d e-27 b^{4} e^{2}-27 a^{2} d^{4}
\end{aligned}
\end{align*}
$$

for the quadratic polynomial ( $\sqrt{B .1}$ ) and given by

$$
\begin{equation*}
\Delta=-27 A^{2} D^{2}+18 A B C D+B^{2} C^{2}-4 B^{3} D-4 A C^{3} \tag{B.16}
\end{equation*}
$$

for the cubic polynomial (B.7).

The system of equations (C.1) and (C.2) has rank 5, so that we need to use an additional equation to determine the size of the inner cycle. We dispose of a certain amount of freedom in parametrizing the size, but in order to get parameters with good behavior with respect to the $\sigma$ and $\tau$ transformations of (3.18), it turns out to be useful to introduce the parameter $a$ by the relation

$$
\begin{equation*}
r_{1}-r_{3}=2 a-n_{1}+l_{3} . \tag{C.4}
\end{equation*}
$$

Then, by equation (4.9), we find


Figure 26: This figure illustrates the parametrization of the Kähler moduli as functions of the toric geometry. The equations $y=x+l_{i}$ come from the conditions $\tilde{W}=-\tilde{L}_{i} \tilde{T}$..

$$
\begin{equation*}
Q_{F}=e^{-\beta\left(r_{1}-r_{3}\right)}=\tilde{A}^{2} \tilde{N}_{1}^{-1} \tilde{L}_{3}, \quad Q_{B}=e^{-\beta\left(s_{1}-s_{3}\right)}=\tilde{A}^{2} \tilde{M}_{1}^{-1} \tilde{L}_{1}^{-1}, \tag{C.5}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
Q_{1}=\tilde{A} \tilde{M}_{3} \tilde{L}_{3}, Q_{2}=\tilde{A} \tilde{M}_{2} \tilde{L}_{3}, Q_{3}=\tilde{A} \tilde{M}_{1}^{-1} \tilde{N}_{1}^{-1}, Q_{4}=\tilde{A} \tilde{N}_{2} \tilde{L}_{1}^{-1}, Q_{5}=\tilde{A} \tilde{N}_{3} \tilde{L}_{1}^{-1} \tag{C.6}
\end{equation*}
$$

Furthermore, we find the obvious relations $Q_{6}=Q_{B} Q_{2}^{-1}, Q_{7}=Q_{F} Q_{4}^{-1}, Q_{8}=Q_{B} Q_{4}^{-1}$, $Q_{9}=Q_{F} Q_{2}^{-1}$. In the previous equations, we have set $\tilde{A}=e^{-\beta a}$.

The 78-dimensional adjoint representation of $E_{6}$ is decomposed into the representation of its subgroup $S U(3)_{1} \times S U(3)_{2} \times S U(3)_{3}$ as

$$
\begin{equation*}
78=(\overline{3}, 3,3)+(3, \overline{3}, \overline{3})+(8,1,1)+(1,8,1)+(1,1,8) . \tag{C.7}
\end{equation*}
$$

We note that in the above decomposition, the $S U(3)_{1}$ appears differently from the other two. The problem is to find out, which parameters among $\tilde{M}, \tilde{N}$ or $\tilde{L}$ correspond to $S U(3)_{1}$. This can be seen from the discrete symmetry (3.18), from which we read that in order for the $E_{6}$ character to be invariant, we must relate $S U(3)_{1}$ to the $\tilde{M}_{i}$. Therefore, the characters of the fundamental representation of the different $S U(3)$ are written as

$$
\begin{equation*}
\chi_{3}^{S U(3)_{1}}=\sum_{i=1}^{3} \tilde{M}_{i}, \quad \chi_{3}^{S U(3)_{2}}=\sum_{i=1}^{3} \tilde{N}_{i}, \quad \chi_{3}^{S U(3)_{3}}=\sum_{i=1}^{3} \tilde{L}_{i} . \tag{C.8}
\end{equation*}
$$

The characters of the dual representations $\overline{3}$ are obtained by sending the parameters $\tilde{M}, \tilde{N}$ and $\tilde{L}$ to their inverses and the characters of the adjoints are of course given by $\chi_{8}^{S U(3)}=$ $\chi_{3}^{S U(3)} \chi_{\overline{3}}^{S U(3)}-1$. In the index formula (4.65), the 2430-dimensional representation of $E_{6}$ labeled by the Dynkin index $[0,0,0,0,0,2]$ (the adjoint is labeled by $[0,0,0,0,0,1]$ ) appears. It decomposes as follows:

$$
\begin{align*}
2430= & (1,1,1)+(\overline{3}, 3,3)+(3, \overline{3}, \overline{3})+(8,1,1)+(1,8,1)+(1,1,8)+ \\
& +(8,8,1)+(8,1,8)+(1,8,8)+(8,8,8)+(27,1,1)+(1,27,1)+(1,1,27) \quad(\mathrm{C} .9)  \tag{C.9}\\
& +(6,3,3)+(\overline{3}, 3, \overline{6})+(\overline{3}, \overline{6}, 3)+(3,6, \overline{3})+(3, \overline{3}, 6)+(\overline{6}, \overline{3}, \overline{3})+(6, \overline{6}, \overline{6})+(\overline{6}, 6,6) \\
& +(\overline{15}, 3,3)+(\overline{3}, 15,3)+(\overline{3}, 3,15)+(15, \overline{3}, \overline{3})+(3, \overline{15}, \overline{3})+(3, \overline{3}, \overline{15}) .
\end{align*}
$$

By using the following formulas

$$
\begin{equation*}
6=3 \otimes 3-\overline{3}, \quad 15=6 \otimes \overline{3}-3, \quad 27=6 \otimes \overline{6}-8-1 \tag{C.10}
\end{equation*}
$$

 express the character of the 2430-dimensional representation of $E_{6}$ entirely in terms of the parameters $\tilde{M}, \tilde{N}$ and $\tilde{L}$. Plugging the parametrizations (C.5) and (C.6) into the expression for the normalized topological partition function (4.64) and computing numerically the index using generic values for the parameters, we have been able to check our final expression (4.65) for the $E_{6}$ index.

## D. Parametrization for $T_{N}$

The purpose of this appendix is to relate the Kähler parameters $Q_{m}, Q_{n}$ and $Q_{l}$ for the general junction $T_{N}$ of section 3.5 with the parametrization of the SW curves of section 4.5. The situation is depicted in Figure 27. The Kähler moduli parameters of the 2-cycles are denoted as $Q_{n ; i}^{(j)}, Q_{l ; i}^{(j)}, Q_{m ; i}^{(j)}(i, j \geq 1, i+j \leq N)$ and the breathing modes corresponding to the 4 -cycles are denoted as $\tilde{A}_{i}^{(j)}(i, j \geq 1, i+j \leq N-1)$. We interpret the breathing modes as Coulomb moduli parameters. For later convenience, we also introduce parameters $\tilde{A}_{0}^{(j)}$, $\tilde{A}_{i}^{(0)}$, and $\tilde{A}_{i}^{(N-i)}$ corresponding to the non-compact 4-cycles, which should be determined once we fix the parameters of the SW curve $\tilde{M}_{n}, \tilde{N}_{n}$, and $\tilde{L}_{n}$.

In figure 27, we see that each two cycle is shared by two 4 -cycles and attached to two more 4-cycles. We propose that the Kähler moduli parameters for the 2-cycles are determined only in terms of the breathing modes of these four neighboring 4 -cycles as

$$
\begin{equation*}
Q_{n ; i}^{(j)}=\frac{\tilde{A}_{i}^{(j)} \tilde{A}_{i-1}^{(j)}}{\tilde{A}_{i}^{(j-1)} \tilde{A}_{i-1}^{(j+1)}}, \quad Q_{l ; i}^{(j)}=\frac{\tilde{A}_{i}^{(j)} \tilde{A}_{i}^{(j-1)}}{\tilde{A}_{i-1}^{(j)} \tilde{A}_{i+1}^{(j-1)}}, \quad Q_{m ; i}^{(j)}=\frac{\tilde{A}_{i}^{(j-1)} \tilde{A}_{i-1}^{(j)}}{\tilde{A}_{i}^{(j)} \tilde{A}_{i-1}^{(j-1)}} . \tag{D.1}
\end{equation*}
$$

Here, we see as in figure 28 that the breathing modes of the two 4 -cycle which share the considered two cycle appear in the numerator while for other come in the denominator. We further assume that the relations (D.1) are valid also for $m=0$, for $n=0$ and for $n+m=N$. Furthermore, we explicitly check that for each "hexagon" in the diagram, the following expected identities are satisfied:

$$
\begin{equation*}
Q_{l ; i}^{(j)} Q_{m ; i+1}^{(j)}=Q_{m ; i}^{(j+1)} Q_{l ; i}^{(j+1)}, \quad Q_{n ; i}^{(j)} Q_{m ; i}^{(j+1)}=Q_{m ; i+1}^{(j)} Q_{n ; i+1}^{(j)} \tag{D.2}
\end{equation*}
$$



Figure 27: Parametrization for $T_{N}$. We denote the Kähler moduli parameters corresponding to the horizontal lines as $Q_{n ; i}^{(j)}$, to the vertical lines as $Q_{l ; i}^{(j)}$, and to tilted lines as $Q_{m ; i}^{(j)}$. We denote the breathing modes as $\tilde{A}_{i}^{(j)}$. The index $j$ labels the strips in which the diagram can be decomposed.

> (a)
> (b)
> (c)

Figure 28: The pictures (a), (b) and (c) illustrate the relation between the Coulomb moduli and the Kähler parameters for the horizontal, vertical and diagonal edges respectively.

At the border of the diagram, we can relate the Kähler to the positions of the branes as

$$
\begin{equation*}
Q_{m ; i}^{(1)} Q_{l ; i}^{(1)}=\frac{\tilde{M}_{i}}{\tilde{M}_{i+1}}, \quad Q_{m ; 1}^{(i)} Q_{n ; 1}^{(i)}=\frac{\tilde{N}_{j}}{\tilde{N}_{j+1}}, \quad Q_{n ; i}^{(N-i)} Q_{l ; i}^{(N-i)}=\frac{\tilde{L}_{i}}{\tilde{L}_{i+1}} . \tag{D.3}
\end{equation*}
$$

In order to fully determine the relations between the SW curve and the Kähler parameters, we assume that the breathing modes of the non-compact cycles are given by

$$
\begin{equation*}
\tilde{A}_{i}^{(0)}=\prod_{k=1}^{i} \tilde{M}_{k}, \quad \tilde{A}_{0}^{(j)}=\prod_{k=1}^{j} \tilde{N}_{k}, \quad \tilde{A}_{i}^{(N-i)}=\prod_{k=1}^{i} \tilde{L}_{k} \tag{D.4}
\end{equation*}
$$

Now, we can see that the $T_{N}$ generalization of the discrete symmetry $\sigma$ in equation (3.18) acts on the Coulomb moduli on the border of the diagram as

$$
\begin{equation*}
\tilde{A}_{i}^{(0)} \leftrightarrow \tilde{A}_{0}^{(i)}, \quad \tilde{A}_{i}^{(N-i)} \leftrightarrow \tilde{A}_{N-i}^{(i)} . \tag{D.5}
\end{equation*}
$$

If we further assume that it acts on the Coulomb moduli parameters in the interior as

$$
\begin{equation*}
\tilde{A}_{i}^{(j)} \leftrightarrow \tilde{A}_{j}^{(i)}, \tag{D.6}
\end{equation*}
$$

we find by (D.1) that it action on the Kähler moduli parameters is

$$
\begin{equation*}
Q_{n ; i}^{(j)} \leftrightarrow Q_{l ; j}^{(i)}, \quad Q_{m ; i}^{(j)} \leftrightarrow Q_{m ; j}^{(i)} . \tag{D.7}
\end{equation*}
$$

Similarly, the generalization of the discrete symmetry $\tau$ of equation (3.18) acts as follows on the moduli on the border of the diagram

$$
\begin{equation*}
\tilde{A}_{i}^{(0)} \leftrightarrow \tilde{A}_{i}^{(N-i)}, \quad \tilde{A}_{0}^{(j)} \leftrightarrow \tilde{A}_{0}^{(N-j)} . \tag{D.8}
\end{equation*}
$$

Again, assuming that it acts on the Coulomb moduli parameters of the interior as

$$
\begin{equation*}
\tilde{A}_{i}^{(j)} \leftrightarrow \tilde{A}_{i}^{(N-i-j)}, \tag{D.9}
\end{equation*}
$$

we find that its action on the Kähler moduli parameters is

$$
\begin{equation*}
Q_{n ; i}^{(j)} \leftrightarrow Q_{m ; i}^{(N-i-j+1)}, \quad Q_{l ; i}^{(j)} \leftrightarrow Q_{l ; i}^{(N-i-j+1)} . \tag{D.10}
\end{equation*}
$$

The transformations (D.7) and (D.10) are natural from the point of view of the toric diagram. They further imply that the original assumption of (D.4) was natural as well. We can now express the Kähler parameters only as functions of the independent elements of the toric diagram. We obtain the explicit formulas

$$
\begin{array}{ll}
Q_{n, 1}^{(1)}=\tilde{A}_{1}^{(1)}\left(\tilde{M}_{1}\right)^{-1}\left(\tilde{N}_{2}\right)^{-1}, & \\
Q_{n ; 1}^{(N-1)}=\left(\tilde{A}_{1}^{(N-2)}\right)^{-1} \tilde{L}_{1}\left(\tilde{N}_{N}\right)^{-1}, & \\
Q_{n ; N-1}^{(1)}=\tilde{A}_{N-2}^{(1)} \tilde{M}_{N} \tilde{L}_{N-1}, & (2 \leq j \leq N-2) \\
Q_{n ; 1}^{(j)}=\tilde{A}_{1}^{(j)}\left(\tilde{A}_{1}^{(j-1)}\right)^{-1}\left(\tilde{N}_{j+1}\right)^{-1}, & (2 \leq i \leq N-2)  \tag{D.11}\\
Q_{n ; i}^{(1)}=\tilde{A}_{i}^{(1)} \tilde{A}_{i-1}^{(1)}\left(\tilde{A}_{i-1}^{(2)}\right)^{-1} \prod_{k=1}^{i}\left(\tilde{M}_{k}\right)^{-1}, & (2 \leq i \leq N-2) \\
Q_{n i=}^{(N-i)}=\tilde{A}_{i-1}^{(N-i)}\left(\tilde{A}_{i}^{(N-i-1)}\right)^{-1} \tilde{L}_{i}, & (i, j \geq 2, \quad i+j \leq N-1) \\
Q_{n ; i}^{(j)}=\tilde{A}_{i}^{(j)} \tilde{A}_{i-1}^{(j)}\left(\tilde{A}_{i}^{(j-1)}\right)^{-1}\left(\tilde{A}_{i-1}^{(j+1)}\right)^{-1}, &
\end{array}
$$

for the Kähler parameters of the horizontal lines,

$$
\begin{array}{ll}
Q_{l ; 1}^{(1)}=\tilde{A}_{1}^{(1)}\left(\tilde{M}_{2}\right)^{-1}\left(\tilde{N}_{1}\right)^{-1}, \\
Q_{l ; 1}^{(N-1)}=\tilde{A}_{1}^{(N-2)} \tilde{N}_{N}\left(\tilde{L}_{2}\right)^{-1}, & \\
Q_{l ; N-1}^{(1)}=\left(\tilde{A}_{N-2}^{(1)}\right)^{-1}\left(\tilde{M}_{N}\right)^{-1}\left(\tilde{L}_{N}\right)^{-1}, & \\
Q_{l ; 1}^{(j)}=\tilde{A}_{1}^{(j)} \tilde{A}_{1}^{(j-1)}\left(\tilde{A}_{2}^{(j-1)}\right)^{-1} \prod_{k=1}^{j}\left(\tilde{N}_{k}\right)^{-1}, & (2 \leq j \leq N-2)  \tag{D.12}\\
Q_{l ; i}^{(1)}=\tilde{A}_{i}^{(1)}\left(\tilde{A}_{i-1}^{(1)}\right)^{-1}\left(\tilde{M}_{i+1}\right)^{-1}, & (2 \leq m \leq N-2) \\
Q_{l ; i}^{(N-i)}=\tilde{A}_{i}^{(N-i-1)}\left(\tilde{A}_{i-1}^{(N-i)}\right)^{-1}\left(\tilde{L}_{i+1}\right)^{-1}, & (2 \leq i \leq N-2) \\
Q_{l ; i}^{(j)}=\tilde{A}_{i}^{(j)} \tilde{A}_{i}^{(j-1)}\left(\tilde{A}_{i-1}^{(j)}\right)^{-1}\left(\tilde{A}_{i+1}^{(j-1)}\right)^{-1} & (i, j \geq 2, \quad m+n \leq N-1)
\end{array}
$$

for the parameters of the vertical lines and

$$
\begin{array}{ll}
Q_{m ; 1}^{(1)}=\left(\tilde{A}_{1}^{(1)}\right)^{-1} \tilde{M}_{1} \tilde{N}_{1}, \\
Q_{m ; 1}^{(N-1)}=\tilde{A}_{1}^{(N-2)}\left(\tilde{L}_{1}\right)^{-1} \tilde{N}_{N-1}, & \\
Q_{m ; N-1}^{(1)}=\tilde{A}_{N-2}^{(1)} \tilde{M}_{N-1} \tilde{L}_{N}, & (2 \leq j \leq N-2) \\
Q_{m ; 1}^{(j)}=\tilde{A}_{1}^{(j-1)}\left(\tilde{A}_{1}^{(j)}\right)^{-1} \tilde{N}_{j}, & (2 \leq m \leq N-2)  \tag{D.13}\\
Q_{m ; i}^{(1)}=\tilde{A}_{i-1}^{(1)}\left(\tilde{A}_{i}^{(1)}\right)^{-1} \tilde{M}_{i}, & (2 \leq m \leq N-2) \\
Q_{m ; i}^{(N-i)}=\tilde{A}_{i}^{(N-i-1)} \tilde{A}_{i-1}^{(N-i)}\left(\tilde{A}_{i-1}^{(N-i-1)}\right)^{-1} \prod_{k=1}^{i}\left(\tilde{L}_{k}\right)^{-1}, & (1) \\
Q_{m ; i}^{(j)}=\tilde{A}_{i}^{(j-1)} \tilde{A}_{i-1}^{(j)}\left(\tilde{A}_{i}^{(j)}\right)^{-1}\left(\tilde{A}_{i-1}^{(j-1)}\right)^{-1}, & (m, n \geq 2, \quad m+n \leq N-1)
\end{array}
$$

for the parameters of the diagonal lines. This reproduce the parametrization for $N=3$.
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[^1]:    ${ }^{1}$ As we will see below, the $T_{N}$ partition functions corresponding to the 3-point functions of the $W_{N}$ Toda theory have empty Young diagrams at their external legs 4.68). In order to obtain the $n$-point functions from the Nekrasov partition functions that correspond to the 3-point functions, one has to use the partition functions (4.68) but with non-empty Young diagrams for their external legs.
    ${ }^{2}$ These theories also appear in the context of the E-string theory, see [8-17].

[^2]:    ${ }^{3}$ The 4D SW curve was found in $[35,36]$.
    ${ }^{4}$ It is known that SW curve does not change by this procedure also for $n=4,5[21-24]$.
    ${ }^{5}$ For $n \geq 7$, crossing or jumping also appear [5], but we will not discuss these issues in this paper.

[^3]:    ${ }^{6}$ As discussed in [53], this is a property of odd dimensions. In even dimensions, the superconformal index cannot possibly be derived from the Nekrasov partition function, see for a 4D example [55].
    ${ }^{7}$ The non-compact modes of the moduli of the wrapped M2-branes do not form a correct representation of the Poincaré symmetry.

[^4]:    ${ }^{8}$ F.Y. thanks Dan Xie for helpful discussions on this point.

[^5]:    ${ }^{9}$ This up to a sign, since a $(p, q) 7$-brane is the same object as a $(-p,-q) 7$-brane.

[^6]:    ${ }^{10}$ To simplify the notations we use here a slightly different definition compared to our previous paper [24] in which $w=e^{-v / R_{5}}$. The difference is a rescaling of $v$ by the factor $2 \pi \alpha^{\prime}$ due to the relation $\beta=\frac{2 \pi \alpha^{\prime}}{R_{5}}$.

[^7]:    ${ }^{11}$ In the previous section, we rescaled $W$ such that the center of mass of the color branes sits at $W=1$. Here, we omit this rescaling.

[^8]:    ${ }^{12}$ Our $\tilde{f}$ is different from the one of Iqbal and Kozçaz [61], specifically $\tilde{f}_{\nu}^{\text {our }}(\mathfrak{t}, \mathfrak{q})=(\mathfrak{t} / \mathfrak{q})^{|\nu|} \tilde{f}_{\nu}^{\text {IK }}(\mathfrak{t}, \mathfrak{q})$.

[^9]:    ${ }^{13}$ This statement is correct only after expanding in terms of $x$.

[^10]:    ${ }^{14}$ In our normalization, the $\operatorname{su}(2)$ characters $\chi_{l}(u)$ of the $l+1$ dimensional representation are given by $\chi_{l}(u)=\sum_{m=0}^{l} u^{l-2 m}=u^{l}+u^{l-2}+\cdots+u^{-l}$.

[^11]:    ${ }^{15}$ The factor $\mathcal{M}\left(Q_{B} \frac{\mathfrak{t}}{\mathfrak{q}}\right)=\prod\left(1-Q_{B} \mathfrak{t}^{i} \mathfrak{q}^{j-1}\right)^{-1}$ forms a full spin content by combining with the contribution coming from the lower diagram of (a).

[^12]:    ${ }^{16}$ Note that $\mathfrak{t}$ and $\mathfrak{q}$ are reversed relative to the previous sections.

[^13]:    ${ }^{17}$ The quiver diagram drawn à la Gaiotto looks identical to the diagram associated with the conformal block.
    ${ }^{18}$ This stems from the fact that the 5D superconformal index is not as simple as the 4D index, since apart from the plethystic exponential part, it includes an instanton contribution.
    ${ }^{19}$ In the original paper by Gaiotto, these theories were called "generalized quiver theories".
    ${ }^{20} \mathrm{An}$ edge of a stack of 5 -branes in a junction describes a subgroup of the flavor symmetry of the $T_{N}$ theory, the gluing procedure of two junctions is realized by gauging two such subgroups and coupling them with the corresponding vector multiplet.

[^14]:    ${ }^{21}$ Twice the number of the compact four-cycles.

[^15]:    ${ }^{22}$ The building block of the $S U(3)$ gauge theory with 6 fundamentals is the three-point function with the insertion of a semi-degenerate operator, namely the simple punctures in the Gaiotto's construction. This case is very simple, because the transformation $W_{-1}^{(3)}$ on the semi-degenerate operator can be replaced with the well-behaved Virasoro transformation $W_{-1}^{(2)}=L_{-1}$ and the primary three-point functions are enough to compute the correlation functions as in the Liouville theory.

[^16]:    ${ }^{23}$ Here, we have only discussed the chiral part, and in order to compute the full correlation function we need to introduce the anti-chiral part as well.

[^17]:    ${ }^{24}$ We can generalize to theories obtained from all types of three punctured spheres. We do not know the forms of these three-point functions except for free hypermultiplets $\tilde{T}_{N}$ and hence skip discussing details on these generalized cases.

[^18]:    ${ }^{25}$ The denominator of the instanton partition function for a given instanton number is the Kac determinant, so the corresponding topological string partition function as a function of $Q_{F}$ has such poles. Since this pole structure comes from the Cauchy formula computation of the refined topological vertex, we expect this to be the case for a generic partition function.
    ${ }^{26}$ In appendix $D$, these parameters are denoted $\tilde{A}$.

