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1. Introduction

Symbolic summation in the setting of difference fields amgysi [26,[3R[ 40] 39, 3%, BF.]|37.
B8,[40] provides a general toolbox in form of the MathemapiaekageSi gnma [B4, [39] to simplify

definite multi-sums to expressions in terms of indefinitete@sums and products. This function
domain covers as special cases harmonic sim$ IL6, 46]
N sign(ag)i L sign(ap)z ' sign(a)i
i1=1 |1 ir=1 |2 Ik

generalized harmonic sunis 3D, 7], cyclotomic sufs [3] stee:binomial sumg [p4, PB. A7) 11] .

In the last years this technology proved to be useful to etalnon-trivial Feynman integrals
in the context of QCD. Namely, as worked out [n][{7] 48] a bigssl of integrals in terms of the
dimensional parameter= D — 4 and a discrete Mellin parametsrcan be written in the following
form:

ik=1

Li(N)  Ly(NJky, k1)

F(N)= f(e,N,ke,... ky 1.2
( ) klZyl ka\V (87 s RLy ) ) ( )

whereL;i(N,ky,...,k,1) stands for an integer linear relation in the variablek;, ... ky_1 or
is 0 and f(&,N,ky,...,ky) is a linear combination of proper hypergeometric sequegaes in
terms of[l -functions with arguments in terms of integer linear relatin the integer parameters
N,Ki,...,ky_1 ande might occur linearly in the formn € with r being a rational number.

Given such a multi-surfr (N), the main task is to compute the first coefficieRtdN) of the
Laurent-series expansion

FINZFR (N +F (N r .., Aez (1.3)

in terms of special functions such as (generalized) (cgahit) harmonic sums and nested binomial
sums mentioned above. To get this representation, themoliptwo tactics are of interest.

Tactic 1: Compute the coefficients of treeexpansion of the summand
f(e,N,ke,.... k) = fA (N Ke, ..., k)ed + foa(N kg, ... k)e? L. (1.4)

by formulas such as Eq. (1.4) i} [5] and arrive at a linear dotion of hypergeometric terms (free
of &) multiplied with (cyclotomic) harmonic sums. Finally, ifi¢ interchange of the summation
signs and differentiation w.r.t (which we applied to get the summand expansion) is valid, wee e
up at multi-sum representations for the coefficients of staasion [(1]3):

L1(N) Lyv(N,ka,..., kv—l)
EN = S .. (N ki, k).
k;l ka\v

Note that exactly at this point our symbolic summation toalm form of the Mathematica package
Eval uat eMul ti Surs [fll, BY] (based on the difference field/ring algorithmsSingna) can be

activated: it tries to transform the found multi-sums coetgly automatically to the desired form
in terms of indefinite nested sums and products. If infinilmsation bounds occur one needs



Solving Coupled Systems of Differential and Differencedfigns Carsten Schneider

in addition the Mathematica packadsar moni cSuns [B B, []] which provides the necessary
asymptotic expansions to treat limit computations.

Tactic 2: A different approach is as follows. Hunt for a recurrence

ao(e,N)F(N)+ai(e,N)F(N+1)+---+aq(e,N)F(N+d)
=y (N)e! +hy gy (N)EM T+ o(N)e* 24 (1.5)

of orderd € N with polynomialsa;(e,N) in the variabless andN. In particular, we require that
the inhomogeneous part is given in expanded form where thifidentsh;(N) are expressions in
terms of indefinite nested sums and products. For the diffenethods and algorithms to compute
such recurrences we refer {o] I, 5] and references theteire we emphasize the following J17]:
Given such a recurrence and suppose that we are given ti@ w@tuesF (n) forn=1,...,d
expanded high enough, then we are in business to obtainltNesalution usingSi grma: we can
determine the first coefficients of the expansipn](1.3) whenthey are expressible in terms of
indefinite nested sums and products.

These tactics (in particular the first variant wival uat eMul t i Suns) turned out to be
instrumental to evaluate two and three loop massive integna[L3, [2,[#]. Another interesting
feature is to crunch the occurring sums with the MathematiekageSunPr oduct i on [L9]
to basis sums (master sums) such that no relations (in plarico contiguous relations) occur
among them. Then our summation tools are only applied to adewaining sums. This enabled
us to handle many additional problems such as outlined is.HE8,[IP] and is currently used for
ongoing calculations. For the interplay of all these paekaand their features we refer {o][41].

For our current calculations, we continue this strategyashpactification by another com-
ponent. Namely, in order to calculate massive 3-loop opernatatrix elements[]9[] g, 1L3] we
used integration by parts (IBP) technolody][#4], P2, 27], enprecisely, the powerful++—code
Reduze 2 [3, 29] was used, to reduce the input expression to a rebonamber of master
integrals. Then using our symbolic summation tools (Tat}jove could expand the given master
integrals in terms of harmonic sums. Given these buildinghkd we could derive the expansion of
the complete input expression.

However, in the most recent calculations integrals occat skeem too hard for direct calcu-
lations. This pushed us forward to another aspect. We use/é¢liknown fact that the master
integrals are related to each othr] [28]: together they fierarchically ordered coupled system
of differential (resp. difference) equations.

This article provides a new component to utilize this propey means of symbolic summa-
tion (Section[R) and uncoupling algorithn{s][25]. In Sectbwe will present an algorithm that
solves such coupled differential equations in one contiswariablex (resp. coupled difference
equations in a discrete variabld). More precisely, we can derive the first coefficients of ¢he
expansion of the master integrals using as input this cdugtstem and a certain amount of initial
values. A summary will be given in Sectifh 4.
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2. The backbone of our solver: difference field/ring algorihms

Subsequently, we work out the essential summation paradignireat the two tactics pre-
sented above. The underlying ideas will be demonstrateddiing the following sum

N
- ke Fr(— _§| &\B(_ _ _¢ £\ (N
F(N)_k:1( e zr(-1 2).B(2+k,2)B( e+k—€)B(1 2+k,1+2)<k> (2.1)
F(NK)
with Euler'sy constant and wher@(a, b) = rr(f‘gig;) denotes the Beta-function.

2.1 Tactic 1: Expand under the summation sign and simplify tle coefficients

As worked out in the introduction, we first compute the firséfficients fi(N, k) of the &-
expansion [(I]4) of the summarfdN,k); here we have\ = —3. Then we get the coefficients
F(N)= zl'z':l fi(N, k) of the e-expansion[(T]4). E.g., for= —1 we get the single pole term

o (NN /(24 3K) (— 243K+ 7k2+3K3)  25(K) &
F_l(N) —kzl(—l)k l<k>< 3k2(1—|— k)3 + 1+k +2(1—|— k))

with =324 lia In order to simplify this sum we compute a recurrence refatising the sum-
mation packag&i gnma:

(16N> + 144N% + 413N +384) (N +1)?F_1(N) — (N +2)(2N + 5) (16N3 + 112N? + 22IN + 113)F_(N + 1)

4AN?4+21IN+29
+(N+3)%(16N> +96N% + 173N + 99)F_1 (N +2) = a( kil ) + *64N5*50‘““*g(ﬁf“zjj,ffgf”ﬂﬂ“ﬁogo.
(2.2)

Remark.The underlying difference field algorithmjs [42] 35] B6, Bd] 4re based on Zeilberger’s
creative telescoping paradigr J49]. In general, the inpua definite suny, f(N,k) where the
summandf may consist of indefinite nested sums and products w.r.suh@nation variabl& and
where the occurring objects i might depend on the parametdr(or even further parameters).
Note that the algorithms provide also a proof certificaté shaws the correctness of the recurrence.

Now we activateSi gma’s recurrence solver, which can handle the following prob[B1,[14[3R].

Problem REC: GIVEN polynomialsag(N),...,aq4(N) in N and an expressioh(N) in terms of
indefinite nested sums and products (such as harmonic simogjial nested sums, etc.).
FIND all solutions of the linear recurrence

ao(N)F(N) +---+a4(N)F(N+d) = h(N)

that are expressible in terms of indefinite nested sums adlipts.

In our particular instance, we find the solutions

14N -1N-13 (AN-DS(N)Y (1 AN)S(N)?
L—{ClN+1+C2( (N+ 12 N+ 1 )+ 6N+ 1)
(IN+13S(N) | 1724334155 (1-aNSN) & o
3N+ 1)2 12(N + 13 6N+1)  aN D w2 ERE
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Since the solution set is completely determined (note tleafound two linearly independent so-
lutions of the homogeneous version and one particularisolaif the recurrence itself), it follows
thatF_;(N) € L. The first two initial valuesN = 1,2 determine uniquelg; = %2 — % andc, = 1.

Summarizing, we discovered (together with a rigorous prtit
1-4N —14N-13 N (4N —1)S;(N) N (1—4N)S;(N)?

1 1
FalN) =(53~5%) NF1 T (NF1?2 N+1 6(N+1)
(14N +13)Si(N)  173N2+334N+155 (1—4N)S(N) 2
3(N+1)2 12N+ 13 6N+1) BN 1)

We remark that the packa@®al uat eMul t i Suns combines all the available featuresSifgma
yielding a powerful function to obtain such simplificatioimsterms of indefinite nested sums and
products completely automatically.

2.2 Tactic 2: Extract the expansion from a recurrence

For the second tactic we need a recurreiicé (1.5) for our gUip (2singSi gna we get
2(N+1)%F(N) + (362 +3eN + 9 — 4N? — 12N — 8)F (N + 1)
—(26-N-1)(e +2N+6)F(N+2) =0 3~ e 2+ Qe 1 (20, - L)+ ...
Together with initial values foN = 1 andN = 2
F)=3c-Be 24 (e R)e i, F@ =8 Be e (B4 3D)e e
we are now in the position to calculate the first coefficieritthe e-expansion wittsi gna:

3 [2(2N+1 IN(N+3) ) .2
F(N) = 3(@1)5 - ( 3((N+1)>51(N) + 3(§\1+1)2>>5

1-4N 2 N(N?-2)  (3N42)(aN+5 1-4N NZ 3
(é(NJrl;S.I.(N) - 3EN+1)3)+< S >sl(N)+WS2(N)+2(Nfl))g 4o

In general, suppose we are given a recurreficg (1.5) witmpotal coefficientss;(N) (not all &
being the zero-polynomial) and expressityidN) in terms of indefinite nested sums and products;
furthermore assume we are given the expansiofR(of for i = 1,...,d up the the ordeg’. Then
we can decide if the coefficients of the expansion| (1.3) upders can be expressed in terms of
indefinite nested sums and products.

Here the general idea is as follows. Plug in the generic isni(fL.3) into [1.p):

ao(e,N) [FA (NYE» +Fy 1 (N)eM L4 FM(N)s”Z...]
+au(6,N)[Fa (N+ De? + Fa(N+ DMy p(N+1)eh+2] ot s
+ag(EN) [Py (N+A)E) +F (N + ) 4 F N+ ) 2|
= hy (N)e} +hy 1 (N)EM L hy o (N)EM 24

Two Laurent series agree if they agree term-wise, in pdaticilne term with lowest order must
agree. This gives the constrdint

ag(0,N)F, (N) +a1(0,N)Fy (N+1)+---+a4(0,N)F, (N+d) = hy (N).

Iwe auppose thag (0,N) # 0 for all i; otherwise divide througl several times which amounts to decrease
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Now we activate the recurrence solver (see Problem REC oa[ppgnd calculate witl$i grma

all solutions that are expressible in terms of indefinitetedsums and products. Thus together
with the initial values forF, (1),...,F,(d) we can decide if, (N) can be expressed in terms of
indefinite nested sums and products. If this fails, our atlgor stops. Otherwise, we take the found
representation oF, (N) in terms of indefinite nested sums and products and plug at @i3).
Shuffling the inserted expressions to the right hand sidesgiv

a0(£7 N) |:F)\+1(N)£A+1+ F)\+2(N)8A+2...}
+a1(e,N) [Fasa(N+ D&+ By o(N+ 1) 2] o

+aq(€,N) [FAH(N +d)e* 4 Fy (N +d)e 2 4. ] =y (NN (N)eM 2

where theh{(N) are updated expressions in terms of indefinite nested suthpraducts. By
construction the? contribution is removed and we can divide the whole equatipna. Thus we
can repeat the procedure whée ; (instead ofF,) plays the role of the lowest term.

3. A challenging diagram and a new algorithm to solve coupledystems

We want to calculate the-expansion of the ladder graph with 6 massive fermion fines

Da(N) = w@m ZF a(N)e 3+ F o(N)e 2+ F 3 (N)e 1+ Fo(N)el+...  (3.1)

4

For scalar diagrams of the same cld$s [4] we succeeded inlatiig thee-expansion following
Tactic 1 of Sectiofi]2. But for the diagram in question we fhilgth this tactic so far. As it turned
out, a clever extensior [[12] of Brown’s hyperlogarithm altion [P]] was successful to obtain
in [A] the scalar version of (3.1), i.e. for diagrams with amarator function equal to one, with
limg_0D4(N) = Fp(N). However, if one wants to consider the complete physicajrdia, this
method does not apply since polescimccur in almost all integrals. Subsequently, we present a
new strategy that can tackle such diagrams in a rather hateya

Let us consider the generating function (formal power sg@€D4(N), i.e.,

B N
Da(x) = éOD4(N)x .
Then by using refined IBP methods, i.e.,Rgduze 2 [3, 9,[B] we obtain the expression
Ni D4(N)XN = Szzlméi(x) + szl(x) (3.2)
=0 i= =

with the master integral§ and B; and with large coefficient&] in terms of rational functions
in & andx that are not printed out explicitly. As it turns ol;(x),...,Bsx(X) can be determined
directly with sophisticated Mellin-Barnes techniques andsummation tools from above. E.g., for

2The following graph has been drawn usifgodr aw[@].
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B1(X) = SRX_oB1(N)XN the integralB;(N) can be written in the compact sum representatjor} (2.1)
for which we carried out the-expansion as a concrete example.

Sincely(x),...,i15(x) are hard to handle with this toolbox, we use the additionaperty that
the missing integrals satisfy a hierarchically orderedobed system of differential equations. This
particular property is induced by the underlying sectorodegosition of the IBP method. More
precisely, we are given

Dil1(x) = — SEEE R0 — 2200 + 2B + -

P 34+2)(x=2) -2 3x-5)) 264X—£X)
Dyla(X) = — &( Z&f)l(;( >I1(x) 4! +2>E;e§)§ 5))I2(x) _ (;&fl)ixn (X) 53
£(50-14x)+£2(25-6x)—8(x—3) 5 )
+ 4(5616) (x— D)X Bi(¥) + ...
e(3e+2) 1 (24+&—3x—3ex) (e+1) 1 8(x—3)+&2(6x—25)+2¢(7x—25) i
Dula(x) = a1 110+ e 12(%) — oy 3(X) + 4(5616) (x— D)X B1(X)

in terms ofll( x),2(x), [3(x). Note that by the internal structure the right hand side§ &) (are free
of I4(x), .. I15( X). In the following subsections we will demonstrate how tlyistsm can be solved
in I]( X), I2( X),I3(x) by using the explicitly given expansions of tBethat we calculated already as
a preprocessing step.

Given this result, we will then turn to the remainifigx) with i > 3. Here the hierarchical
nature proceeds. Given thieexpansion of theB;(x) andiy(x),i2(x),I3(x) in terms of indefinite
nested sums and products, we obtain a coupled system in térthe unknowns{i4(x), 5(x)}
and we can solve them again in terms of indefinite nested saohg@ducts. Summarizing, we
continue iteratively, and obtain closed forms for the @ustl integrals in the given hierarchically
structured order:

~

{12(%),12(x), (300 } = {1a(x),T5(x)} = {l6(x),17(x),I5(x) }
= {Io(x), 11000} = {112(%). 112(x). 1130} = {{14(0)} = {I15(0)}. (3.4)

3.1 Step 1: Transformation to a coupled recurrence system

In order to solve the coupled systefn [3.3), we first derive @pleal system of difference
equations that determines the coefficidat®), I>(N),I3(N) of the power series

I (x) :go|i(N).

Namely, plugging in these generating functions into the &cgiation of [3]3) yields

DXNZ (N = — Nill(N)xN—(X_—"‘Dxéolz o NZ B1(N

Then applyingDy on the summands of the power series and doing coefficient @asgm on both
sides leads to

NIi(N—1) — (e+N+1)I1(N)+202(N) = B1(N) +...,

where on the right hand sides only the master inted3dlN) (but notl;) arise. Similarly, we apply
this transformation to the other equations[in](3.3) andriirepthe already computett expansions



Solving Coupled Systems of Differential and Differencedfigns Carsten Schneider

of Bi(N) we obtain the coupled recurrence system
NIp(N—1)— (e+N+21)I1(N)+2I5(N)

AN+2) —3 | [2(2N+1 2(6N2+13N+8)\ 5
- 3EN+1;£ + ( 3E(N+1))51(N) - ( 3(NT1)2 )) +-

4(g —N)I3(N) — 26(3e 4 2)11(N) + £(3e + 2)I3(N — 1)
—2(3e+1)I3(N—1) +2(5e 4 2)I5(N) — 2(¢ — 2N + 1)I3(N — 1) (3.5)
—— e (35iN) - 4)e 2~ (48uN2 - “RESN) + 3S(N) + 2+ 6) 1+
2(6+2N+2)I12(N) — 2(3e + 2N+ 1)Ia(N — 1) + £(3e + 2)11(N — 1) — 2(e + 1)I3(N — 1)
=367+ (§51N) — 4)e 2+ (3S1N)? — A5ESN) + §S(N) + Lo+ 6)e ..,
where the left hand sides contain the unknowiil), 12(N),13(N) and the right hand sides consist

of e-expansions whose coefficients are given in terms of indefilésted sums and products. More
precisely, in our concrete example, only harmonic sumsroccu

3.2 Step 2: Uncouple the recurrence system

In the next step we uncouple the syst¢m](3.5) in the follovsieigse: we search for one scalar
linear recurrence in one of the functions, dagN), and express the remaining functiolh$N)
andI3(N) in terms ofl1(N). To accomplish this task, various algorithms are availatikin
the Mathematica packader eSys [Pg]; for our concrete problem we took Ziircher's uncoupling

algorithm [50].
More precisely, we get the scalar difference equation
—2(N+1)(N+2)(e+N+2)I3(N) — (N+2)(26? — 56N — 7e — 6N? — 28N — 32)11(N + 1)
+ (€34 4€®N + 146 — 4eN? — 13eN — 3¢ — 6N® — 50N — 136N — 120) 11 (N +2)
—(E=N—2)(e+N+4)(e+2N+8)I3(N+3)

aN+2) 3 | 2(4N*135N3110IN21108N+25)
T 3(NE3) 3(N+1)(N+2)(N+3)2 £°+... (3.6)

in the unknown functiori; (N) and the two equations
12(N) =011(N) + Ol (N + 1) + Ol (N + 2)

2(N+2) BN3+25N2+33N+15 | (—2N-1) 2
3N D€ +( 3(+N+1)2+(N+2j + 3N Sl(N))s + ...

(3.7)
I3(N) =011(N) + 01 (N+ 1) + 011 (N +2)
(

2(N+2) o —2N3-3N43N+3 | 2N+1) g2
+( NN 2 T e LN )> +..

a3 €
that determing,(N) andl3(N) if one knows the solution df (N).

3.3 Step 3: Solve the uncoupled system of difference equat®

Now we are in the right position to activate Tactic 2 of our &glic summation toolbox. First
we derive the initial values

_5 163 150, | 1223\ -1 130 695 65¢ 46379\ o—1
11(1) =z — 152 + (a2 + 5 )E "+, 112) =5 — s+ (36 + Toaa )€+
169 395 169> |, 470071\ —1
11(3) 36e3 302 (To62+S0ra6) €+
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using, e.g.,MATAD [fi3] or using further tools as Mellin-Barnes integrals artbleo methods as
worked out in [IP]. Namely, giver{ (3.6) we activa®k gma’s recurrence solver and obtain the
g-expansion

4(3N2+6N+4 _
() = (AB) | sy ) s

—2(20NP+5BNZHETN22) SN . 2N42)N-DSI(N) SN\ .2
+( 3(N+1)° TONFT T 3ANT1)?2 - N+1>S +...

where the coefficients are given in terms of harmonic sunmsllyi we utilize [3.) and get
3 2

4
12(N) = 5= 5+ (= 4SNP+ 41 N) — 3S(N) + G + § e 1+

3
g AN+2) 4(aN247NH2)\ o
13(N) = 33T (3(N+1)81(N) - (%\I#)Z)s

2(12N34+32N24+25N+2)  2(4N?+1IN+10 N_2 > (N-2 .
( ( 3(N+1)3 ) _ ( 3(N+1)2 )S_I_(N)+3((N+:|?)81(N) +WQ(N)—I—52>S + ...

3.4 The general method and the physical result dD4(N)

Summarizing, we calculated the first coefficients of thexpansions of1(N),i2(N),3(N)
(resp. ofl1(N),12(N),I3(N)) and treat also all other integrals in {3.4) iteratively hg following
method.

Step 1:Transform the coupled DE system to a coupled REC System ).

Step 2:Uncouple the REC system to a scalar recurrence for one unkirdegral, say;(N).

Step 3:Determine the coefficients of theeexpansion of;(N) in terms of indefinite nested sums
and products (see Tactic 2 in Sect[¢n 2) and derivestbgpansions of the remaining integrals.
Step 4:Translate back to the-space byl (x) = SX_oli(N)xV.

To this end, we plug in all the computed expansiéﬂ@() (by using symbolic summation)
andﬂ(x) (by using our new solver for coupled equations) into the esgion [(3]2). This actually
gives again a gigantic expression in terms of generatingtimms where the coefficients of the
g-expansion are extremely large. In order to deriveNtie coefficientD4(N), we activate again
our toolbox mentioned in the introduction. We crunch theiag generating functions with the
packageSunPr oduct i on and compute th&lth coefficient of the obtained compact expression
using the packagélar noni cSuns. Finally, observe that this operation is based on Cauchy-
product and we therefore obtain again definite sums. Finakyapply once more Tactic 1 of our
symbolic summation toolbox, more precisely we use the pgekaal uat eMul t i Suns based
on Si gna to transform these sums to indefinite nested sums and psoduct
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Summarizing, using all these packages, we end up at theviaipresult for [3.]1):
64(N>+N—1) 64S;(N) _3
( - )e
BAIN+1)(N+2)(N+3)(N+4) 3(N+3)(N+4)
(4(N + 1N +17)S(N)  4(3N°+ 68N +379N° + 648N — 98N — 696)
3(N+2)(N+3)(N+4) 3(N+1)(N+2)2(N+3)2(N+4)2
4(14N°® 4 214N° 4 117N* + 3050N3 + 409N? + 309N + 1200
3(N+1)2(N+2)2(N+3)2(N +4)2

4(5N +27) .
ANT2)(NT3)(N +4)51(N)2)8 R

The single pole term and constant term are suppressed dpade Bmitations. In total the follow-
ing harmonic sums and generalized harmonic sums occur

(2,03, (— ) 2N &3( ), S1(N), (N),%(N) 54(N)>SL2.1(N)752.1(N)7%,1(N),
Si(3:N )» S(3:N),81(1.3.N),811(2.3.N), 211(N), S1 (3, L,N),
$1(L,3, )733,1(% N), S'111(1 1,3.N).%11(1,3.2N),S111(2,5, 1, LN).

D4(N) =

4. Conclusion

We presented a new method to solve coupled systems of differand difference equations
which emerge in massive Feynman diagram calculations. Werely on sophisticated summation
tools based on difference fields/rings and on uncouplingratgns; for our concrete example we
used the packagér eSys [PH].

We obtained the-expansions of rather complicated master integrals. Usiege expansions
we calculated easily the most complicated ladder graphs@niassive fermion lines usir® grma
Har noni cSuns, Eval uat eMul ti Suns andSunPr oduct i on. All ladder-topologies for 3-
loop massive operator matrix elements can be calculatddsimiay. The mass production is ready
for graphs depending on the same master integrals. We uisetbthnology for a few integrals
emerging in Feynman integrals with two equal masfgs [10]ratite pure-singlet cas§ |13]. More
involved massive 3-loop topologies are currently invesgd.
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