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## 1. The Functional Structure of Feynman Integrals in the Single Scale Case

We will consider single scale quantities in massless and massive QCD up to 3-loop order. They are given by Feynman parameter integrals that depend only on one dimensionless parameter. Examples are the anomalous dimensions and the massless and massive Wilson coefficients, as well as the associated massive operator matrix elements (OMEs), which can be represented by special functions of certain kinds. These are the iterative integrals up to the 2-loop case, which are given by

$$
\begin{equation*}
H_{f_{b}, \vec{f}_{a}}(x)=\int_{0}^{x} d y f_{b}(y) H_{\vec{f}_{a}}(y), f_{c_{i}}(z) \in \mathfrak{A}, \quad H_{\emptyset}=1, \tag{1.1}
\end{equation*}
$$

with $\mathfrak{A}$ some alphabet of functions or distributions $f_{c_{i}}(z)$, or the related nested sums in Mellin $N$ space obtained by performing a Mellin transformation

$$
\begin{equation*}
\mathbf{M}\left[H_{\vec{f}_{a}}(y)\right](N)=\int_{0}^{1} d y y^{N-1} H_{f_{a}}(y) \tag{1.2}
\end{equation*}
$$

The alphabet $\mathfrak{A}$ covers the harmonic polylogarithms [1], Kummer-Poincaré iterated integrals [2], cyclotomic harmonic polylogarithms [3], root-valued iterated integrals [4], or generalizations thereof. In Mellin space the nested sums can be expressed in terms of the harmonic sums [5] and nested sums of Refs. [2-4] correspondingly.

All of these solutions have in common that their associated differential or difference equations are factorizable to first order. They, or the difference equations obtained by using a formal power series Ansatz in solving the differential equations, can be completely solved using difference field and ring theory [6-14], as has been described in detail in Ref. [15]. In the case of master integrals, this is possible for whatsoever basis. The corresponding alphabet $\mathfrak{A}$ is constructively found in this way. These algorithms are implemented in the packages Sigma [16,17], EvaluateMultiSums and SumProduction [18]. In various places the package HarmonicSums [2-4, 19, 20] is used to operate on special functions of various kind emerging throughout the calculation.

Beginning at 3-loop order a series of Feynman or master integrals obey differential equations which do not factorize at first order order anymore for the $O\left(\varepsilon^{k}\right)$ terms for $k \geq 0, k \in \mathbb{N}$, while for $k<0$, first order factorization holds. This again can be proven by using the package Sigma, which finds all the first order factors and will reduce the corresponding problem by leading to a remainder difference (differential) equation of order $o>1$.

The first new structures appear in the form of non-factorizing second order differential equations

$$
\begin{equation*}
\left[\frac{d^{2}}{d x^{2}}+p(x) \frac{d}{d x}+q(x)\right] f(x)=N(x), \tag{1.3}
\end{equation*}
$$

containing usually more than three singularities and rational functions $p(x), q(x) \in \mathbb{Q}(x)$. Eq. (1.3) can be a Heun [21] or a more general differential equation, i.e. more general than a Gauß differential equation. Yet one may find ${ }_{2} F_{1}(a, b ; c ; z)$ homogeneous solutions, with rational parameters $a, b, c$ and $z(x) \in \mathbb{Q}(x)$. In even more general cases, one will have non-factorizable differential equations with rational coefficients of even higher order. Their solution is given in general by a
combination of (known or yet unknown) higher transcendental functions. As we have outlined in studying general single scale Feynman diagrams in [22], the solutions can be obtained in the form of (multiple) Mellin-Barnes [23] integrals. These integrals $F[r(y)]$ depend on one variable $y$, in such a way that the integral cannot be rewritten such that $y$ appears in the integration bounds only. Subsequently, further integrals shall be performed in the variable $y$ multiplying with other integrals of this type and iterative integrals. In this way, non-iterative letters appear emerging in so-called iterative non-iterative integrals, [24],

$$
\begin{align*}
\mathbb{H}_{a_{1}, \ldots, a_{m-1} ;\left\{a_{m} ; F_{m}\left(r\left(y_{m}\right)\right)\right\}, a_{m+1}, \ldots, a_{q}}(x)= & \int_{0}^{x} d y_{1} f_{a_{1}}\left(y_{1}\right) \int_{0}^{y_{1}} d y_{2} \ldots \int_{0}^{y_{m-1}} d y_{m} f_{a_{m}}\left(y_{m}\right) F_{m}\left[r\left(y_{m}\right)\right] \\
& \times H_{a_{m+1}, \ldots, a_{q}}\left(y_{m+1}\right), \tag{1.4}
\end{align*}
$$

and $F[r(y)]$ is given by

$$
\begin{equation*}
F[r(y)]=\int_{0}^{1} d z g(z, r(y)), \quad r(y) \in \mathbb{Q}(y) . \tag{1.5}
\end{equation*}
$$

Writing the solutions in the case of second order differential equations as ${ }_{2} F_{1}$ solutions has the advantage that a lot more is known about their functional properties, and all the Kummer relations and the contiguous relations can be applied. If and only if it is possible, after using these relations, in order to map the set $\{a, b ; c\}$ into a certain finite set of triples, cf. [24], there is a finite set of functional transformations of the ${ }_{2} F_{1}$ solutions into complete elliptic integrals.

In the ${ }_{2} F_{1}$ solutions having appeared so far in single scale Feynman diagram calculations to higher order [25-42], one could always find elliptic integral representations with either the appearance of only the complete elliptic integral of the first kind $\mathbf{K}$ or of both the complete elliptic integrals of the first and second kind $\mathbf{K}$ and $\mathbf{E}$ in the single scale case. The solutions of the second order differential equations read

$$
\begin{equation*}
\psi(x)=\psi_{1}^{(0)}(x)\left[C_{1}-\int d x \psi_{2}^{(0)}(x) n(x)\right]+\psi_{2}^{(0)}(x)\left[C_{2}+\int d x \psi_{1}^{(0)}(x) n(x)\right] \tag{1.6}
\end{equation*}
$$

were $\psi_{1,2}^{(0)}(x)$ are the homogeneous solutions, $n(x)$ denotes the ratio of the inhomogeneity $N(x)$ and the Wronskian $W(x) . C_{1}$ and $C_{2}$ are constants depending on the physical problem.

One can now attempt to diagonalize (1.6) by using modular functions, cf. e.g. [43], or in more special cases, modular forms. To do this one introduces the variable $q$

$$
\begin{equation*}
q=\exp [-\pi \mathbf{K}(1-z(x)) / \mathbf{K}(z(x))] . \tag{1.7}
\end{equation*}
$$

The original kinematic variable $x$ and all other building blocks of the inhomogeneous solution are then expressed in $q .{ }^{1}$ To find the representation of $x=x(q)$ usually requires a higher order Legendre-Jacobi transformation, cf. $[32,44]$ through which $x(q)$ can be written as a rational term of powers of Dedekind $\eta$ functions $\eta(k \tau), k \in \mathbb{N} \backslash\{0\}, \tau=\ln (q) / i$, [45], with

$$
\begin{equation*}
\prod_{k=1}^{m} \eta^{l_{k}}(k \tau), \quad l_{k} \in \mathbb{Z} \tag{1.8}
\end{equation*}
$$

[^1]Each of the ratios (1.8), being modular functions under some congruence subgroup of $\Gamma(N)$ for some $N \in \mathbb{N}$, can now be written taking a factor $1 / \eta^{n}(\tau)$ out for some $n \in \mathbb{N}$, such that the remainder term is a modular form. For all of these modular forms one may construct now a finite dimensional basis representation [43] through Lambert-Eisenstein series [46, 47] and products thereof [48]. They are of the form

$$
\begin{align*}
T_{m, n, l, a, b} & :=\sum_{k=0}^{\infty} \frac{(m k+n)^{l-1} q^{a(m k+n)}}{1-q^{b(m k+n)}}  \tag{1.9}\\
& =n^{l-1} q^{n(a-b)} \operatorname{Li}_{0}\left(q^{n b}\right)+q^{n(a-b)} \sum_{j=0}^{l-1}\binom{l-1}{j} m^{j^{l} n^{l-1-j}} \operatorname{ELi}_{-j ; 0}\left(q^{m(a-b)} ; q^{n b} ; q^{m b}\right)
\end{align*}
$$

or special cases thereof. Here $\mathrm{Li}_{0}(x)=x /(1-x)$ and $\mathrm{ELi}_{n, m}(x, y ; q)$ denotes the elliptic polylogarithm [37]

$$
\begin{equation*}
\mathrm{ELi}_{n, m}(x, y ; q)=\sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \frac{x^{k}}{k^{k}} \frac{y^{l}}{l^{m}} q^{n m} \tag{1.10}
\end{equation*}
$$

Note that in Eq. (1.9) the parameters $x$ and $y$ of the elliptic polylogarithm (1.10), which are not supposed to depend on $q$, do depend on $q$. One may synchronize arguments $q^{m} \rightarrow q,-q \rightarrow q$ within the notion of elliptic polylogarithms, cf. [24]. In the above sense, the elliptic polylogarithm provides a frame for the result, but not in the original sense. Due to the multiplication relation of the elliptic polylogarithm all of these terms can be represented in the form of elliptic polylogarithms, which are formal power series in $q$.

However, there are still the factors $1 / \eta^{k}(\tau)$ for which the closed form representation of its formal power series in $q$ is yet unknown, unlike its infinite product representation [48]. This means that for the case that all $k=0$, the integral-relation of the elliptic polylogarithms will yield elliptic polylogarithms again. Up to terms of $\ln (q)$ the inhomogeneous solution (1.6) can thus be diagonalized and be written mainly in terms of elliptic polylogarithms. This is different in cases in which $k \neq 0$. Here the $q$-integrals will usually lead to higher transcendental functions in $q$, but will not be diagonalized in operating on $q$ series for which the expansion coefficients are known in closed form.

In the following we will illustrate the above formalisms applied to two important cases. One of them is the 3 -loop anomalous dimension, which can be expressed in $x$-space either in terms of iterative integrals, which are harmonic polylogarithms, or the nested harmonic sums in Mellin $N$-space. The 3 -loop QCD corrections to the $\rho$-parameter, on the other hand, are an example in which elliptic integrals are present. At least in intermediary steps one needs modular functions, represented by modular forms as well as a pre-factor $1 / \eta^{k}(\tau)$.

## 2. The 2-loop anomalous dimension $\gamma_{q g}^{(2)}$

In Ref. [49] we calculated the 3-loop anomalous dimension $\gamma_{g g}^{(2)}(N)$ from first principles in a massive environment. It has been obtained from the $O(1 / \varepsilon)$ term of the unrenormalized 3-loop OME $\hat{\hat{A}}_{Q g}^{(3)}$. Due to the polynomial dependence of the master integral on the dimensional parameter $\varepsilon$, one would also encounter elliptic terms if the calculation of the master integrals would be carried out
directly. The computational method we used was, however, the method of arbitrarily large fixed moments [51]. In this way, new higher transcendental functions of whatsoever complexity will map onto specific series of rational numbers. These series are united to a series for $\hat{\hat{A}}_{Q g}^{(3)}$. Due to this, we obtain new series in $N$ for the $O(1 / \varepsilon)$ term, for all the individual color- $\zeta$ factors labeled by the corresponding Casimir operators and potential multiple zeta values [50]. We have generated 2000 moments for $\hat{\hat{A}}_{Q g}^{(3)}$ using the formalism of Ref. [51] in Ref. [49]. Guessing methods [52, 53] now allow to find a difference equation for the different contributions to $\gamma_{q g}^{(2)}(N)$. It turns out that this equation, unlike the ones for the master integrals, which would be needed to higher powers in $\varepsilon$, factorizes all in first order. They can be solved by applying difference field and ring methods [6-14] using the packages Sigma [16, 17], EvaluateMultiSums and SumProduction [18]. Here the package HarmonicSums $[2-4,19,20]$ is used to operate on special functions of various kind.

We obtain

$$
\begin{aligned}
& \gamma_{q g}^{(2)}=C_{A} N_{F}^{2} T_{F}^{2}\left\{-\frac{128\left(5 N^{2}+8 N+10\right)}{9 N(N+1)(N+2)} S_{-2}-\frac{64 P_{8}}{9 N(N+1)^{2}(N+2)^{2}} S_{1}^{2}\right. \\
& -\frac{64 P_{9}}{9 N(N+1)^{2}(N+2)^{2}} S_{2}+\frac{64 P_{25}}{27 N(N+1)^{3}(N+2)^{3}} S_{1}+\frac{16 P_{34}}{27(N-1) N^{4}(N+1)^{4}(N+2)^{4}} \\
& \left.+p_{q g}^{(0)}(N)\left(\frac{32}{9} S_{1}^{3}-\frac{32}{3} S_{1} S_{2}+\frac{64}{9} S_{3}+\frac{128}{3} S_{-3}+\frac{128}{3} S_{2,1}\right)\right\} \\
& +C_{F} N_{F}^{2} T_{F}^{2}\left\{\frac{32\left(5 N^{2}+3 N+2\right)}{3 N^{2}(N+1)(N+2)} S_{2}+\frac{32\left(10 N^{3}+13 N^{2}+29 N+6\right)}{9 N^{2}(N+1)(N+2)} S_{1}^{2}\right. \\
& -\frac{32 P_{12}}{27 N^{2}(N+1)^{2}(N+2)} S_{1}+\frac{4 P_{38}}{27(N-1) N^{5}(N+1)^{5}(N+2)^{4}} \\
& \left.+p_{q g}^{(0)}(N)\left(-\frac{32}{9} S_{1}^{3}-\frac{32}{3} S_{1} S_{2}+\frac{320}{9} S_{3}\right)\right\} \\
& +C_{A} C_{F} N_{F} T_{F}\left\{-128 \frac{N^{3}-7 N^{2}-6 N+4}{N^{2}(N+1)^{2}(N+2)} S_{-2,1}+\frac{32 P_{5}}{N^{2}(N+1)^{2}(N+2)} S_{-3}\right. \\
& +\frac{16 P_{18}}{9(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{1}^{3}-\frac{16 P_{24}}{9(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{3} \\
& -\frac{8 P_{27}}{9(N-1) N^{3}(N+1)^{3}(N+2)^{2}} S_{1}^{2}+\frac{8 P_{29}}{3(N-1) N^{3}(N+1)^{3}(N+2)^{3}} S_{2} \\
& +\frac{P_{37}}{27(N-1) N^{5}(N+1)^{5}(N+2)^{4}}+p_{q g}^{(0)}(N)\left[\left(\frac{640}{3} S_{3}-384 S_{2,1}\right) S_{1}+\frac{32}{3} S_{1}^{4}\right. \\
& +160 S_{1}^{2} S_{2}-64 S_{2}^{2}+\left(192 S_{1}^{2}+64 S_{2}\right) S_{-2}+96 S_{-2}^{2}+224 S_{-4}-64 S_{2,-2}+64 S_{3,1} \\
& \left.+192 S_{2,1,1}-256 S_{-2,1,1}-192 S_{1} \zeta_{3}\right]-\frac{192 P_{17}}{(N-1) N^{2}(N+1)^{2}(N+2)^{2}} \zeta_{3} \\
& +\left(\frac{16 P_{16}}{3(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{2}+\frac{16 P_{35}}{27(N-1) N^{4}(N+1)^{4}(N+2)^{4}}\right) S_{1}
\end{aligned}
$$

$$
\begin{align*}
& +\left[-\frac{32 P_{15}}{N^{3}(N+1)^{3}(N+2)}+\frac{128\left(N^{3}-13 N^{2}-14 N-2\right)}{N^{2}(N+1)^{2}(N+2)} S_{1}\right] S_{-2} \\
& \left.+\frac{96 N(N+1) p_{q g}^{(0)}(N)^{2}}{N-1} S_{2,1}\right\} \\
& +C_{A}^{2} N_{F} T_{F}\left\{-\frac{64 P_{11}}{(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{-2,1}-\frac{16 P_{20}}{9(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{3}\right. \\
& -\frac{82 P_{21}}{3(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{-3}-\frac{16 P_{22}}{9(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{1}^{3} \\
& +\frac{16 P_{33}}{9(N-1)^{2} N^{3}(N+1)^{3}(N+2)^{3}} S_{1}^{2}+\frac{1)^{3}}{9(N-1)^{2} N^{3}(N+1)^{3}(N+2)^{3}} S_{2} \\
& -\frac{32 P_{10}}{27(N-1)^{2} N^{5}(N+1)^{5}(N+2)^{5}}+p_{q g}^{(0)}(N)\left[-\frac{3(N-1) N(N+1)(N+2)}{} S_{2,1}\right. \\
& +\left(-\frac{704}{3} S_{3}+128 S_{2,1}+512 S_{-2,1}\right) S_{1}-512 S_{-3} S_{1}-\frac{16}{3} S_{1}^{4}-160 S_{1}^{2} S_{2}-16 S_{2}^{2}-32 S_{4} \\
& +\left(-192 S_{1}^{2}+320 S_{2}\right) S_{-2}-96 S_{-2}^{2}+96 S_{-4}-448 S_{2,-2}-128 S_{3,1}+512 S_{-3,1} \\
& \left.-768 S_{-2,1,1}+192 S_{1} \zeta_{3}\right]+\frac{96(N-2)(N+3) P_{4}}{(N-1) N^{2}(N+1)^{2}(N+2)^{2}} \zeta_{3} \\
& +\left(\frac{8 P_{19}}{3(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{2}-\frac{87(N-1)^{2} N^{4}(N+1)^{4}(N+2)^{4}}{27}\right) S_{1} \\
& \left.+\left(-\frac{64 P_{13}}{(N-1) N^{2}(N+1)^{2}(N+2)^{2}} S_{1}+\frac{32 P_{30}}{9(N-1) N^{3}(N+1)^{3}(N+2)^{3}}\right) S_{-2}\right\} \\
& +C_{F}^{2} N_{F} T_{F}\left\{\frac{P_{31}}{N^{5}(N+1)^{5}(N+2)}-\frac{8 P_{3}}{3 N^{2}(N+1)^{2}(N+2)} S_{1}^{3}-\frac{16 P_{6}}{3 N^{2}(N+1)^{2}(N+2)} S_{3}\right. \\
& +\frac{64 P_{14}}{N^{3}(N+1)^{2}(N+2)} S_{-2}-\frac{8 P_{23}}{N^{3}(N+1)^{3}(N+2)} S_{1}^{2}+\frac{8 P_{26}}{N^{3}(N+1)^{3}(N+2)} S_{2} \\
& +p_{q g}^{(0)}(N)\left[\left(-\frac{704}{3} S_{3}+256 S_{2,1}\right) S_{1}-256 S_{-3} S_{1}-\frac{16}{3} S_{1}^{4}-48 S_{2}^{2}-160 S_{4}-64 S_{-2}^{2}\right. \\
& \left.+192 S_{-4}-\frac{128}{N(N+1)} S_{2,1}-128 S_{2,-2}+64 S_{3,1}+256 S_{-3,1}-192 S_{2,1,1}\right] \\
& +\frac{96(N-1)\left(3 N^{2}+3 N-2\right)}{N^{2}(N+1)^{2}} \zeta_{3}-256 \frac{2-N+N^{2}}{N^{2}(N+1)(N+2)}\left[S_{-2} S_{1}-S_{-2,1]}\right. \\
& \left.+\left(-\frac{8 P_{28}}{N^{4}(N+1)^{4}(N+2)}-\frac{8 P_{7}}{N^{2}(N+1)^{2}(N+2)} S_{2}\right) S_{1}-\frac{128(N-1)}{(N+1)^{2}(N+2)} S_{-3}\right\} . \tag{2.1}
\end{align*}
$$

Here, $C_{A}=N_{c}, C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right), T_{F}=1 / 2$ and $N_{c}=3$ in case of QCD, $\zeta_{k}, k \geq 2, k \in \mathbb{N}$ are the values of Riemann's $\zeta$ function, $P_{i}$ denotes computed polynomials in $N, S_{\vec{a}}$ are the nested harmonic
sums [5]

$$
\begin{equation*}
S_{b, \vec{a}} \equiv S_{b, \vec{a}}(N)=\sum_{k=1}^{N} \frac{(\operatorname{sign}(b))^{k}}{k^{|b|}} S_{\vec{a}}(k), \quad S_{\emptyset}=1, \quad b, a_{i} \in \mathbb{Z} \backslash\{0\}, \tag{2.2}
\end{equation*}
$$

and we used the shorthand notation

$$
\begin{equation*}
p_{q g}^{(0)}(N)=\frac{N^{2}+N+2}{N(N+1)(N+2)} . \tag{2.3}
\end{equation*}
$$

Despite of the emergence of non-first order factorizable terms in the higher order expansion terms in $\varepsilon$ in the master integrals, the method of Ref. [49] allows to project on the terms which really contribute to $O(1 / \varepsilon)$. Due to this, we could calculate $\gamma_{g g}^{(2)}$ even in a massive environment, without first encountering elliptic contributions which would only cancel in the very last step.

## 3. The $\rho$-parameter at $O\left(a_{s}^{3}\right)$

The 3-loop QCD corrections to the $\rho$-parameter have been calculated in [54]. There, some of the master integrals could not be calculated in closed form, and were determined from the beginning by a power series Ansatz in order to finally derive numerical results. In Ref. [24] we recently found an analytic solution of the equations of the type (1.3). Here the inhomogeneity $N(x)$ is always given in terms of harmonic polylogarithms with rational pre-factors. The Wronskian $W(x)$ is given by a (factorizable) polynomial in $x$. For the homogeneous solutions one finds ${ }_{2} F_{1}$ solutions [55]. Let us consider, as an example, Eq. (2.14) of [24]. Its homogeneous solutions are given by

$$
\begin{align*}
& \psi_{1 a}^{(0)}(x)=\sqrt{2 \sqrt{3} \pi} \frac{x^{2}\left(x^{2}-1\right)^{2}\left(x^{2}-9\right)^{2}}{\left(x^{2}+3\right)^{4}}{ }_{2} F_{1}\left[\begin{array}{c}
\frac{4}{3} \\
2^{\frac{5}{3}} ; z
\end{array}\right]  \tag{3.1}\\
& \psi_{2 a}^{(0)}(x)=\sqrt{2 \sqrt{3}} \pi \frac{x^{2}\left(x^{2}-1\right)^{2}\left(x^{2}-9\right)^{2}}{\left(x^{2}+3\right)^{4}}{ }_{2} F_{1}\left[\begin{array}{c}
\frac{4}{3} \\
2^{\frac{5}{3}}
\end{array} 1-z\right], \tag{3.2}
\end{align*}
$$

with

$$
\begin{equation*}
z \equiv z(x)=\frac{x^{2}\left(x^{2}-9\right)^{2}}{\left(x^{2}+3\right)^{3}} \tag{3.3}
\end{equation*}
$$

This is not yet a solution in terms of complete elliptic integrals. Applying contiguous relations and the triangle group relations $[24,56]$ one, however, obtains

$$
\begin{align*}
\psi_{1 b}^{(0)}(x)= & \frac{\sqrt{\pi}}{4 \sqrt{6}}\left\{-(x-1)(x-3)(x+3)^{2} \sqrt{\frac{x+1}{9-3 x}} 2 F_{1}\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
1
\end{array} ; z\right]\right. \\
& \left.+\left(x^{2}+3\right)(x-3)^{2} \sqrt{\frac{x+1}{9-3 x}}{ }^{2} F_{1}\left[\begin{array}{cc}
\frac{1}{2}-\frac{1}{2} & 1
\end{array}\right]\right\}  \tag{3.4}\\
\psi_{2 b}^{(0)}(x)= & \frac{2 \sqrt{\pi}}{\sqrt{6}}\left\{x^{2} \sqrt{(x+1)(9-3 x)} 2 F_{1}\left[\begin{array}{c}
\frac{1}{2} \frac{1}{2} \\
1
\end{array} 1-z\right]\right. \\
& \left.+\frac{1}{8} \sqrt{(x+1)(9-3 x)}(x-3)\left(x^{2}+3\right)_{2} F_{1}\left[\begin{array}{c}
\frac{1}{2}-\frac{1}{2} \\
1
\end{array} 1-z\right]\right\}, \tag{3.5}
\end{align*}
$$



Figure 1: The inhomogeneous solution of Eq. (2.14) of [24] as a function of $x$. Left panel: Red dashed line: expansion around $x=0$; blue line: expansion around $x=1$. Right panel: illustration of the relative accuracy and overlap of the two solutions $f_{8 a}(x)$ around 0 and 1 ; from Ref. [24].
with

$$
\begin{equation*}
z \equiv z(x)=-\frac{16 x^{3}}{(x+1)(x-3)^{3}} \tag{3.6}
\end{equation*}
$$

By using [57]

$$
{ }_{2} F_{1}\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2}  \tag{3.7}\\
1
\end{array} ; z\right]=\frac{2}{\pi} \mathbf{K}(z), \quad{ }_{2} F_{1}\left[\begin{array}{cc}
\frac{1}{2}-\frac{1}{2} & \\
1
\end{array}\right]=\frac{2}{\pi} \mathbf{E}(z)
$$

one obtains the solution in terms of complete elliptic integrals of the first and second kind and may show that the elliptic integral of the second kind, $\mathbf{E}$, cannot be transformed away. Since the ${ }_{2} F_{1}$ functions have no representation as an integral in which the $z$ dependence appears in the integration bounds only, the inhomogeneous solution (1.6) is an iterative non-iterative integral of the kind of Eq. (1.4), [24].

One may now transform the inhomogeneous solution into power series solutions around $x=0$ and $x=1$ applying standard methods implemented in mathematica and maple to arbitrary order. One obtains an accuracy of the overlapping solutions in the complete range $x \in[0,1]$, e.g. to an accuracy of $O\left(10^{-30}\right)$ by the first fifty expansion terms. We show the solution in Figure 1.

We now would like to derive a $q$ series solution for the same problem. First the kinematic variable $x$ is expressed by $x=-1 / y$,

$$
\begin{equation*}
z(x) \equiv k^{2}=\frac{16 y}{(1-y)(1+3 y)^{3}}=\frac{\vartheta_{2}^{4}(q)}{\vartheta_{3}^{4}(q)} \tag{3.8}
\end{equation*}
$$

with $\vartheta_{k}(q), k=1,2,3,4$ the Jacobi $\vartheta$-functions [57]. One solves (3.8) and obtains

$$
\begin{equation*}
x=-\frac{\eta^{4}(2 \tau) \eta^{2}(3 \tau)}{\eta^{2}(\tau) \eta^{4}(6 \tau)} \tag{3.9}
\end{equation*}
$$

which is a modular form multiplied by $1 / \eta^{12}(\tau)$ and $\propto 1 / q$.
Some of the building blocks of the inhomogeneous solution are modular forms like

$$
\begin{equation*}
\mathbf{K}(z)=\frac{\pi}{2} \sum_{k=1}^{\infty} \frac{q^{k}}{1+q^{2 k}}=\frac{\pi}{4} \bar{E}_{0 ; 0}(i ; 1 ; q), \quad \text { with } \tag{3.10}
\end{equation*}
$$

$$
\begin{equation*}
\bar{E}_{n ; m}(x ; y ; q)=\frac{1}{i}\left[\operatorname{ELi}_{n ; m}(x ; y ; q)-\operatorname{ELi}_{n ; m}\left(x^{-1} ; y^{-1} ; q\right)\right], n+m \text { even, } \tag{3.11}
\end{equation*}
$$

while others are not. One example is $\mathbf{E}(z(x))$, given by

$$
\begin{equation*}
\mathbf{E}\left(k^{2}\right)=\mathbf{K}\left(k^{2}\right)+\frac{\pi^{2} q}{\mathbf{K}\left(k^{2}\right)} \frac{d}{d q} \ln \left[\vartheta_{4}(q)\right] . \tag{3.12}
\end{equation*}
$$

One has

$$
\begin{align*}
q \frac{\vartheta_{4}^{\prime}(q)}{\vartheta_{4}(q)}= & -\frac{1}{2}\left[\operatorname{ELi}_{-1 ; 0}(1 ; 1 ; q)+\operatorname{ELi}_{-1 ; 0}(-1 ; 1 ; q)\right]+\left[\operatorname{ELi}_{0 ; 0}\left(1 ; q^{-1} ; q\right)+\operatorname{ELi}_{0 ; 0}\left(-1 ; q^{-1} ; q\right)\right] \\
& -\left[\operatorname{ELi}_{-1 ; 0}\left(1 ; q^{-1} ; q\right)+\operatorname{ELi}_{-1 ; 0}\left(-1 ; q^{-1} ; q\right)\right] \tag{3.13}
\end{align*}
$$

Furthermore, $1 / \mathbf{K}(z(x))$ is given by

$$
\begin{align*}
\frac{1}{\mathbf{K}\left(k^{2}\right)}= & \frac{2}{\pi \eta^{12}(\tau)}\left\{\frac{5}{48}\left\{1-24 \mathrm{ELi}_{-1 ; 0}(1 ; 1 ; q)-4\left[1-24 \mathrm{ELi}_{-1 ; 0}\left(1 ; 1 ; q^{4}\right)\right]\right\}\right. \\
& \times\left\{-1-4\left[\operatorname{ELi}_{0 ; 0}\left(-1 ; 1 / q ; q^{2}\right)-4 \mathrm{ELi}_{-1 ; 0}\left(-1 ; 1 / q ; q^{2}\right)+4 \mathrm{ELi}_{-2 ; 0}\left(-1 ; 1 / q ; q^{2}\right)\right]\right\} \\
& -\frac{1}{16}\left\{5-4\left[\operatorname{ELi}_{0 ; 0}\left(-1 ; 1 / q ; q^{2}\right)-8 \mathrm{ELi}_{-1 ; 0}\left(-1 ; 1 / q ; q^{2}\right)+24 \mathrm{ELi}_{-2 ; 0}\left(-1 ; 1 / q ; q^{2}\right)\right.\right. \\
& \left.\left.-32 \mathrm{ELi}_{-3 ; 0}\left(-1 ; 1 / q ; q^{2}\right)+16 \mathrm{ELi}_{-4 ; 0}\left(-1 ; 1 / q ; q^{2}\right)\right]\right\} \tag{3.14}
\end{align*}
$$

which is a modular function. Terms of this kind do not allow to integrate the formal power series in $q$, since the coefficients of the power series in $1 / \eta(\tau)$ are not known in closed form. Therefore, the expressions obtained in the present case are of a more general nature than those appearing in $[34,39,41]$. Another generalization appears due to the emergence of elliptic polylogarithm representations in which the parameters $x$ and $y$ become $q$-dependent.

## 4. Conclusions

For single scale processes in the massless and massive cases to two-loop order one always has found iterative integral solutions over the alphabets given in [1,5] and the special numbers [50]. This applies also to the massless case at 3-loop order [58-60]. For the massive OMEs and Wilson coefficients in the asymptotic region $Q^{2} \gg m^{2}$, with $Q^{2}$ the virtuality of the deep-inelastic process and $m$ the heavy quark mass, in the case of the iterative integral solutions [15,61-68] more general alphabets contribute as well for the nested sums, iterated integrals, and in some cases also for the special constants [2-4]. Beginning with 3-loop order one of the OMEs, $A_{Q g}^{(3)}$, [69,70] contains also iterative non-iterative integrals caused by the emergence of the elliptic integrals of the first and second kind in some irreducible differential equations of second order. These are directly related to the differential equations studied in [24] for the 3-loop QCD corrections of the $\rho$-parameter.

We have shown that 3-loop anomalous dimensions can be computed in a massive environment in an automated way [49] from the $O(1 / \varepsilon)$ term of the unrenormalized OME $\hat{\hat{A}}_{Q g}$. Using
the method of arbitrary large moments [51], despite the fact that the master integrals contain elliptic terms at $O\left(\varepsilon^{0}\right)$ and higher, an assembly of all terms for fixed moments is possible, such that the final difference equations factorize at first order. A solution using the packages Sigma, EvaluateMultiSums, SumProduction and HarmonicSums is then possible.

This is likewise the case for 18 out of 28 color and $\zeta$-terms for the $O\left(\varepsilon^{0}\right)$ term as well, cf. [70]. For the remaining color and $\zeta$-terms in part of the integrals the complete elliptic integrals of the first and second kind emerge, as well as integrals of other letters over them. The corresponding differential equations are related to those emerging in the case of the 3-loop QCD corrections to the $\rho$-parameter by a variable transformation. We have outlined their solution in Section 3 leading to iterated non-iterative integral solutions. They possess analytic, fast converging series solutions around $x=0,1,[24]$. We have also studied the associated $q$-series solutions. Here generalizations of previously studied elliptic solutions $[34,39,41]$ occur. Due to the emergence of Dedekind- $\eta$ factors $\propto 1 / \eta^{k}(\tau), k \in \mathbb{N}, k>0$, in front of modular forms expressed in (products of) LambertEisenstein series, it is in general not possible to find a diagonalization of the corresponding integrals, finally expressed in terms of elliptic polylogarithms. However, elliptic polylogarithms can be widely used as a framework for the representation of the different building blocks emerging in the solution, also allowing their parameters $x$ and $y,(1.10)$, to depend on $q$.
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