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Tidally disrupted stars as a possible origin of both cosmic rays and neutrinos
at the highest energies
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Tidal Disruption Events (TDEs) are processes where stars are torn apart by the strong gravita-
tional force near to a massive or supermassive black hole. If a jet is launched in such a process,
particle acceleration may take place in internal shocks. We demonstrate that jetted TDEs can simul-
taneously describe the observed neutrino and cosmic ray fluxes at the highest energies if stars with
heavier compositions, such as carbon-oxygen white dwarfs, are tidally disrupted and these events
are sufficiently abundant. We simulate the photo-hadronic interactions both in the TDE jet and in
the propagation through the extragalactic space and we show that the simultaneous description of
Ultra-High Energy Cosmic Ray (UHECR) and PeV neutrino data implies that a nuclear cascade in

the jet develops by photo-hadronic interactions.
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The discovery of high-energy (~ 0.1 — 1 PeV) astro-
physical neutrinos [I] has triggered substantial research
on their possible origin. These neutrinos come probably
from outside our galaxy, and can naturally arise from a
flux of parent protons or nuclei. These facts together
with basic energy budget considerations [2] suggest that
they may have the same origin as the Ultra-High Energy
Cosmic Rays (UHECRs). At this time, however, a class
of astrophysical objects that can be the common origin
of both UHECRs and neutrinos has not been identified.
Neutrino data analyses disfavor some of the traditional
candidates, such as Gamma-Ray Bursts (GRBs) [3] and
Blazars [4], and diffuse gamma-ray observations already
strongly constrain starburst galaxies [5][6]. Therefore the
origin of the observed neutrinos remains a mystery, and
alternatives are now being considered.

Tidal Disruption Events (TDEs) are one such alterna-
tive. Tidal disruption is the process by which a star is
torn apart by the strong gravitational force of a nearby
massive or supermassive black hole. About half of the
star’s debris remains bound to the black hole, and is ul-
timately accreted. It is predicted [THI0] that TDEs with
the highest mass accretion rate should generate a rela-
tivistic jet. This jet can accelerate protons or nuclei to
ultra-high energies [11, 12], with neutrinos expected as
a byproduct [I3] I4]. To date, three jet-hosting (“jet-
ted”) TDEs have been robustly identified in X-rays ob-
servations [I5HI7] (see also [18, [19]). Overall, they are
consistent with the disruption of a main sequence star
by a supermassive black hole (SMBH, M > 10°Mg,
see e.g. [15] [20]), but the disruption of a white dwarf
(WD) star by an intermediate mass black hole (IMBH,
M ~ (10% — 10°) M) is in principle a viable explanation
[21]. Regardless of the specific interpretation of observa-
tions, it is natural to expect diversity in the population

of TDESs, involving black holes spanning many orders of
magnitude in mass, as well as different types of stars.

TDEs as the sources of extragalactic neutrinos [I3} 26
29] and UHECRSs [30,31] have been recently very actively
discussed in the literature. Notably, Refs. [30], 31] focused
on the recent observation of a mixed nuclear composi-
tion of UHECRs by the Pierre Auger Observatory [32].
They discussed how TDEs offer an attractive and natu-
ral explanation of the composition if the disrupted stars
have mid-to-heavy compositions; WDs were proposed as
ideal candidates. So far, a consistent study of the joint
production of UHECRs and neutrinos in the jet gen-
erated by tidal disruption has not been performed. In
a detailed discussion, Zhang et al. [31] concluded that
the most prominently used scenario, the internal shock
model, faces the difficulty that nuclei will disintegrate
in the jet, leading to a complex pattern of production
of secondary nuclei and neutrinos. As a consequence, it
has been assumed that the UHECRs come from exter-
nal shocks (or from regions with low enough radiation
densities) for the sake of simplicity.

In this work, we present the first consistent calcula-
tion of neutrino and UHECR production in TDE jets
in the internal shock scenario. Our main purpose is to
demonstrate that TDEs, with appropriate nuclear injec-
tion composition, are a viable common origin for the neu-
trinos and UHECRs. The nuclear cascade in the source
is modeled explicitly, using techniques that have been
successfully applied before to GRBs [33] [34].

Here the methodology is outlined briefly; more details
are given in the supplemental material. We model the
TDE jet emission numerically, following Ref. [29] in the
choice of the jet parameters, which are inspired by the
best observed jetted TDE, Swift J1644+57 [I5]. For
the sake of simplicity, we assume that a single nuclear
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Cosmic ray and neutrino observables corresponding to a parameter space point describing both UHECR, and neutrino

data at the highest energies (point A in Fig. |2} Lx = 1047 erg/s, R = 10%6 km, with G = 540). Upper right panel: predicted
muon neutrino spectrum from TDEs, compared to the data from the High Energy Starting Events at IceCube [22]. An

additional flux, which might be of atmospheric origin (taken from [22]), is also shown.

Upper left panel: Simulated energy

spectrum of UHECRs (thick curve); and its components from (groups of) different nuclear species (thin, same color coding as
in the bottom panels). For comparison, the Auger data are shown [23]. Lower panels: Predictions and data [24] on the average
(left) and standard deviation (right) of the Xmax distributions as a function of the energy. For predictions, EPOS-LHC [25] is
assumed as the interaction model for UHECR-air interactions. A shift of —20% is applied to the energy scale of all the UHECR,

data, see text.

species, N, is injected in the jet. This pure injection
composition has been found to approximate the results
obtained with a mixed carbon-oxygen (C-O) injection,
which might be expected in the disruption of a C-O WD.
This choice is also inspired by the recent observations
of nitrogen emission lines in TDE observations [35, 36].
Other possibilities for the nuclear composition, including
ONeMg dwarfs from past supernovae or WDs with ex-
plosive nuclear burning (see e.g. [31]), are other options
which will not be considered here for brevity.

We simulate the interactions in the TDE jet with the
NeuCosmA code as in [34]. The resulting cosmic ray
and neutrino spectra are then processed by the Sim-
Prop code [37], which models the UHECR propagation
through the extragalactic space, and also computes the
cosmogenic neutrino flux. The mechanism for the escape
of the cosmic rays from the sources is calculated as in
Ref. [38], leading to hard spectra ejected from the source
and injected in the extragalactic space. These spectra
are compatible with the results from the UHECR global
fit by the Auger Collaboration [39] (depending on the
source evolution). We obtain the diffuse particle fluxes
at Earth, using the assumption that all TDE jets are
identical in the cosmologically co-moving frame, and that

their rate evolves negatively with the redshift (approxi-
mately as ~ (1 + 2)73), following the evolution of the
number density of SMBHs as calculated in Ref. [40] (see
also [29, 41l 42]). We also compute the first two mo-
ments of the distributions of the quantity X,.x, which
is defined as the depth at which the energy deposited in
the atmosphere by a cosmic ray shower reaches its maxi-
mum; X .« depends strongly on the mass of the primary
cosmic ray nucleus.

To assess the compatibility with observations, we ana-
lyze the Pierre Auger Observatory data for the UHECR
spectrum [23] and for the distributions of X [32] be-
yond 10*°eV. A fit of these data is performed, includ-
ing a downshift (of the data) of 20% in the energy scale
to better match the maximal energy of the spectrum.
The shift amount is comparable to the energy scale un-
certainty of the Auger experiment (14%). It is treated
as experimental systematics here, but it is degenerate
with the acceleration efficiency (or even nuclear injection
composition) of the primaries, which can be adjusted ac-
cordingly to reach high enough maximal energies. After
the UHECR fit, as a separate step, we check the com-
patibility of the results with the IceCube neutrino data
(measured data points beyond PeV energies [22]).
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FIG. 2: Left panel: Results of the fit to UHECR and the description of PeV neutrino data as a function of Lx and R (shaded
contours, CL for two parameters). The curves show isocontours of log;, G (see Eq. ) obtained from the cosmic ray fit. For
each point (Lx, R), the value of G that maximizes the likelihood is used, i.e., G is marginalized in the fit. Right panel: Different
regimes in the parameter space for the nuclear cascade to develop in the source (shaded regions), as discussed in the main text.
The curves show log, (Emax/GeV), with Fmax being the obtained maximal energy in the observer’s frame.

The UHECR fit is performed using the maximum like-
lihood method, with three fit parameters: the production
radius R (distance from black hole where internal shocks
occur), the X-ray luminosity Lx, and a single normal-
ization parameter, G. The latter takes into account the
degeneracy between the baryonic loading £4 — defined
as the energy injected as nuclei over the total X-ray en-
ergy in the Swift range 0.4-13.5 keV [15] — and the local
apparent rate of jetted TDEs R(0). It is defined as

R(0)

G=8ax 0.1Gpc=3yr—1° (1)

The reference value chosen for R(0) is the rate of WD-
IMBH disruptions inferred from observations [28] [31]
R(0) ~ 0.01—0.1 Gpc=3 yr~! (which is in agreement with
theoretical arguments, see e.g. [21]).

Fig. [I] shows our result for a parameter space point
fitting UHECR (upper left panel and lower panels) and
describing the PeV neutrino data (upper right panel).
One can easily see that the UHECR spectrum and Xy ax
beyond 10'®7 eV, and the neutrino spectrum at PeV en-
ergies are reproduced very well. The lower energy neu-
trino flux is underestimated in our model; the additional
flux needed to reproduce the data in this region might be
of atmospheric origin [22], of Galactic origin, or from a
different source class (see e.g. Ref. [43]). We emphasize
that, for the parameters in Fig. [} the source is optically
thick to photo-hadronic interactions at the highest ener-
gies. Therefore, the effect of nuclear disintegration in the
source is important here. By including systematics (en-
ergy calibration error), we obtain a better fit compared
to Ref. [31], where the UHECR data are described in the
nuclear survival regime for the disruption of C-O WDs,
and a poor fit to the energy spectrum is found.

In Fig. [2| left panel, we show (filled) the confidence
level contours for the fit to the UHECR data, in the space
of Lx and R, after marginalizing over G; iso-contours of
log,(, G' at the minimum are shown as well. We also su-
perimpose the region where the predicted neutrino flux is
within 1o from the two PeV data points of IceCube, thus
providing an acceptable description of them. Point A in
the figure gives the parameters used in Fig. I} point B
marks the best description of the PeV neutrino data, and
point C corresponds to a reasonable fit to the UHECRs
in a different physics regime. For points B and C, only
one data set (UHECR or neutrinos) can be described
well, but not both. Note that for the UHECR data the
statistical errors are smaller than the systematics ones;
however, we find that the 99.99% CL region in Fig. [2]is
wide enough to be representative of the fit results that
can be obtained if systematics (such as on the cosmic ray
propagation model, as discussed for example in [39] [44])
are included (see also supplemental material).

In order to understand what physics determines the
allowed regions found in the fit, we show the different
regimes of the nuclear cascade in right panel of Fig.[2} the
one where the collision region is optically thick to nuclear
disintegration (“nuclear cascade”) [34], and the comple-
mentary one where disintegration is inefficient (“nuclear
survival”). Iso-countours of the maximal energy of the
nuclei spectrum, F,.x, are shown as well. It appears that
the allowed region of the UHECR fit mainly follows the
contour Fyax ~ 10108 GeV for the maximum energy in
the source; this value indeed reproduces the UHE range
observed of cosmic rays at at Earth. Instead, the re-
gion preferred by the PeV neutrino data correlates with
the nuclear cascade region, because nuclear disintegra-
tion and neutrino production require similar (but not too



high) radiation densities for the photo-nuclear processes.
At point C, the UHECR spectrum and composition are
reproduced but neutrino production is inefficient, thus
resulting in a too low neutrino flux. At point B, the neu-
trino production is efficient enough to reach the level of
the PeV data, but F., is too low, which means that
the high energy UHECR flux is not reproduced and the
expected composition at Earth is heavier than what is
measured.

How physically plausible are the fit results? Let us dis-
cuss the best motivated scenario, which is the disruption
of WDs. We find that a good joint description is obtained
for G ~ 540 at point A, while slightly lower values of the
normalization parameter are obtained in the upper right
part of the allowed region. In order to interpret the ob-
tained value of G, assume that 50% of the disrupted star’s
mass (Mwp ~ Mg) is efficiently converted into the bary-
onic jet. For the parameters at point A and I' ~ 10, one
then obtains £4 ~ 2I'2Mwp/Ex ~ 1800 corresponding
to a local apparent rate R(0) ~ 0.036 Gpc=3yr—! — see
Eq. — which is loosely consistent with the rate of WD
disruption. Higher local rates can be compensated by a
lower baryonic loading, which means that a smaller frac-
tion of energy of the disrupted star is converted into the
jet. Note that additional lower limits on the apparent lo-
cal rate may come from negative searches from neutrino
multiplets from the same source [45H47].

As far as the limitations of our model are concerned,
one uncertainty is the evolution of the TDE rate with
redshift. A realistic application to WDs would require
modeling the rate of WD disruption by IMBHs, which
depends on the unknown redshift evolution of the IMBH
number density. The negative evolution used here may
apply; however, recent studies suggest that black holes
of intermediate and small mass might be less numerous
today than in the past, due to having merged into more
massive black holes [48]. This would suggest a less nega-
tive, or even positive evolution of the TDE rate [49] with
redshift. We have checked that the combined descrip-
tion of UHECR and PeV neutrino data rapidly becomes
more challenging with the evolution becoming more pos-
itive (see supplemental material).

A step towards a more realistic model would entail
varying the input parameters that here have been kept
fixed and inspired by the Swift J1644+57 observation.
An alternative choice of parameters is offered by the idea
that ultra-long GRBs might be caused by the disruption
of WDs [B0, [51] (see, however, [52]), with GRB 111209A
being a candidate. Compared to Swift J1644+457, these
bursts have a shorter duration and different X-ray spec-
tra [53], and possibly a shorter variability time scale [54].
Another option is the tidal disruption of neutron stars,
which may be associated to gravitational wave events
such as GW170817 [55]. For example, the observed short
GRB in the follow-up of this event [56], SGRB 170817A,
may be interpreted as a representative of a new popula-
tion of jetted TDEs then. More broadly, one may con-
sider multiple classes of sources as contributing to the

UHECR and neutrino fluxes. For example, a scenario
including disruptions of both main sequence stars and
WDs could lead to an even better description of the PeV
neutrino spectrum, with main sequence stars reproducing
the part of the spectrum at lower energies [29].

In summary, we have demonstrated that TDE jets
with mid-to-heavy nuclear composition can reproduce
both the observed cosmic rays and neutrinos at the high-
est energies, with typical parameters Lx =~ 10%0 to
10*7 ergs™!, and R ~ 10%°km (distance of production
region from black hole). We find that two important in-
gredients are necessary for a common description: the
first is that nuclear disintegration should be efficient in
the jet. This is because efficient neutrino production re-
quires high radiation densities, which in turn implies ef-
ficient disintegration of nuclei. Therefore, the nuclear
cascade in the jet has to be computed, and this compu-
tation is a key novelty of our work for TDEs. The sec-
ond condition is that the evolution of the sources with
redshift should be negative (i.e., the jets should be less
frequent in the past than today); indeed, this evolution
is known to lead to a good fit of the UHECR data [57].
It is plausible for TDEs following the SMBH mass func-
tion, but debated for intermediate black hole masses. A
consequence of the negative source evolution is that cos-
mogenic neutrinos will not be be detected, neither in the
current nor in the next generation of experiments (see
supplementary materials). The two conditions greatly
restrict the classes of objects that can host such jets: the
first requires large masses (M ~ 0.1 — 1My) of material
with heavy composition, and the second excludes many
sources (such as supernovae or the GRBs) which are ex-
pected to track the star formation rate. The disruption
of WDs by massive black holes appears as a natural real-
ization because of their carbon-oxygen composition. We
have also demonstrated that in our description the local
apparent source density and the baryonic loading of the
jets are degenerate, which leaves room for various inter-
pretations.

We conclude that future observations will help to sub-
stantiate, or disfavor, the TDE origin of UHECRs and
neutrinos. In particular, a higher number of precision
observations of jetted TDEs will help to constrain the
jet parameters. An association of neutrinos or UHECRs
with TDEs could be obtained from multi-messenger stud-
ies, with cross correlation of observations in time and —
when possible — position in the sky. Finally, the recently
observed short gamma-ray burst SGRB 170817A associ-
ated with the gravitational wave event GW 170817 may
be indicative of a new class of “tidal disruption events”
(if interpreted as black hole-neutron star merger) which
may be interpreted in a similar framework.
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Supplementary material A: Details of the
methodology

Let us give details on the input parameters of the cal-
culation. The target photon field is parameterized as a
broken power law with a spectral break at ex pr =1 keV
in the observer’s frame and spectral indices @ = —2/3
and § = —2 below and above the break energy, respec-
tively. This choice is motivated by the spectral energy
distribution (SED) of Swift J1644+57. For this event,
the isotropic equivalent luminosity of the X-ray flare was
Lx ~ 10%7 erg s~! over a time of AT ~ 106 s, leading
to an estimated total energy of Ex ~ Lx AT ~ 3 x 10°3
erg. A Lorentz factor I' ~ 10 and a minimum variabil-
ity time t, ~ 102 s are estimated from the observations
[15]. When performing the fit, we keep T fixed and vary
the collision radius R, therefore ¢, is determined by the
relation R = 2I"%¢t, /(1 + 2) of the internal shock model.

The spectrum of the primary injected nuclei is taken
of the form oc E—2e~F/Emaxwhere Epay is obtained by
balancing the acceleration with absorption or energy loss
processes. The acceleration rate is .. = nc/R);, where

" = E'/ZeB' is the Larmor radius of a particle with
charge number Z and energy E’, and 7 is the acceleration
efficiency. The magnetic energy density is assumed to be
in equipartition with the photon energy density. We as-
sume that acceleration is efficient, i.e., n = 1.0. Note that
Enax (and therefore, indirectly, n) is somewhat degener-
ate with the systematic shift of the measured UHECR
energy (see main text).

When simulating the nuclear cascade, we distinguish
between two energy (photon energy in the nuclei’s rest
frame) regimes, the photo-disintegration (e, < 150 MeV)
and photo-meson production (e, 2 150MeV). The
photo-meson production simulation is based on the
SOPHIA code [58], with a superposition model for nu-
clei, i.e., 04y = Aopy (with A being the nucleus’ mass
number). The photo-disintegration uses the TALYS 1.8
code for nuclei with A > 12 [59] and CRPropa2 for lighter
nuclei [60] (for details see [33]). Fig. [3|shows the interac-
tion rates, the neutrino fluence, the isotope density in the
source and the ejected cosmic ray fluence for the param-
eters of point A in Fig. 2| It appears that the maximum
energy is limited by photo-meson production (2?14_71 ex-
ceeds ti ) at Epax ~ 6 x 10'Y GeV), implying that this
is also the relevant process for disintegration at the high-
est energies. Note that in our superposition model for
photo-meson production, which still corresponds to the
state-of-the-art in the literature, a nucleon is assumed
to interact with the photon and then leaves the nucleus.
The interaction of the single nucleon is described with
SOPHIA, whereas the remaining nucleus is assumed to
stay intact. A more realistic model may involve addi-
tional disintegration of the remaining excited nucleus —
which is to be studied in the future. One can also see that
the photo-disintegration rate follows the low-energy pho-
ton spectral index above the break at about 107> GeV
(high-energy nuclei interact with low-energy photons),

leading to a sub-dominant contribution at the highest en-
ergies (beyond about 108-° GeV) compared to the photo-
meson production.

Fig. [3| (upper right panel) shows the neutrino fluence
in each flavor, in the observer’s frame, computed for a
source at redshift z = 0.001. Neutrinos from beta de-
cays (from isotopes within and outside the source) are
only relevant at low energies, and are shown as a sepa-
rate curve. The plot of particle densities inside the source
(lower left panel) shows that the nitrogen spectrum is de-
pleted — with respect to the E~2 injection spectrum — at
the highest energies, where the isotopes produced in the
disintegration chain dominate the spectrum. The spec-
trum of the ejected neutrons (given in Fig. 3] lower right
panel) follows the spectrum within the source (lower left
panel). Instead, the spectrum of the charged cosmic rays
is harder (tilted in factor of higher energies), because we
assume a direct UHECR escape mechanism (for details
see [38]). This mechanism conservatively assumes that
only particles from the boundaries of the production re-
gion within their Larmor radius can escape, and similar
results are obtained for Bohm-like diffusion throughout
the whole region. Here the escape is moderately efficient,
as the Larmor radius is smaller than the size of the re-
gion at the highest energy (because the maximal energy
is constrained by photo-hadronic interactions).

We also checked that the results in Fig. [3are consistent
with those in Ref. [31I], when adjusted for the slightly
different assumptions used there.

In Fig. [f] we illustrate the dependence of the neutrino
fluence of a single TDE on the (pure) injected nuclear
composition. Spectra for different nuclear species — for
the same injection luminosity — are shown. The case
of proton composition matches the corresponding one in
Ref. [29]. It is evident that the change of composition af-
fects the fluence mostly beyond its peak, at £ > 107 GeV,
as was already found in [34].

In the current paper we discuss the C-O white dwarfs
as possible origin of UHECRs and neutrinos, simulated
by the most abundant isotope of nitrogen, '*N as repre-
sentative for the most abundant isotope of carbon, 2C,
and oxygen, 0. Differences can be expected relative to
a more realistic mixed C-O injection, both in the source
and in the extragalactic propagation; some are due to the
fact that for both 2C and 60, the a-particle ejection is
relevant, which could result in a slightly more efficient
disintegration. The lack of cross section measurements
for this channel [33] [44] contributes to the uncertainties
on the predictions of UHECR observables.

The propagation of the UHECRs between the source
and Earth is modeled with the SimProp code [37], which
takes into account nuclei photo-disintegration and photo-
meson production, as well as the energy losses due to
electron-positron pair production and to the redshift
of energy. Simulations including the Puget-Stecker-
Bredekamp (PSB) model [61] for photo-disintegration are
used, while for the photo-meson production the cross sec-
tion for single-pion production is employed. For the ex-
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frame at point A in Fig.

chosen to be I' = 10, £4 = 10, Efy,br

=1 keV and z = 0.001.

tragalactic background photon field, we follow the model
in [62]. For UHECRs the horizon is limited to redshift
z ~ 1, however for the study of neutrinos produced dur-
ing the propagation it was necessary to extend the sim-
ulations up to z = 6. A detailed discussion about the
interface between the NeuCosmA code and the compu-
tation of the final observables through SimProp is given

in [34].

The UHECR spectrum and composition measured by
the Pierre Auger Observatory [23] B2] are fitted above
1012 eV, with the same technique used in [34]. A penalty
for the overshooting of the flux at the lowest energies is
included in the fit.

(Lx = 107" erg s7* and R = 10°° km) for pure N injection. The other TDE parameters are

Supplementary material B: Alternative fit scenarios
and cosmogenic neutrinos

As a further illustration of the fit results, Fig. [5| shows
the same observables as in Fig.[I] for the three parameter
sets marked in Fig. [2|as A (same as in Fig. (1)), B (corre-
sponding to the parameters which best describe the PeV
neutrino data points), and C. It appears that for cases
B and C one of the two data sets (UHECR or neutrino)
is underestimated, therefore a good joint description can
not be found.

Let us discuss the effect of systematic uncertainties on
the UHECR fit. To study the effect of uncertainties on
UHECR propagation, we generated results with alter-
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plot).

native cross sections used in the photo-disintegration of
nuclei, specifically the TALYS [59] cross sections for nu-
clei with A > 12 and cross sections as in [33] for A < 12.
We find that the UHECR best fit point corresponds to
lower photon density, and is found within the 5o region in
Fig. [2l which can therefore be considered as a robust es-
timate of the allowed parameter space. A similar change
in the position of the best fit is expected if an alternative
model is used for the extragalactic background light, such
as the one in [63]. It has a higher peak flux in the far
infrared with respect to [62], which implies an increase
of the photo-disintegration efficiency in a similar way as
using a higher number of channels in the cross section
model (as already pointed out in [39, [44]).

To account for the uncertain evolution with redshift of
the TDEs rate, we repeated the calculations using a phe-
nomenological rate, R(z) o< (1 + 2)™, with m > 0. Since
the UHECR spectrum is mostly sensitive to the local uni-
verse, it can be reasonably reproduced even with m = 0
or 1, requiring a higher baryonic loading with respect to
what found in the negative source evolution case. For
m 2 2, the luminosity required to fit the UHECR data
results in overproducing the neutrino flux, and a good
joint description of UHECRs and neutrinos is impossi-
ble.

As an additional prediction of our model, we show
the expected cosmogenic neutrino flux (for one flavor)
in Fig. [6] for the same parameters as in Fig. [}] The flux
is well below the sensitivity of the GRAND experiment
[64] (see figure). The suppression, compared to other pre-
dictions in the literature, is mostly due to the negative
redshift evolution of the sources. An order of magnitude
enhancement, reaching the design sensitivity of GRAND,
is found for the alternative model with positive evolution,
m =~ 2. This implies, however, that the PeV neutrino
data points are overshooted, as pointed out previously.

Supplementary material C: Comparison to proton
injection

We show a set of plots here (Fig. (7} Fig. |8 and Fig. E[)
for the case of pure proton injection; while this scenario
cannot describe the UHECR composition data, it may
be interesting for comparison e.g. to Ref. [29].

Ref. [29] demonstrates that the diffuse neutrino flux
can be described using a pure proton composition in the
TDE; the parameter choice corresponding to the base
case scenario discussed in there is marked in Fig. [7] by
a star. The proton-only fit corresponds to the optically
thin (to photo-meson production) case, see Fig. [7] right
panel — as it was indeed implied in Ref. [29]. However,
the parameter choice in Ref. [29] corresponds to a higher
luminosity compared to what has been found in the cur-
rent study at the best-fit. As a consequence, the baryonic
loading found in [29] required to power the diffuse neu-
trino flux implies that the UHECR flux is too high by
about a factor of seven (apart from different neutrino
data used for reference there). This means that for pro-
tons, only about 10-15% of the diffuse neutrino flux can
be powered by jetted TDEs (in consistency with what has
been found in Refs. [27] 28]). Since the required energy
injection rate for UHECR nuclei is higher because of a
shorter attenuation length, this problem does not occur
for nuclei.

A consequence of the proton composition at the source
is the enhancement of the cosmogenic neutrino flux of
a factor of ~ 4 with respect to the nitrogen case, as
can be seen in Fig. [0] resulting in a region within the
design sensitivity of GRAND. However, such prediction
is probably unrealistic, considering the poor fit of the
pure proton scenario to the UHECR data.



10

F'T r ‘_'T 10 § —A —}— 1cecube, IcRC2017, HESE
H> 1038? + Auger, ICRC2015, shift -20% ‘_'U) 10 7? — — B
[ E IU) E _____ c - other contr.
NU) Ceoe o 10-8?
E 1037; % 109;
N> >
L -10_
o | o1E
mﬁ 1036? ——B \ - 10_11;
w £ ¢ \ Y o .
P S VS N RS R H R WE S - P P VI R
18 18.5 19 195 20 20.5 10737475 6 7 8 9 10 11
IoglO(E/eV) Ioglo(E/GeV)
He a
EPOS-LHC = 7
N o l
= 5% H
e ~ys0t
E -
= X 40 He
= © 3
F o —y N
3 ZOE— Fe
660, . N
10—7

[oe]
=t
oo
(6218

18 185 19 195 20 19195 20
Ioglo(E/eV) IoglO(E/eV)

FIG. 5: Cosmic ray and (muon) neutrino observables obtained with the parameters corresponding to points A, B and C in

Fig.



6 _
‘_'L 10 § IceCube, PRL 117 (2016)
HI(/) 10'7 E GRAND200k 3yr, ICRC2017
7} 85
Y 10°¢
5. o
107
> g A
D, ~100 B
10
,(2, E C
110
2107
Ll F

10"]?l\\\‘\\\\‘\‘i\‘\\\\‘\\\\‘ L |
3 4 5 6 7 8 9 10 11
IoglO(E/GeV)

FIG. 6: Cosmogenic (muon) neutrino flux obtained with the
parameters corresponding to points A, B and C in Fig. 2]

11



12

11.0— " 11.0 -
H H
10.5¢ 10.5
0 —_—
S %
(=
= 10.0} . ~100f %
Z £ o
= =, E
~ 95 o
~ B ss27%CL. 9‘:6 9.5
o0 99.99% C.L. 0
< 9.0} S gol
8.5} 8.5
8.0 .
44 45 46 47 48 8 914 45 46 47 48
log;o(Lx[erg/s]) log,o(Lx[erg/s])

FIG. 7: Same as Fig.[2]in the main text, for the case of pure proton injection. Point A refers to the parameters which describes
both UHECRs and PeV neutrinos, while the star refers to the standard case discussed in [29] (base case).

F.':| . ‘TT 10 % —}— IceCube, ICRC2017, HESE
H> 1038? + Auger, ICRC2015, shift -20% ‘_'(/) 10_7% \\\ ~ - other contr.
[ F (%)) E N TDE v,
(2] e -8 ++:
o [ ttteeeas L 107 + L T
S i g
£10%F ©10% VT
T 20
L -10
[} L 0107
"’E 10%°¢ D10
[y | | F

195 20205 10345678 e 10 1L
IoglO(E/eV) Ioglo(E/GeV)

=
[00)
=l
@©
ok
[EnY
O

FIG. 8: Cosmic ray and (muon) neutrino fluxes obtained with the parameters corresponding to the combined fit (point A in
Fig. |7) with pure proton injection.



-6
“.Tlo B IceCube, PRL 117 (2016)
P 107 e e
(%)) F
N 108
5 10%
% \/
010_10§
D101
L —1; | | | ! | | |
1073 1011
IoglO(E/GeV)

FIG. 9: Cosmogenic (muon) neutrino flux obtained with the
parameters corresponding to the combined fit (point A in
Fig. [7) with pure proton injection.

13



	 Acknowledgments
	 References
	A Details of the methodology
	B Alternative fit scenarios and cosmogenic neutrinos
	C Comparison to proton injection

