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Abstract

A technique for tagging the b quark events produced in ¢*c™ annihilation hias been devel-
oped. The netod is based on a reconstruction of the decay vertices of the relatively long-liviag
B hadrons. The techuique is general in nature and can be applied at any detector with suf-
ficient tracking precision. When applied to the data collected by the TASSO detector at
35GeV CM energy, the method yielded a sample of 806 tagged jets with estimated b content
of 64+ 8%. The tagged sample was used to measure the kinematical properties of the b quark
jets created in the e*e annihilations, and to compare them with predictions of the LUND
fragmentation maodel version 6.3. The electroweak induced forward-backward asymmetry in
the b quark production was measured to be Ay = -0.14 1 0.14 £ 0.04, to be compared to the
Standard Model prediction of -0.24 1 0.03.
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Chapter 1

Introduction

Experiments at e'c™ colliding beam uccelerators have proven to be a unique tool in studying
certain aspects of high energy particle interactions. The basic reaction studied by those
experimeats is the e'e” annililation into a virtual photon {or 2°) followed by a fermion
pair praduction. The Feynmann diagrams corresponding to those processes are shown in
figure 1.1.

At centre-of- mass energies much below the Z® mass the coutribution from the Z° exchiange
can be neglecied. The Quantum Electrodynamics (QED) allows then to compute the cross-
section for the first process pictured in fig. 1.1 as

do

an
where s denotes the center-of-mass energy squared, Q4 is the fenmuion electric charge, 8 is
the final state fernon velocity and @ is the angle between the incoming electron and the
onigoing fermiou. Integrating the above formula over ihe full solid angle and putting g =1
{i.c. neglectiug the fermion mass in comparison with its energy) one can obtain the lowest
order formula for the total fermion pair production cross-section

a® , 865 Q

_ - 4x
sle'e” = 1) = 591> {leev)

2
= %Q’,ﬁil + cos?8 + (1 - B?)sin’d)

This formula is valid for any fermion f except the electron. For quarks the formula gives the
cross-section for one colour state, to obtain the total quark production cross-section one has
to multiply the sbove cross-section by 3. For the process e*e” — e'e” {Bhabha scattering)
one has also to inchide in the calculation the diagram with f-channel photon exchange.

The above formmlae show already the main experimental feature of ¢ ‘e interactions: at
high encrgies (after passing any threshold effects) the cross-sections for different fermion pairs
are of the sae order of magnitude. This makes e'e "~ experiments an ideal 100l 1o study the
physics of higher fermion generations. Also, the angular distribution of resulting fermions is
quite uniform - this makes it ensier to detect and identify reaction products, but also calls
for detectors covering as large part of the solid angle as possible.

Including the Z° exchange diagram muodifies the cross-section. At PETRA euergies the
correction 1o the total cross-section is however small, the main modification appears in the 8
distribution of the outgoing fermious, through appearance of the term proportional to cos 8.
Another imporiant correction to the above cross-section comes from the radiative effects.
The tmost important diagrams contributing to the corrections are the initial or final siate
bremsstrahlung diagrams, pictured in figure 1.2
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Figure 1.1: Lowest order Feyninaun disgrams contributing to the process ¢le” v ff.
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Figure 1.2: Diagrams contributing to the O(a®} radiative corrections to the fermien pair
production. Only generic diagrans are shown.



The b gnark is the heaviest quark known by aow. Hs pariuer, the t quark has not heen up
till now seen experimentally - although its existence is essential for the electroweak theory
to be renormalisable.

The b quark has been discovered, as a bb bound state, in 1977 by finding a busap in the
invariant mass distribution of ity paits created in hadronic collisions [1). The discavery
was quickly confirmed by e*e” experiments at DORIS {2] by observation of narrow peaks
in the cross-section for the reaction e*e™ — hadrons. The peaks have been interpreted as
resulting from the production and decay of bb bound states with JP¢ = 17~ (T states). Of
the T family the most interesting is the fourth resonance called T(4S5). It width is much
ligher than the widih of the lower three resonances - this indicates that the Y(45) can decay
strongly info u pair of B hadrons. The mass difference between the T(45) and the two B
hadrons was measured 1o be sbout 60 MeV — (his is not enough to produce any additional
hadrons in the decay The T(45) is thus a beautiful laboratory for studying the B hadron
properties.

Today, ten years afler the discovery, the b quark physics is still a comparatively little
explored territory. The experiments running at the T(45) resonance were able to fully recon-
struct a small number of B, and BY meson decays [3,4,5] (the subscripts v and d stand for the
favour of the hound antiguark) and nieasurc their masses. No excited B meson states or B
Laryons have been observed. The exclusive decay branching ratios have been measured only
for a few of the simplest decay modes - on the other hand the B decay muliiplicity is known
to he quite high. Two important recent discoveries are the observation of mixing phenomena
in the B° - B°® system [6) and olservation of the charmless decays of B mesons [7]. Still
Missing are more precise measurements concerning both those phenomena.

The Ligh-energy e'c™ experiments at PEP and PETRA also contributed to the b quark
physics. They found the B hadrons to be relatively long-lived (the recent compilation of
the average lifetime gives 1.18 + 0.14 ps {8] measuted for an unseparated mixture of various
B hadron species). This fact alone allowed to establish that the mixing between the third
generalion and the lower iwo ones is weaker than the mixing between the first two generation.
Together with the results on electron specira and charmless B decay from T(45) experiments
this result indirectly measured the KM mixiug matsix elements Vi, and V.. On the other
hand victually noihing is known about the individual lifetimes of various B hadron species
. this comes from experimental difficultics associated with B hadron identification at bigh
energies.

The olher b physics topic which is up till now a domain of high-energy e*e” experiments
are the phenomenn associated with the b quark production and its fragmentation. The ex-
periments have estublished that the b quark fragmeutation is hard, that means that a B
hadron created in the fragmentation lends to carry a large fraction of the original b quark
momentun. This effect was predicied by simple kinematical considerations [9]. Two experi-
ments have attempted a more detailed study of the b quark fragmentation by trying to select
events with bb production and studying their properties [10,11]. These experiments have not
seen any unexpected effects, however their b event statistics was rather low, making more
precise tests impossible. This work presents an attempt to improve the situation by using a
somewhat Jarger b event sample.

The ¢te” experiments have also studied the weak neutral current interaction of the b
quark, by observing the asymmetry in the b quark production. Also here the results do

not show any unexpected effects, but again due to low statistics the results are not very
conclusive. A measurement of this type has been also performed and is presented in this

-1

work.

All the above mentioned measurements can be greatly improved by increasing the number
of bb events used. Most of the analyses up till now operated on samples of at best a few
hundred events. On the other hand most of the experiments have during their operation
collected thousands of B’s, the problem is to find them among sll the hadronic events. A
direct reconstruction of a B decay is a very difficult and inefficient teclinique in the moment
feasible only at T(4S) experiments. High-energy experiments have up till now uscd cither the
high transverse momentum leptons or event shape vatiables for the purpose of bb selection.
Both those methods have liowever their intrinsic limitatious: the lepton method has its
efficiency limited by the semileptonic branching ratio of the B decay, the event shape method
has an inherent limitation on the purity of resulting b samples. A good method for tagging
the B's will be even more needed at the future colliders - SLC, LEP and HERA will produce
heavy quarks in great numbers.

Oue potentially very powerful technigue of b event selection is the lifetime tagging tech-
nique, which uses the relatively long B hadron lifetime as u b quark signature. In this method
an observation of a high multiplicity sccondary decay among the reaction products is treated
as a signal of a b quark production and subsequent decay. The work presented here is one of
the first attempts to apply the lifetimne 1agging lechnique for b physics studies.



Chapter 2

Experimental Environment

2.1 The PETRA Storage Ring

The PETRA ‘¢ storage ring is located at the DESY laboratory in Hamburg {Germany).
Officially proposed in 1974 the accelerator stasted operation in the end of 1878. During eight
years of physics operation PETRA was the world highest energy e*e” machine, the record
center-of-ass encrgy of 46.8 GeV was reached in 1984. The machine design energy was
35GeV, and at this energy the majority of data were collected. The last PETRA e*e” run
took place on 3. November 1986 - the ring was then rebuilt to serve as au injeclor for 3 new
HERA ¢p collider currently under coustruction.

Fignre 2.1 shows the layout of the DESY accelerator complex including the PETRA ring.
PETRA has eight straight sections - four of them housed during physics running the particle
detectors, the other four were occupied by accelerating cavities. Electron and positron beams
were injected from the DESY synchrotron at the energy of 7GeV per beam, then amiped to
the desired energy by PETRA itself. The whole process of injection and rampiug took typi-
cally less than lialf an hour. In the normal mode of operation two clectron and two positron
bunches were injected, the collisions occurred thus in four points on the ring circumference.
The time hetween two successive bunch crossings at a given intersection point was 3.8 us.
Typical beam currents at the start of the run were belween 10-12mA. At 17.5 GeV beam
energy the current was limited by single beam instabilities (satellite resonances) [12]. Under
normal conditions the heam was dunped and the machine refilled after about four hours, the
beams eurrents were by that time around 6 mA.

An important parameter of an accelerator is its laminosity L. The luminosity multiplied
by a cross section for some particular interaction gives the rate at which this interaction
occurs. In the case of an ¢'¢” storage ring L may be expressed as

" 4xetfBo,0,

where J1 and I~ are the beam currents, e is the electron charge, f the revolution frequency,
a,, 0, are the beam sizes at the interaction point and B is the number of bunches in one
beam. PETRA average Juminesity at 35 GeV was ahout 1.5 x 103 em™?s~?. An integral of
L over lime, the integrated luminosity, delivered per day of smooth running reached 1 ph~2.

For the pnrpose of this analysis it was impurtant to know also the beam sizes at the
interaction point, The beam size can he calenlated from the machine parameters: amplitude
functions (3! {which depend on focnsing) and emittances ¢ (which are complicated functions
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Figure 2.1: Layout of the DESY accelerator complex with the PETRA storage ring.

of the ring optics}
of = ple,

with i = z, y. The amplitude functions after installation of the so-called mini-beta focusing
were §: = 120cm and f; = 8cm. The €’s are much more difficult to calculate, they depend
on the machine oplics, imperfections in magnet positioning and on the degree optimisation of
the machine. The vptimisation was perforined so to minimise K - ¢, /€., as this gives highest
huinosity. Reference [12] cites A = 0.013 as a value achieved with 17 GeV beam. Assuming
this is rather a best case, K = 0.02 was assumed as average value. Using the nverage currents
and luminosities onc may estimate

o, = 400 m, o, = 16 pm

consistent with values given elsewhere. This o, value is also consistent with the result of the
measurement doue at TASSO, described in chapter 3.4.
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2.2 The TASSO Detector

The TASSO deteclor (Two Arm Specirameler SOlenoid) was one of four big detectors oper-
ating at the PETRA storage ring. The name was given 10 il after its.most prominent feature
. two “hadron arms” for particle identification. Figures 2.2 and 2.3 present the detector in
two different views.

Thie central part of the TASSO detector was placed in 0.5 T magnetic field of the solenoid
coil. Inside the coil three iracking detectors were installed: the main drift chamber (DC), the
central proportional chamber (CPC) and the precision vertex detector (VXD). Between the
coil and the outer vessel of the drift chamber a layer of scintillator time-of-flight counter was
located. The part of the detector outside the coil consisted, apart from the above mentioned
hadron arns, of the liquid argon electromaguetic calorimeters and the muon detection system.
Finally, in the forward region a system consisting of scintillators, proportional chambers and
lead-scintillator shower counters was installed. These detector components which are relevant
1o 1his analysis will be now described in some detail.

2.2.1 The Vertex Detector

This was the innermost part of the TASSO detector. The VXD was a high-precision pressur-
ized drift chamber with eight layers of sense wires, and with the spatial resolution of about
100 gnn. Due to its fundamenial role in the analysis presented in this work, the vertex detector
will be described in detail in the next section.

2.2.2 Central Proportional Chamber

The Central Proportional Chamber (CPC) [13] was the next component of TASSO encoun-
tered by the track coming from the interaction point. It had four sense layers located at radii
between 18 and 28 cm. Each seuse layer had 480 axial anode wires providing the r — ¢ track
information and two sets of helical cathode strips, 120 strips per set, wound in opposite di-
rections al an angle of 36.5°. The cathodes together with the anode wire information allowed
to reconstruct the : position of the tracks passing the CPC.

The CPC played an important role in the triggering system. A special hardware pro-
cessor [14] was built 1o make a quick search for track elements among the anode hits. The
processor returned the scarch results as 48 bits, marking the ¢ sectors containing the track
candidates. Anoilier processor was fed with the cathode strip information - its role was to
locate the event origin in z. This information was then used by the lriggering system as an
aid in hemu-gas cvents rejection for certain types of triggers.

2.2.3 Drift Chamber

The big Drift Chamber (DC) [15] was the largest inner component of the deteclor and its
wiin charged particle tracking device. It had 2340 sense wires of 3.5m length located in 15
eylindrical layers. The first layer had 36.7 cm radius and 72 sense wires, each next layer had
6.11 cin larger radius and 12 more wires than the preceding one. This arrangement made
all the drift cells to have the same dimensions, the cell structure is shown in fig. 2.4. The
anode sense wires were 30 i diameter gold plated tangsten, the field shaping wires were
120 s gold plated molybdenivm. An aliminum vessel together with an epoxy-fiberglass
luminate inner fube provided the mechanical rigidity and enclosure of the construction. The
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Figure 2.4: Cell structure of the Drift Chamber.

chamber operaled with the gas mixture of 50% Ar and 50% CO,, st 2400V, This gas
replaced the original 90% Ar + 10% CH, mixture cited in [15}, reducing the cross-1alk between
neighbouring cells and improving the resolution at the cell edges.

Nine of the chamber Jayers bad the wires strung in the axial direction while in the other
six layers the wires made a small angle (3.4 — 4.5°) with the chamber axis (so-called stereo
layers). The stereo layers were the only source of three-dimensional information sbout the
tracks in the standard TASSO track reconstruction.

The spatial resolution achieved was about 200 jum for separated tracks at norinal incidence
angle |16]. To achieve this resolution non-linear drift-time corrections were applied in order
to correct for clectric filed inliomogenities at the edge of a cell. The total hit efficiency
(including the efficiency of the electronics) was 98Y%. The momentuni resolution achieved was
a,, /P2 = 0.02 when fitting to the drift chamber aloue and o,, /p} = 0.011 if a beam spot
constraint was added in the fit, for tracks found in the muon pair production events..

Another important quantity affecting the chaniber performance is the amount of malerial
which the track inust traverse before reaching the sensitive volmne. More material degrades
the momentum resolution by multiple scattering effects and introduces additional background
tracks from v conversions. In the configuration with the vertex detector this amwounted to
about 0.08 radiation lengths - mostly in form of the aluminum outer pressure vessel of the
VXD and the CPC suspension syslem.

In addition to its tracking tasks, the DC participaled also in the triggering system. A
hardware processor called PREPRO was built for this purpose and connected to six of the
0" layers of the chamber. For each of the 72 wires of the inuer DC layer PREPRO had a
set of predefined masks which indicated which wires in other five layers should le hit by
different momentum tracks coming from the interaction point. PREPRO accepted the teack
if for 8 mask at least 5 of 6 wires were hit. The efficiency of PREPRO track finding for high
momentum tracks was about 95%. In the trigger it was usually required that the PREPRRO
track should be accompanied by a CPC processor track aud an inner time-of-fight (1TOF)
counter hit.

14



2.2.4 Inner Time of Flight System

Between the outer drift chamber vessel and the solenoid a set of 48 scintillator time-of-flight
counters was installed. The scintillators had 390 cm length and were viewed on both sides
by photomultipliers, each photomultiplier read out with two TDC-s (high and low-gain).
The timing resolution depended on the position of the track along the scintillator strip,
average resolution was measured to be about 380ps. These counters were used for particle
identification and in the triggering systemn.

2.2.5 Outer Detectors

The outer components of TASSO were scarcely used in this analysis and will be described
ouly very briefly.

An electromaguetic calorimeler was installed ontside the coil, on the top and bottom
of the detector. It was built of lead stacks with liquid argon as an active medium. The
calorieter consisted of 8 identical madules, hiad a depth of 14 radiation lengths and resolution
of ap/E = 13%/VE for photons. It was used to identify electrons and to detect photons.
Two similar construction endcap calorimeters occupied the regions at both ends of the coil,
providing electron and photon deteclion capability in the forward and backward regions.

The hadron arms covered ahout 20% of 4x. The detector system of each arm consisted of
a set of planar tube drift chambers, three Cerenkov counters filled witch aerogel (refractive
index n = 1.025) freon 114 (» = 1.0014) and CO; (n = 1.00043), a layer of time-of-flight
scintillators and a lead-scintillator calorimeter (shower counter). The Cerenkov counters
allowed for = : K : p separation up to the highest particle momenta.

Behind the iron yoke of the magnel and in the hadron arms behind iron walls, muon
chambers were installed. They consisted of four layers of aluminum proportional tubes, two
in each direction. The total coverage of the muon system was 43% of 47, minimal muon
momentum needed to reach them was 1.2GeV/c.

Forward detectors were installed close to the beam pipe on both sides of the experiment.
They cousisted of scintillator counters, proportional chambers and lead-scintillator shower
counters. These detectors were used to measure luminosity by identifying electrons from
Bhabha scatiering and as an aid in studying 17 processes.

2.3 The TASSO Vertex Detector

The Vertex Detector [17) was installed in TASSO at the end of 1982. This installation
improved the tracking precision allowing to measure the lifetinies of heavy Havour pasticles,
and also made plansible the idea of resolving the secondary decay vertices of heavy flavour
decays. Figure 2.5 shows the VXD mounied inside the detector.

As already mentioned, the vertex detecior was a small pressurized drift chamber, with
8 axial layers of scnse wires. The four inner layers located at radii 8.12 to 10.22¢m had 72
sense wires cach, the outer four with 108 sense wires each were located between 12.82 and
14.92 e from the detector axis. The wires were 20 pm gold plated tungsten, aligned with
15y precision in the azimuthal direction. The anodes were separated by pairs of cathode
wires which defined the cell structure. Figure 2.5¢ shows a fragment of the VXD end flange
with the cell structure visible. The wires in successive layers were staggered by half a cell
- this feature should aid in resolving the left-right hit ambigaity during pattern recognition
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Figure 2.5: The TASSO Vertex Detector
a,b - two views of the VXD mounted inside the detector
¢ - fragment of the VXD end flange showing the cell structure.

and also assure that tracks pass different layers at different distances from the wires. The
last point is important in case the resolution depends on the region inside the cell passed by
the track - it ensures that no systematic bias appears in the track reconstruction.

Mechanically the chamber was mounted directly on the beryllinm beam pipe — beryllium
was chosen in order to minimise the radiation depth of material before the chamber. The
beam pipe had inner radius of 6.67 cm and 0.18 e thickness. A thin copper filin on the inside
of the pipe should absorb the synchrotron radiation coming with the beam. The end-flanges
were made of almminum as well as the outer pressure vessel. The active length of the chamber
was 57.2 cni. A layer of capton foil inside the detector isoleted a part of its volume next to the
beam pipe. It was originally plauned to fill this area with Xenon gas which should absorb low
energy photous emitted from the beam pipe copper coatiug excited by synchrotron radiation.
The synchrotron radiation background turned out, however, to be lower than anticipated and
the Xenon chamber was not needed - it was therefore filled with the same gas as the rest of
the chamber. The gas mixture used was 95% Ar and 5% CO; with an admixture of water
and ethanol. The gas pressure was 3 bar.
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The auode wires were kept at high potential, about 2800V. The exact setting of the
high voltages varied somewhat from layer to layer, the optimum value was found from the
plateau curves inken in cosmic runs. The hit efficiency reached wilh this voliage setting was
about 99% (excluding the dead wires). The efficiency was somewhat lower in even-numbered
layers than in the odd-numbered, the reason was the mapping of the HV supplies on the
chanber. There were 48 power supplies, each of them fed the wires located in a 30° sector
and belonging to two successive layers. As a consequence, the two layers had always the same
voltage setting. The lasger drift cells in outer layer of the pair demanded however slightly
ligher voltage in order to keep the same gain. Lower gain led to efficiency losses on the cell
edges.

To reduce the field shape disturbance in the cclls belonging to the inmost and outmost
layers, two equipotential planes were introduced at radii 7.5cm and 15.4cm. These layers
were kept at 1kV polential.

The VXD readout system was somewhat different for layers 1, 2, 5 and 6 than for the
other fonr. The wires were read from one side only, the other end of the wire was kept
open. The signals were amplified, fed into constaut fraction discriminator and then into a
commercial TDC system. The system operated in a “common stop” mode - individual TDC’s
were started by the pulses from the chambers, the stop signal was derived from delayed beam
pickup strobe. The TDC scale was 0.5 ns/count.

In layers 3, 4, 7 and 8 the wires were read from both sides. The same TDC readout
was used, but in addition to it two ADC’s anelysed the amplified signal from both ends of
the wire. It was planued to usc these ADC's 1o get a z coordinate mensurement by charge
division. The precision obtained turned out however to be too low and this feature was not
used in the standard track reconstruction.

The Vertex Detector had alsn its own trigger processor searching for track candidates.
The short length of the VXD gave it small acceptance for tracks coming from beam-gas
interactions, while leaving the solid angle coverage similar to that of the other tracking
devices. The VXD parficipated therefore in a low multiplicity track trigger, rejecting events
with no tracks comning from the interaction point.

Calibration

To find the spatial coordinates of hits in the detector a relation between the measured drift
time and the drift distance was needed. This relation was provided by the offline calibration
tasks.

The it coordinate was calculated from the TDC count by calculating first the drift time

= o(Tp - T’

where s is the TDC scale (0.5us/count) and Ty is a common TDC start count (i.e. count
for 0 drift distance). For calibration purposes and for precision track fits ¢ was additionally
corrected for the particle flight time and signal propagation lime along the wire. Those
corrections conld be however applied only if the hits were already associated with knowa
tracks - otherwise the z coordinale of the hit (needed 1o find the corsections) was not known.
{ was then translated into drift distance = by a third order polynomial:

T -ag+ oyl toax® ) oagt®

17

0.010 - L g e
LAYER 6
£ I ]( -
: |
=) ]
o i
g 00 * #t{ S
: : E
]
o
E
-0.005 i A
lefl right
-0.010 PP RS 4 a N
-100.0 -50.0 0.0 50.0 100.0
ns]

Figure 2.6: Average residuals of the VXD tracks in one of its layers.

a; are the calibration constants to be deterinined. As each of the VXD layers had a ditferent
clectric field (due to voltage and cell size differences) each layer needed its own set of cali-
bration constants. The presence of the ag term in the formuta ensured that Tp did not need
to be precisely determined - in fact Tp was usually found by eye examination of the TDC
distribntions.

The calibration was performed periodically, depending on the sinount of duta collected.
In 1986 this was done every 100 - 200 runs. A sample of clean ligh energy two-proug events
(mostly Bhabhas) was first sclected. For these events the spatial hit ccordinates in the
VXD were calculated using the calibration from the previous run perind. The TDC count
distribution for the hits seen in these events was then examined to find the T, value and to
check its stability (in the early VXD runs rapid Tp jumps of unknown arigin were sometimes
observed). In 1986 the Ty was found however to be very stable.

The PASS 5 algorithm (see section 3.2) was then applied to fit the tracks to the VXD hits
found. The residuals of the hits d, = 2!7** - z*"* were then calculated and a new constants st
minimising the residuals was found. The tracks were then refitted to the new hit courdinates
and the entire procedure was iterated until the values were stable. Figure 2.6 shows the track
residuals as a function of the drift time 1 (negative { indicates hit in the left half of the cell}
for one of the layers. The figure shows that the nican residuals are indeed consisteat with
zero in all regions of a drift cell. The figure offers thus some justification for the assumied
form of ke space-drifttime relation. A small systematic difference between the left and right
cell halves is probably caused by a small {~ 15 jan} misalignment between the different VXD
layers.

The above described calibration enabled already to fit the tracks in the VXD coordinate
system. In order to fit the tracks globally to all the tracking devices one additional step has
10 be taken - the relative positions of 1he detectors must be known. This is true, especially
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Figure 2.7: Distribution of the track residuals in one VXD layer obiained with Bhabha
scattering events. Solid curve shows the gaussian fit.

as the VXD was not attached finuly to olher detectors. The alignment between them had
therefore to be continuously controlled.

To fully describe the position of the VXD in the drift chamber coordinate system six
parameters are needed: three translations z,, ¥, 2, and three Euler angles ay, az, a;. Out
of those z, is unimportant {or the analysis as the vertex detector did not provide any track
: information. The aligmnent parameters were determined from the data, with the same
frequency as the space-drifttime relations and using the same sample of Bhablia events. The
track parameters obtained from the Drift Chamber fit were compared with those given by the
Vertex Detector fit, in attempt to find a set of positions which will mninimise the differences.
Tliree algorithims, differing by the choice of the comparison criteria and numerical approach,
were used. The alignment constants were considered final if all three methods agreed on the
result. Judging from the differences between the results of different methods, the precision
of the relative alignment was ~ 10mn.

Operating Conditions

Three paramelers affect the precision of the weasnreniends done with the VXD: its spatial
resolution, number of noise hits and the chamber efficiency. All of them have been carefully
studied in the data, the goal of these studies was twofold: to get the best possible tracking
precision by putting the resolution and noise data into track fitting programs, and to get
the best description of the chamber behaviour for the detector simulation program. A very
careful study of the VXD operating conditions was done by D. Su {18}, the results relevant
to this analysis are cited below.
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Resolution:  The spatial resolution was nonmally measured by making a distribution of the
track residuals d = M — z'°* for good tracks and making a gaussian fit to the distribution.
7 is here the distance from the wire, so d is negative if the hit was closer to the wire than a
track. An exainple of such distribution obtained from two- prong evenis for one of the luyers
is shown in figure 2.7. The solid curve is the result of a gaussian fit to the central part of
the distribution. The tail of the distribution at negative d comes probably from hits caused
not by the track itself but by soft photons or & electrons accompanying it. Due to the lack of
multi-hit electronics such hits will be registered instead of the track position if they appear
closer to the wire than the track.

The gaussian fits as shown in figure 2.7 gives however only some crude estimate of the
tesolution. One expects, for example, to find different resobutions in the Bhabha and hadronic
events, due to different jonisation, different track momenta and pattern recognition problems
in dense jets. These effects pull generally towards worse resolution in hadronic events. An-
other effect to be taken into account comes from the small number of layers in the VXD.
The residuals in the figure were calculated from tracks fitted to the VXD including the layer
examined - this of course biased the residual distribution. The correct procedure would be
to calculate the residusl from the irack fitted with the hit in question excluded. Finally, it is
expected that the resolution will vary across the drift cell, beiug worse close to the wire and
at the cell edges (due to field iuhomogenities and sampling length differences).

A study of the resolution taking into account the above effects was presented in [18]. The
resolutions were inferred from the residual distributions of tracks with p - 500 MeV/c and
8 VXD hits found in the hadronic events. Resolution was measured as a function of the drift
distance. It was seen that the tracks in hadronic events indeed give worse spatial resolution.
Table 2.1 gives the values obtained for tracks at “middle” disteuce from the wire. In the other
cell regions the resolution was worse by up to 25%, in the region very close to the wire (where
jonisation fluctuations play most important role) 46% increase in the spatial resolulion was
observed.

Table 2.1: Spatial resolution in mid-cell (in pm) of various VXD layers found frow 1986
hadronic events. Values taken from [18].

-3
-
0

rﬂ;yer _1—_ 2 3 4 516
Resolution | 110 | 109 | 99 | 106 | 83 | 87 | 93 | 95

Noise: The main tool for noise studies were the events collected using the “randow” tiigger
feature (sce next section). These events contained normally only hits coming fromn synchrotron
radiation or off-momentum particles, the probability of an interaction occurring at a randowly
picked beam crossing being very low.

The nuber of hits found in the VXD in a randon trigger event varied between the layers.
Table 2.2 shows the average number of hits in each detector layer. It can be seen thal the
amount of noise depends on the chamber radius - layers farther away form the beam see less
noise.

A careful study |18] revealed two different mechanisms creating noise in random trigger
events. One of thewm is the synchrotron radiation. The detector was protected from direct
radiation by iwu sets of moveable collimators located inside the beam pipe at about 4.5m
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Tuble 2.2: Average number of hits in the VXD layers in random trigger events.
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from the interaction point. The synchrotron photons could however pass through the opening
in one colliinator, backscatter on the back face of the other one and enter the detector. Soft
photons entering the chamber can produce slow electrons via the Compton process or argon
atom excitation. These clectrons hiave very short range and give only local energy deposits.
The synchrotson radiation hits should therefore be rather isolated and, on average, delayed
{comparing to the track-induced hits) by the lime needed for a return path to the other
collimator. Hits with this characteristics have indeed been observed. A few percent of the
random trigger evenls were however scen to have a different noise characteristics. In addition
to the isalated hits they had also larges hit clusters, the TDC distribution of the cluster
hits was peaked at very short times (close to Ty). The clusters were interpreled as due to
ofl-imowmentum electrons which left. their orbits and produced showers in the material of the
beam pipe or detector elements. This source of noise was more dangerous than syuchrotron
radiation - due to the short time of arrival the lits from this sousce can easily mask those
caused by tracks, and large clusters of hits {especially extended over few layers) can easily
confuse the pattern-recognition. Fortunately larger clusicrs have been seen to occur only iu
less than 2% of the events.

Apart from the bean-associated noise one can cxpect also some interaction-associated
noise in the hadronic interactions. This conld come from soft photons created in the inter-
action or radiated by charged particles during traversing the detector materials and from é
eectrons. They can also come from real tracks crossing the chamber at very low # angles,
and thus leaving only isolated hits in the innermost layers. This kind of noise can not be
studied by random triggers - a crude estimate of this background was done by counting in
the hadronic events the number of hits not used by the pattern recoguition program. The
nutber of non-associaled hits in the hadronic events turned out to be higher than the number
of hits seen in the random trigger events by about 1 kit per layer. This demonstrates that
the track-induced background plays only a secondary role comparing to the beam-induced
one.

2.4 Trigger and Data Acquisition

The time between the subscquent beam crossings at the PETRA interaction poinis was
3.8 jis in the two-bunch mode of operation. In most of those crossings no inleraction produc-
ing particles in the detector occurred (except for the synchrotron radiation photons which
accompatied cach beam crossing). luteresting physics interactions occurred at a rate of max-
imumn few hundred eveuts per day. As the time needed to read all the detector channels was
of the order of 40ms, it is clear that the detector could not register all beam crossings, nor
even all interactions (mostly originating from uninteresting beam-gas collisions) - the task
of the triggering system was to decide within the time between crossings if an interesting
interaction ocenrred. A positive decision cansed the system to disable further detection and
trigger actions and start reading out the detectors, otherwise s CLEAR sigual was distributed
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to 1he readont modules causing the system to prepare for a new event. The timiug for the
trigger, as for the rest of the experiment, was derived from a heam pickup electrode lucated
on the beam pipe aboul 71 from the interaction point.

In normal runs about 15 various trigger sources were active, the final trigger decision was
issued as a logical OR of their decisions. Out of those the most important for this analysis
was the so-called multihadron trigger, supposed to select the annihilation events with hadron
production. It required that at least 4 tracks were found in the central detector, where a
track was defined as a PREPRO tracks wilh p; - 250MeV/c, with at least one of three
closest ITOF counters hit and a track in one of three closest CPC sectors found by the CPC
anode processor. The efficiency of this trigger for multihadron events which passed the offline
selection criteria (see section 3.3) was very high - 98.7% of the events selected as muitihadrons
in the offline analysis had this trigger bit set.

Several other triggers use the track information from the chamber processors. Coplanarity
trigger, used for Bhabha scattering and muon pair production studies required at least two
tracks in the opposite sectors of the chambers. There was also a two-track trigger requiring
at least two tracks in the central detector, including the vertex detector. The small length of
the VXD allowed for efficient reduction of the number of beam-gas interactions seen by this
irigger. Neutral energy triggers required some minimal energy depusits in the calorimeters
and were used mainly to check the efficiencies of other triggers. A special yy trigger which
demanded & track in the central detector with an OK from the CPC cathode processor
(2] < 30cm) in coincidence with a forward detector hit was also installed. A few more
special triggers were used mainly for calibration and efficiency control - the most interesting
of themn used a strobe scaler to force the readout of every 3 x 107-th beam crossing. This so-
called random trigger feature (random weans here uncorrelated with activily in the detector)
was found very useful for background sindies.

After a posilive trigger decision the experiment was read out by a four-branch CAMAC
system under control of a 68000 front-end processor. The events were then transferred o a
VAX 11/750 computer. There they were for a short time buffered in memory, so that statistics
an monitoring tasks could have au access to them, then were given to a 370/E enmlator to
perform a preliminary reconstruction and finally were sent via the online link to the main
DESY IBM computer to be written onto tape. The capability of the emulator and the link
was about 5 events/second - for higher trigger rates (and for the case of IBM dowanlime) the
VAX had slso a local FIFO buffer located on disk. The disk capacity allowed to store events
for about eight hours of non-stop running. The control of the experiment {downloading,
performing the calibration runs, interaction with uperator) was done by the VAX as well.




Chapter 3

Offline Analysis

The task of the detector and the data acquisition sysien is finished at the moinent the data
reach the siorage tape. The selection, classification and interpretation of this data is the
task of the offline analysis. This chapter describes the standard procedure of selection and
recousiruction which was applied to the TASSQO data before any physics analysis was done.
The event classification in TASSO was based on the information aboul charged particles from
the tracking deteclors. The methods used for track reconstruction are therefore discussed
first. Then the standard selection and reconstruction sieps are explained. The last section
describes the detector simulation.

3.1 The TASSO coordinate system

Before explaining the track finding procedure it is worthwhile to introduce the standard
TASS() coordinate system and symbols used for various parameters. These will be used
throughout the analysis without fusther explanations.

The coordinaie system is defined by the large drift chamber. The origin lies in its centre,
and ils axis is used as z axis. The ¢* heam moves in the positive z direction. The y axis
points vertically upwards, the third axis, z, is horizontal and points toward the centre of
the PETRA ring. The cylindrical symmeiry of the iracking detectors makes it convenient to
waork in the eylindrical coordinates r, ¢, z. Therefore the plane perpendicular to the beam
is usually referred to as r — ¢ plane.

Figure 3.1 illustrates the standard definition of the track parameters in the r — ¢ plane.
The axial magnelic field causes the track to form a circle in the r — ¢ projection. Three
parameters are needed to fully define a circle - TASSO has chosen:

1. Ry, the radius of curvature of the circle. In the TASSO convention il is always positive,
the charge of the track is given by an additional parameter Q,

8]

do. the distance of closest approach to the origin of the coordinate system,

3. ¢o, the angle between the line tangent o the track at a point of closest approach and
the = axis,

By convention dy is pusitive if the origin of the coordinate system lies inside the circle (as in
figure 3.1), negative otherwise,

For three-dimensional track reconstraction the so-called s — z view is used. The s coor-
dinate mensures the track arc length in the r - ¢ plane from the point of closest approach.
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Figure 3.1: Hlustration to the definition of track paramcters.

In the s — z projection tracks appear as straight lines, as the magnetic field is parallel to
the z axis. Two parameters are therefore needed to describe the track - chosen were A, the
slope of the track in s — z and zg, the track z coordinate at s = 0 {so that the track may be
parametrised as z = zp + As). Another variable often used is the angle 8 between the track
and the z axis. It is related to A by A = cotd.

3.2 Track finding in TASSO Detector

The role of the track-finding programis to reconstruct trajectories of charged particles travers.
ing the detector from hit coordinates in tracking chambers. The algorithm must resolve the
left-right ambiguity associated with drift chamber blits, allow for noise (i.e. hits whick do not
belong to any tracks), and for finite chamber efficiency causing some lhits to be inissing. The
kind of problem encountered by such a pattern-recognition program is illustrated by figure 3.2
which shows a typical hadronic event as seen by the TASSO inner detectors. Crosses mark
the spatial positions of the Drift Chamber 0°, CPC and VXD hits (for the DC and VXD both
the left and right hits are shown). One can see that in the regions of higher track density
track finding is quite a difficult job, by eye it is even difficult to say how many tracks can be
actually seen in the piclure.

Three different algorithms were used by TASSO fos the purpose of track finding. The
analysis presented in this work depends crucially on tracking - therefore each algorithm will
Le now presented in some detail.

3.2.1 MILL

MILL {19} is a Lasic TASSO pattern-recognition program, used for finding tracks in the Jdsift
chawber and CPC. The track finding by MILL is done first in the r -- ¢ plane, using only
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Figure 3.2: An r - ¢ view of the central detector showing hils caused by tracks in a typical
hadronic event.
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the information from the 0° DC layers. The basic struciure MILL operates on is a link - an
association belween two hits in different layers. Lists of pussible links are formed, where cach
link is assigned a curvature (by finding s circle passing thirough both its hits and the detector
centre). A fast tree search algorithn: is then applied to look for chains of links sharing hits
and with similar curvature. The longest chains found are considered as track candidates. A
road around each such candidate is then searclied for hils (including the CPC anode wires)
and a fit is attempted to various hit combinations. The procedure is repeated several times,
starting with tight track acceplance cuts (low curvature, few missing hits, origin near the
delector centre) and releasing them in each nexi step after the hils used already by other
tracks have been deleted. This assures that good tracks are found first, and also shortens
the time spent in the search, as scarches through iore lists of longer links (i.e. Jinks skipping
some planes) are performned after the number of available hits has been reduced. The methed
as described works well only for tracks which originate near the detector centre - other tracks
are found at the end by making a combinatorial search through the remaining hits.

A similar algorithm is used to find tracks in the s - : projection. First, for each r - ¢
track a list of hits on the stereo wires which could have been hit by the track is made. The
position of each hit in z is calculated using known r — ¢ track parameters and the stereo
angles of the wires. Then the links are formed and searched in the abave described way -
this time the search is simplified by the fact that the tracks are straight lines in the s — 2
projection.

The first part of the MILL algorithmn (tree search) was also called FOREST and used,
with tight track acceptance criteria, as a separate program for quick filtering of raw data.
FOREST is fast enough to be applied to the collected events before wriling them to the tapes
(it was actually run on a 370/E emulator connected to the online computer and could cope
with incoming event rates up to about 5 Hz). MILL itself needs on average a few seconds on
an IBM 3084 processor for a full reconstruction of a hadronic cvent.

3.2.2 PASS5H

The MILL algorithimn does not make use of the precision vertex detector information. In order
to mnake use of the vertex detector another pattern-recognition program is needed.

The PASS 5 programn [20] takes the simple approach fo the problem, in which VXD tracks
are treated as exiensions of the drift chamber tracks. The program picks the tracks found
by MILL, extrapolates them to ihe vertex detector and defines a search road around the
extrapolated track position. The width of this road depends on the uncertainty of the MILL
track parameters and the estimated amount of mulliple scatiering betweeu the detectors.
Combinatorial search is then performed on the VXD hits found inside the road. Tracks are
fitted to the VXD only, and only do and ¢y are free parameters - the radius of curvaiure
is kept at the value found by MILL. Only tracks with at least four VXD hits assigued are
considered. No three dimensional reconstruction is attempted, as the vertex delector docs
not provide any : informatiou.

The PASS5 is a reasonably fast algorithm, it takes a few seconds per hadronic event. Its
efficiency is also good, especially for isolaled tracks {in the back-lo-back two-proug events
it is very close to 100%). In dense jets the efficiency drops sumewhat, as it often happens
that the tracks which are searched for first steal hits from the others, leaving too few hits for
a remaining track to be acceptable. Still, nearly 90% of clean high-momentuin and low-dq
MILL tracks in the hadronic events get a corresponding PASS 5 track.
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3.2.3 FELIX

The other program used in TASSO for pattern recognition in the track chambers including
the vertex detector is called FELIX |21]. The reasons behind introducing and using another
track finding programn were some disadvantages of PASS 5. First, PASSS fits tracks to the
vertex detector hits only - the drift chamber information is used in the final fit only to get
the track R,. 1t would be certainly advantageous to fit a track simultaneously to all the
available hit coordinates. Second, PASS 5 does not make a real track finding -~ even a clean
vertex detector track will not be found if the corresponding drift chamber track was lost (due
io chamber inefliciency, falling ontside the chumber acceptance or secondary interaction). A
program whicl could use all the information available for track finding should therefore be
more officicut. Finally, in certain situations it was desirable to find the tracks in the vertex
detector only, without infornation from other chambers (e.g. in cosmic runs with the drift
chamber switched off ).

FELIX is a program which does the full track finding simultaneously in all the tracking
detectors. It is flexible enongh 1o allow the user to specify the set of chamber layers which
should be used.

The FELIX algorithm uses the backtrack search technique [22]. The tree search of MILL
is not well suited fur pattern recognition in non-homogenous detectors, and finds efficiently
ouly trucks originating close to the detecior centre. The idea of the backtrack method is lo
grow a track hit by hit, proceeding from the outimost layers inwards. Having a partial track,
the algorithm tries to add a hit from the next chamber layer. Each time a hit is added, the
track paramelers are reevaluated to check if the combination forins an acceptable track. If
ves, the algorithm proceeds to next layer, if not the next hit is attempted. After all the
possible hits have heen tried the progran goes back to check the uext hit in the previous
layer. The algorithm proceeds, until no more hits can be added. The track is then accepted
it it has a minimnm wumber of hits assigned to. Similar to MILL, FELIX makes several
search passes, each time releasing the criteria which define an acceptable track. Also the
track finding in s - 2 projection is doue in a similar way as by MILL - FELIX runs the
backtrack search on the s - z hit positions reconstructed using the r — ¢ track parameters.

As it performs the track search in all the tracking chambers, FELIX is potentially the
most cfficient track finding program. This has to be paid for in the execution speed - FELIX
needs about 30 seconds of IBM 3084 CPU time per hadronic event, most of this time is spent
in fitting to partial track vectors.

Some comparisens of the results given by PASS5 and FELIX were done [23,24]. It is
concluded that FELIX was indced more efficient for tracks with small angles to the detector
axis. In case of good tracks with many hits both programs gave very similar resulis. Also,
the efficicncy for finding a VXD track associated with a good DC track is similar for both
programs. FELIX was seen to give a better impact parameter resolution (measured from
width of the d%™ distribution) - this was probably due to using the drift chamber hits in
the fit. The author of [23} recommended usage of FELIX for studies involving the precision
vertex fits, as slightly better than MILL-PASS5, and this recommendation was followed in
this analysis.

3.2.4 Track Refitting

Track parameters given by the pattern-recognition programs are normally obiained from a
fit to the coordinates of the associated hits. However the actual fitting procedures used by
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trackfinders are usnally optimized for speed, rather thau for precision. The reason is obvious
- pattern-recognition programs spend most of their lime in performing fits to various hit
combinations, snd the most efficient way to speed up the program is to optimize its fitting
routine. For thesc reasons il was found advantageous for studies requining high tracking
precision to perforn an additional refit of the tracks, using an algorithm optimized for high
accuracy rather than speed. Another rcason for duing the refit is that at this stage one
way make certain small corrections to the hit coordinates - for example apply non-lincar
corrections in the space-drifttime relation {which are often not known when the track finding
is made) or correct the timing for the particle flight time and the signal propagation on wire
(this is not possible before the three-dimeusional reconstruction has been dune).

A program package which can refit the tracks has been written by D. Saxon {25]. The
package was exteusively used in the analysis - it is therefore worthwhile to briefly describe
the algorithm used.

The program is able to cope with tracks found by any of the TASSO trackfinder programs.
Iis first step is to get all the hits which the patiern-recognition program assigned to the irack
and (optionally) to correct their positions for the siall cffects described above. The program
can be set up to refit either in the r — ¢ projection only, or simultaneously i three dimensions.
The track circle in the r — ¢ plane is parametrised by three variables. K, b aud ¢, which
relate to the standard TASSO track parameters by

. -Q
l‘_Ro—do' by = doQ

The distance of a point {z, y) from a track can be approximately expressed as

d(z,y) = %(r’ +y - b3) txsings - yrosda+ bo

This expression is exact for K’ = 0 and for points laying on the circle. For points close to the
circle (hits assigned lo a irack) the approximation is usually good to Letter than 0.1%. An
advantage of using this parametrisation is that for very high momentum tracks ' — 0, s0 no
discontinuities appear and no precision loss ocenrs. Also, all the partial derivatives of d are
easily calculable. If used Lo fit to the VXD and DC simultaucously, the program can optionally
consider track deflection by multiple scattering in the detector malerial, approximating it to
occur at a single layer in the middle of the CPC. This is done by adding to the above calculated
hit distance a correction in the form #-(r — a) if r > a, a is the radius of the scattering layer.
¥ denotes here the track deflection angle in the r - ¢ plane and is a free parameter of the fit.
The addition of this simple scatiering model was seen to significantly improve the tracking
resolution for tracks refitted simultaneously in the DC and VXD.

The three-diensional refit requires also to calculate the distance from the stereo layer
hit $o the track. This depends on Lhe above variables, as well as on the s~ z track parameters
X and zg. The simuliancous six parameler fit is thus petformed in this case. The formulae
used are given in [25}, for this work this feature is less inuportant, as only two-dimensional
fitting was used.

Using the above given formula one can calculate the distances of all the associated hits
from the track fitted, and from thewn the \? of the track

2 ~d?
A L o? t l’(’)

hits i
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Here d; denoles the hit distance in the i-th layer of the detector and o, is the spatial resolution
of this layer. ¥y is the R.M.S. scattering angle and is calculated from the track momenturn
and the amount of material traversed. The fitling routine tries to find the track vector
v = {K, by, o, ) which minimises the above y?. This is done by solving the eguations

o’
de, -

The solution is found iteratively using the Newton method. The program contains safeguards
against oscillatory behaviour and non-convergent fits. For clean tracks the fit converges
usually after 3 1o 5 iterations. The program returns then the track parameter vector found
and the error matrix.

An additicnal feature of the program allows for an attempt to improve the fit quality by
excluding from fitting those hits which give the highest contributions to x?. This is done
only for the fits with high y? (normally if x*/D.F. > 2). The program just masks out the
hits with highest contribution to x* in turn, and tries to fit to the remainiug ones. The
fit with lowest y? is kept, the offending hit is permanently masked out and the procedure
is - if needed — repeated. The maximum number of rejections allowed is controlled by the
user - but the nuwmber of hits remaining can not fall below certain minimum (if the multiple
scattering oplion is in use the program may swilch it off if the number of remaining VXD
hits falls below three).

To check the effectiveness of this hit rejection proceduse n Monte-Carlo simulation was
used. In the sinulated data is was possible to irace the origin of each hit in the chamber,
i.e. to tell if the hit cane from noise, wmirror image or a track, and get the identification of
the purent track. The first hit rejected by the program was in more than 0% of the cases
not caused by the track nnder consideration (i.e. was stolen from another track or caused by
noise). The second and third hits rejected were wrong in 40% resp. 35% of the cases. On
avernge FELIX tracks were seen to have 0.95 misassigned hits per track - this improved to
0.8 misassigned hits/track if the rejection of two points was allowed for. After these studies
it was concluded that the hit rejection was an useful feature, helping to avoid some tracking
mistakes (i.e. tracks with fitted parameters off from the irue values by significantly more than
their statistical errors). The hit rejection has however also its disadvantage - it biases the
distribution of the resulting 37, invalidaling its statistical meaning.

(]

3.3 Data Reduction

During the 1986 running TASSO recorded a total of alont 4 x 107 triggers. The integrated
luminosity collected was about 110ph ', The cross section for & reaction e'e” ff at
V3 = 35GeV is on the other hand of the order of 80 pb per fermion, so onc can expect
1o have O(10%) annikilation events per fermion type in the collected data. The role of the
ofline data reduction process is Lo remove background events (caused by noise, cosmic rays,
beam-gas interactions...) without losing the physics events, and to classify the remaining
ones according to the underlying physics processes.

The basis of the event classification in TASSO were the results of track finding. The first
step was to apply a fast FOREST algorithn to all the events. As already mentioned, this
phase was usually done on the 370/E emulator before scuding the events to a tape. Those
events which had more than a pinimun sumber of tracks {two back-to-back or three in
any confignration) seen by FOREST were given to MILL for full trackfinding. All the events,
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irrespective of the FOREST or MILL resulls, were then written to the so-called PASSH tapes,
whicli were kept as the basic archive media.

The analysis then proceeded in three furiher steps, at cach step some selection was applied
and some reconstruction done. The rejection criteria at each step were based mainly on the
number of acceptable tracks, where an acceptable track had to have the following properties:

1. three dimensional reconstruction,

2. |do} < 5em,

3. py > 0.1GeV/c, p, denotes the momentum component perpendicular to the z axis,
4. the x* of the two dimensional fit, 32_, < 10,

5. teach at least 6-th 0° layer of the Drift Chamber (this effectively excluded tracks with
|cos 8] < 0.87,

6. the x? of the s — z fit xJ_, < 20,

7. {zo — z,] < 20cm, z, denotes the z covrdinate of the event verlex, found by averaging
the z's of all the tracks passing cuts 1.-6.

The above cuts are in fact very loose and meant to remove ouly very poor quality tracks and
obvious trackfinder errors.

The most important part of the event selection procedure for this work was Lhe last step,
which was supposed to select the anuihilation events with hadrons produced in the final state.
The events selected by this step were written to the so-cslled PASS4 tapes.

In order to reach the PASS4 tape an event had to fulfil the following criteria:

1. have at least 5 acceptable tracks,

2. the sun of momenta of the acceptable tracks, 3~ [pi| must exceed 0.53- Egpas, Epgant
is the beam energy.

3. the z coordinate of the event vertex z, must lie within 6 cm from the origin,

4. if the event has a 3 — 3 topology, i.e. if it has exactly three tracks in each hemisphere,
the invariant mass of at least one of this triplels must exceed the 7 lepton mass (if pion
masses are assumed for the tracks).

Events passing these cuts were then scanned visually in order to remove wide angle Bhabha
scattering events with one or both electrons creating showers in the detector material and
obviously faked events, caused by the excessive noise or with clear pattern-recognition errors.
This scan removed typically about 1.5% of the selected events.

31176 events fromn 1986 running passed all the above tests and got onto the final PASS4
tapes. It was estimated [28] that the events on PASS4 tapes contain still 1.241.2% background
from 7 pair production and 1.6 4 0.8% v events (events of the type e*¢” — c'e’qq). Other
sources of background were estimaled to give a negligible contribution.

The nexi step was then to run PASS5 and FELIX trackfinders on the data. This was
done only at this point to linit the computer titne consumplion. The tapes created in this
siep, called PASS 5 tupes were used as iuput for the analysis described in this work.
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3.4 Beam Spot Reconstruction

One step of the analysis, which was normally performed between recording the event and
cseation of the PASS4 tape, was of particular importance for the following analysis - thercfore
it will be now described in more detail. This was the teconstruction of the beain spot location.

Beam spot finding was performed on & run-hy-run basis, where one run corresponded
normally to one PETRA fill. Sometimes in short runs there were not enough data collected
to make the heam spot finding in this case several successive runs were merged. Shert
runs were usually a consequence of some techuical problems with either the detector or the
PETRA ring.

The procedure itself started from the reconstructed events taken from the so-called PASS3
tapes (before the hadronic selection). Candidate events for use in the beam spot finding
were selected by requiring them to have at least iwo MILL tracks with three-dimensional
sreconstrnction, 20| < 15cm and with all tracks intersections well inside the beam pipe (to
reniave events coming from interaction of the off-momentum particles with the beam pipe
itself). The sclected events were then passed through the PASS5 reconstruction to include
the vertex detector information. Those PASSS tracks with |do] < 1cm, p; > 0.2GeV/c and
\? -~ 3 were then used for the bean spot determination. It was required that at least 50 such
tracks were found in a given run.

The reconstruction itself was done hy considering the points of closest approach of the
tracks to the centre of the interaclion region (zy, ). This distance is a sumn of iwo con-
tributions: the displacement of the event vertex form the centre of the beam spot, and the
displacement of the track from the event vertex. Oue can thus define the a? contribution of
the track considered as

Iz - ‘_11._:_.:'_5._)2 @___y"__’z + d_':
! a? al a?

(r., ;) denote the (unknown) coordinates of the event vertex, o4, o, are the sizes of the
interaction region and o, is the tracking error of the track. Putting in the values for o, and
o, known from the machine oplics, and an estimation for o,

o} =03+ a/p

with @q = 250pm and a = 200 um/(GeV/c)® onc can find z; and y; for each track by
winimising 17, Substituting these values back into x} and summing over all the tracks gives
the total 7 which is now a function of (7s, ) only. Minimising this x? with respect to
these variables one can find the estimation of the location of the centre of the beam spot.
This minimisation was iteratively repeated, rejecting afler each step those tracks which had
AZ . 25 {these were probably not coming from the interaction point). The typical errors on
the beam spot position returned by this procedure were between 30 aud 50 . The final x?
per degree of freedam was also stored, and could be later used to reject the runs with poorly
deternined beaws spot.

The results of the beam spot finding in 1986 data are shown in figure 3.3, separately for
the = and y coordinates, as a funclion of the run nwmnber. Note different vertical scales on
hoth plots. It can be seen that the beam position in y was generally stable over longer run
periads, changing significantly only a few times during the entire period. On the other hand
the z pusition was rather unstable, undergoing sizeable changes froms run to run. This was
probably a result of frequent optimisations of the beam orbits performed in order to reduce
backgronnd at the experimental regions.
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Figure 3.3: Beam spot positions in 1986 data as a function of the run nunber.
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Fignre 3.4: The track impact parameter resolution shown as a function of the track azimuth.
The line shows the fit results.

In |23} an interesting method for the determination of the size of the interaction region was
proposed. It euvisaged plotting the RMS width of the track impact paraneter distribution
as a function of the track ¢o. This is expected 1o follow the relation

ol = ol + olsin’p + o) cos’ o

A fit to the plot allows to unfold the interaction point position errors o, and o,. The result is
shown in figure 3.4, the impacl parameter resolution plotted was calculated from clean two-
prong events. The z size of the interaction region ohtained from the plot agrees well with the
expectation from the machine parancters, the y size is consistent with the estimated error of
the beam cenler determination.

3.5 Simulated Data

For an estimation of the effects introduced by the detertor response and event acceptance
criterin a8 Monte-Carlo simulation was used. The task of Monte-Carlo simulation consists
wormally of two steps: the first step generates the particles created in the interaction, the
second simulates the detecior respouse to these particles.

3.5.1 Simulation of the Hadron Production Process

This part of the simulation prograwm has the task of wmodelling the production of particles in
¢ annibilation, using some theuretically motivated approximations to describe the produc-
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tion process. The task is usually broken into three paris: first one generates the initial parton
configuration using the theoretical input given by the Standard Model (mainly by the QCD)
- this is called the verlex part. ln the second step the parions are generating the pliysical
particles - this process is called fragmentation, and is a domain of phenomenological mod-
els. Finally the short-living particles or resonances created in the previous step are decayed,
usually using experimental information about the decay modes and branching fractious, but
also somie phenomenological models where the experimental information is missing.

Three different physics simulation prograius were used, and are described below.

1. QCDFF {27]. The vertex part of this program generated iuitial parton configurations
using the O(a’) QCD matrix elemnents calculated in the extended FKSS scheme [28,29],
a, was set to 0.155. The fragmentation model used the independent jet fragmentation
idea of Field and Feyumann [30]. The relative probabilities used for different quark
production in the fragmentation chain were u : d:s=1:1:04. The average pr
given to the created particle was 350 GeV /¢, the probability of baryon production was
set to 0.1 (however no ¢ or b baryons were produced). The fraction of pscudoscalars
among the mesons produced in the fragmentation was 0.42, same was the fraction of
oclet states among all baryons. No tensor mesons or higher states were produced. The
fragmentation function of the heavy quarks was the one of Peterson el al. 19| with
€y = 0.01 and ¢, = 0.075. All the paramcters were chosen to give the best agreement
of the simulation results with the TASSO data [29]. In the decay part particular care
has been put into simulation of the B meson decays. As very little is known about
the exclusive decay channels of the B mesou, & inodel was used [31). It assumed the
spectator decay with 100% b -+ ¢ transition. The ¢ and spectator quarks were forced
to form a single meson, the virtual W was decayed according to phase space, (or just
created s leplon-neutrino pair). The paraneters were carefully tuned to match the
available data on the B meson decays from CLEQO.

2. LUND program with second urder QCD effects [32). Version 6.3 of the LUND simulation
program was used. The programn generated the initial partons according to Ofa?)
QCD cross section |33]. These partons were then fragmented according to the LUND
string fragmentation model [34]. The LUND symunetric fragmentation function was
used for all the flavours, with the parameters a = 0.96 and b = 0.70 GeV %, The other
parameters set were Agep = 0.520 GeV and the width of the primary hadron transverse
momentum distributions ¢ = 0.42GeV/c. All the remaining program paraieters were
kept at the values recommended by the authors of the program |[32). These paramcters
gave the best agreement of the simulation results with the data [35].

3. LUND program with a coherent parton shower option. This program used the same
fragmentation and decay wodel as the previous one, apart from a different setting
of some paramelers (a = 0.44, b = 0.7 GeV-3, ¢ = 0.36GeV/c and other changes
recommended by the authors). The vertex part was however generated using the leading
logarithm coherent parton shower appronch. This model incosporates in principle also
the higher order QCD effects, although incinded only in an approximate way. The
Agep value used in the shower evolution was to 0.38 GeV. Also liere the paraelers
have been tuned to obtain the hest agrecment with the data {36].

All the progrms described ahove incorpornled the QED radiative corrections to the order
o as caleulated by Berends and Kleiss {37]. Also the lowest order clectruwenk effects were
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Iuken inlo aecount in the relative cross sections, and in thie LUND model also the forward-
backward charge asymmetry was simulated. The three data sets produced by the above
described programs will be further referred to as “QCDFF”, “LUND62" and “LUND63"

respectively.

3.5.2 Simulation of the Detector Response

All the particles generated in the previous step were theu passed through the detector simula-
tion routines. The SIMPLE program of S. Lloyd was used for this purpose. The event verlex
posilion was gencrated from the (inpui) beamn spot position smeared with the size of the
interaction region. The prograw contained a full description of all the active components and
materials of the TASSO inner detector. The particles generated in the previous step were
tracked through the magnetic field. The positions of the jutersections between the tracks
and sensitive layers of the detector were found, and hits were generated by smearing these
positions with the chamber resolutions. The finite chamber efficiencies and known dead areas
were taken into account. Secondary interactions were simulated when the tracks traversed
{lie detector inaterials - these included energy loss and multiple scatlering of the charged
patticles. secondary hadronic interactions, bremsstralilung from electrons and pair creation
by photens. Alsu decays of the long-lived particles (r, K, hiyperons) were under responsibility
of the detector simulation program. A parawetrisation of the TASSO track triggers efficiency
was used to evaluate if the simulated event would fire the detector.

Particular care was taken in simulation of the vertex detector. The resolution was calcu-
lated from the data for each layer individually, and was varied across the cell in the way scen
in the data. Noise hits were included by overlaying on the simulaied hits a hit pattern found
in the real eveuls taken with a random trigger.

The ontput of the SIMPLE program were hit bauks in the same format as in the data and
the event history information, which allowed 1o trace the entire fragmentation history starting
from the primary partons up to the origin of every hit iu the chambers. The normal data
reduction procedure was then run on the simulated date, including MILL, data reduction
procesture and FELIX track finding. Each of the simulated data sets had about 70,000 eveuts
reumaining after the selection.

Chapter 4
The B Tagging Method

4.1 Introduction

An e*e” ring provides an ideal tool to study physics of the b quark. At cnergies well above
the bb threshold b production contributes 1/11 to the total hadronic cross section, and even
more at energies corresponding to the T resonances. Contrary to the hadron collisions the
evenls are clean, free from fragments of colliding particles. Most information about b physics
comes thus from experiments operating at e'e” slorage rings.

In order to study the b physics one needs however some way to select the bb production
events from the background of all annihilation processes with hadron production. The direct
way would be to reconstruct the decaying B parlicle, thus unambiguously tagging the event
as bb production event. Such a method has been widely used for studying chanu physics
by reconstructing the decay D** - D°x* (38,39,40,d1]. The low Q value of this decay and
sizeable branching ratios of D® decays into ensy to reconstruct few body fiua) states, make
it possible to obtain relatively pure samples of D* production events. In the B case nature
does not offer us such a nice system as D*/D°. The lowest energy B stales decay with high
multiplicity, rendering the task of full reconstruction virtually hopeless.

Up till now the full B mcson reconstruction has been possible only at the e*e” machines
running at the Y(45) resonance [3,4,5. As mentioned in chapter 1, the Y(45) resonance
decays predominantly into a pair of B mesons. Due to the low Q value of this decay, both
B mesons are produced nearly at rest. This facililates greatly the reconsiruction, as one
can constrain the energy of the B candidate to agree with the beam energy to significantly
reduce the background. This trick does not work in the PEP and PETRA encrgy range.
Also, at higher energies there are generally more particles prodnced in addition {0 the two B
hadrons, and the particle identification is nuch more difficult for the high momentwin decay
products. Because of this no B hadrons have been successfully reconstructed at high energy
e*e collisions. We are thus forced to go for less direct selection techniques in search for the
bb events. The selection methods which have Leen used up till now for this purpose can be
broadly divided into Iwo classes: the ‘high pr lepton tag’ and the ‘event shape method’.

The ‘high pr lepton’ method exploits the semileptonic decays of the B hadrons. The
‘prompt’ leplons (i.e. those leptons nol coming from processes like pion decays or 4 con-
versions) are relatively easy to idenlify experimentally. The only source of such leptouns in
amnibilation events are decays of heavy guarks (¢ or 8). To dislinguish between the two
anc takes advantage of the mmch higher mass of the B hadrons compared to the charmed
ones. Those feptons with momeninm relative 1o the decaying particle falling outside the
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Kkineratical linit for the charm decay point unambignously to the B decay. Experimentally
the momentwn of the decaying object is not known, but its direction of flight can be approx-
imately reconstructed. Thus these leptons with big momentum component perpendicular to
this direction are used {o signal the B hadron production and decay. This technique has
Leen widely applied by the PEP aud PETRA experiments, yielding samples of up to a few
hundred events with bb content of 60 to 80% (10,42,43,44]. The efficiency of lepton tagging
is limited by the b semileptonic branching ratio.

The ‘event shape miethod’ is based on a difference in event topology between the bb
events and lighter quark ones. In the latter case all the particles produced come cither
from fragmeutation of primary parions, or decays of light particles and resonances. Both
sources tend to produce particles collimated along the directions of the primary partons. The
topalogy of a bb event is dominated by high multiplicity decays of two heavy objects (the B
hadrons) producing particles in much wider range of momentum space. One thus expects that
a jet produced by a primary b quark should on average have higher multiplicity and be more
spherical than a lighter quark one. This expectation has been confirmed experimentally (10].
In practice il is however quite difficult to utilise this difference for b enrichment. The reason
is the existence of multi-jet fina) states, which can simulate the b jet characteristics also in
lighter quark jets. Event shape methods are thus liwited to produce samples with relatively
low parity. Additional dissdvautage is that the purity of the resulting samples can be derived
only from a Monte-Carlo simulation, and results are strongly dependent on the details of the
model used.

An example of application of the event shape separation is the boosted sphericity product
method used by TASSO [45]. In this method two jets were constructed by collecting together
the tracks within 41° from the sphericity axis on both sides of the event. The tracks in either
jet were then Lorentz boosted in the jet direction to bring the jets towards the B hadron rest
frame. The sphericities of the resulling systems were calculated separately and multiplied
together. Events with high sphericity product were then selected - it was estimated that about
32% of them were bb production events The tagging efficiency (defined as the probability that
a bb event nccepted by the detector will get a ing) was about 35%. Another variable proposed
for this purpose was the jet transverse mass M = 2%‘"‘ 3 [p$| used by JADE [(46] in addition
tu the mwuon pr for b separation. .

¥ this work it has been decided to use the relatively long lifetime of B hadrons combined
with their high decay multiplicities to tag the b production. The idea of using the secondary
decay vertex as a tag of heavy flavour production is nol new, see e.g. |47} for an extensive
study of its fealures and comparison with other methods. It is not easy however to apply this
idea in practice. Asswming the average B hadron lifetime of about 1.3 ps one can estimate
the average B flight path lLefore decay to be of the order of 1 mm for hadrons produced
at 35GeV e'e” CM energy. On the other hand a deleclor at a storage ring can not be
Lrought arbitrarily close to the interaction point, the minimal distance at which the first
measureient can be obiained is of the order of 18cm. This means that neither the B track,
nor the decay point can be directly seen by the detector. One must instead infer the decay
vertex by extrapolaling tracks seen in the detector towards the interaction point. Very good
tracking resolution is required. Also, the amount of material in front of the detector must be
miinimised in order to avoid smearing of tracks by multiple scatiering. For these reasons up
till now the idea of tagging the b by the secondary vertex reconstruction has not been applied
to the existing data (TASSO las worked out a method to tag B hadrous by lifetime without
aciual reconstruction of the decay vertex, details can be found in [18]).
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This chapter describes in detail (he method of tagging the b by vertex reconstruction and
its application to the data collected by the TASSO detector. Section 4.2 explains the idea and
presents the overview of the procedure used. Event and track selection criteria are described
in scction 4.3. Section 4.4 describes the procedure of finding the interaction point. The
vertex reconstruction is described in section 4.6. Fiually section 4.6 deals with the problems
of delermination of the purity of resulting samples and of the systematic effects.

4.2 The Idea of the Method

The basic idea of the method is presented in figure 4.1. Figs. 4.1a,b,c picture the charged
track pattern around the interaction point in a typical light quark, charin and bottow jets
respectively. In the light quark case all tracks come from either the primary parton frag-
mentation or the decays of resonances. Both these processes occur at the sirong interaction
scule, the size of the production region is thus of the order of fermi. As 2 result all the tracks
appear to emanate from a commen point — the production poiut. The only process which
could create tracks out of this production point are weak decays of strange hadrous. These
however occur usually at the scale of cenlimetres and the mulliplicity of their products is
relatively low - both these features make it easier to tag those decays.

Charn jels presenl a more complicated structure in the vertex region. In addition to the
production point with its fragmentation tracks a second track source appears - the decay
point of a charmed hadron created in the fragmeutation process. For charm jets produced at
35GeV this secondary vertex lics on average about 1.3 mm away from the production point,
the numbers of charged tracks coming from both svurees are similar.

The bottom jet presents the richest structure in the vertex region. Oue sees again a
few primary fragmentation tracks, then the decay point of the B hadron, and at the end the
decay point of the charmed hadron usually created in the B decay. Typical distances between
vertices in a jet from a 35 GeV c*e” aunililation are of the order of 1inm. Due lo high mass
and hard fragmentation of the b quark, the energy left for other fragmentation products is
low - the number of tracks coming from the production point is thus expected to be lower
than in the lighter quark case. This effect together with the high multiplicity of the B decay
make the majority of tracks in the b jet appear not to come from the production point. This
fact is exploited in this work for tagging the b production.

The problem posed by this rich structure is illustrated in figure 4.2. As mentioned above,
in the real life one does not see the decay points directly, the only information obtained from
the detector are track parameters far from the interaction point, which must be extrapolated
toward the IP in order to fiud the origin of tracks. Figure 4.2a shows the same jet as 4.1c,
with all the tracks extended beyond their origins lowards the production poiut. The clean
vertex structure of fig. 4.1c gets much obscured. Furthermore, in the rcal experiment tracks
are measured with finite precision. Fig. 4.2b shows the same jel again, after smearing the
tracks with a iypical deteclor resolution. The original vertices disappenred completely in the
junble of intersecting tracks.

There are lwo conclusions from the above considerations. First, one should never force
all tracks in the jet 1o share a common vertex (unless the track resolution is much wotse
than the distance hetween vertices). This would not be correct, as the b and ¢ jets simply do
have more than one vertex. Secondly, it is very hard to locate all jet verlices and to make
nnique assignment of tracks to them. This is true even if the track resolution is very good
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a) b)

Figurc 4.1: Typical jet vertex structures of jets from different primary quark lypes:
a) u, d or s jet; b) c jet; c) b jet.

a) b)

Figure 4.2: The vertex siructure of the b jet from fig. 4.1¢c as seen in the experiment: a) The
tracks have heen extended beyond their origin. b) The tracks have been in addition smeared
by measurement errors.
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Figure 4.3: Dependence of the intersection reconstruction error on the track opening angle.

(fig. 4.2a). 11 seenis therefore that the optimum sirategy would be Lo try to find a point which
is consistent with being an origin of the majority of tracks. In case of a light quark jet this
wonld normally be the production point, for a ¢ jet this should locate the production point
or the decay point with similar probability, for a b jet the common origin should usually lie
away from the production point towards the decay vertices.

One more problem remaining is how to get rid of correctly found decay vertices in charm
jets. Even if the probability of reconstructing the secondary vertex in a charn jet is smaller
than in a b jet, there are four times more charm jets in the data than bottowm jets. Thus
¢ might conslitute a serious background to the b jets tagged. The way out of this problem
proposed liere uses the fact that the decay products of a charmed hadron have on average
much smaller opening angle than the decay products of a bottom hadron (due to much
swaller mass of charm). This results in poorer determination of the vertex position along the
flight direction of the decaying particle in the case of charm jets (see fig. 4.3). It is therefore
proposed not to use the decay distance as 8 measure of vertex separation, but to combine
it with the estimated error on this distance. Ouly those vertices which are far away from
the production point as compared with their position determination crrors should be used as
b tags. This requires that the statistical error of the vertex position is computed for each
veriex.

The following procedure for b tagging was proposed (see fig. 4.4). First, clean aunihilation
events should be selected. As the jel verlices are to be compared against the production
point, it is necessary that the beam spot is well reconstructed. The tracks found in these
events should be then assigned Lo jets. One has to be careful on this stage to remove from
consideration any tracks which are suspect of being poorly reconstructed, or which could
have been substantially affected by multiple scattering. The two jets, defined as two lists of
tracks, are then to be passed to the vertex finder. This part of the program picks various
combinations of tracks belonging to a jet and tries in turn to force them to intersect at
common poiut. The vertex candidates obtained in this way are then compared with each
other, in attempt to find the best one (the comparison criteria are: number of participating
tracks, their quality and how well they fit to the common intersection point). The candidate
which wins the competition is then called the ‘jet vertex' and its coordinates and the exror
watrix are given to the ‘Calculate separation’ process.

Meanwhile the production point is found. Starting point is the beam spot location de-
termiined on a run-by-run basis. An attempt is made to locate the production point more
precisely inside tie beam contour by using all good tracks in the event. The reasons for doing
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Figure 4.4: Data flow diagram of the tagging procedure.

it, together with some justification for the procedure used can be found in section 4.4.

The production point and jet vertices are then compared against each other. The results of
this comparison, referred as separation data, are computed and stored. By imposing various
cuts one can now define b tagged samples of different purities.

The rest of this chapter describes in detail application of the above procedure to the
TASSO data.

4.3 Event and Track Selection

The analysis started from the event sample selected by the standard TASSO hadronic cuts (as
described in section 3.3). It has been decided to use ouly the data collected during the 1986
running at 35 GeV CM energy. The data taken during the high-energy runs in years 1983-85
Lad higher hackground in the tracking chambers and are quite inhomogenous, their analysis
would be therefore more difficult. It has been decided to abandon those data, especially in
view of their low statistics (nearly 4 times lower than from 1986 running). The data collected
before installation of the vertex detector are for abvious reasons unusable in this analysis.

There are 31176 hadronic events selected from the dlata collecied in 1886. Two additional
cuts were applied: first, for a few runs the VXD had known hardware readout problems or
was completely off. These runs were rejected. Second, it was required that the run had a well
reconsiructed Leam spot, with y?/D.F. = 1.5 in the beam spot fit. After these cuts 30520
events were left.

Bue to required good tracking efliciency, tracks found by the FELIX trackfinder were
wsedd (see section 3.2). As the tracking precision in the » - ¢ plane is in TASSO by su order
of maguitude hetter than in the - direction, all the vertex finding has been doue in the two
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dimensional projection onto the r - ¢ plane. The tracks used were nevertheless required to be
reconstructed in three dimensious, in order to reduce the background of badly reconstructed
or ‘ghost’ iracks (tracks constructed by the pattern recognition program mainly from novise
and stolen hits). Three dimensional track information was also needed to measure the ungles
between tracks for the purpose of jet definition.

All the tracks in the event were first refitted in r — ¢ using the programn written by David
Saxon (described in section 3.2). Pion mass has been assumed for calculation of the multiple
scattering effects. The purpose of this fit was twofold; to improve the measurement of the
track parameters before using them and to prepare for the vertex fitting in the nex{ siage,
Refitied tracks were subject to selection with the following cuts:

1. track had to be reconstructed in three dimeunsions,
2. the refit of the track had to be successful,

3. x} ,/DF. <3, x? given by the refit was used,

4. x)_,/DF. < 29,

5. dg < Sem,

6. pr > 0.1GeV/e,

7. |cos 8| < 0.87,

8. zp < 20cm,

all symbols are in standard TASSO notation explained in seclion 3.1. These cuts were mod-
elied on the normal TASSO track qualily criteria (sec section 3.3) but have been applied
here to the refitted FELIX tracks. Those iracks which passed the abuve cuts were used to
calculate the event sphericity axis and for the interaction point finding.

After the sphericity axis had been found, a second stage of track selection was performed.
Its purpose was to select candidate tracks for vertex finding. The following cuts were applied:

8. Track had to pass the cuts 1.-8,,
10. > 0.6GeV/c,
11. x2_,/D.F. < 18,

12, d¥*™ - 0.2cm, db=m depotes the distance of closest approach to the centre of the beam
spot,

13. 25 < 10cm
14. There had to be at least 4 VXD hits associated with the track.

These cuts are supposed o remove all poor quality tracks and all tracks coming from sec-
ondary processes like V® decays or y conversions. Tlhe momentumn cut was done lo reduce
effects of multiple scattering in the beam pipe and in the VXD. The last cutl removed fracks
which, due to lack of VXD hits, had big tracking errors. Those tracks are not interesting
for this analysis as they do not give any reasonable consiraint on the vertex position. There
were on average 5.2 tracks per evenl surviving the selection.
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Figure 4.5: The Monte-Carlo distribution of the angle between the track and event sphericity
axis in b events. Solid line shows tracks coming from decay of a B hadron (directly or via
secondlary decays), the broken one shows primary fragmentation tracks.

In the next step was lo gronp the surviving tracks into jets. For the purpose of this
analysis a jet was defined as a collection of tracks laying within a cone of 50° from the event
sphericity axis, on one side. As the Monte-Carlo studies show, the angular cut enriches the
jet with tracks coming from B decay {fig. 4.5). Two lists of tracks, corresponding to the two
jets, were assembled in this way and passed to the vertex finder. From this point on both
jets were cousidered separately, i.c. vertex finding was doue twice per event, each time using
the tracks from one list only.

4.4 Finding the Interaction Point

The idea of tagging is to locate the decay point in the b jet. To do this two things are
needed: the vertex and the refereuce point against which it can be compared. One can think
of using as a reference poind either the vertex of the opposite jet or the interaction point. The
former idea, at first sight atiractive as not requiring any measurements in addition 1o the
verlex finding, has however several serious drawbacks. First it requires good vertex finding
efficiency in order to get a sigaificant number of events with two reconstructed vertirces.
Secondly, it would be more difficult to use the tagged events for any physics analysis, as one
has to niake some assmptions about the whole event (e.g. that there are enough tracks to
fit a vertex in hoth jets). Using the interaction point s reference leaves the jet opposite
to the one constiluting a tag as ‘unbiased’ by the tagging method, the resulting sample is
more suitable for analysis of the b jet properties. 1t has been therefore decided to use the
separation between the interaction point and jet vertex as the tagging variable.
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Chapter 3.4 explained how the position of the beam spot centre was reconstructed for
a run. The individual event inieraction points are scaltered around the centre with spread
of aboul 350 pin in the horizontal (z) direction and 80 ym in the vertical direction. On the
other hand the track impact parameter resolution was measured to be around 150 um. This
suggests that it should be possible to get a betler estimate of the r position of the interaction
point on the event-by-event basis.

The procedure for finding the interaction point was proposed by D. Su [18]. His procedure
lias been adopted in this work with some modifications. These modifications were necessary,
as an event-by-event estimate of the interaction point position error was required.

Figure 4.6: Nlustration of the idea of the interactiou point fiuding procedure.

LW, 1LV, 1L,W, 1 N
G, G, G
W, /2 W, /2%, 72 W, /2%, /2

Figure 4.7: Illustration to the gap weighting in the 1P finding.

Tracks remaining after the first stage cuts (culs 1.-8. described in previous section) were
used. It has been assumed that the y coordinate of the heam represented also y of the
interaction point Y1p = Yieam- The reason for this assumption is that the intrinsic vertical
size of the beam spot is much smaller than the error in its Jocation — consequentily the run-
by-run reconstruction gives the best estimate vne can have in this coordinate.

In order to find the r location of the interaction point the following procedure was used:
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For all tracks with p -~ 0.2GeV /e the intersection points 7, of their r - ¢ projections with
the horizontal line y = yeam were found (fig. 4.6). The intersections laying far froin the beam
spot centre |2, — Zyeum| > 0.25 cm were rejected. Each remaining intersection was assigned a
weight W, = [sin ¢, the weight accounted for worse precision in the determination of z; for
horizontal tracks (compare fig. 4.3). This choice of weight was recommended in the original
work of Su [18]. The weight of the tracks with momentum p < 0.7 GeV/c was in addition
halved to reflect their poorer tracking precision due to multiple seattering. The intersection
points were then sorted according to incrensing z, and each gap was assigned a weight equal
1o the mean of the weights of neighhouring tracks (fig. 4.7). The weights of the gaps were
then added from left to right, until the sum reached W/2 where W = 3 W,. Assuming it
happened at gap k the interaclion point was estimated o lie inside this gap at
P Wiz + Wipizen
Wi+ Wi

The above procedure used only the two middle track intersections to locate the interaciion
point. This was preferred over calculating the weighted average of all the tracks for two
reasons. First, a single badly recoustructed track with z, far from the true location does not
affect the reconstructed IP position. Second, this procedure remains approximately correct
even when tracks from secondary decays are included. To see this, notice that the secondary
decays produce on average an equal number of particles to the left and Lo the right from the
direction of the decaying particle. For a vertically going jet the decay is thus no problem -
the intersection points simply get more spread around the interaction point. For a horizontal
jet the intersections of the decay product tracks with the axis will appear shifted form the
interaction point. The method will however tend to pick for the calculalion tracks from
the primary fragmentation, which have their 7 intersections in the region between the decay
points.

The above algorithin was checked using the QCDFF Monte-Carlo set (see section 3.5).
Figure 4.8 shows the distribution of the difference between the Monte-Carlo generated in-
teraction point coordinale Z;,,. and the reconstructed one z;p. For comparison, the broken
line shows the beam profile used by the Monte-Carlo program - this is how the distribution
would look like if the beam spot centre had been used as an approximation of the production
point.

One problem is liowever left - it is a question of the ersor of the reconstructed IP position.
The dotted line in figure 4.8 is the gaussian fit to the central part of the distribution. It can
be seen. that the distribution deviates from the gaussian shape in the tails. The deviation is
caused by events events in which the 11 was poorly reconstracted due to Jack of tracks, or with
a mmjority of iracks going in the horizontal direction. It was therefore not possible to assign
an uiiversal error value to all the reconstructed interaction points - a more soplisticated
algorithm for finding the error for each individual event was required.

To find the error estimate it was assumed that the error of the interaction point recon-
struction depeuds primarily on W, the sum of weights in the reconstruction procedure. This
seems b reasonable assumption, as one expects the precision to increase wilh the nwmber of
tracks, and also to increase for vertical events as compared with horizontal ones. In order to
check this assumnption a number of distributions of £1p - 74 Were made in different intesvals
of W for the Monte-Carlo events. Figure 4.9 shows the r.m.s. width of those distributions as
a function of W. The dependence of the width on W has been parametrised as
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Figure 4.8: The Monte Carlo distribution of the difference between true and reconstructed
interaction point. The dotted line is a gaussian fit to the central part of the distribution. For
comparison the beam profile is shown as a broken line.

(in figure 4.9 this parametrisation is shown as a dashed curve). The parametrisalion was
deliberately made to overestimate the error in order to compensate for the fact that the
centre of the beam spot in the data was known with finite precision while in the MC it was
just put in and thus known exactly. Figure 4.10 shows the Monte-Carlo distribution of the
deviation z;p — 7i,4e divided by the error estimated from the parametrisation in fig. 4.9.
For comparison a normal gaussian curve has been superimposed. The plot confirined the
assnmption that the error in the IP determination depends mainly on W. The tails of the
distribution are now approximately gaussian.

The full algorithm of interaction point finding was thus as follows: first, the z;p was
estimated according to the shove described pracedure of ‘weighted median point’ finding.
Then ils error was calculated according to the parametrisation given above. This error was
then compared to the beamn spot = size (assumed to be 350 ). If it was greater, then the
beam spol centre position was used as the interaction point x coordinate, and the beam spot
size as the error. Otherwise the calculated values were used. The y coordinate of the beam
spot centre was taken as the y coordinate of the interaction point, and error from the beamn
spot position determination was used as a,,.
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4.5 Vertex Reconstruction

4.5.1 Vertex fitting

Before describing the procedure of finding the jet vertex it is worth to present the algoritlun
used to fit a vertex to a given track combination. This vertex fitting routine has been called
always when the vertex finder decided to try a particular combination of tracks as a vertex
candidate.

As a first step a number of cuts were applied to the vertex candidate.

1. |Xq) €3, g is charge of the i-th track,

2. maxA¢ > 0.3rad, Ag is the angle Letween a pair of tracks weasured in the r — ¢
plane (thus max A¢ is the total opening angle of the track combination considered),

3. min A¢ > 0.02rad,
4. maxy > 0.4rad, ¢ is the three-dimensional angle between a pair of trocks.

The first of these cuts required thal the total charge of the vertex candidute was reasonably
balanced. As the true total charge of a secondary vertex can only be 0 or 11, this cut was
expected o remove some spurious candidates. Cuts 2. and 4. dealt with the openiug angle
of the vertex candidate. They did not alow vertices with a big error along the flight path to
compete with the better reconstructed ones. Second, they removed svine of the charm decay
vertices, which, as explained eatlier, were expected to have smaller opening angles. Cut three
forbade fitting to a combination with two tracks very close in r — ¢. Such a pair of tracks
usually does not constrain the vertex position more than better track of the pair does - but
it gives a false assurance of having a high multiplicity vertex. Also, tracks helonging to a
close pair have more often misassigned VXD hits, due to pattern recognition problems. 1t
was therefore considered safer to allow &l most one of the close pair tracks to parlicipate in
the vertex fit.

If the candidate passed the above cuts the vertex fit was atlempted. The program of
David Saxon |25] was used again. The fitting procedure used was the same as for the track
fits, only in this case the fit was performed simultaneously to the list of tracks, and the tracks
were consirained to have a common poiut (technically it was done by making the z and y
position of the intersection point free parameters of the fit, and semoving dp as fil parameter
from the tracks). It is easy to sce thal an additional constraint exists only when fitting to
three or more tracks. The fitting procedure returncd the fitted parameters (of which z and
y of the vertex were further used), full error matrix, x* of the fit and the increase of x?
as compared to unconstrained track fits. This quantity, further called A2, has itself a y?
distribution with n — 2 degrees of frecdom (n is number of tracks) - if the tracks indeed
originate from a common point. Ax? could thus be used to reject those fits in which the
tracks did not share a common verfex.

The following cuts were applied after the vertex fit:

1. The vertex fit had to be successful,

[S]

. \3/DF. . 1.3 in the vertex fit,

3. The confidence level associated with A2, CL{A\ 0 2) -~ 5%.
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The dast step of vertex fitting was evaluation of the quantity called vertex quality for
those vertices which passed all the above cuts. The ueed for a single number which somebow
describes the ‘usefulness’ of the vertex is clear: as said in the previous section, at some point
in the analysis the best vertex found in a given jet should be chosen. This best vertex should
maxiniize the nuiber of participating tracks, ensure that the tracks intersect well and be
constructed, if possible, of the best tracks found. In practice it would be rare thet a single
vertex is the best one in all categories. Varions trade-offs were therefore needed, vertex qualily
was the qnantily which implemented those trade-offs.

The basic fornmla used for calculating the quality was

Q - logso CL{Y?, NoF) + 2log,g CL(AY 0 - 2) 4 0.00Nvxp

where:

o m® [} PG

is the confidence level associated with y2 for a x? distribution with n degrecs of freedom, Npp
is a nnmber of degrees of freedom in the vertex fit and Ny x p is the number of Vertex Detector
hits associated with all the participating tracks. The usage of log in the formula ensured that
fits with accidentally low 3?7 or A\? were not rewarded too much compared to good but less
‘tucky’ ones, but on the other hand that the vertices with low confidence levels were strongly
disconraged. The first term menasures the quality of the overall fit - this is dominated by the
\? contributions from the track fits, as the cut on Ax? does not let the intersection quality
to contribute too much. The second and most important lerm measures the quality of the
intersection, discouraging the vertices composed of poorly intersecting tracks. The purpose
of the third term is twofold: it promotes the vertices composed of tracks with many VXD hits
{thus having smaller tracking errors) and also encourages the vertices with many tracks (as
more tracks mean more VXD hits). The coefficients in the above formula have been chosen
with the help of a Monte-Carlo, as to give possibly low quality to background vertices in light
quark events while mantaining the good quality of well reconstructed B decay vertices. The
actual procedure of tuning thewn will be explained in the next section with more detail.

Two additional corrections have heen also suggested by the Monte-Carlo to the above
formula in order to avoid badly reconstructed vertices in light quark events {which contribute
then 1o the background). One was to discourage the vertices having a track with momentum
just above the cut {it was not possible just to raise the momentum cut, as the efficiency
dropped then rapidly due to lack of tracks). A correction in the form

AQ = 8(pmin — 0.75) if prin < 0.75

with ppin being the momentnm of the softest parlicipating track in GeV/c, was introduced.
This way vertices constructed exclusively of high mwomentum tracks (less affecied by multiple
scattering) were preferred.

A second correction was introduved after the discovery thal good vertices sharing more
(han fonr tracks should be additionally rewarded, as they made a negligible contribution to
the background. The vertex finder however often preferred a worse four track vertex due lo
ite hetter 12, An additional bonus of 0.4 was therefore added to the quality of the vertices
r(uupuse'll of more than four tracks.

Parameters of a successfully fitted vertex were then stored for the vertex finder.

4.5.2 Vertex finding

The role of the vertex finding algorithm was {o find among possible track combinations in a jet
the one with gives the best vertex and to locate this vertex. The criteria used in this search
have been explained above. Basically the vertex finder as described here had to generate
different track combinations, present them to the veriex fitter and compare the results in
order to find the highest quality vertex.

As mentioned in the description of the vertex fitter, the minimum number of tracks which
allowed for a coustrained vertex fit was three. Therefore if a jet had less than three accepted
tracks, no vertex could be found. For jets with exactly three tracks the algorithm was
straightforward - the three-track fit was altempted and, if successful, the resulting vertex
was marked as ‘jet vertex’

In the four track case the algorithmn attempted first a fit to the whole four-track list. If the
fit was successful and it resulted in a good vertex with quality @ > 1, this was iinmediately
accepted as ‘jet vertex’. Otherwise the algorithm tried all possible three-track combinations,
and picked as a final fit the highest qnality vertex found.

The nany track case was treated in a different way. Theoretically one could just try
all possible combinations of more than threc tracks and choose the best one. In practice
however this would be a disaster from the point of view of the computer time needed (the
time would grow approximately as n! with the number of tracks in a jet). In addition this
growth in computing time would not briug a truc improvenwent in the quality of the final
vertex location ~ among this great number of combinations there would be probably more
than one precise enough to be used. For these reason the algorithm was applied whose goal
was to possibly quickly find one of those good combinations.

The iden of this search was to start with a ‘small’ vertex with three tracks only and ‘grow’
it by adding tracks if it seemed promising. The actual algorithm sorted first the list of tracks
belonging to a jet, so that good high momentumn iracks with many VXD hits associated to
thern landed on top of the list. Then all combination of three tracks out of tap five from the
list were formed and the fit was attcmpted to each of those combinations ju turn. Each time
a fil was obtained with quality of the vertex @ > —1.5, an attesspt was made to add a fourth
track (by guing down the sorted list). Each time the addition gave an jmprovement in the
quality, the program tried to add a fifth track in the saine way. The algorithm proceeded
until a five-track vertex with @ »» 1.3 has been found, or all the ihree-irack combination out
of the best five have been checked. In the former case the jet vertex was the one at which
the search stopped, in the latter case it was just the best one among all tried. No attempt
was made to go beyond five tracks, as this did vot bring any significant improvement in the
precision of the vertex determination.

The above algorithm applied to the data yielded 14460 jet vertices in 61040 jets. The low
overall efficiency of the procedure was caused mainly by the tightness of the track guality
cuts — only 40% of al) the jets had at least three tracks remaining after selection.

Figure 4.11 shows the positions of all the vertices with respect to the interaction point.
The jet axis points towards positive = (to the right on the picture). The majority of the
vertices are found to occupy an elliptical region of size o, = 500 um and o, = 150 ym. For
comparison, the average lengths of the long and short axes of the vertex position error ellipse
given by the vertex fitter were {G1ang) = 430 prmn and {Oshore) = 100 . The spread is thus
scen Lo agree well with the vertex fit error combined with the interaction point position errors.
This agrecment provided a check of the correctuess of the vertex finding procedure and vertex
error calculation.
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While the majority of vertices reconstructed lie within this central region, one can see on
figure 4.11 a long halo of vertices far from it. More careful examination of the figure reveals
that the halo is asymmetric - there are clearly more vertices shifted from the interaction point
in the fight direction of & jet then opposite to it. This asymmetry suggests that at least some
of the halo vertices are indeed reconstructed secondary decay points, as the background from
wrong reconstructions is not expected lo prefer one of the directions.

Figure 4.12 shows a few examples of events with found jet vertices. Each window rep-
resenls & 5 ¥ 5aun® fragment of the r — ¢ plane around the interaction point. The vertices
and the interaction point are marked by crosses with error ellipses {the interaction point
by a dashed ellipse). Solid lines are the tracks used for the vertex fit. Other tracks which
passed the track quality cuts but have not been used in the vertex reconstruction are shown
as broken lines.

Picture a) presents the most typical case - an event with a single vertex close to the
interaction point. The errors of both points overlap - one can thus say that the vertex is
consistent with coming from the primary fragmentation. The opposite jet had too few tracks
to attempt a vertex fit.

The example in figure b) is more complicated: both jets have the vertices reconstructed.
The distances from the interaction point are ronghly equal for both vertices - however their
significance is different. The lower vertex overlaps strongly with the interaction poini, while
the other is separaled from it by about two standard deviations. This example shows why it
is important not to use the absolute distances for the purpose of tagging.

The third example (fig.4.12¢) shows an event with a vertex nicely separated from the
interaction point - unfortunately the vertex lies ‘behind’ the interaction point as seen by the
jet, thus it can not be a secondary decay vertex. Close examination of the figure reveals that
the vertex lias been pulled out of the IP by & single track - presumably a badly reconstructed
one. This example presents a possible source of background to the tagging ~ the vertex would
have been accepled as a decay point if the tracking error went in the opposite direction.

The last picture shows an example of an event with vertices reconstructed in both jets.
Both vertices are clearly separated from the production point. This is an example of a ‘double
tag’ - an event with secondary decay points seen in both jets. Events like this were later used
for determination of the tagging efficiency (as will be explained in the next section). The
probability that this event is an cxample of bb production was estimated to 96%.

4.5.3 Vertex Separation

To define a b tag one needs some means of measuring the relative distance between the vertices
and the interaction point. As las heen said before, this calculation must take into account
the reconstruction errors (compare vertices in fig. 4.12b). A quantity called ‘scparation’ has
been invented for this purpose. Its definition is given below.

Assume that the coordinates of two points have been measured in the (£,y) plane. Let
(y,41) and (z2,y2) be the measured coordinates of these points. Assume further that the
error matrices for both measurements are known:

of* o;¥ ai* o3’
o= W 03 = v _w
a¥ of ay’ a3

Cousider now the hypothesis that both those points represent the measnrements of the
same ‘true’ point (see fignre 4.13). Oue can findd the wost probable coordinates of this connnon
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Figure 4.12: Examples of events with found vertices. The scale on the axes is in centimetres.
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Figure 4.13: Illustration to the definition of separation varisble.

pointl x, = (2., ¥} by minimising the \*

X = (x)(01) Hx)T 4 (x - Ax){os) (x - Ax)T
with respect Lo x. Taking the partial derivatives and solving the resulling egnations gives

(z3 — 2} (™07 —

c

s¥TaW — (ssy)’ ........ + 2
(2 = ) (o™ - sa3¥) ~ (22 - 21 ) (307" — .gfvf'zm_}. +

sezgw — (s2v)?
where the s matrix has been introduced as

h

s =0yt 03,

The above solution may be now used to calculale the minimal 3%

PO L1 s ik C O 1V VL WA Ul Tl
(e — maVoi" - 2z, - 7y wadei” + (v -~y
ool - (o)
If the hypothesis that both points are indeed iwo measurewents of the same poind is correct,
S should have a \? distribution with two degrees of freedom (the other two degrees of {reedom

have heen used up in calenlating ©. and y). The quantity S is furiher called the separation
of points 1 amd 2.
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Figure 4.14: Raw separation distribution in the Monte-Carlo.

The above definition conforms to the intuitive notion of separation. If the two points are
so cluse to each other that the error ellipses partially overlap, one feels that they are weakly
separated, and can easily think that they are two images of a single poini. If on the other
hand the points are far away, so that the measurement errors are small compared to the
distance between the points, one has to admit that it is difficult to think about the poiuts
as having a commnon origin. The above definition of separation can be trivially extended to
more measurenients if needed. Also, a definition of three dimensional separation would be an
obivious extension.

In the present analysis the two measurements are the posilion of tlie interaction point
(z1p,y1r) and the jet vertex (1., y,) (or, in another variant, the two jet vertices). A small
value of separation between them menns that the jet origin is consistent with the interaction
point, i.c. that no evidence for a decay of a long lived object can be found. S was thus further
used as a hasic quantity defining the b tag.

4.5.4 Monte-Carlo modelling and Cut Optimisation

In order to check the feasibility of the method and also io optimise all the program parameters
and selection euls a Monte-Caslo experiment was perforimed. The input data set was the one
described as *‘QCDFF in section 3.5. The simulated events were analysed in the way described
above,

Figure 4.14 shows the distributions of the veriex-IP separation Sfor u+dis, cand b
events. Must entries are grouped, as expected, around zero but a long tail of vertices with
ligh scparations is clearly visible. This tail is populated mainly by the b events, but there are
also some lighter quark jets which found the way there. lu order to see how the compaosition
of the tagged sample changes with the separation cut applied, the distributions from tig. 4.14
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Figure 4.15: The number of events accepted as a function of the separation cut.

have been integrated from right to left, and the results (i.e. the number of events passing the
given separation cut) are shown in figure 4.15. Clearly at high cuts b jels dominate - on the
other hand even ai the highest separation values there remaiu more than 10% background
jets in the tagged sample. It is interesting to nolice that the charu contribution is only
slightly higher than that from the light quarks — this is the result of using the separation
variable instead of just the vertex distance for tagging.

In order to suppress this background some additional selection criteria were introduced.
Figure 4.16 shows the the angle between the sphericity axis and the ‘vertex direciion’ (angle
¢ in fig. 4.13) for the verlices with separation § > 3. In the light quark case the distribution is
forward-backward symmetric, as expected for a background of badly reconsiructed vertices.
For the b's the distribution is sharply peaked in the forward direction, only a few vertices
lie ‘hehind’ the interaction point. Cutting on ¢ can thus pusify further the tagged b sample.
The optitum value of this cut depends slightly on the separation cul applied, but usually
lies between 20 and 25 degrees. At lower values of € one loses good b vertices nearly without
gain in purity, at higher values the unmber of background vertices accepted starts to grow
faster than the number of b’s.

One more possible way to further purify the b sminple was explored. It used the vertex
quality @, originally introduced for the purpose of choosing the best vertex in a jet. As the
definition of Q was tuned to give possibly high quality o well reconstructed vertices, one
could expect that poorly recoustructed background verlices should liave on average lower Q.
Figure 4.17 shows the distribution of the quality of the jet vertex, for b and other flavonr
vertices passing the cuts § > 3 and ¢ < 23°. Oue can see that buth distributions are indeed
shified with respect to each other, the average quality of a b vertex is higher by abount 0.3
thian the average for all other flavonrs. It is however not possible to exploit this difference fur
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Figure 4.18: Distribution of the momentum p of the softest track participating in the vertex
fit for well separated vertices in the Monte-Carlo. Solid line shows the vertices reconslructed
in the b evenis, the broken one those from all other quark flavours.

a significant suppression of the background, unless one is ready to accept a_significant loss
in efficiency of the tagging, the distributions in fig. 4.17 overlap too much. It was therefore
decided to apply only a very soft cut to the data, @ > -1, in order to remave very poor
vertices (which are often only accidental tags in b jetis).

A similar approach was used also to optimize most of the parameters nsed in track selection
and vertex fitting. The general way was to run the vertex finding with some of the cuts
more relaxed, and then to compare the distribution of the quantity in question for separated
vertices from b's and from other quark flavours. An example of such a distribution is shown
in fig. 4.18. It shows the distribution of the momentwmn of the softest track participating in
the vertex found. The momentum cut for tracks was set to 0.5GeV/c in this case. One can
see that the separated udsc vertices more often use a low momentum track than the b ones,
their distribution (shown as broken histogram) rises more rapidly with falling p. The analysis
of this picture prompted the decision to set the track momentum cut to 0.8 GeV/c, and also
caused introduction of the low momentum penalty’ in the vertex quality formula.

4.6 The Tagged Sample

At this point of the analysis one could already define the ‘b tagged sample’ by applying the
cuts described above. The problems was to determine the munber of real bb eveuts in the
sample. The simplest way would he to apply the same cuts to the abuve described Moate-
Carlo set, count the bb events passing them and asswme that the same number of events will
pass in the data. This proposal raises however several serious ubjeclions:
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1. The result of the Monte-Carlo simutation depends on physics input of the model used.
Input parameters like average B hadron lifetime, b quark fragmentation function, com-
position of the B hadrous produced or B decay model change the b tag probability by
affecting either the decay distance or the prabability of secondary vertex reconstruc-

. tion. Those parameters either have been micasnred bul have significant errors, or (as
the cowposition of B hadrons produced) have not been measured at all. Also, the non-b
background estimation given by the model may he wrong, as it may depend on details
of the fragmentation process.

t3

. The resulis of this analysis strongly depend on the deiector parasmeters — especially
on the vertex detector parameters (efliciency, noises, resolution etc.). The detecior
simulation prograim must be written so as to reproduce perfectly the detector behaviour.
This is of course not pussible in practice, one has to make many simplifications, which
then affect the outcome of the simulation. This was 8 quite serious problem, as no
independent detector simulation program was available as a cross-check.

As a chieck for a possible effect of a first canse, the results given by two different Monte-
Carlo models were compared. The models used were QCDFF (used easlier for cut optimi-
sation) and LUNDG3. Already the vertex finding efficiency turned to be quite different for
hotl models (1he program found more vertices in LUND eveats than in the QCDFF). Both
models show a systematic difference in the purity estimation for the same sets of cuts - for
some culs the difference can reach 20% in the absolule value of purity! As one can not choose
between the models used, the difference wonld have be put into the systemalic error when
using the Monte-Carlo.

Also, it was checked that the average size of the veriex error matrix given by the model
differed slightly, but significantly from the data. This could indicate that the simulation of
the detector was not perfect.

For the above listed reasons it was decided not to use the MC, but instead to deduce
the sample purity directly from the data. The method proposed for this purpose was called
‘double tag method’ and is explained below.

4.6.1 The Double Tag Method for Purity Determination

The double tag method is based on the fact that an event has two sides or two ‘jets’ (in
the seuse defined in section 4.3). An evenl has thus two chances to be tagged. The key
assunption now is that the probability of getting a tag in a jet is not affected by presence of
a tag in the opposite jet. If {his assumption is true then the ouly mechanisn which correlates
the tags in both jels is the flavour of the quark initiating the jet, which is the same on both
sides. Assime that one started with N events and obtained after the analysis k tagged jets
and ! events with both jets tagged. One can write

ZNUrP: i fJ’r + beb)
Nifinl + f2 1 fop})

where fi, f., fu are fractions of uds, ¢, and b events in the starling sample and py, p., py are the
probabilities of finding a tag in a jel respectively. It has heen assumed that the probabilitieg
of finding a tag are equal for u, d and s primary quarks. If the f's are known, then there are
only three unknown p's in the above equations. One additional constraint would thus allow
to find all the p's and to caleudate from them the nuuber of Vs in the tagged sample.

k
{

)

o9

Experimentally N, k and I are casily accessible. All the f’s can be extracted relatively
safely from the Monte-Carlo. The problems are 1o prove the independence of the tag proba-
bilities and to find the ‘third constraint’ for the p's.

The independence of the tags in opposite jets is built into the tagging method used - by
the fact that the tagging procedure uses always the information from one jet only and does
make any assumnptions about the properiies of the other jet. Also the event acceptance cuts
applied at the beginni}xg do not produce jel-jet correlations as they are caused by hardware
reasons, independent of the event properties'.

The additional constraint on the tag probabilities must be unfortunstely taken from the
Monte-Carlo simulation. It was decided to take for this purpese the ratio between the ¢ and
uds tagging probabilities p./p. This ratio should not be strongly model dependent as the
charm lifetimes and decays are reasonably well known, and any ‘commeon’ errors introduced
by the fragmentaiion medel or detector simulation procedure should tend to cancel. Taking

P
P

one can solve the resulting systemn of equations to obtain

1 kvt ‘/‘-U_V—lu{Ti _u;/_fb)_: u;i’_/;g

where two additional constants u, v have been introduced

u=(fi1af), v=htdf.

The statistical error on p, can be easily calculated using the standard statistical methods -
in fact is is usually dominated by the statistical error on the number of double tags 1.

Figure 4.19 shows the result of applying the double tag mcthod tu the data. Drawn is the
fraction of b events in the tagged sample rs a function of the separation cut with other culs
fixed at e, = 23° and Q.¢ = —1. The fraciions taken from the Monte-Carlo were f, = 0.527,
f. = 0.373, f, = 0.100. These values differ slightly from those given by the guark model,
due to different detector acceptance for different types of events. The errors are statistical,
caleulated for each point individually. As the same events are used to calculate the purity for
each cut, the point-to-point errors are much smalier. This picture gives the raw estimation
of the number of tagged b jets.

4.6.2 Systematic Effects

The above described idea of the measurcment needs however sowe refinement in order to
be reliably applied. In particular the key assumption about the independence of the tag
probabilities needs careful checking. There exist a few effects which could cause correlativns
between the tag probabilities and should therefore be investigated. As these effects could
in principle depend on special culs used, it was decided to fix the cuts al this point. The
following analysis could of course be repealed for different set of culs if needed. The b tag
for the rest of this chapter is defined as a jet which has a vertex fitted with

1. § - 5.5, §isthe separation between the vertex and the inferaction point.

YI'here standard hadronic culs used can produce certain jes-jet correlations. This effeet is discussed in the
next section
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Figure 4.19: Tagged sample b purity calculated from double tags as & function of the separa-
tion cui for e - 23° and Q > —1. The purity in the figure is defined as a fraction of b events
among the events with at least one tag.

2. ¢-.23°, the angle ¢ is as defined in figure 4.13
3. Q - -1, Q is the quality of the veriex.

In the above sense there were 884 tags found in the data, 29 events had two tags. This
transiated to p, = 0.095 + 0.010 and the purity of the b tags P = 85 & 8%, P is defined
as a percentage of b jets among all the tagged ones. The probability for tagging » light
quark jet with these culs was found to be p = 444 1.5 x 10° 3 and for the charm gnark jet
P =T.8120<10°%

The first effect investigated was an effect of the polar angle of the event, i.e. the angle
hetween the cvent sphericity axis and the detector axis. The sphericity axis was used as
an approximation of the jet axis, thus both jets in the event had always the same polar
direction 8. If the probability of the tag depended on @ vne would get a correlation in the
tag probabilities.

I is easy 1o propose & mechanism which makes (le tag probability # dependent - it
is enongh to recall that the whole verlex recoustruction was done in two dimensions. The
projected decay distance of the B hadron is related o the true decay disiance by sin 85, where
8y is the direction of the badron and is usually close 10 8. Thus, the decay vertices in jets with
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Figure 4.20: The distribution of the lags in cos(8) compared to the distribution of all jets
{shown as broken line).

9 close to 0 {(or x) lay nearer the interaction point and are more difficult 10 tag. Fortunately
the variable used for tagging is not the distance but the separation, constructed from the
distance and its error. The error along the flight direction is related to the projected opening
angle of the decay products approximately as 1/sin(A4/2) (fig. 4.3} The three dimensional
opening augle of the decay products does not depend on 8 - it is easy to sce that the projecied
angle A¢ grows when 8 becomes smaller. The error on the decay distance determination is
therefore expected to be smaller for small 8, possibly partially compensating for the shrinking
decay distance.

To see if the tag probability depends on 8, a plot of the number of tags as & function of
cos 8 was made and compared with the distribution in cos 8 of the original events (fig. 4.20).
The circles with error bars show the distribution for the tags, dotted histogram is for all
jets. The dotted histogram has been scaled to have the same number of entries in the interval
0 < cosf < 0.4 as the other one. One sees from the plot that no significant difference between
both distributions can be seen up to cos 8 x 0.7, bul afterwards the the tag probability rapidly
drops.

As follows from the above argument, one can use the double tag technique only for tags
with cos# < 0.7. In the data there are 23030 events fulfilling this condition. Among them 752
tags were found, 26 events were double tagged. The value of P deduced from these numbers
is 63 + 8%.

The next effect studied was the dependence of the tagging probability on the ¢ angle of a
jet. One can expect some dependence due to elliptical shape of the interaction region cansiug
the IP errors in = and y direction 1o be different. The smaller y error makes it a bit easier
io tag a vertically guing jet than a horizontal onc. As the two jets in an event have opposite
directions in ¢, one cau expect a positive correlation between the tag probabilities.
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Figure 4.21: The distribution of the iagged jets in ¢. The horizontal line marks the average
value.

As a check a distribution of the number of tagged jets as a function of ¢ was made
(fig. 4.21). In order to improve the statistical significance the separation cut was lowered
when making this distribution. The plol shows some increase of the number of tags for
vertical jets (around ¢ = £7/2). One can estimate from this plot how much the probability
of getting a double tag differs from (p)3 by multiplying the probabilities calculated from the
bins separated by » and adding the results. This way it was estimated that the considered
effect caused an increase in the probability of double tag by 1-5%, and thus created between
0.3 and 1.3 additional double tags. This correction was entered into the double tag formula
giving the corrected value P = 62 + 8%.

The Iast investigated cause for the correlation beiween the tags was the effect of the
hadronic event selection. Recalling from chapler 3, the events must, among others, have
some minimal charged muliiplicity and some minimsl charged energy in order to be accepted
as hadrouic event. ‘This causes some negalive correlations between the propertics of the jets,
as if one of the jeis has for example a very low multiplicity, the other one must have it higher,
otherwise the event would never be included in the hadronic data set. One can also say that
the tagging method does not produce any correlation, but the original event sample is biased,
so thal as a nel effect some correlation could appear.

To estimate the effect one has 1o go back to the Monte-Carlo simulation to get the number
of hadronic events lost and the probability of getting tags in them. Unfortunately one can
not extract this information directly from the data, because the ‘lost’ annihilation events are
covered by background from vy and beam-gas processes. An additional Monute-Carlo set was
generated, containing ouly these annibilation events which did not pass the offtine selection
eriteria. The QCDFF model was used for this purpose. The generated events were analysed
in & normal way to find the vertices. The estimated namber of events in cosé < 0.7 range
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lost by the sclection was 4000 1 300. These would contain 121 6 single tags and less than 0.1
double tag. Inserting these new values into the double tag formula with simultaneous change
of the fs to the quark model values one obtains P = 64 1 8%.

There was one more mechanism considered - this was the effect of the error in the inter-
action point location. A shift in the IP position could result in enlarging the probability of
tag. However the geometrical cut on the vertex position allowed at best one jet in an event to
profit from this mechanism, thus the net effect here would be a negative correlation between
the tag probabilities, resulting in underestimation of the purity. The eflect was studied Ly
shifting the IP position in the Monte-Carlo and was found to be small.

Finally one has to consider the eflects of the errors on the assumed values of f’s and
a. Changing thesc values in the range allowed by the models produced a change in the
estimated purity of f:% It is worth noting that the result is very stable with respect to the
assumed value of the c over light quark tag probability ratio a. Changing a in the range from
0 to 14 ov caused ike calculated p to change by less then 3% (relative). These errors were
added in quadrature, together with the uncertainties from the previous corrections to give u
tolal systematic error of f:%.

The value of the purity of the sample selected with cuts § » 5.5, ¢ < 23° and Q > -1
was therefore found to be

P=64+84%

which for 806 tags accepted (with contzinment cut cos# < 0.75) means that there were
520 4 80 b jets in the tagged sample. These values were used in subsequent physics analysis.

4.6.3 Cross-checks

To ensure that the double tagging inethod indeed gives a reliable estimate of the b content
of the tagged sample, soine checks were performed.

The first check applied was a comparison between the high-pr lepton tagging method an
the present one.

As the preseuce of a sesilepionic B decay in the jet could change the probability of finding
a vertex, the leptons were searched only in jets apposite to the lag.

The first check was performed using the muons found according to the procedure given
in [48. The signal muon was required to have the longitudinal momentum p}' > 2GeV/e, and
transverse momentum py > 0.6 GeV/c, both culculated witls respect to the event sphericity
axis. In this region 672 good muon candidates were found in all the 1986 data. This meaus
that in a random sample of 806 jels one would expect tu find 8.6 muons in the signal region.
Reference |48] gives a table listing the various contributions to the muon yield in the sigual
region. Using this {able it was estimated that if the quark coutent of the sawple was as
calculated in the previous section, one should find 19 muons in the tagged jets; 13 of them
would come from b decay (either directly, or via an intermmediate chann state}, one from
primary charm decay, the rest would be background from punch through hadrons or from =
and K decays. 22 muons were found in the tagged jets, thus confirming the enrichment.

An attemnpl was also made to use electrons to check the b tagging. The electrons were
selected using the barrel liquid argon calorineters, according to the procedure described in
[49] and |50). The signal region was defined as p* - 2GeV/c, p} > 1GeV/c, again the pr
was calenlated with respect to the event spliericity axis. Using the plots given in |49 it
was estimated that 1.2 such electrons should be fonnd in the sandom sample of 806 jets, as
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opposed to 4.3 clectrons in the enriched sample. In the tagged jets 3 such electrons were seen.
The result is thus consistent with expectation, however it lacks statistical significance.

The results of lepton search suggest that the sample is not dominated by light quark jets.
Thev could not, however, completely exclude the hypothesis that the charm content of the
tagged sample is mwuch higher than anticipated. To check for this possibility charm search
was performed in the tagged jets. The decay D** — D°x? was used as a charm tag. The D*
candidates were searched using the method described in |38]. 105 good D* candidates with
r - 0.5 were found in the 1986 data. In |38] it was estimated that those good candidates
contain 20% background and up to 4% contribution from b — ¢ decays, the rest comes from
primary charm quarks. One therefore expects to find in the tagged jets 1.2 D* candidates
{0.3 from background, 0.3 from b — ¢ transitions and 0.6 from primary ¢ quarks). In the
data no D* candidate was found oppousite to the tag. This result can be converied into a
weak linsit of less than 500 charm jets among the tagged ones at 80% confidence level. Again
the result is consistent will the enrichinent expected, but the stalistical significance is poor.

4.7 Summary of the Tagging Method

A new technigue for tagging the b production events has been developed. Ii is based on
reconstauction of the B hadron decay vertex. The method is general in nalure, and can be
applied at any detector with sufficient tracking precision.

The method has been applied to the data collected by the TASS0O detector at 35 GeV
€' center-of-mass energy. For a particular set of cuts: vertex separation § > 5.5, vertex
direction ¢ ~ 23°, vertex quality @ > —1 and sphericity containment [cos 8] < 0.75 it yielded

n = 806

tagged jets in 30520 events. The b conteut of this sample was estimated from the rate of
doubly tagged events in the data lo

P =64 18"

The background contains, according to the Monte-Carlo studies, 54 + 10% of charm jets, the
rest are the light quark ones. The efficiency of the method, defined as a probability that a 8
event will get a tag was with these cuts estimated to

¢=0.16 +0.03

It is, of course, possible to apply a different set of cuts, to obtain samples of different purity
and statistics.

The important feature of the veriex b tagging methad is that its efficiency and reliability
guickly grow with improving precision of track reconsiruction, but only weakly depend on the
energy of the decaying B hadron (this because at higher energies the decay length increases,
but the opening angle of the products decreases causing higher error on the decay length
measurement).  The lifetime tagging of heavy flavours will therefore be & very powerful
technique al the experimeuts at SLC, LEP or HERA, equipped with a new generalion of
higl: precision vertex detectors.

Chapter 5

Applications of b Tagging

This chapter presents a few examples of applications of the b tagging technigque described in
the previous chapter for studying the b quark physics. The first study made was a coimparison
between the b quark initiated nud nverage jel properties. The results of these imcasurements
were used to test one of the latest versions of the LUND model in its b sector {up till now this
model has been tested only on ‘average’ events, without flavour scparation). For the purpose
of this measurement the jets opposite to the b tag (further called ‘tagged jets’}) were used.
The tag was defined by the cuts described in the previous chapter.

The second application was a measurement of the forward-backward asymmetry in bb
production. The standard model predicts the existence of such asymmetry as a consequciice
of an interference between the electromagnelic and weak neutral current interactions. This
mensurement can bring information about the electroweak interactions of the b quark.

5.1 Properties of b jets

The first application of the b enrichnient method was o look at the general properties of
b jets. Sowme studies of the general properties of b events at high energies have been done
before [10,11]. The other studies used however smaller b samples, therefore Laving larger
statistical errors. The goal of the analysis was to measure differences between the b enriched
and average jets in the distributions of simple kinematical variables. As alresdy explained,
one expects to see some difference as a simple cousequence of the B decay kinemalics. 1t is
however inleresting to check if all the differences can be explained by that effect only, without
calling for any new or special form of the b quark interaction, To check for this the resulis
were compared against a Moute-Carlo model (LUND version 6.3 {32}). The parameters of
this model have been tuned before to reproduce the characteristies of an average anunihilation
event {36), it was thus checked if the model which has not been specially tuned to reproduce
the b evenl characteristics, can predict the properties of the b enriched sample.

It was decided to use the MILL tracks in this analysis, because MILL is the standard
track reconstnuction prograin used in most TASSO studies of this type. The results can thus
e better compared to the other TASSO data. Also ihe Monte-Carlo simulation program
was optinised to give best agreement with the data when the MILL tracks were considered.
This was sn importanl point, as the simulation results were intensively used throughout
the analysis. The high tracking precision of the vertex detector was on the other hand not
reguired. One problein to cope with when using the MILL tracks is that some of them have an
unpliysically high motncntum assignment. These tracks could strongly bias the distributions
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studied, mainty by pulling the evenl sphericity sxis towards themselves. To overcame this
problem all the tracks with womentnm p - 1.5 Egpapy had their momentum rescaled to
1.5 Eggapm. Even through still unphysical, this momentum assignment allows to avoid strong
biases in the sphericity distribution. and the analysis remains compatible with other similar
analyses done nsnally without such rescaling.

For the purpose of this analysis an event was divided into two hemispheres by a plaue
perpendicular to the sphericity axis and a jet was defined as a collection of tracks belonging
to one hemisphere. Only the jets opposite to the b tag (tagged jets) were used. As both
jets fragment to some extend independently aud the B hadrons on both sides decay in an
independent way, these jets are ‘unbiased’ by the tagging method, i.c. they represent an
average b jet sample. The jet constituting & tag is on the other hand strongly biased by
the requirement of passing all the vertex reconstruction cuts. Also, for similar reasons,
no properties of the whole events have been examined - these would by biased by the jet
constituling a tag.

The b euriched jet lias 1o be compared with an average one. The definition of an average
jet requires however some care. One can nol jusl average over all the jets in all the hadronic
events as (hese are biased by the hadronic selection criterin. The problem here is similar
to the one encountered during the measurement of the purity of the tagged sample - the
cuts applied by the vertex reconsiruction procedure are not orthogonsl to these used for
selection of the annihilation events, therefore the result of applying the hadronic selection
and tagging is different then the result of the selection alone. To overcome, at least partially,
this problem a concept of pscudo-tag was introduced. The pseudo-tag is a jet which has
kinematical properties similar to the tag, but is not required to have a vertex fitted. The
exact definition was:

1. The angle between the sphericity axis an the beam direction liad to fulfil |cos 8] < 0.75

2. the jet had to have at least 3 tracks within 55° of the sphericity axis passing the first
stage selection (section 4.3) with momentum p > 0.6 GeV/c.

The jets opposite 1o the pscudo-lags were used as an average jet sample.

All the distrihutions used in the analysis were corrected for the deteclor acceplance and
electromagnetic radialive effecis. In order to find the corrections an additional Monte-Carlo
sample was generated using the LUND programn version 6.3 without radiative corrections and
without passing the particles through detector simulation. AH the other program options
were identical to those nsed in genesation of the LUNDG3 events with full detector simulation.
Particles with lifetimes shorter than 3 x 107 (including the K3 and A%) were decayed, all
those with longer lifetimes were assmued stable. Event sphericity was calculaied using all
the charged products, and particles were assigned to jets in the above described way. The
distributions of the quantity in question obtained from all the jets in the ‘no-delector’ sample
and the psewdo-tagged jets from the sample with detector simmlation were then divided bin-
by-bin, yielding the distribution of the ‘correction factor’, which was then applied to the data.
It was nssumed that the correction was identical for the pseudo-tagged {average) and tagged
(b enriched) jets. On the Monte-Carlo level it was always checked that the correction factors
for the pscudo-1agged jets were flavour independent.

Figures 5.1 5.6 show the distributions of the track-related quantities: scaled momentum

sl o E+py . .
r - p/Egcan, rapidity n - 1o Eny transverse momentun pr and the momentum conr-

ponent out of the event plane p3t. The event axis and the event plane were defined by the
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sphericity tensor, caleulated from all charged tracks in the event. All the quantities have
been calculated with respect to these axes. For the purpose of computing the rapidity, pion
masses were assumed for all the tracks. In each of the figures the upper plot shows the b
enriched jels compared to the average ones, the lower one shows the coinparison of the ‘pure
b jets (i.c. the b enriched jets with non-b background subtracted) compared with the predic-
tion of the LUND model. The background subtraction was done bin-by-bin by subtracting
the appropriately weighted average jel distribution {rom the tagged b one. This procedure
contained an implicit asswption that the non-b background in the tagged jets had the same
properties as the average jet. The polential source of differences was here the different quark
content of the background in the tagged sample, the ratio between c and lighter species differs
in the tagged and average events. This however is not expected to produce a significant bias,
as charm jets have been scen to have very similar properties (o the average ones {38]. All the
plots were normalized to the number of jets used - the apparent differences in normalization
come from different track multiplicities in a jet.

The most prominent differences between the b enriched and average jets can be scen in the
rapidity and Lrausverse momentum distributions. The rapidity plot shows an excess of tracks
in the medium-rapidity region in the b enriched jets. This is well accounted for by the Monte-
Carlo, which suggests that it is a simple kinematical effect. A hard b quark fragmentation
results in production of a fast B hadron. The high multiplicity decay of this hadron produces
particles mainly in the rapidity range of 1 lo 2 units.

In the track pr distribution the main difference appears in the low pr region {py ~
0.2GeV/c). A less significant excess of tracks appears in the b enriched jets at medinm
transverse momenta, around 1 GeV/c. It is interesting to note that no difference hetween b
and average jets appears at higher values of {ransverse momentumn. The naive expectation
would be that the excess tracks in b jets should, as the products of a heavy purticle decay,
appear up to the maximum momentutn values allowed by the kinematics (which in case of
& B hadron decay lies around 2.5GeV/c). A possible explanation is that at the PETRA
energies QCD production of additional jets can produce a similar number of high-pr particles
in lighter quark events as the B decay. In b events fewer such additional high-pr jets are
preseul, as most of the energy available is taken by the hard fragmentation of the heavy
quark.

The differences in the two remaining variables (z and pj**) are less significant. The z plot
shows some deficit of high-z tracks and clear excess at low z in b jets - this is an expected
effect as in b jets the high-z leading particle (B hiadron) decays, leaving the decay products at
lower x. The p3 plot shows that b jets have somewhat more tracks sticking out of the event
plane - in connection with the pr plot this shows that average jets arc inore oblate than the
b jets (the high-pr tracks in an average jet tend to lie in the event plane, while those in & b
jet are distributed more evenly around the jet axis).

The comparison with the Monte-Carlo model shows generally a good agreement, apart
from the overall normalization (this suggests that the average track mulliplicity of a b jet
was not correctly predicted) and the low-pr region, where the LUND model clearly had some
problems.

In order to further investigate these differences between the data and the LUND model,
the distributions of the jet nmltiplicity were made (see fig. 5.7). As in the previous figures.
the pictures show the comparison between the average and b enriched jets (upper) and the
comparison between the background subiracted b jets in the data and the LUND Monte-
Carlo. One can see that the model indeed predicts too low a multiplicity of b jets. The
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averages found from these plots were

(n) = 6.98+0.02 data - average jels
{n} 7.67 £ 0.16 data -

(n) = 7.241004 LUND - b jets.

b jets (background subtracted)

The errors are statistical only. A word of warning is needed here: The numbers given above
have been corrected using the same procedure as was used for all the other variables. In
the case of a multiplicity measurement this is however an oversimplification - the mulliplicity
distribution has quite special properties, as it is directly affected by the trackfinding efficiency,
which causes migration of events between different bins of the distribution, where the amount
of migration depends on the multiplicity itself (as in dense jets the tracking efliciency is
lower). The right correction procedure should therefore unfold the true distribution using
the ‘correction matrix’ (see e.g. {26]). The procedure used would be correct only in case
that the model were an ideal description of the data, which is not the case. Therefore the
above numbers can have big systematic errors - the intention of citing them was solely to
demonstrate the differences among themn. To get some idea about the size of the systematic
errors coming from this sonrce: the average charged multiplicity of an average jet obtained
by applying the unfolding procednre to the sanie data was [51]

{n) = 7.51 4 0.01 £ 0.2.

From the numbers given above it can be seen that the LUND model underestimates the
b jet charged multiplicity by on average about 0.4 prongs per jet. In search for a possible
source of this effect, the average multiplicity of 2 B hadron decay was checked. CLEO has
measured the average decay multiplicity of the (unseparated) mixture of B4 snd B, mesons
to be 5.5+ 0.03 1 0.015 {52]. The measured average charged multiplicity of B and B, meson
decays in the LUND model (on the generator level) was found to be only 5.11. 1t is concluded
that the difference in multiplicity can be easily accounted for by this deviation. The fact that
the missing tracks appear mainly at low pr could indicate that the real problem may lie in the
decay of charmed hadrons created in the B hadron decay, because the secondary charm decay
tracks arc expecied to appear at lower transverse momenta. It was however not possible to
draw more finn conclusions on this topic on the basis of available data.

In addition to the track-related distributions, some jel-related quantities were also studied.
Aualogous plots were made for the jet sphericity S, jet thrust T, jet aplanarily A and the
‘jei transverse thrust’ Ty = ¥ [p7*l/ 3 E. The last variable is related to the ‘jet transverse
mass’ and the ‘transverse thrust’, both used by JADE (46,53} for the purpose of flavour
separation. The main difference was that here only charged particle information was used.
All the quantities above were defined as usual and calculated from tracks belonging to one
jet only - except that the out axis of the event for transverse thrust calculation was found
using the sphericity tensor of the whole event. The results are shown in figs. 5.8 - 6.11. An
unexpected feature is a rapid jump in the thrust distributions for the b cnriched jets (around
T = 0.85). This effect was ueither expected, nor seen by others. It was carefully searched for
possible biases or errors which could produce such effect - none were found. It is therefore
mmost probably just a statistical fluctuation.

The differences seen between the b enriched and average jeis in the sphericity and thrust
distributions are not very significant - in the sphericity plot the b enriched jels are seen
to have slightly higher average sphericities than the average jets. As both the quantitics
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measure the deviation of a jet from # linear structure, one may conclude that the width of
the & enriched jets is simnilar to that of the average jets. This supports Lthe conclusion drawn
from the track iransverse momentum plot that at ihe PETRA energies the production of
additional jets can produce a jet broadening effect as strong as the B decay.

The other twa variables plotied, A and Tr both measure the amount of momentum flowing
ont of the jet (resp. event) plane, and thus the deviation of a jet from a planar structure.
If the hemisphere analysed contained in reality two high energy jets, one would get a high
sphericity and thrust values, but still low aplanarity. Both plots show that b jets are less
planar than average ones, this supports the observation made already when studying the pr
and p3* distributions. In none of the distributions any significant deviation from the niodel
prediclions conld be seen. Cerlain small differences between the data and Monte-Carlo were
nevertheless ohserved. Onc has however to be careful when drawing any conclusions, as in
the case of the jet-related quantities some dependence of the correction factors on the flavour
of the iniliating quark could be observed. This suggests that the systemalic errors on the
corrected b distributions might he sizeable.

Sunmnary

A vomparison was made hetween the properties of the b enriched and average jets. Differences
hetween them were noted, and compared to the predictions of the LUND model - version 8.3.
The model was shown to give generally correct predictions about the b jet properties. The
main discrepancy was found to he wrong charged track multiplicity - this could be traced
back to the wrong mulliplicity of B hadron decays as predicted by the LUND model version
used here.

5.2 Forward-Backward Asymmetry in the b Quark Pro-
duction

5.2.1 The Standard Model and Asymmetries

The last analysis done using the tagged b sainple was a measurement of the electroweak in-
duced asymmetry in the b quark production. In the standard model the asymmetry appears
as a result of an inferference between the v and Z° exchange diagrams (fig. 1.1). The differ-
ential cross section for the production of a fermion-antifermion pair in the e*e™ annihilation
can in the lowest order be expressed as:

doy; na®
d‘m!slb e [(@} - 2QrersRe(x) 4 (o7 1 ad)w] + alal) (1 + cos’8)
1 (---4Q;a,n;Re(,\ )+ Ba-erta,a,!ﬂ:) cos 0]
where Qy is the fermion charge (in wnits of c), 8 is the angle between the incoming eleciron
and thie oulgoing fermion, and \ contains the CM energy squared s, the ratio of the neutral
to chatged current coupling strength p, the Fermi constant Gy and the Z° propagator:

pGrm}y s
8ran'2 (s mh timgl'g)
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The cross section for quark pair production must be in addition multiplied by a colour factor
of 3. At the PETRA energies s < m% - this allows to ignore the Z° width I'z. The formula
a may be then rewrilten in the form

d 2
d_:o!sLa = %a;_ [(C,(l + cos’d) + Cy rosﬂ]

with
€, = Q] —2Qveryxs + (v +al)(vj 4 afn\]
c; = - 4Qa.asx; + Br.vgacapn]
where x; is obtained from x by seiting I'z = 0. The cross-section is thus asymmetric iu )

by appearance of the term C;cos 8. Experimentally it is couvenient to express the results in
teris of the integrated asymuetry:

A _Ne - Np
# 7 Ne+ Ng

where Ny and Ng are the numbers of fermions found in forward and backward hemisplicres
{with respeci to the incoming electron). By integrating the cross section one can find

I G
Ag=-- 2,
il 8 C,
For 8 case of the b quark the standard model predicts @y, = -1, o, = 1+ 4/3 sin’fw .

Putting in the measured values, sin’dy: = 0.228, My = 92 GeV/c? [54], a™! = 137.036 and
Gr = 1.16637 x 10-* GeV~? one can calculate the theoretical asymnnetry in the process
ete” -+ bb at 35 GeV CM energy to

AT = -0.274

It should be noted, that this value was calculated using the physical values for sin’fy and
M - this means that the standard model relation between these parameters was not used (in
fact the values used did not satisfy the lowest-order relation M3 = T ;fw i ). Some
discussion about the rationale behind this procedure can be found in [55]. The standard
wodel is thus seen to give a definile prediction for the asyminetry, the role of the expetiment
is now to check that prediction.

In the past several experiments al PEP at PETRA measured the quark asymmnietries
for ¢ and b quarks. Two mcasurements have heen also done on the flavour unseparated
annililation events |58,59]. A review of the existing quark asynnnetry measurements can be
found in |55). The existing Ay measurements, when combined, lead to the product of the
coupling conslants a,ay = —0.97 1 0.22, in agreement with the standard model. However al}
tlie methods nsed up Gl now for b asymmetry measurements relied hoth in the b selection
and its charge reconstruction on lepions coming from tie decay b -+ I' X. There exist two
sources of wrong sign leptons in ihe b decay (apart from the experimental background}):
cascade decays b — ¢ —+ I*X and By - By mixing which flips the b quark charge between
its production and decay. The second effect is wore difficult 1o experimentally correct for, as
it depends on the ixing parameters {up till now measured with very wide error margins)
and miknown fractions of different B hadrou species produced in the b gnark fragientation.
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Figure 5.12: Diagrams contributing to the first order QCD correction to the asyminetry.

Muost experiments have therefore only nated that their result depends on mixing, bat did not
attempt to acinally make the correction. 1t is therefore interesting to measure Ay using an
alternative method of event selection and charge reconstruction, possibly less sensitive to the
mixing phenomena.

Before comparing the prediction given above with the experimental results, a number of
corrections has to be applied. First, the above formulae are correct only for a case of massless
fermions. Outgoing fermions with finite mass have a velocity 8 < 1, and 8 enters differently
into the vector and axial conpling terms in the interaction. The high mass of the b quark
1akes the correction non-negligible. For < 1 €, and C; take the form

1
¢ = pre 3000 [0 - 2@umrpni + (o + ] ¢ Al + alhalnd
Gy = AN-4Qa.apx: + Brvga.0pn])

Assuming the b quark mass of 5GeV/e, a b quark created at 35GeV/c CM encrgy has

A = 0.958. This leads to the value
)
Ay = - 0.253

The second source of corrections are QCD radiative effects. They appear as & coupling
of the final state quarks to gluons. These correction have been calculated in the first order
by Jersak, Laermnann and Zerwas |57] for diagrams shown in figure 5.12. It however happens
that these corrections leave Ay virtually unchanged - due to a fortnnate cancellation of the
corrections to C; and Cy. At other eucrgies {or for lighter quarks) these corrections can
however he more important (for example for the d quark asymmetry at the same energy the
correction is - 0.012). It is also important to note that inserting these corrections into the
prediction forbids using any event-shape cuts {e.g. cuts against 3-jet events) in the analysis,
as these have been already included in the calculation.

The last correction comes from the clectrowenk radintive effects. The main contribulions
come from the O(a®) QED radiative proresses of the lype shown in the diagrams in fig. 1.2.
To estimate the rorrection one needs however to take into acconnd the detector acceptance,
because the probability of accepting an event will generally depend on the encrgy and direclion
of the emitied photon, A common approach is to use the Monte-Carlo simulation to estimate
this effect for a particular detector, and then to ‘curreet’ the measurcd asymmetry (similarly
to the corrections applied when measuring the & jet propertics). This however led in the
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past to some confusion, as the experinents did wot always state clearly how their radiative
corrections were computed. Following the reconunendation of Cashmore et al. [56] it was
decided to quole the measured value uncorrected for any radiative effects, stating clearly the
event acceptance criteria used. An attempt was wmade instead Lo estimate the correction to
the predicted value using a Monte-Carlo simulation.

The LUND62 Monte-Catlo set, described in section 3.5, was used to find the corrections.
The asymmetry was calculaled nsing the b quark direction stored with the event fragmentation
history. This was done once for events generated without electromaguetic radiative correction
and once for events generated with radiative corrections, full detector simulation and event
acceptance cuts. Only events with at least one vertex fitted were used, in order to get a more
realistic simulation of the tagged sample. The observed relative difference in the b asymmietry
was —4 + 6%. This led to the prediction

AT = -0.2424 0.015 £ 0.015

where the first error is purely statistical in origin, coming from finite sumber of Monte-Carlo
events available for calculation of the radiative correction and detector effects, and the second
is a crude estimate of the “theoretical” error, coming from uncertainties in the standard model
parameters and from neglecting the higher order corrections.

5.2.2 Quark Charge

For the measurement of an asysminetry in the bb production one needs somne means of finding
the direction of the primary b quark and for distinguishing quarks from antiquarks. The
quark direction is usually well approximated by the sphericity axis, in fact this feature has
bren already used for the tagging (where the sphericity axis was used to approximate the B
hadron direction, and this is usually close to the quark direction). More problem is how to
distinguish quarks from antiquarks or, equivalently, how to measure the sign of the primary
guark charge.

Those methods which use leptons to tag the b production get the charge determined ‘for
free’ - the lepton created in the decay carries the charge of the primary b quark (neglectiug
the bb mixing for a moment). The vertex method of b tagging does not give such kind of
information.

The method used is this work to determine the quark charge was based on an idea coming
from Field and Feynmann {30] of using a “weighted charge” of a jet as a measure of the charge
of the primary quark. They have defined the weighted charge of a jet as

Gpee = }:le.’

where the sum extends over the particles belongiug to the jet. z; denotes the fraction of the
jet energy carried by i-th hadron, @, is a charge of this hadron and v is somne small positive
constant, chosen so to give the best charge separation. The justification for this procedure
comes from the vbservalion that the fastest particles in a jet appear first in the fragmentation
chain, and thus have the highest chance of carsying the primary quark, The meson which
in the final state carries the primary quark can have only the same charge sign as the guark
or be neutral - in the latter case the quark which goes next in the fragmentation chain gels
the charge of 1he primary quark. This simple picture is somewhat complicated by decays of
mesons crealed in the fragmentation, but still g, was shown by the authors of [30) to give
the most reliable estimate of the primary quark charge in their simple Monte-Carlo model.
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Experimentally the problem gets an additional complication arising from difficulties in
defining a jet and measuring its energy. Therefore it is more commeon to use z; = ?i/Eggam
in the jet charge formmla, and define a jet as a collection of particles moving in the saine
direction with respect to sonie event axis.

The weighted charge method was used in different variations to establish the existence
of charged partons in ¢'e” — jets [60] and to measure the charge asymmetry in ete” — ¢
withow! flavour separation |58,59).

Iu this analysis the method was to be used on the event sample strongly ensichied in b
quatk jets. The original work of Ficld and Feynmenn considered only the light quark jets,
and the experimenial studies done up till now used it at best on “average” jets, containing
less than 10% b quarks. 1t is however clear that the weighted charge of a b quark jet will
Lehave differently from that of lighter quark jets. In a b quark jet only the decay products of
the hadron containing the primary quark are observable, these fall into lower z region, due to
the high B decay multiplicity. Moreover, the b quark fragmentation function is much harder
than the one for light quarks - therefore the particles produced later in the fragmentation
chain behave differently from those in lighter quark jets. The method needed therefore an
infensive reevaluation, before it could be used to tag the b quark charge.

The optimization of the method and the calculation of the probability of a correct primary
quark charge assignment was performed using the Monte-Carlo technique. QCDFF35 and
LUNDG3 sels (see section 3.5) were used. Jets were defined by dividing an event into two
hemispheres by the plane perpendicular Lo the event sphericity axis and collecting the tracks
in each hemisphere. The jet charge definition was

( P\
D X.: & EBEAM)
where the sum is over all tracks belonging to the jet. For a given event the jet with higher
@jer was called “positive jet” - no culs were applied at this point (in particular it was allowed
that buth jets had the same sign of g;er, so that the positive jet could actually have negative
charge). Fignres 5.13 and 5.14 show the probability of getting the cosrect primary quark
charge assignment (i.e. probability that a positive jet was initiated by a positively charged
quark) as a function of the exponent v, for average and b events respectively. Two sets of
points on each picture are calculated from the two Monte-Carlo models. The errors attached
to the puints are statistical - due to largely overlapping samples used in calculating p®**** for
each 7 the points drawn for a given mode! are not statistically independent (the error bars
should be understood as indicators of a confidence interval for p#“**).

The figures show that a b quark jet indeed behaves yuite differently from an average one.
In the sverage case best results are olnined nsing 4 = 0.5 - in agreement with other studies
of this type. In the b case, the optinmm 4 is however much higher - both models suggest
that the maximmn probability of recovering the jet charge is somewhere around y = 1. Boll
models agree approximately in this point - they differ however somewhat in the absolute
values of the guess probabilities, especially at low 7 values. In the case of b jets the difference
can be still consistent with the statistical errors, but in the plot for all jets it is significant.
It is interesting to note that the sign of the difference is opposite for both plots - the Luud
model predicts higher probability for the b jet, but lower for the average jet.

Similar plots were also made using the mamentuin component along the sphericity axis
instead of total momentum in the jet charge formula. The results nbtained were very similar,

with shightly lawer p** values.
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Figure 5.13: The probability of correct reconstruction of the primary quark charges in an
average event as & function of the exponcat 7 used in the jet charge definition. The results
of two Monte-Carlo models are shown.
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In order to decide which of the two models offers a betier description of the data a few
directly comparable quantities were plotted in the data and compared with the predictions
of both models. Two examples of such comparison are shown in figures 5.15 and 5.16. The
quantities plotied are g*, the higher of two jet charges in an event and ¢* - ¢~ the difference
between the two jel charges. The chiarges were calenlated using v = 1. The differences
between the models are small, but significant. The data points do not clearly prefer any of
the two models, staying rather between their predictions. The moments of the distributions
as obtained from the data also lie in the middle between the two models - slightly closer to
tlie QCDFF predictions. Also, at lower v the quality of LUND prediction becomes gradually
worse, the data compare better to the QCDFF plots. 1t was therefore decided to use the
QCDFF model for calculating the cfficiencies of the charge tagging and to use LUND for
systematic error estimation. Table 5.1 shows the predictious for the probabilities of the
correct charge guess given by the two models for various quark flavours.

Table 5.1: Probability of a correct quark charge guess for different primary flavours, as
predicted by two Monte-Carlo mudels.

e e
Querk QCDFF LUND 6.3 QCDFF LUND 6.3
¥ =05 7 =05 ¥=1 y=1
S 0.7416 + 0.0034 | 0.6817 £ 0.0037 | 0.7233 4 0.0035 | 0.6749 + 0.0037
d 0.6571 + 0.0075 | 0.6087 4 0.0078 | 0.6351 4 0.0076 | 0.5891 4 0.0078
s 0.6630 + 0.0076 | 0.6110 + 0.0078 | 0.6540 + 0.0076 | 0.6072 + 0.0078
¢ 0.6338 + 0.0037 | 0.6445 + 0.0037 | 0.5646 + 0.0038 | 0.5089 + 0.0038
b 0.6985 + 0.0067 | 0.7157 4 0.0055 | 0.7160 1 0.0065 | 0.7162 % 0.0067
average [ 0.6834 + 0.0022 | 0.6587 4 0.0022 | 0.6506 4 0.0022 | 0.6383 + 1.0023

In the context of the asymmetry measurement one has to cousider the effect of a finite
probability of charge reconstruction on the result. Assume that the probability of a correct
charge guess is P. Assume further that one makes a distribution of the 8 direction of the
positively charged quark. Let n; be the true number of positively charged quarks falling
into some 8 bin. Due to charge misidentification only Pn; of them will be recognised as
positive and found inside this bin, the rest will be classified as negative and the dircclion of
the oppusite jet will go into the plot. In exchange fur this loss some negative jets will be
taken as positive and found within the bin. If the true number of negative quarks were n; in
the smne bin, (1 — P)n, jets will be seen as positive. The nunber of jets classified as positive
(negative) will thus be

n, = Pny+4 (1 - Py n =(1-Pny+ Py
The measured charge asynuuetry in this bin will be thus

Ameer = Ry oM (2P - 1]1!' LI (2P - 1)A'™
nidn Ny kg

Whete 47 is the true asymmeltry. The mcasnrement vesull must Le therefore corrected by
the factor 1/(2P 1) in order 1o get the true asymuetry - the same factor will multiply the
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Table 5.2: The dependence of the charge reconstruction results on the charge difference cut.

QCDFF prediction for b events with 7 == 1. Errors are statistical only.

T Tt T Teharge T
g* - ¢ cut | identification fraction of L
T | probability P events left 2P -1
0.00 0.7150 £ 0.0061 1.0000 2.33
0.05 0.7393 + 0.0063 | 0.8818 + 0.0043 2.09
0.10 0.7589 + 0.0085 | 0.7716 1 0.0056 1.93
0.15 0.7833 + 0.0068 | 0.6646 + 0.0063 1.76
0.20 0.8062 + 0.0071 | 0.6576 X 0.0067 1.63
0.25 0.8254 + 0.0075 | 0.4650 + 0.0067 1.54
6.30 0.8428 + 0.0079 | 0.3856 + 0.0065 1.46
0.40 0.8754 + 0.0088 | 0.2533 + 0.0058 1.33
“¢*q < 0| 0.7856 1 0.0074 | 0.5543 £ 0.0067 [ 1.75

statistical error of the measurement. For P = 0.7 (as given by the jet weighted jet charge
method) this would niean an error iucrease by a factor 2.5. 1t was therefore checked if it were
possille Lo iucrease the charge reconstruction probability, even at a cost of some loss in the
number of eveuts.

Oue obvious way to attempt to increase P is to accept only events in which the measured
charges of both jets have opposite signs. This method of increasing the probability was often
applied by experiments using the weighted charge method. ln the special case of this analysis:
using y = 1 for the b events the QCDFF Monte-Carlo predicts a loss of 44% of events through
this requisement, and the probability of correct chasge assignment of 0.7855 + 0.0074 among
the remnining ones (o be compared with 0.7160 before the cut).

Another way to increase the charge identification probability would be to exclude events
with low difference between the jet charges. The charge assignment in an event with small
charge difference can be casily reversed by measurement errors ~ leaviug these events out
could increase the reliability of the method. Table 5.2 shows the resulls of applying the
charge diffcrence cut 1o the QCDFF Monte-Carlo events. The resulls shown were obtained
for b events, using the exponent y = 1. For comparison, the result obtained with the “opposite
charge" requirement is also disptayed. The table shows, that it is more advantageous to cul
on the charge difference than to require that the events have opposite charges. It shows also,
that the cul gives only modest increase of the identification probability, while the price paid
in the number of events lost is quite high. In the fusther course of the analysis it was seen
that an additionn! cut on the jet charge difference could reduce the statistical error on the
measnred asynnetry by at best 10%. In view of additional contribution to the systematic
error introduced, it was decided not to apply any cuts on the jet charges in the analysis.

To complete the considerations about charge identification, a word aboul the cffect of
neatral B mixing on the results is needed. As was nlready said, the methods which use
leptons for charge identification are sensitive to the B - B oscillations, if the mixing between
neuteal B's would be maximal, the lepton tag would be able to identify the B quark charge
only in charged B decays. The weighted charge method was from the beginning designed
to use the event fragmentation history to tag the quark charge, and shonld be basically
insensitive to mixing phenomena, which accnr long after the fragmentation has finished. One
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can for example check that in the s quark jets the K° — R° mixing will not affect the charge
reconstruction - this because the K decays into charged particles are synunetric.

The B® case is however not that simple. The B° decay proceeds via an intenediate
charm state, and is thus not completely charge symmetric. It can therefore be expecied that
the mixing affects the charge reconstruction. Still, the effect expected is smaller than in the
lepton tag. An additional safety factor comes from the fact, that the weighted charge method
always compares the two jets in an event - therefore a change on one event side does not
necessarily produce the wrong auswer.

One can roughly estimate the effect of mixing on the asymmetry measured with jet charge
tagging. Taking the upper limits on the mixing parameters from the experiments |7}, and
making reasonable assumption about numbers of various B species in the fragmentation
products, one can estimate that in at most 20% of events a B - B transition occurs. Assuming
that 30% of those events will get their jet charge assignment changed (which is probably the
worst case) this would result in reducing the measured asynunetry by at most 6%. It was
therefore decided that on the precision level of this experiment the effect can be neglected.
However in futurc high precision aualyses one should more carefully evaluate how the jet
charge determination is affected by mixing. -

5.2.3 Results

Having developed a metliod for primary quark charge determination, a measurement of the
asymmetry was done. The input event sample was taken from the vertex tagging method,
with cuts slightly released in compatison Lo those used in the previous analysis. This decision
was taken after it was checked that the increase in the statistical error cuused by higher
non-b background was offset by improvements from the larger number of events and better
knowledge of the sample purity (due to higher number of double tags). The actual cuts used
were:

§>45 €<2¥ Q- -15.

These culs selected 979 tagged events - the double tag methad tuld that out of those 58+ 6%
are bb production events. The charm content was estimated to 21%.

In the next step a distribution of the polar direction of the positive jet axis was found
{figure 5.17). The sphericity axis was used as jet axis. Asin the TASSO cvordinate system
the electron goes in the negative z direction, this is the distribution of the angle Letween the
incoming cleciron and outgoing negative quark. Therefore for the Q = —1/3 quarks this is
directly the asynunetry plot, while for the Q = 2/3 ones this is a “reversed plot” (showing
the ontgoing antifermion). For comparison a 1 + cus?8 function is also plotted.

The next siep was to calculate the asymmetry of this distribution. Several methods can be
used in principle for this purpose, a review of varivus methods can be found in [61]. For this
analysis Lhe maximum likelihood method was chosen. The idea of the maximum likelihood
fit is to maximise the joint probabilily function

L;ﬁP(T,‘)

where P(z} is the probability densily function for the measngement (P(z)dr is the probability
of obtaining in a single measurement the value between » and r + dz) and the product extends
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Figure 5.17: The cos 8 distribution of the positively charged jet direction in the tagged sample.
Dashed line shows the symmetric distribution 1 + cos®6.

over all thie measurement results z;. In the particular case z = cos @ and P(z) has the form
(1 +z2 4 gAx) E(z)

P(xr) = —— PN S St A
S (1427 + $4z) B(z)dz

E(r) is here the detector acceptance function and 4 is the asymmetry (to be determined).
One can thus construct the log likeliliood for the given set of measuremnents z; = cos ¥

n, L8 " 1 .. 8
HA) - log L - ?;Iug(l g 5,&,) + Y lo(E(e) - nlog/_’{l el 4 S ADE()dz

In this formula the second terin does notl depend on A, and can therefore be dropped in
maxinnun finding. Moreover, if E(r) is an even function (as it is in the case of a symmetric
detector) then also the integral does not depend on A and can be dropped. The problem is
thus limited to finding a maximum of the funclion

= 8
= Zlog(l 424 sAzi)
i=1

or, equivalently, 1o the problem of solving an equation
dt 82 T;
QAT A% a

which is an easy mmuerical insk. Also the estimate of the variance of A is eusy to find - it
caun he shown |62] tha

2
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Figure 5.18: Derivative of the log likelihood funclion as a function of A for the tagged events
from figure 5.17.

is an asymptolically unbiased estimator of the variance (in the limit n — o). The main
advantage of the maximum likelihood method is thus that it does not require knowledge
about the acceptance function E(z) - maost of the other methods need it at least for variance
estimation.

Figure 5.18 shows the first derivative of the log likelihood ! as a function of the assumed
asymmetry A. It is seen that the derivative is to a very good approximation a linear function
of A - this means that the asymptotic behaviour has been reached and the likelihood function
itself is very well approximated by a gaussian curve. The asymmetry read from this plot was

A, = —0.0300 1 0.0352.

This value is a combination of individual guark contributions. The coniributions to the
asymmetry add linearly, so one can write

Araw = 3 Ji(2P, - 1A,

where the sum is over quark flavours, f; is the fraction of events with primary quark flavour
i in the sample, A, is the asymmnetry contribution from this flavour, and F; is the probability
of correct charge assignment. This formula was nsed to extract the b asymmetry. In order
to be able to do it, one has to assume that the asyniuetries for other flavours are as given
by the standard model. Doing this, taking the f's from the double tag prediction (with an
assmiuption added that the v :d: s ratio is 4 :1 : 1) and the P’s from table 5.1 the following
result was obtained:
Ay - 01414004
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The various sources contribwling to 1he systemalic error on Ay ere listed in table 5.3
together with their estimated contributions.

Table 5.3: Confribulions to the sysiematic error on Ay,

. [‘_._”“_- T Source | Contribution
b (0;{6‘;]?‘:)?”‘"!‘;1855(‘(] sample - 10.025
‘flavour composition of the background events 1.0.020
‘madel dependencies of the charge identification 10.011
probabilities for light flavours
error on the probability of charge identificationin | +0.005
the bevents — R
errors on the predicted asymumetries of the light 1-0.005

flavours

Adding the above systematic contributions in quadrature a total sysicmatic error of 10.04
was obtained. The final result is thus

Ag = -0144 0.4 £ 0.04

consistent with the standard model predictions. The result compares also well to the other
measurements and has a smaller error then most of the lepton methods (with exception of the
JADE [46] result). The error is dominated by the sample statistics — this could be improved
by more data, but also by a more precise vertex detector. The method can be thus seen as
potentially very powerful.

Simmnary of the Asymmetry Measurement

A tagged b event sample of about 1000 events with an estimated bb content of 59 1 6% has
been used to measure the forward-backward asymmetry in the b quark production. The
gnark charge was identified using a method based on a weighted jet charge. The mensured
asyununetry value is

Ay = —0.14 + 0.14 (stal.) 1 0.04 (syst.)

to be compared with the Standard Model prediction of

AT = -0.242 4 0.015 1 0.015.
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