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A Measurement of the Total Abstract
PhOton_Pr Oton Cross SeCtion With the The measurement of the total photon—proton (yp) cross section ( U'Y;' ) by the ZEUS detector
ZEU S D et e ctor at HERA using the electron-proton (ep) collisions of the HERA collider is presented. The almost real pho-

tons are emitted by the electron beam and are tagged by detecting the scattered electron. The had-
ronic system of the interaction products is measured in the main ZEUS detector. The effect of
background on the measured sample is examined and the background events are statistically re-
moved from the sample. A comrection is determined for the inefficiency of triggering on photopro-
duction events. The ¥ cross section is measured for three values of the Y centre of mass energy,

Wy, giving 011 = 181 £4 (stat) * 7 (syst) pb, 6%' = 195 £5 (stat) * 13 (syst) b, and
P 8 14 w 17
b Gft‘;' = 199 £ 6 (stat.) f;g (syst) pb for W, = 181 GeV, 206 GeV, and 229 GeV respectively.
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1 Introduction

What are the basic building blocks of all matter, and how do these constituents interact?
Looking for the answer to this question is the basis of particle physics. The present notion that all
matter consists of leptons and quarks and the interactions between these constituents are mediated
by gauge bosons is known as the “Standard Model” of particle physics. One of the basic tools of
the particle physicist to examine these constituents is the collision of two particles at high energy.

In 1992, a new type of collider became operational at the Deutsches Elektronen SYnchro-
tron (DESY) accelerator complex in Hamburg, Germany. HERA, the world's first electron-proton
(ep) collider, provided ep collisions with a center of mass energy, JE an order of magnitude larger
than had previously been attained in fixed target experiments. A fraction of the ep collisions occur
via the exchange of an almost real photon. The interaction of the low virtuality photon with the
proton can be used to examine photon-proton () interactions. Fixed target experiments have
shown that in collision with protons up to ﬁ ~20 GeV, the photon behaves in a manner similar
to hadrons. Until the completion of the HERA accelerator, the behavior of photons in w collisions
above 20 GeV center of mass energy had been unexplored.

The energy dependence of hadron-hadron (Ah) interactions has been measured experimen-
tally to decrease with energy up to .,/; ~ 10 GeV, and then to rise slowly. This energy dependence
can be parametrized using Regge theory or minijet models based upon fits to the copious amounts
of hh interaction data. At the highest fixed target energies, the Y cross section was also observed
to follow this behavior. However, in addition to this hadron-like behavior, at the high .,/; attainable
at the HERA collider, photon interactions may also have a large component coming from parton
processes. The models describing p interactions and their predictions for the total cross section at
HERA energies are discussed in Chapter 2.

Two large detectors, ZEUS and H1, have been buiit to study the ep interactions at HERA.
A description of HERA and the components of the ZEUS detector used in this analysis is given in
Chapter 3. The clectrons and protons collide at the center of the detector, and the products from the
ep interactions ate measured in the hermetic ZEUS detector. The events used to study yp processes
must first be separated from the other physics processes and any background processes with similar
signals in the detector. This is the focus of Chapter 4.

In this analysis. the main calorimeter of the ZEUS experiment is used to measure the energy
distributions of the hadronic system from the  interactions in which the scattered electron is de-
tected in the electron calorimeter of the luminosity monitor. These distributions are necessary to
determine the cross sections for the various hadronic-like subprocesses used to describe p inter-
actions. From the subprocess cross sections, a cotrection for the detection efficiercy of the main
calorimeter is determined in Chapter 5. The scattered electron is used as a tag of the virtual ex-
changed photon. The energy of the photon is determined from the measured electron energy. The
cross section is determined for photons with average energies of 10 GeV, 13 GeV and 16 GeV col-
liding with protons of 820 GeV. These photon energies correspond to scattered electron energies,
E,..intheranges 9.2 GeV < E,. < 18.2 GeV as discussed in Chapter 6. The ep cross section is ob-
tained by counting the total number of ¢p events in each scattered electron energy bin and correct-
ing this for the main calorimeter detection efficiency. An iterative comparison of the ep events
from the data and a Monte Carlo model allows the determination of the Y cross section which in
turn is used as an input for further Monte Carlo gencration. The final results are given in Chapter 7.



2 Photoproduction at HERA

AtHERA, measurement of photon-proton () interactions is possible by studying the elec-
tron-proton (¢p) collisions. The electroweak interaction between a colliding electron and proton is
dominated by the interaction of a photon from the electron with the proton. This chapter will re-
view the theory of W interactions at high energy, and the relationship between the 1p and the ep
Cross sections.

2.1 Electron-proton interaction

In the Standard Model [1] (SM) of elementary particle physics, the interaction between two
particles occurs through the exchange of a gauge boson, as is illustrated in Figure 2-1 for a first
otder ep interaction. The boson, g, is exchanged between the incoming electron, e, and the incom-
ing proton, p, producing the outgoing lepton, ¢ ', and the hadronic system, My.

According to the SM, there are two familics of elementary, point-like particles. The mem-
bers of the lepton family can exist as free particles and interact clectromagnetically and weakly,
while the quark family, which can also interact strongly, are confined in hadrons by the strong color
ficld For ep collisions, as illustrated in Figure 2-1, the interaction is either clectromagnetic or

e (E k)

l

p(E, P

Figure 2-1 The basic diagram for electron-proton interactions

weak, thus the scattered lepton can be either an electron or an electron neutrino. In Figure 2-1, an
electromagnetic interaction with a scattered clectron, e is shown.

According to electroweak theory [2], which combines electromagnetic and weak forces
into one unified theory, the exchanged boson can be a photon (Y), a neutral weak vector boson (7%),
or a charged weak vector boson (W*). The total ep cross section, O,p, contains a propagaor factor,
G2, for the gauge boson of the form

G(m) = l/(qz—mz)- 2.1)

Therefore, while the exchange of the massive! weak gauge bosons is allowed, virtual photon ex-
change is the dominant interaction for low q2 ep interactions (—q2 << 1 GeV?) at ZEUS,

ep—se'+Yp. 22

The events of Eqn. (2-2) can be further classified into deep inelastic scattering (DIS) events

involving a highly virtual photon (—q2 = éz -E ‘21 >1 GeVv?), and photoproduction events with an

almost real photon exchanged. DIS events are generally characterized at ZEUS by the electron be-

ing observed in the main calorimeter, while the slightly scattered electron of photoproduction cs-

capes down the beampipe and has a possibility of being observed in the electron detector of the
luminosity monitor (LUMIE)?.

22 Kinematics

A full description of an ep interaction requires knowledge of the incoming and outgoing
particles. Knowing the four momenta of the initial electron and proton and the identity of the scat-
tered lepton, which for ep scattering of almost real photons is predominantly an electron, only two
independent variables are needed to define the interaction of Figure 2- 1. [n the laboratory frame, it
is often convenicnt to use the scattered electron energy, E” and the scattered efectron polar angle,
6 when the electron is observed in the main calorimeter. For photoproduction cvents, ZEUS does

not have a measurement of 8, thus other variables are required to define the cross section

It is common to define the cross section in terms of the Lorentz-invariant variables

0’ = —g* = —(e~e?, @
y=pg/p-e, a4
x=070p q. @5

1. The current masses for the weak gauge bosons are m , = 91.187 GeV and "o = B0.22GeV [3].
2. See Section 3.5 for a description of the luminosity monitor detectors.

4



The square of the four momentum transfer (o the proton, (%, defines the virmality of the exchanged
photon. When viewed from the rest frame of the proton, y defines the fraction of energy lost by the
electron tn the interaction. If viewed from a frame where the proton has infinite momentum, the
variable x defines the fraction of the proton momentum participating in the interaction. The above
three variables are related through the reduced centre of mass energy squared,

=2 p=iEE,, (26
by the relation
Q2 = x)'.}. @n
To an excellent approximation, 5 is equivalent to the ep center of mass energy squared,

s = (e+p)2=m3+m;+28-p53', 28)
where J; the centre of mass energy of the ¢p interaction, defines the maximum energy available
to any process in the collision. Also of interest is the center of mass energy of the W system,

2 _ 2
W = (g+p)°. (29)

The boson propagator term, G, gives the ep cross section a Q2 dependence S, Q_4.
Therefore the majority of ep interactions will occur at low Qz via the exchange of an almost real

photon (@2 = 0 GeV2). Expanding Eqn. (2-3) gives

Q2 = —m:—mf,+2EE'—2kk'cose, (210)

where all variables arc defined in Figure 2-1. Here, 07 is smallest when cos8 = 1 which gives
8 = 0. The minimum possible Q7 is then

2 2

2 12 , i 22 , my M

Qin = —My ~m_,+ 2EE’ = 2kk' = -m, —m, + 2EE (1— 1 +E +m7). @

Also expanding y from Eqn. (2-4) for © = 0 gives

. P’ £
}_'zl—%cos2§ = l_f for 8 = 0. @12)
Using Eqn. (2-12) and mf = mf, gives
, _my

Omin™ 15 @13)

iﬂn defines the minimum four momentum transferred by the photon as allowed by energy and

. b .
momentum conservation. 0 can now be expressed in terms of Q,an by

8
Q2 = Q,zm.n + 4EE’sin3;. (2-14)

As was discussed in Section 2.1, the slightly scattered electron escapes undetected through
the beampipe as illustrated in Figure 2-2. This Figure depicts a typical photoproduction event
where the initial electron, which enters from the left, interacts with a proton entering from the right,
colliding in the center of the ZEUS detector (see Chapter 3 for a description of the ZEUS detector).
The slightly scattered electron escapes down the beampipe and can be detected in LUMIE. A pho-
ton calorimeter (LUMIG) also exists to detect photons from background events, such as
bremsstrahlung interactions (see Section 2.6), or from higher order effects such as real photon
emission from the electron (see Section 2.5.3). The low QZ events in which the electron is detected
by LUMIE are know as fagged photoproduction events. The events in which the scattered electron
escapes detection entirely are known as unfagged events. The tagged events allow the calculation
of the kinematic variables y and Q2
tron scattering angle cannot be measured directly, the acceptance of LUMIE limits the angle with
which the scattered electron may be detected (see Section 6.3.4), thus effectively limiting the Q2
range.

using the scattered electron energy, £ . Although the elec-

FCAL  BCAL RCAL
l l L l 107m
= {
S — g LUMIG
= : S '
A . LUMIE
ISm

- P
- L

Figure 2-2 Photoproduction event topology at ZEUS

A typical photoproduction event where the initial electron enters from the lefi, the initial proton
from the right. The electron from a low Qz event can exit through the beampipe and deposit
energy in LUMIE. Photons from background processes (i.e., bremsstrahlung) and higher order
effects (i.e., initial and final state radiation) continue straight and may be detected by LUMIG.



23 Photoproduction

The current understanding of photon interactions is of a photon that can fluctuate between
a bare photon state and virtual hadronic states, where the small hadronic component may undergo
conventional hadronic interactions {4). The probability for the photon to interact as a hadron de-
pends on the photon coupling to a quark-antiquark pair, thus is of order Jot. In this view, the photon
can interact via its hadronic component provided that the fluctuation time is larger than the inter-
action time, Ir> 1;,,, {S). For the virteal photons of ep interactions

2E ZEq
= = — {215)
I Q2+m%, mf,

for the small virtualities of tagged photoproduction (QZ <0.02 GeV? from Section 6. 3.4)at ZEUS.
This behavior is similar to that of real photon scattering. Here, my, is the mass of the vector meson
Aucteation of the photon (see Section 2.3.1), typically the p mass (770 MeV). The fluctuation time
is calculated in the rest frame of the proton, resulting in a fluctuation time of = 10* fm/c for the
case of a 12 GeV photon incident on an 820 GeV proton. The interaction time is of the order of the
proton radius,

Ting=Tp» (218)
resulting in 1, =~ 0.8 fm/c much smaller than i

All the possible photon interactions must be considered for a complete description of Yp
scattering to obtain the final Y*p cross section. Even with the small fraction of hadronic states, of
order Jfot, the large majority of observable photon interactions are expected to happen through the
hadronic component due to the much larger AN cross section {6). The vector meson dominance
(VMD) model successfully describes this component of Y*p interactions. A similar interaction,
which has been omitted until this point, is the photon coupling to a lepton pair, or pair production.
The cross section for pair production is far larger than for gg production; however, to first order,
the produced lepton pair would not undergo strong interactions, and this component can be neglect-
ed and will not appear further in this analysis [6). A second category of events, known as anoma-
lous events, arises when the photon is resolved into a high mass, perturbative quark-antiquark (gq)
pair, one of which interacts with the proton. A third category of events where the bare photon in-
teracts with a parton from the proton, the so called direct events, must also be considered. The total
photoproduction cross section is given from the sum [7) of the three mentioned contributions:

W, 0% +07? (w0 @m

anomalous

2 2
ol P(W.0% = ol b (W, 0% +olf

The total cross section for different models is determined by assuming different cross sections for
the individual pieces of Eqn. (2-17).

2.3.1 Vector meson dominance

As stated above, the premise of VMD is that the photon can fluctuate into a hadronic state
which can undergo hadronic interactions. The hypothesis of VMD is that the photon hadronic state
is composed solely of three vector meson states with the same qQuantumn numbers as the photon
("€ = 17), pamely the p,®, and ¢ mesons. VMD also asserts that the bare component of the photon
cannot interact with hadrons. VMD is found to account for only 80% of the experimental cross sec-
tion [4]. The remainder is sometimes accounted for by the addition of heavier mass states. This is
known as generalized vector meson dominance (GVMD).

The YMD prediction for the transverse and longitudinal components of the total cross sec-
tion [8][9] is

2 2
?p 2 _ ez( my ) "
o (W, Q% = S| —5— | 652 (W)
T Q v=§‘m,¢ff, wlagt) o

{2-18)

of Pw, 0% = 1P w, o
my

at a centre of mass energy W and photon virtuality Q2 The coupling of the vector meson to the
photon is given by fy which is determined from ¢*e" annihilation 14]. The variable &, which is a
constant of O(1), is introduced since the longitudinal and transverse polarized vector mesons may
not have the same cross sections. For the low Q2 tagged photoproduction at ZEUS, the contribution
from the longitudinal component of the VMD cross section is assumed to be negligible and is ig-
nored (see Section 2.5.3).

The hadron-like interactions of the photon are thus described in terms of Vp scattering.
However, a description using Vp scattering is not very useful unless it can be measured directly.
The vector mesons are too short lived to create a beam for scattering directty. However, the addi-
tive quark mlg states thmlthe v?lcncc quarks determine the behavior olf hadr_on-had:‘on collisions
[6}, hence cfofzofg‘: =3 (c:‘m”+ c;:"”) and sz',as ﬂf:,” +c£r’ -3 (o'fof + c;‘;,") . The dif-
ferent classes of hadronic scattering, such as elastic, diffractive and non-diffractive events, carry

over to Vp scattering and are described in more detail below.
2.3.1.1 Elastic diffraction

Elastic scattering refers to the process

Yo Vp @19)



as shown in Figure 2-3a. The partial differential cross section. 46/ d1. from elastic proton-proton
(pp) scattering was observed to display characteristics reminiscent of diffraction of light by a cir-
cular aperture [10]. Here. ¢ is the square of the four momentum transfer between the hadronic sys-
tems. From optics, the intensity of scattered light with wave number k at an angle 8 beyond a
circular aperture of radius R with respect to the intensity at 8 = 0 is given by

I_ . R,
- -5 k0)2. (@:20)

In direct analogy, the partial cross section for elastic pp scattering with respect to zero angle scat-
tering from fits to data is given by

da/dt b

wotl o 2
(ozan, ;= ¢ =17bap®)". @21

Equating Eqn. (2-20) and Eqn. (2-21) gives

bd = T @22

As in optics, the slope of the elastic scattering is related to the size of the scattering object [10].

a) elastic diffraction b) photon diffraction ¢) proton diffraction

¢ p,in¢ pand T remnant p.g p.0%
Lo ———= 1 ’:N\:(ﬁ——

e

P 3 P U P p rem
d) double diffraction e) soft scattering - f} semi-hard scattering

P04 . Yremnant

p.ad
LV\A:C% ) 1
| Lowp
|
4 j p vcmmmlE

product
Figure 2-3 Photon-proton interactions of VMD
The incoming photon, ¥, first transforms into a vector meson, p,&,9, before interacting with the
proton, p. The various processes of hadron interactions are shown. a) shows elastic scattering
where the proton and the vector meson both remain intact, b), ¢) and d) show diffractive
scattering where one or both of the proton and vector meson diffracts into a higher mass state.
e) and f) show non-diffractive soft and hard processes.

Two separate derivations in [11] estimate the contribution to the total cross section due to
elastic scattering processes to be 0(10%) at HERA energies. The comparisons utilize the relation
between the elastic and total cross section from the optical theorem [6],

2
do St

— = —. 223
drl_, l6n

The estimates will be used for comparison with the results of Chapter 5.
2.3.1.2 Diffractive scattering

In inelastic diffractive processes, one or both of the incoming particles diffract into a higher
mass state as shown in Figure 2-3b,c.d. They are classified according to the diffracted particle as
follows { 12]:

proton diffraction: ¥' p — VX ” (z24)
photon diffraction: ¥ p — Xp, (2:25)
double diffraction: Y p — XyX,. (226)

The double differential cross section for hadron dissociation, kp — Xp, is known to vary
exponentially in f and to have an M;(Z dependence | 13],
dzﬂ' ebin

o

f

didM} 2)¢’ e

x (My)
where My is the mass of the diffracted state. A further € dependence on My is added in view of the
CDF results [14] which show an M}Z‘zdcpcndcme. The inclastic slope, by,
about one half of the elastic slope (see Section 2.3.1.1 above) and appears to be independent of My

for My > 4 GeV (photon diffraction) [13]) or My > 5 GeV (proton diffraction) [10).

is measured to be

2.3.1.3 Non-diffractive scattering

Non-diffractive hadron-hadron scattering can be further subdivided into soft and semi-hard
interactions. The soft events, shown in Figure 2-3¢, are characterized by small py and are not in the
diffractive classifications above. The internal energy scale of the events is too small for perturba-
tive calculations, so they must be modelled on parameterizations based on previous experimental
measurements {12].

The vector mesons, like all hadrons, are made up of valence quarks, and a sea of virtual glu-
ons and gq pairs. Each of the sea partons carries only a small fraction of the total momentum of the
hadron. The pointlike constituents of the proton and the vector meson can interact directly as

10



shown in Figure 2-3f. The small @2 of photoproduction implies that the virtual photon probes the
low x region of the proton from Eqn. (2-5), thus this type of interaction is dominated by the sea
partons from each hadron and only a small fraction of the total center of mass energy is involved.
The products of the interaction hadronize into minijets, so named because of the small momentum
fraction carried by each interacting constituent. This semi-hard contribution is usually combined
with the anomalous component into aresolved photon component (see Section 2.3.2 below).

2.3.1.4 VMD summary

The resulting VMD contribution to the total cross section can be expressed as a combina-
tion of all the individual hadronic processes,
Yr _ VP P P iaTP TP
SviD = Celas* Opdir* Oydir* Cadigt Cnai @29
where elas refers to the elastic interactions described in Section 2.3.1.1, pdif, Wif and ddifrefer o
proton diffractive, photon diffractive and double diffractive processes respectively, described in
Section 2.3.1.2, and ndif refers to the non-diffractive processes of Section 2.3.1.3.

2.3.2 Parton level processes

In parton level processes, the photon interacts with a parton from the proton. Parton level
processes are further subdivided into direct processes and anomalous processes.

In direct processes, the photon directly couples to a charged parton from the proton as
shown in Figure 2-4. With the full energy of the photon involved in the interaction, the direct
mechanism is the domi process for the highest pr jets in photoproduction and is characterized
by the absence of a photon remnant.

a) Boson~gluon fusion
b) QCD Compton

.,

jets Jets

5 p remnant

P P remnant

Figure 2.4 Direct processes
The photon directly interacts with a parton in the proton. In boson-ghion Jusion, a), the photon

combines with a gluon producing a quark-antiguark pair. In QCD Compton. b), the photon
couples to a quark from the proton.

Although the basic assumption of VMD is that the bare photon does not interact with the
proton, experimental evidence exists that shows direct interactions do in fact occur. In comparing
 interactions to &p and Kp interactions, the OMEGA Photon Collaboration observed an excess
of charged particles at high py [15], which is attributed to direct interactions. An unambiguous sig-
nal for direct events has also been observed by ZEUS [16] and H1 [17] in the photoproduction of
di-jet events,

In anomalous processcs, the photon splits into a gg pair, one of which interacts with apar-
ton from the proton as shown in Figure 2-5. This closely resembles the VMD hard non-diffractive
scattering described in Section 2.3.1.3 and shown in Figure 2-3f. The two processes differ by the
parton distribution function describing the photon. The anomalous photon is described by a 99 pair
which share the momentum and energy of the photon whereas the VMD photon is described by a
vector meson parton distribution. Since only the gg pair share the momentum of the photon, the
anomalous parton distribution is much harder than the vector meson parton distribution. Therefore,
the high pr jet events with a photon remnant are dominantly from the anomalous contribution and
not the VMD component.

Since the anomalous and hard VMD component are so similar, the usual convention is to
combine the two into one resolved contribution. This is accomplished by creating a single photon
structure function, similar to the proton structure function, which is a combination of the two indi-
vidual components, defined as

FZ - F;/MD+anamalou:_ @29

24 Parameterizing the total photoproduction cross section

In Section 2.3, the various pieces making up the total cross section were described. Differ-
ent theoretical predictions are obtained by applying different weights to the components of
Eqn. (2-17) and Eqn. (2-28). Three classifications of predictions are described below.

Y Y remnant Y ¥ remnant

Pp remnant p remnant

Figure 2-5 Resolved processes
The photon splits into a quark-antiquark pair, one of which subsequently interacts with a parton
Sfrom the proton,



24.1 Regge theory parameterizations

The Regge theory parameterizations are based on the VMD photon and Regge phenome-
nology [18). In Regge theory. the interaction of two particles is mediated by the exchange of an
effective particle called the reggeon. The predicted behavior from reggeon exchange is a cross sec-
tion falling as a power of the 1 center of mass energy. A review 3] of the cross section dependen-
cies for different hadronic interactions shows that hadronic cross sections do fall off at low energy,
and then begin to rise again. This rising behavior is attributed to the exchange of the pomeron, an
effective particle with the quantum numbers of the vacuum.

The total cross section in Regge theory can be expressed as

ol = og,qu"'_ : +o‘;t- s l, (230)
where s is the square of the Y center of mass encrgy (in GeV?y, the first term is attributed to pomer-
on exchange and the second term to reggeon exchange {19]. op and O.x denote the pomeron and
reggeon angular momentum respectively, determined when the square of the incoming and outgo-
ing proton four momentum difference, 7 = 0. og and Gg represent the coupling of the pomeron and
reggeon to a specific particle. The determined powers, Opand iy, are universal, whereas the cou-
plings cg, and o"; are dependent upon the process.

Donnachic and Landshoff (DL) [ 19] have performed a fit to existing data to determine the
powers and couplings of Eqn. (2-30) for different reactions. The effective powers were fit using pp
and pp data, resulting in 0tp— 1 = 0.0808 and O ~ 1 =-0.4525. Fits to yp data resulted in couplings
of 6 =61.7 b and 65 = 129 b.

Using the same method as [19] above, the CDF collaboration have determined another pa-
rameterization (DL2) with the inclusion of new measurements at J; =546 and 1800 GeV {20].
This prediction differs in the pomeron angular momentum, which is measured to be Op—1=0.112.
The new fit results in g - 1= -0.402, 63 = 54.9 b and a"x = 139 pb for photoproduction.

The basis of the Abramowicz, Levin, Levy. Maor (ALLM) (21} prediction is the smooth
description of data through the whole range of possible Q2 values, from Q7 = 0 to the highest mea-
sured values, The low Qz photoproduction region is described by Eqn. (2-30) with Op— 1 =0.045
and g~ 1 = -0.6.

24.2  Minijet parameterizations

The total cross section for minijet parameterizations can be expressed as

v -
Sior = U:oﬁ*° ()

Jert
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where O, arises from non-perturbative VMDD interactions which are constant with energy above
the low energy region, and Gjer from hard perturbative jet processes which increase rapidly with
energy. Thus the rise of the total cross section is attributed solely 10 the hard jet processes. The one
important input to the calculation of the minijet cross section is the p, cutoff, p'}"" . below which
perturbative cakulations cannot be used. The value of p?i " used has a large effect on the calculat-
ed cross section at high energies. The rapid rise of the cross section is usually attributed to the small
x behavior of the gluon density functions used At higher centre of mass encrgies, smaller values
of x are sampled. Thus the behavior of the cross section depends on the structure function used, and
the value of p?i". Direct interactions are also assumed 10 contribute a small amount to the total
cross section. The minijet approach in general predicts a faster rise to the cross section than other
approaches, and the different models should be resolvable at HERA energies.

243 Schuler & Sjostrand parameterization

The mode! of Schuler and Sjbstrand {6] attempts to smoothly describe the cross section
from soft to hard processes. The basic assumption is that photon interactions fall into three catego-
ties: bare, vector meson and perturbative gg. The distinction between the categories is made by two
Py cutoff scales. The first cutoff scale, Po= m‘/Z =0.5 GeV, is applied to the Y — g7 vertex. If
the common p; of the ¢g is less than p, then a vector meson wave function is used, This is the same
as VMD from Section 2.3. 1. Direct and anomalous events are then characterized by p, > pp. A sec-
ond pcutoff, p ... defines the minimum p; of hard parton-parton interaction in hadronic events.
This is directly applicable to the hard non-diffractive interactions of VMD., P | min 15 assumed to
be energy dependent, and of the order of 1.3 GeV at HERA encrgics [22]. Events above p . are
assumed to undergo a hard interaction and be perturbatively calcuiable. Below P | min» the events
are described by a minimum bias phenomenology. A corresponding p | min CUtOff is also necessary
10 describe anomalous events, but here, the cutoff is found to be slightly higher, approximately
2.2 GeV. Vaniations onthe value of pjand P | min change the predictions for the total cross section.

25 Measuring the total photoproduction cross section

In the preceding sections, the various processes and parameterizations of real photoproduc-
tion interactions have been reviewed At HERA, however, the almost real photon originates from
the scattered electron beam. Although this is the dominant interaction, what is measured is the total
€p cross section, which also includes the electron-photon vertex (sce Figure 2-1). To measure the
W cross section, the ep cross section must be related to the yp cross section.

251 Relating ep and p cross sections

A detailed derivation of the telation between the w and the ep cross sections is given in
(12]. In summary, the total ep cross section can be written in the form
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where 0y and Gy are the Y*p transverse and longitudinal components of the cross section respec-
tively, and Q2

in 1S Biven by Eqn (2-13).
The two components of the cross section for the virtual photon can be compared for YMD

by taking the ratio from Eqn. (2-18),
6, /0~ Qz/mf,. 233

As long as the virtuality of the photon is kept small compared to the characteristic scale of the in-
teraction (i.c., @7 << mf,~ 1 GeV? inthis case), the longitudinal component of the virtual photon
cross section is small. Also, from Eqn. (2-18), the 07 dependence of Or is very small for
Q2 << m%,. which means that the uncertaintics in the extrapolation Q2 — 0 for real photons are
also small. For the direct and anomalous components, the characteristic scale is defined by the
QCD mass scale, A ocp - 0.2 GeV, thus the longitudinal component becomes negligible for
Q<< )\20‘.0. As fong as Q2 is much smatler than the characteristic scale, be it the vector meson
mass of Agep, the virtual photon is very similar to a real photon. Numerical estimates for the
tagged photoproduction at ZEUS in [9] also show that the effect of Gy should be negligible. The
approach taken in this paper is the Taylor expansion of 6; and Oy as a power series in 0’ The first
derivatives of 6; and 67 are then cvaluated and shown to give a negligible correction. The ability
to ignore the non-zero mass and longitudinal polarization is known as the equivalent photon ap-
proximation (EPA) for ep scattering [12].

Using the above results, Eqn. (2-32) reduces to

14
Oror (V) @38
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where 0;1:, is the tota) Y cross section for real photons, and is thus independent of 92 . Integrating
over QZ. with Q7 given by geometric acceptances and the constraint that Q,zn 21 i much smaller
than the characteristic scale, gives

40,00 o1+ (1-y)2 Qhur -y QL
ep - max _ Smin w
& = Zn[ " ln--——--—Q2 2 5 (l 7 ]]Um(y). (2-35)

min max

'

The y dependent term in p

is can be thought of as the flux of photons accompanying the
electron, and can be expressed as f{y) giving

dcep( v) w
g 0,00 (236)

2.5.2 Measuring the w cross section using the EPA

In principle, the total ep cross section is obtained by counting the number of interactions in

a given region of phase space per unit of total luminosity. Eqn. (2-36) can then be used, with the
calculated flux, £, to arrive at the total ' cross section for a given y. In practice, this is far t00 sim-
plk a view as detector effects play an important role in the total events counted. Allowances must
be made for the acceptance of events in cach of the detector components required in the event trig-
ger (see Section 5.6 and Section 6.3.4),

w,.,_ 1 Ny 1

6P (y) = el

rorY) L) £ A @
where N(y) is the total number of events for the ep interactions, L is the integrated luminosity, and
A(y) is the acceptance for the events in the detector.

The event topology for tagged photoproduction is shown in Figure 2-2. A combined signat
in the rear calorimeter (RCAL) and in LUMIE is required to trigger an event {sce Section 4.1).
Thus the acceptance may be expressed as

A=ALUMIE*RCAL: 0
As was shown in Section 2.5.1, the 07 dependence of the final hadronic system is negligible. Com-
bined with the small clectron scattering angle required by the acceptance of LUMIE,
Q2 <0.02 Gev? (sce Section 6.3.4), this leads to a y* which cssentially travels in the same direc-
tion as the clectron beam. The ¥* cannot significantly boost the hadronic system away from the
beam axis, hence for a given photon energy, the final hadronic system is independent of the scat-
tered clectron. This implies uncorrelated acceptances for LUMIE and RCAL, thus

ALUMIE*RCAL = ALUMIEARCAL: @39

In practice, the cross section measurement is performed over a range of y (or equivalently,
W~2 nyEP ). Eqn. (2-39) can be used as long as the y dependence of Agcyy is small over the
range of values used, as it is for the three bins used in this analysis (see Section 5.6).

2.5.3 Radiative Corrections

Radiative corrections describe the effect of higher order QED diagrams at the electron ver-
tex on the measured toial cross section. Figure 2-6 shows several examples of higher order process-
es that must be taken into account There are two methods that can be used to account for the effect
of these radiative corrections on the measured value:
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Figure 2-6 Higher order corrections

The processes of higher order corrections involve initial state radiation, final state radiation,
vertex corrections, photon vacuum polarization, and twe photon exchange.

+ the measured cross section can be determined assuming only lowest order (Born approximation)
terms, and the effect of higher order terms can be assessed afterwards and the measured value
corrected;

+ aMonte Carlo with full radiative corrections can be used when determining the cross section.

This analysis will use the latter method in determining the total cross section.

The higher order terms depicted in Figure 2-6 all modify the electron-photon vertex when
the cross section is calculated. Instead of the neat and compact form of Eqn. (2-36), a much more
complicated relation between the Y and ep cross sections results. In addition, the initial and final
state radiation terms also change the kinematic variables measured in the detector. Since a real ra-
diated photon is emitted from the electron line, both the exchanged photon and the real photon
share the energy loss of the scattered electron. Since the electron scatters at basically zero angle
and the photon is collinear with the electron, no distinction is made between initial and final state
radiation. The resulting measured electron energy, £, depends on both the exchanged and radiated
photon, hence the calculation of the kinematic variables y, W, Qzu- , is incorrect. The net result is
a migration from bins of lower W into bins of higher W. The radiated and exchanged photons share
the available energy, with one of the photons tending to take most of the energy as shown in
Figure 2-7 using the HERACLES4.2 [23] event Monte Carlo. A cut on the exchanged photon en-
ergy, as required by the RCAL trigger (see Section 6.4) greatly reduces the effects from the radia-
tive events. The migrations of the kinematic variables must be properly accounted for when
determining the final cross section.

2.6 Bremsstrahlung

Another radiative process, know as the bremsstrahlung interaction,

ep—e'py, (240)
describes the emission of real photons from an electron in the presence of arelativistic proton. First
calculated in 1934 by Bethe and Heitler [24], the total cross section for the bremsstrahlung of a rel-
ativistic electron (E >> m,) on a proton producing a photon with an energy, E, - is given by

All HERACLES events

E.> 1Gev

0 0.1 0.2 0.3 0.4 0.5 08 0.7 0.8 0.9 1
fraction of availoble energy
Figure 2-7 Radiated photon energy
The fraction of energy (Ey+E) carried by the radiated photon for the HERACLES4.2 event
generator is shown. Imposing an energy cut on the exchanged photon greatly reduces the
radiative contamination,

mmeEq 2

d_Eq = ‘mr‘EE_q (? + 73 (241)

do 2 E E E 2 (ln4EpEE: ])
which is accurate to better than 1%. Here, E, and E~ are the initial and scattered electron energy
respectively, m, and m,, are the masses of the electron and proton respectively. o is the fine struc-
ture constant (=1/137) and r, is the classical radius of the electron. To an excellent approximation,
the photon energy can be expressed as E, = E - E”as very little energy is exchanged between the
electron and the proton.

The final state electron and photon from the interaction emerge at very small angles with
respect to the initial electron direction. The angular distribution of the photon follows the distribu-
tion [25]

8

as ¥ 242
—
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where 07 is the angle between the scattered photon and the initial electron direction. The distribu-
tion peaks at m,/ .ﬁE which, for an initial electron energy of 26.7 GeV, comesponds to
97= 0.011 mrad.



3 The experimental setup

31 The electron-proton collider HERA

The Hadron-Electron Ring Anlage (HERA) is the world's first electron-proton colliding
beam facility, located at the Deutches Elektronen S Ynchrotron (DESY) in Hamburg, Germany.
The accelerator, shown in Figure 3-1, consists of two independent rings, one to house the electrons
{or positrons) and one to house the protons, 6.34 km in circumference and located 10 - 25 m un-
derground. The accelerator is designed to collide 30 GeV electrons on 820 GeV protons at four ex-

Hall
North

14 GeV
electrons

Figure 3-1 The HERA accelerator

Protons and electrons are accelerated in opposite directions and brought into collision at the
Jour experimental halls located around the ring. The ZEUS detector is located in the South hall,
and the H1 detector is in the Norith collision hall.

perimental halls located around the ring producing interactions at a center of mass energy,
Js = 314 GeV.

Two separate rings are required to accelerate the electrons and protons. The proton ring,
which lies above the electron ring, is made up of superconducting magnets which guide the beam
to each of the four colliding halls. The proton beam energy is limited by the magnetic field attain-
able by the dipole bending magnets located around the ring. The electron beam, which is steered
through the ring with conventional magnets, has its attainable energy limited by the radio frequen-
<y (RF) power nceded to replace the energy lost by the electrons due to synchrotron radiation. This
is not a consideration for the proton beam since the energy loss from synchrotron radiation goes as
m™% and the losses for the much more massive proton are small.

As was mentioned, HERA collides 30 GeV clectrons and 820 GeV protons, grouped in 220
bunches spaced equally around the ring. This spacing comesponds to consecutive bunches separat-
¢d by 28.8 m and crossing every 96 ns, or with a frequency of 10.4 MHz. In 1993, the accelerator
did not reach its design parameters, achieving an electron energy of 26.67 GeV and colliding 84
bunches, with an additional 6 proton pilot bunches and 10 electron pilot bunches. The pilot bunches
are unpaired electron and proton bunches with no colliding partner. They are used to study back-
ground processes and to subtract these backgrounds in the colliding bunches. A summary of the
beam parameters is shown in Table 3-1.

proton beam electron beam
HERA par
design | 1993 run design l 1993 run
Tunnel circumference {(m) 6336
Nominal energy (GeV) 820 ] 30 | 267
Center of mass energy (GeV) 314 (296 for 1993)
Number of bunches 20 [ %0 ] 20 [ oa
Bunch crossing angle (mrad) 0
Bunch distance 28.8 m (96 ns)
Circulating current (mA) 160 } 11 58 | 8
Beam size x (mm) 0.32 0.3
Beam size y (mm) 0.1 0.04
Beam size 2 (mm) 110 78
Angular beam spread x (mrad) 0.03 0.13
Angular beam spread y (mrad) 0.10 0.10

Table 3-1 Operating parameters of the HERA collider



In order to achieve the beam structure mentioned, the older accelerators at DESY have been
modified to function as the injection system for the HERA ring as shown in Figure 3-2. Protons
begin as H' jons in the 50 MeV H™ LINAC. The clectrons are stripped off by passing the protons
through a thin aluminum foil, and the protons then move into the DESY III synchrotron and are
accelerated to 7.5 GeV. The protons are then moved into the PETRA I ring and accelerated to
40 GeV before being transferred to HERA and accelerated to 820 GeV.

The clectrons originate from a high voltage cathode and are accelerated to 500 MeV in the
LINAC I before being accumulated into a bunch in the PIA storage ring. The bunches are then
transferred into the DESY T synchrotron and are accelerated to 7 GeV before being transferred to
PETRA II. This procedure is repeated until PETRA 11 is filled, then the electrons are accelerated
to 14 GeV and are transferred to HERA where they are accelerated to 30 GeV (26.7 GeV for the
1993 minning period).

The luminosity is an important parameter for any storage ting collider since it is the total
number of expected interactions per unit time and per unit of cross section. The rate of observed
events is then defined as R = £0. In terms of the beam parameters, the luminosity is defined as

Figure 3-2 The HERA injection system
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where fis the rotational frequency of HERA, f = 47.3 kHz, & is the number of colliding bunches,
N, and N), are the number of electrons and protons in each bunch respectively, and G, is the rms
transverse size of the beam of particles j in coordinate i. The highest average luminosilly at HERA
obtained during the 1993 run period was 1.5x10°° cm 25 ™" which is an order of magnitude be-
low the design vatue. The total integrated luminosity collected over the 1993 run (luminosity inte-
grated over time) reached 1 pb'l.

3.2 The ZEUS detector

The ZEUS experiment was one of the two multi-purpose detectors operating at HERA dur-
ing the 1993 run. A complete description of all the components of the ZEUS detector can be found
in [26]. A general description of the detector as well as a more detaifed description of the compo-
nents used for this analysis is presented here.

An illustration of the ZEUS detector is shown in Figure 3-3. In the ZEUS coordinate sys-

Overview of the ZEUS Detector
{ longitudingt cut )
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Figure 3-3 Cross section of the ZEUS detector along the beam axis

The cross section of the ZEUS detector parallel 10 the beam axis (z) is shown. The various
componenis of the detector (see text) are labelled. The ZEUS coordinate system is as Sfollows: +7
Jollows the direction of the proton beam (from right to left), +v is in the upward direction, and
+x poinis toward the center of the HERA ring, which is out of the page in the illustration,
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tem, the 2 axis lics along the beam direction. with positive values in the direction of the proton (left
in Figure 3-3). The positive y axis points up, and the positive x axis points towards the center of the
accelerator, which is out of the page. Immediately surrounding the interaction point are inner track-
ing detectors comprised of a vertex detector { VXD), the central tracking detector (CTD), and pla-
nar drift chambers (FTD and RTD). Surrounding the CTD is a superconducting solenoid providing
a 1.43 T axial magnetic ficld for measurement of charged particle momentum. A hermetic calorim-
eter comprised of forward (FCAL), barrel {(BCAL), and rear (RCAL ) sections is used to measure
the energy of charged and neutral particles. An iron return yoke surrounds the calorimeter. The re-
tumn yoke is also instrumented with limited streamer tubes to act as a backing calorimeter (BAC)
to measure energy leaking from the main calorimeter. The iron yoke is also used for muon momen-
tum determination. The yoke is magnetized to bend the path of muons passing throngh Limited
streamer tubes mounted on each side of the yoke in the barrel (BMUL, BMUO) and rear (RMUI,
RMUO) are used to measure the momentum of muons. In the forward direction, limited streamer
tubes mounted inside the yoke (FMUI) and drift chambers as well a streamer tubes located outside
the yoke (FMUON) measure the momentum of muons in the toroidal magnetic ficld

33 The calorimeter

33.1 Calorimetry

The objective of a calorimeter is to measure the total energy of particles. There are two gen-
cral types of calorimeters to do this. The first type, known as homogeneous calorimeters, are made
from materials which both absorb the energy of the particles and also produce a detectable signal
which can be measured. A sampling calorimeter, on the other hand, uses a different material for
the absorber and the sensitive volumes, hence the signal is collected from only part of the detector
volume. One way this can be accomplished is by using altemating layers of absorber material to
convert incoming particles into secondary particles (showering) and active material which detects
the ionization cnergy of the secondary particles giving a visible (light) signal. The visible energy
is then related to the total energy through a constant known as the sampling fraction, which is the
fraction of visible encrgy over total energy and can be determined from test beams.

Calorimeters can also further be divided into two classes according to the type of particles
observed Electromagnetic calorimeters are used for observing electrons, positrons and photons.
Electrons and positrons mainly lose encrgy by radiating photons through the bremsstrahlung pro-
cess. Photons lose energy through pair production, the conversion of the photon into an electron--
positron pair. These processes dominate down to encrgies of the order 10 MeV, below which
scattering and ionization become the dominant processes for energy dissipation. The creation of
many electromagnetic particles by an initial high encrgy electron or photon is known as an electro-
magnetic shower. The containment depth of an electromagnetic shower is expressed in units of a
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parameter known as the radiation length (X), which is defined as the average distance in a material
for the energy of an incident electron to fall to /e =~ 63% of its energy.

X0=180% £y, o
where A is the atomic weight and Z is the atomic number. When expressed in units of Xg. the show-
er containment depth is found to be independent of material [27). With the highest expected elec-
tromagnetic enetgics at HERA, 98% of the clectron energy is contained within 25 X, The lateral
spread of electromagnetic showers is contained at the 95% level within two Molidre radii,

A 8
29,,”"2 (?)- (X))

Hadronic calorimeters are designed for the more varied interactions of the hadrons, which
includes the processes of the strong interaction. The interaction of the hadron in the material of the
calorimeter can produce a varicty of secondary particles including other hadrons, electrons, pho-
tons, muons and neutrinos. The secondary particles further interact according to type producing a
hadronic shower with an obvious clectromagnetic shower component from the electrons, photons
and ¥ which decay to two photons. Hadronic showers suffer energy losses through the creation
of minimum jonizing particles which exit the calorimeter after leaving onty a small fraction of their
total energy, through neutrinos escaping without depositing any energy, and through binding cner-
gy losses. Hadronic shower dimensions are typically given in units of interaction lengths,
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where p is the density of the calorimeter material. Approximately 95% of a hadronic shower is con-
tained within a depth varying logarithmically with the energy and scaling with A (-8 for 800 GeV
hadrons), and transversely within a radius of 1 A.

332 Physical description

The ZEUS detector is of the sampling type described above, It uses stainless steel clad de-
picted uranium plates as the absorber material and plastic scintillator for the active material. The
calorimeter was designed to be almost hermetic with 99.6% solid angle coverage with the missing
0.4% coming from the two beam pipe holes. It was also designed to be compensating, which means
that the response to elecromagnetic showers is the same as the response to hadronic showers,
e/h = 1.

Mechanically, the calorimeter is divided into three components called the forward, barre
and rear calorimeters (F/B/RCAL respectively) covering polar angles of 2.2°-39.9°, 36.7°-129.1°
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and 128.1°~176.57 respectively. Each of the calorimeter components is made up of modules, with
22 modules of various length in FCAL and RCAL. and 32 wedge shaped modules arranged in a
cyclinder in BCAL with the cylinder axis along the beam direction. The modules are further divid-
ed into 20 x 20 cm? readout towers as illustrated in Figure 3-4 for an FCAL module. Each tower is
sectioned longitudinally into an ~1A electromagnetic (EMC) section and ~3) hadronic (HAC) sec-
tions each with separate readout. The electromagnetic section is further divided into cells, with four
5 x 20 cm? EMC cells in cach FCAL and BCAL tower, and duce to the lower particle density only
two 10 x 20 em? EMC cells in each RCAL tower. Each cell is read out by two photomultiplier
tubes, one on cach side. Each HAC section is a single HAC cell read out by two photomultiplier
tubes, with two HAC sections (HAC1, HAC2) in the FCAL and BCAL and a single HAC section
in the RCAL.
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Figure 3-4 Layout of an FCAL module
Each module consisting of alternating layers of depleted uranium and plastic scintillator is
partitioned into 20 x 20 cm? towers containing an EMC section and HAC sections. The light
from the scintillator tiles is absorbed and re-emitted by the wavelength shifter along each of the
sides, and is transported 1o photomultiplier tubes mounted at the base of each module.

The construction of one of the FCAL modules is shown in Figure 2-4. Each module is con-
structed from alternating layers of 3.3 mm thick depleted uranium plates clad in stainless steel, and
2.6 mm thick SCSN38 plastic scintillator for the active material. The stainless steel cladding
around the depleted uranium plates reduces the noisc from the natural radioactivity of the uranium
to alevel that can be used for calibration, and yet does not contribute significantly to a real signal.
Wavelength shifters mounted along the sides of the modules absorb the light coming from the scin-
tillator tiles and convert it to light with a longer wavelength. This light propagates along the wave-
length shifters into light guides near the base of the module which directs the light into the
photomultiplier tubes. Each cell of the tower has a wavelength shifter and photomultiplier tube
mounted on cach side.

The energy resolution of the calorimeter was measured in test beams to be ~18% / ,/Z' for
electrons and 35%/ JIE for hadrons, where E is expressed in GeV. The response was found to be
linear within ¥2% and to have a better than 1% uniformity between modules [28]. The calibration
of the calorimeter and electronics is monitored constantly using the natural radioactivity of the ura-
nium (UNO), charge injection into the clectronics, laser light injection into the photomultiplier
tubes, and 80Cq source scans of the modules.

34 The central tracking detector

The central tracking detector (CTD}) is a cylindrical drift chamber surrounding the vertex
detector and inside the main calorimeter described above. The CTD has a 16.2 cm inner radius, an
82.4 cm outer radius and measures 240 cm in total length. Charged track position and energy ltoss,
dE/dx, are measured in nine concentric superlayers, consisting of cells containing 8 sense wires
cach. One octant of the CTD is shown in Figure 3-5. Three of the superlayers (1, 3 and 5) are in-
strumented with 2 by timing readout. The superlayers are also divided into axial (paraliel to the
length of the chamber) and stereo (at an angle of approximately of £5°) layers to provide polar an-
gle information.

The momentum of a charged particle is measured using the cutvature of its path in the 1.4 T
magnetic ficld provided by the thin, superconducting solenoid surrounding the CTD. The momen-
tum resolution is given as a function of the transverse momentum (momentum orthogonal to the
beam axis) by Ap/py = 0.005p7 +0.016, and the hit position resolution is ~250 pm. The recon-
structed tracks are projected back to the interaction point resulting in a vertex z position resolution
of ~2 cm. The energy loss in the CTD, dE/ dx, is used to perform particle identification.

35 The luminosity moniter

The luminosity monitor was designed, as the name suggests, to monitor the HERA Iumi-
nosity by measuring the bremsstrahlung process of Section 2.6. The bremsstrahlung interaction is
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Figure 3-5 Layout of a CTD octant
The CTD is divided into nine superlayers, containing cells with 8 sense wires each The stereo
angles which allow for polar angle determination are also shown.

characterized by the emission of a low angle photon and a low angle clectron. To detect these prod-
ucts, the luminosity monitor consists of two electromagnetic calorimeters, one positioned to mea-
sure the photon (LUMIG) and one to measure the electron (LUMIE). Both calorimeters are of the
sampling varicty, made of a lead-scintillator sandwich using 5.7 mm thick Pb absorber plates in-
terleaved with 2.8 mm thick SCSN38 scintillator tiles for the active layers. LUMIG used plates and
tiles with a transverse dimension 180 mm x 180 mm and has a total depth of 22 radiation lengths
(Xo). The transverse dimensions for LUMIE are 250 mm x 250 mm and it is 24 X, deep. A posi-
tion detector consisting of two orthogonal layers of scintillating fingers one cm wide and read out
by silicon diodes is installed at 7 Xg in cach calorimeter, giving a spatial resolution of ~2 mm.
Wavelength shifters are attached to opposite sides of the calorimeters (left and right for the electron
detector, top and bottom for the photon detector). The light from the wavelength shifiers is trans-
ported to the photomultiplier tubes through light guides. The encrgy resolution of both calorimeters
was measured to be 18% / JE, with Ein GeV, and witha 1% uniformity in the fiducial volume as
well as a better than 1% response linearity [29]. Both calorimeters are mounted on movable tables
so that they can be positioned away from the beam during injection and electron beam tests.
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The arrangement of the two detectors in the HERA tunnel is shown in Figure 3-6. Photons
originating from the IP under small angles (OYSO.S mrad ) exit the proton beam pipe through a
0.1 Xy window at z =-92.5 m. Protons undergo a vertical bend from dipole magnets placed at
2=-70 m separating the photons from the proton beam line. After exiting the beam pipe, the pho-
tons pass through a 1 Xq carbon absorber at 2 = ~103 m and a t X Pb absorber placed directly in
front of LUMIG to minimize the effects of synchrotron radiation. The face of LUMIG is positioned
atz=-~107 m.

The acceptance of the electron detector is limited to clectrons emerging from the IP with
8,. <6 mrad and within an energy range of 0.2< E,/E,<09. Dipole magnets positioned at
2=-20 m bend the electrons into the electron beam pipe. The lower energy scattered electrons are
bent into a smaller orbit than the electron beam, and exit the clectron beam pipe at z =-27.3 m. The
scattered electrons then enter LUMIE positioned at z = -35 m. While the electron detector was not
used for the luminosity measurement in 1993, it was very uscful for tagging the low angle scattered
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Figure 3-6 Layowt of the luminosity monitor
The HERA beam tunnel in the electron direction (-z) including dipole magnets at ~20 m for
bending the electrons into the electron beam pipe, and at ~50 m for moving the proton beam into
head on collisions with the electrons. An electron calorimeter, LUMIE, is located at ~35 m for
detecting scattered electrons. A photon detector, LUMIG, is placed at ~107 m in the proton
direction to detect the scattered photons from bremsstrahlung interactions.



electrons from photoproduction events. The acceptance of LUMIE limited the kinematic range of
the measured photoproduction scattered electrons to 0.1 < v < 0.8 and Q,zmn < Q2 <02 Gev?

3.6 The C5

The C5 veto counter is made up of two pairs of U-shaped scintillator counters located at
7=-315 cm surrounding the beam pipe. Each pair of scintillators is separated by 3 mm of lead.
Each scintillator is read out by a photomultiplier tube. Additional lead sheets are placed in front of
and behind C5 to protect the counters from synchrotron radiation. The counters are used to form a
coincidence of energetic particles passing through the counters and the lead sheets. The CS
counters are used to measure the rate and time of interactions from the passing electron and proton
beams, providing information on the bunch structure of the beams and the background rate.

3.7 The vetowall

The vetowall (VW) is designed to veto events coming from upstream interactions. It con-
sists of an iron wall made up of iron bricks centered at z = -727 cm. The VW measures 800 cm in
width, 900 cm in height, 87 cm in thickness and is positioned perpendicular to the beam axis. The
beam pipe passes through an 80 cm x 80 cm hole near the center. The majority of particles that en-
ter do not pass completely through the VW. Those that do continue into the central ZEUS detector.

Two planes of scintillator strips cover each side of the VW. Each scintillator counter mea-
sures 260 cm in length, 33 cm in width and 2 cm in thickness. A total of 48 counters cover each
side of the VW. Each strip is read out by a light guide and two photorultiplier tubes, one at each
end. A VW trigger occurs when there is a coincidence between corresponding counters on cither
side of the iron wall.

38 Central data acquisition

With the very small crossing time of 96 ns between bunches and the large estimated back-
ground rate of ~50 kHz at design luminosity, a three level trigger system with pipelined readout
was necessary at ZEUS. The task of the trigger system was to reduce the total rate to ~5 Hz which
could be written to mass storage tape. The majority of interactions come from background process-
es such as the interaction of the proton beam with the residual gas molecules in the beam pipe. Each
level of trigger has more time to analyze each event and implement cuts designed to reduce these
background processes. A layout of the ZEUS wigger system is shown in Figure 3-7. Each of the
three trigger levels is discussed in more detail.
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Figure 3-7 Schematic of the ZEUS CDAQ
Figure courtesy of Frank Chlebana {30].

30



3.8.1 First level trigger

The individual components involved in the First Level Trigger (FLT) cannot read out their
clectronics, make a local decision, and pass that decision to the Global First Level Trigger (GFLT)
in the 96 ns between bunch crossings. This is due to the computation time needed to make a local
trigger decision, and the time necessary for certain components to read out the signals {e.g., due to
slow drift speeds in tracking chambers, hits may not be recorded for several crossings). For this
teason, the event readout is stored in a FIFO! or pipeline which allows several events to be stored
until a trigger decision can be reached. The GFLT requires that all local FLT components must
evaluate their component data and send all results to the GFLT within 26 clock cyc]csz. The GFLT
uses all the component data to arrive at a GFLT decision within another 20 clock cycles, giving a
total of 46 clock cycles for a GFLT decision. The component pipelines store data for 58 clock cy-
cles to allow for signal propagation delays.

Once a decision to accept an event is made. the GFLT signals all components. The compo-
nents then read out the event from the pipeline, digitize any analog signals and write the events out
to the component Second Level Trigger (SLT) buffers. During the digitizing of the analog signals,
the component readout systems are inactive, resulting in deadtime, The FLT was designed to re-
duce the rate of events to the SLT to ~1 kHz.

This analysis makes use of certain Calorimeter First Level Trigger (CFLT) energy sums as
well as the clectron luminosity monitor energy sum (see Section 4.1.1). The CFLT quantities of
interest are the REMC and the REMCTH energy sums. The REMC energy sum comprises the total
encrgy in the RCAL EMC section of all cells, excluding the cells immediately surrounding the
beam pipe, above an energy threshold of 464 MeV. The REMCTH trigger differed from the REMC
trigger in that it also included the cells immediately surrounding the beam pipe and had a different
cell threshold requirement.

3.8.2 Second level trigger

Events accepted by the FLT are passed to the component memory buffers of the Second
Level Trigger (SLT). The job of the SLT is to reduce the data rate from the ~1kHz input to 100 Hz
output. This rate gives the SLT several milliseconds of processing time for each event. The com-
ponent, or local, SLTs are based on a network of programmable transputers. With ~1 ms of pro-
cessing time, much more complex algorithms may be implemented on the transputers to identify
and eliminate background events such as spark rejection, cosmic muon rejection, and timing cuts.
The processors can also perform iterative tasks such as CTD track segment identification and cal-
orimeter cluster identification. The results of the local SLTs are combined in the Global Second

1. First In, First Out memory
2. Ome clock cycle is equivalent to one bunch crossing, or 96 ns.
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Level Trigger (GSLT) which makes the final event decision. Once a decision to accept an event
has been made. the event must be collected in a single memory location for access by the Third
Level Trigger (TLT). All components pass their data to the Event Builder (EVB) for assembly of
the full event.

3.8.3 Event builder

The Event Builder (EVB) collects all the component data after the SLT accepts an event
and assembles the event in a single memory location accessible by the TLT. The EVB is also re-
sponsible for formatting the event in the ADAMO [32] structure that is used in the offline environ-
ment. Each component is read out by a two transputer (2TP) module connected to the EVB. The
assembled event is made accessible to the TLT in one of six memory buffers in shared VMEbus
crates. A 64x64 crossbar switch allows data from any component to be read out to any of the shared
TLT memory buffers.

3.8.4 Third level trigger

The Third Level Trigger (TLT) is responsible for reducing the input rate from 100 Hz to
~5 Hz which is then output for offline analysis. Events are read from each of the six EVB VME
crates by a branch of five analysis processors, giving a total of 30 processors for the 6 branches.
The TLT utilizes the Silicon Graphics (SGI) 4D/35S 36 MHz RISC! based computers for analysis.
This gives the TLT a total processing power of over 1000 MIPS?, Each branch is managed by an
SGI4D/25S RISC based computer which controls input and output functions as well as communi-
cation with the entire TLT system. Events accepted by the TLT are written out via an optical link
to an IBM mainframe computer for mass storage, and a smaller sample of events is written to a
central VAX for data quality monitoring.

3.8.4.1 Hardware

The hardware layout employed at the TLT is shown in Figure 3-8. As was mentioned, the
EVB assembies the full events and writes them in ADAMO [32] structure to one of the 6 shared
512 kbyte triple~ported memory (TPM) buffers on the 2TP® modules (33] in the EVB VMEbus
crates. A Fermilab Branchbus {34] is used to connect the EVB VME crates to the TLT system.
Branchbus VMEbus Interface (BVI) cards [35] provide access to the VMEbus, hence the stored
events, from devices on the Branchbus. Communication between analysis processors and manager
processors is via an Ethemet segment.

1. Reduced Instruction Set Computer.

2. Million Instructions Per Second.

3. The 2TP is a two transputer module containing two INMOS T800 transputers connected via private ports
to the TPM. The TPM has a third port connected to the VMEbus,
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Figure 3-8 Schematic of the TLT hardware

The hardware associated with each branch of the TLT is shown Included are Ethernet
communication connections, as well as the Branchbus hardware and connections to the EVB
VME crates and the analysis and manager processors. Each branch outpuis events to the IBM
and VAX through the Bus Switch.

Figure courtesy of Frédéric Bénard [31).

The TPM memory buffers are organized as logical ring buffers. The EVB writes events to
the memory beginning at the lowest address. The first two words of the event are reserved for the
event size and the status. The TLT begins reading from the buffer as soon as a full event is in placc.
When the EVB reaches the end of the buffer, it begins writing at the start, as the TLT has alrcady
read out the events at the beginning, Several words of memory in the buffer are reserved as status
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words for communication between the EVB and the TLT. The words are used as pointers (o the
events in the memory. and are updated by the EVB when a new event is written to the memory.
and by the TLT manager processors when an event has been read out from the memory. The anal-
ysis processors never change these status words.

Each EVB VME crate has a branch of processors fot readout and analysis as well as a man-
ager processor to monitor and update the communication status words. Each branch is split into
two Branchbus segments which provide connections to the processors through a separate BV
Each manager also has its own BVI for accessing the TPM. The manager processors continually
monitor the status words in the EVB memory buffer. After the status has been updated by the EVB
indicating a full event in memory, the manager processor selects one of the analysis processors to
read out and analyze the event. Over the Ethernet, the manager processor gives the analysis pro-
cessor the event location in the TPM to read out. The analysis processor may then retrieve the event
and perform the TLT analysis (sce Section 3.8.4.3 below).

The individual analysis processors initiate the transfer of the events from the TPM over the
Branchbus with a VMEbus Branchbus Controller (VBBC) module [36] which is connected to the
VME adaptor slot of the SGI processors. The event is read out of the TPM over the VMEbus and
gets put onto the Branchbus by the BVI modules. The Branchbus is capable of transferring a sus-
tained rate of 20 Mbytes/sec. However, the rate is limited by the output speed of the TPM onto the
VMEDbus (8 Mbytes/sec). Thus the maximum sustained rate out of the TPM onto the Branchbus is
8 Mbytes/sec. The VBBC reads the event from the Branchbus into the locked RAM of the 4D/35S
analysis processor. Due to the nature of the programmed input/output (PIO) used by the VBBC to
access the RAM of the analysis processor, the event rate is limited to 2.5 Mbytes/sec at this stage,
This bottleneck is alleviated by the use of the iwo segment Branchbus design. While one of the
analysis processor BVIs writes data stored in its 64 longword FIFO to the VBBC, the other BVI
may access the TPM and the second segment can also transfer data. This allows for a potential
5 Mbytes/sec bandwidth per EVB crate, giving a total of 30 Mbytes/sec for all 6 crates.

Upon completion of event analysis, the analyzer processors must write out any good events
for mass storage and for data monitoring. The TLT uses a Branchbus Switch (BS) {37] for writing
to either the IBM mass storage tape facility or to a VAX for data monitoring. The BS consists of a
16 port crossbar backplane which permits up to 8 concurrent data paths, with cach data path run-
ning at a maximum rate of 20 Mbytes/sec. Each Branchbus segment (two for each EVB crate) has
a scparate connection to the BS. The Branchbus is connected to the BS through Bus Switch Inter-
face Boards (BSIB), and the BS!Bs are given round robin arbitration for requests of data paths.
Thus any analysis processor may request a data path through the BS to output an event to cither the
IBM or VAX.
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As was mentioned above, the bottleneck for the event transfer was the rate of transfer from
the VBBC into the main memory of the analysis processors using PIO. SGI in conjunction with the
University of Toronto developed a VME extender ( VDEXT) board [38] which was positioned in
the VME adaptor slot of the analysis processors. The VBBC cards then plugged into the VDEXT
card in this slot. The VDEXT could read data from the VBBC and write direct into the memory of
the processor through direct memory access (DMA). This had the potential of increasing the trans-
fer rate to the limiting factor of the TPM memory. However, cooling problems and data corruption
prevented the use of the VDEXT in all but one branch. Upgrading the full system to use the
VDEXT cards was deemed to be not worth the time and cffort and development was stopped.

3.8.4.2 Control software

The TLT control software is based on the Cooperative Process Software (CPS) developed
at Fermilab [39]. The operation of the TLT is divided between several running processes. The pro-
cesses can all be run on the same computer for development work, or they can be run on different
computers for online processing. An overview of the processes used is shown in Figure 3.9 The
main control process, Control_TLT, is run on the TLT console in the ZEUS experiment hall, a
4D/35G dedicated to controlling and displaying TLT statistics. Control_TLT is responsible for
communication with the ZEUS Run Control (RC) system which coordinates all the components of
the experiment. It also gathers statistics from each branch and displays this information graphical-
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Figure 3-9 Overview of TLT control soltware

One branch of the TLT control software is shown. Communication with RC is managed by
Control _TLT running on the TLT equipment computer. A copv of each manager process runs on
each branch, as well as several copies of the analysis code, Analyze_Event. System performance
data is collected by Monitor _Event and passed back to the TLT console.

One of six TLT branches

S other duplicate TLT branches
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Each of the TLT branches has the managing processes Manage_Job, Manage_Input, and
Manage_Output running as well as Monitor_Event, the statistics and histogram gathering process.
These processes all run on the manager computer, usuaily an SGI 4D7258S (see Figure 3-8). Each
branch also has several copies of the analysis code, Analyze_Event, with one copy running on each
of the analysis computers.

Manage_Job is responsible for allocating the hardware resources for the branch, as well as
communicating with Control_TLT. Jt starts a copy of Analyze_Event on each of the processors at-
tached to the branch. Analyze_Event is then sesponsible for applying all TLT rejection cuts and
physics filters (sce Section 3.8.4.3) to the event and cither rejecting the event as coming from back-
ground, ot writing out the event for further offline analysis. In order to be given an event for anal-
ysis, Analyze_Event sends a signal to Manage_[nput that it is ready for an cvent, and is then placed
in the Manage_Input wait queue. Manage_Input polls the TPM memory buffer in the EVB VME
crate (see Section 3.8.4.1) via the BB. When an event is found, the address of the event is given to
the first processor in the queue, which then fetches the event from the TPM memory, freeing the
memory for further events from the EVB. Analyze_Event communicates with Monitor_Event,
passing information about all events read in, the trigger decisions, physics filter decisions, and final
trigger decision, including histograms of specific component values (e.g., total calorimeter ener-
gy)- If Analyze_Event then makes a decision to accept the event, it places the event on the output
queue by signalling Manage_Output. Manage_Output controls the output queues to the IBM and
VAX and directs each processor when and where 10 write an cvent out.

3.8.4.3 Filter software

A two stage filter algorithm was designed and implemented for the 1993 run period as
shown in Figure 3-10. Events coming into the TLT were first passed through a series of back-
ground rejection cuts to eliminate obvious background events. Physics filters were then applied to
the remaining events with the aim of saving good physics events. In principle, all events which are
not identified as background would be kept for further study. In practice, this would result in far
100 large an output ratc from the TLT, hence specific events with a recognized signal were selected
by the physics filters to reduce the rate of events out of the TLT to a manageable level. A log of
the trigger performance was printed for cach run, including the results of the TLT cuts and physics
filters. An cxample from run 7430 is shown in Appendix A.

Events entering the TLT were scquentially subjected to background rejection cuts as shown
in Figure 3-10. Any event which failed a rejection cut was immediately discarded, and no further
processing was done on that event. Events were rejected on the basis of calorimeter sparks, calo-
rimeter timing consistent with background events and inconsistent with physics events, and cosmic
muons (see |40}). Further, a vertex requirement was flagged but not used for rejection. The vertex
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Figure 3-10 Overview of TLT filter software
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reconstruction was based on the VCTRAK {41] reconstruction package. Events with a reconstruct-
ed vertex outside a preset region were flagged as coming from background. The events were
flagged so that further study could be done and the cut implemented to reject events.

Any event which survived all the rejection cuts mentioned above was then passed through
a series of filters, designed by the various physics groups at ZEUS, in order to select the desired
physics signals. The various physics filters were designed to detect physics events of a given type
by looking for a signal in the detector based on studies with Monte Carlo generated events. The
filters could be very simple (i.c. E, > 10 GeV) or very complicated, involving signals in several of
the ZEUS detector components, inc luding reconstructed tracks. A number of words was allocated
in the output event for recording the results of the physics filters. If an event passed a given filter,
the bit associated with that filter was set on (set to 1). In this way, casy offline selection of the
events could be accomplished by checking for a specific bit in the trigger words. Events selected
by the physics filters were also subjected to prescales to limit the output rate from the TLT. A sec-
ond bit was allocated for each filter and turned on when an event fitst passed the filter itself, then
also passed the prescale. Any events selected by a physics filter and surviving the prescale were
written out to the [BM tape archive.

Events still remain which were not rejected by the background cuts, nor accepted by the
physics filters. A small, random sample of these events was kept to study the type of events which
remained, and the rest were discarded.

This two stage processing algorithm offers several advantages. First, events which are
clearly background are eliminated immediately and no further processing time is wasted running.
for example, the time consuming tracking package. Only events which pass the quick background
cuts have the more time consuming algorithms run for selection of good physics. Also, specific
types of physics can be sclected and saved using the filters and the filter prescales. Filters can be
casily changed or added as needed to search for a specific physics signal. The modular design of
the filters also allows the search for several different physics signals. Events are passed through all
filters, hence any given cvent may be tagged by several of the different fikters.
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4  Event Selection and Background Subtraction

The events used in this analysis were taken from August through November 1993. The in-
tegrated luminosity for this running period is shown in Figure 4-1 as a function of the ZEUS run
number. A total of 383 nb’! was collected by ZEUS during this time, excluding runs with detector
component difficulties. Only 243 nb'! are considered as good runs to be used for this analysis.
Runs are rejected throughout the run period on the basis of total luminosity, beam tilt, and vertex
shift (see Section 4.4).

The data processing for this analysis is divided into two separate parts - the online selection
of events by the three levels of triggers, and the offline reduction of the event sample by further
background subtraction and run selection.
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Figure 4-1 Integrated luminosity collected by ZEUS

The total integrated luminosity collected by ZEUS is shown as a function of the ZEUS run
number. The dashed line shows all runs after run 6900, and the solid line represents only the
runs used in this analysis.
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4.1 Online selection

As described in Section 3.8, the online data acquisition system at ZEUS is divided into
three levels of trigger selection. The events that pass the selection cuts at each of the trigger levels
are then transferred and stored on an [BM mainframe computer. The aim of the online selection is
to reduce the amount of data collected to a manageable size, while climinating as many background
events as possible.

In order to identify the soft photoproduction events, only the identification of the scattered
electron by the LUMI electron detector is needed. This, however, suffets from high background
due to bremsstrahlung events where the photon is not detected. In order to minimize this back-
ground, a tag of the hadronic system in the main calorimeter is also required.

4.1.1 First level trigger

Two separate ficst level trigger (FLT) trigger criteria are used to select the events for the
photoproduction sample. Both of the triggers have a common requirement of a minimum of 5§ GeV
encrgy deposited in the LUMI electron detector, and both require that some energy be deposited in
the rear (RCAL) EMC section of the main calorimeter. For triggering purposes the RCAL is divid-
edinto trigger towers of 20x20 cm?, each tower consisting of two 10x20 cm? EMC cells, each cell
is read out by two photomultiplier tubes [42).]43). The trigger towers are summed over trigger re-
gions (defined by the thick lines of Figure 4-2). If the trigger energy ina trigger region exceeds the
set threshold value, the event is accepted. The two triggers used differ in the amount and location
of encrgy required to trigger the RCAL as follows:

* The REMC trigger (TRemc) is a high resolution (8 bits of storage for the energy) trigger on the
EMC energy of each tower, excluding the towers around the beampipe as shown in Figure 4-2
by the lighter grey region. The trigger is quantized with a resolution of 196 McV, a starting en-
ergy of 464 McV and a maximum cnergy of 50 GeV. The threshold for each trigger region is
setat 464 MeV, the same as the lowest threshold for cach individual trigger towes, thus a single
trigger tower can trigger the event.

¢ The REMC threshold trigger (TRemcTh) is a low resolution (3 bits of storage for the energy)
trigger with a logarithmic energy scaling which also includes the towers surrounding the
beampipe. With only seven different values allowed by the 3 bit storage, the energy resolution
is quite low and quantized in logarithmic steps (0 GeV, 0.625 GeV, 1.25 GeV. 2.5 GeV,
5.0 GeV, 10.0GeV, 20.0GeV, overflow). The threshold for the trigger regions is set at
1.25 GeV, requiring at least one tower of 1.25 GeV or above, or two of more towers of
0.625 GeV or above. The higher threshold (compared to the TReme trigger) is required because
of the amount of energy deposited in the inner ring of the RCAL by the background processes
discussed later.
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Figure 4-2 RCAL triggering Iayout

For triggering, the RCAL is segmented into 20x20 om? trigger towers each containing two
10%20 cm? EMC cells. The trigger bits of all towers of a trigger region (thick solid lines) are
summed, and the trigger regions are then summed and compared to the trigger threshold. The
REMC beampipe region is only used for TRemcTh triggers.

4.1.2 Second level trigger

The second level trigger (SLT) rejected events from the first level trigger on the basis of
timing criteria. All timing sums arc made from the arrival time of cnergy deposits into the calorim-
eter photomultiplier tubes. The calorimeter allows very high precision (<1 ns) measurement of the
arrival time of particles with energy = 1 GeV [44]. By definition, particles from nominal interac-
tions arrive at the face of each calorimeter at time t=0 ns from the interaction point. Provided that
a large enough sum of energy is deposited, the SLT rejected cvents based on timing with a cut of
[Trcay] < 8ns and |Trcar] <8ns. This cut rejected all events which are morc than 8 ns out of
time with the arival of particles into the photomultiplier tubes from the interaction point.

The SLT also rejected events based on the identification of calorimeter sparks, a discharge
across the window of a photomuhiplier tube. A spark will simulate a large encrgy deposit in the
photomultiplier tube, and may causc the triggering of an event. The SLT spark algorithm was lim-
ited to identifying sparks in the BCAL section of the calorimeter, and thus did not affect the trigger
for soft photoproduction events.
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4.1.3 Third level trigger

As described in Section 3.8.4.3, the third level trigger (TLT) algorithms arc divided into
veto cuts and saving filters. Events are first rejected on the basis of calorimeter timing, muon re-
jection and spark identification. Various physics filters are then applied to save any remaining
events.

Similar to the SLT spark algorithm, the TLT rejocts cvents on the basis that a photomulti-
plier tube spark triggered the event rather than a real encrgy deposit. The TLT does not, however,
limit its spark algorithm to the BCAL section of the calorimeter (although this is where the majority
of spark events do in fact originate). The TLT spark rejection is based on the asymmetry, I, and
the total energy in the two phatomultiplier tubes of the cell,

—R|

L
t“,,-lL R>09.E, 215 Gev, @n

where L, R are the encrgics from the left and right photomultiplier tube respectively. The event is
labelled a spark if the energy remaining in the F/B/RCAL after the removal of the spark cell is fess
than 2.0 GeV (i.c., if after the removal of a spark candidate in the RCAL, the total RCAL encrgy
is below 2.0 GeV, then the event is labelled as a spark and vetoed).

The TLT also cmploys two scparate timing cuts: the Straub timing cut, so named for its
originator, as well as the timing cut from the 1992 running period (hereafter known as the old tim-
ing cut). As shown in Figurc 4-3a, for an ep interaction, the products travel from the interaction
point and deposit energy in the F/RCAL at a time t=0 ns by definition. If, on the other hand, the
calorimeter is triggered by a background event (the background processes will be discussed in
more detail in Section 4.3), remnants from the interaction may strike the calorimeter carly by the

Figure 4-3 Calorimeter timing

The calorimeter timing for an ep interaction is shown in a). The ¢ and p beams collide at the
interaction point and the remnants arrive in the calorimeter at time t~0 ns. A background
interaction, as shown in b) may deposit energy in the calorimeter early, and may thus be
rejected.
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amount of time it would take to travel from the calorimeter to the interaction point and back as il-
lustrated in Figure 4-3b. These events may be cut by an RCAL timing requirement, or the time dif-
ference between RCAL and FCAL.

The old timing cut, which is applicd first, uses only the photomultiplier tubes from the cells
around the F/RCAL beampipe! that have at least 1 GeV of energy deposited. If more than two such
cells exist around the F/RCAL beampipe, then the average time of these cells is used. An event is
classified as an ep event ifITrc,u. - TRCAlj <4.5ns and iTRCAIJ <4.5ns, The event is classified
as background if |Tp a7 — Tpear = 10.5) S4.5ns and |Tpe,; +10.5) S 4.5ns. If the event falls
into neither the ep or background classifications, it is classified as unknown timing. Only cvents
that are classified as background are rejected.

Any event which is not rejected by the old timing cut is then subjected to the Straub timing
cut. For Straub timing, the encrgy weighted time average from all photomultiplicr tubes in each
calorimeter (F/B/RCAL) above a 200 MeV energy threshold and with a ccll energy imbalance of
less than 0.7 is calculated. An cvent is rejected if

ITRCAIJ>'”“(8' JO’R)ns AND Tp( 4, well measured, “n
OR

|Trcaz] > max(8,30,) ns AND Tp.,, well measured, “3)
OR

Trcar - Trearl > max(8, 3,Jo2 + 02) ns AND Tacyy, Treay well measured, @t

where G, O are the crrors for the RIFCAL average times respectively defined below, and well
measured means:

* Number of RCAL photomultiplier tubes must be greater than one, and the total RCAL energy
from these photomultiplicr tubes must be greater than 1 GeV.

* Number of FCAL photomultiplier tubes must be greater than onc, and the total FCAL energy
from these photomultiplicr tubes must be greater than 2 GeV.

©, the timing etror for cach photomultiplier tube, is calculated as follows:

+ —B‘;’;‘;

cryp .
Eow

where the constants for each calorimeter section can be defined differently (ctyp can be FCAL

HAC, FCAL EMC, etc.). The emrors for the F/RCAL, O and G, are defined as

o=A )

1. The inner ring of RCAL, shown as the dark grey region of Figure 4-2, or the inner two rings of FCAL
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o = f————
F/R % /6
F/RCAL

Muon rejection at the TLT is done by a program called mutrig {40). To summarize, mutrig
identifies and climinates cosmic and halo muons according to the following criteria:

* The calorimeter hits are consisient with a minimum fonizing particle.

* The calorimeter cell time - cell position correlation is consistent with a muon, i.c. the times from
the struck calorimeter cells must be consistent with that of a particle traversing straight through
the detector.

* The total transit time through the detector must cotrespond to that of a muon travelling straight
through.

* Rough track reconstruction of the hits through the detector shows a straight line trajectory.

* 60% of all the calorimeter cells, as well as 60% of the total calotimeter energy above threshold,
must belong to the possible muon track.

+ For a halo muon, the outer vetowall must be hit.

The events passing the spark, timing and cosmic muon veto cuts described above also have
to be saved by one of the physics filters in order to be written out to permanent storage. There are
several triggers for soft photoproduction events, but only one is used for this analysis. It requires a
coincidence of a minimum 5 GeV energy in the LUMI electron calorimeter, and a minimum
0.7 GeV of total encrgy in the RCAL.

4.2 Offline selection

All everts that arc accepted by TLT filters and that pass the TLT prescaies (sec
Section 3.8.4.3) are then written to tape on an IBM mainframe computer. Over 10° events were
written to tape for the 1993 run period, corresponding to about 600 nb"! of integrated luminosity.
These events are then read, processed, and written back to tape. This processing stage involves cal-
ibration of detectors as well as the identification of tracks in the CTD, condensates in the calogim-
cter and cosmic muon events. The resulting tapes of data are known as RDSTs (reduced data
selection tapes).

During RDST processing, the soft photoproduction events are passed through a serics of
filters and flagged accordingly by reconstruction bits. Thesc reconstruction bits allow fast and casy
identification: of different classes of soft photoproduction cvents at later stages of reconstruction
and analysis. The following bits are used for this analysis:

* Nominal bit — this bit is set for al] the LUMI tagged photoproduction events.

¢ Nominal, prescaled by 8 bit — this bit is identical to the nominal bit above, but only every cighth
event is flagged, regardless of any other flags that may have been set.
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* Tyax <2 bit — this bit is st if the event has the nominal bit set (sce above) and the Tiypgy! of
the calorimeter condensates passes the cut

* P, <15 GeV bit — this bit is set if the event has the nominal bit set and the total longitudinal
momentum i the detector is fess than 15 GeV,

» E;>15GeV bit — this bit is set if the event has the nominal bit set and the total transverse en-
ergy in the detector is greater than 15 GeV.

A second processing is then applied to the RDST data. The aim of this pass of processing
is the creation of data samples small enough that they can be stored on disk for fast access. To ac-
complish this, the RDST sample has to be reduced in size duc to the limited amounts of disk space.
The overall data reduction is accomplished as follows:

» All events from runs before run 6900 are rejected. Bears conditions were unstable before run
6900 (see Section 4.4.1).

« All events with the nominal prescaled by eight bit set are accepted.
* All events with cither the 1., < 2 bit, the P, < 15 GeV bit, or the E, > 15 GeV bit set are ac-
cepted (these events will hereafter be known as golden tag events).

The resulting data set, all stored on disk, is known as miniDSTs. This is the data set used
for this analysis, with a total integrated luminosity as shown in Figure 4-1 by the dashed curve. To
compensate for the prescale applicd to only part of the data sample, all data events are assigned a
weight

“n

1 if golden tag
Wiomi = 8 otherwise N

The effect of the prescates on the shape of various calotimeter distributions is shown in Figure 4-4.

A check of the prescale itsclf can be done using the golden tag events. As mentioned above,
all soft photoproduction cvents are also subjected to the nominal prescaled by cight tag as well,
regardless of any other tags. Therefore, for each of the golden tagged samples, an eighth of the
cvents should also have a prescale tag as well. As can be seen from Table 4-1 , within statistical
errors, the ratio of total events to prescale tagged events for each of the golden tag samples is con-
sistert with a prescale of cight, so the value of the prescale will be taken to be exact, and no error
due to the prescale will be added to the event count uncertainty. The overall statistical error of the
final data sampie will of course be larger due to the lost statistics from prescaling the cvents.

L Mgy i the largest value of psesdorapidity of any calori d with energy greater than 400
MeV, where pscudorapidity is defined as ~In(tan (6/12)).
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Figure 4-4 Effect of prescales on calorimeter distributions
The effect of the prescale correction weight are shown on the golden tagged distributions, E,
P, and Wy, The events are plotted before the prescale correction weight is applied (hashed
region} and afier the weights have been applied (solid curve).

goldentag | total events | events prescaled ratio
TMonax 2 1332611365 16781130 7.9410.07
P,<15GeV | 2350604485 | 293231171 8.0210.05
Ep15GeV | 1018854319 12667113 8.0410.08
Table 4-1 Check of event prescale

As a recalibration of the detector is done during offline processing, it is possible that the
enargy sums calculated in the online environment are not the same as the offline results. Hence the
offline energy thresholds are raised to ensure that no events are lost due to miscalibration effects.
The offline cuts used are Egcy; > 1.0 GeV , and LUMI electron energies in the range of 9.2 GeV
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to 18.2 GeV, which can be compared to the online cuts from the previous section. The electron en-
ergy range allows for the division of the data into three bins in the photon-proton center of mass
energy, W",. as shown in Table 4-2.

W, LUMI electron encrgy range
G0

(GeY)
181 15.2-182
206 122-15.2
229 92-122

Table 4-2 Electron energy ranges for Wop bins

4.2.1 Duplicate events

A search is done for duplicated events in the data sample. Duplicated events may occur in
two ways: an entire cvent may be written out twice with the same run number and event number,
or it is also possible that a duplicate has the event number changed. These duplicate cvents are
scarched for by comparison of different detector values for events within a range of $100 cvents
(i.c., LUMI electron energy, RCAL encrgy, FCAL encrgy, etc.). It is found that some cvents have
the same run and event numbers, but are not duplicate events by the above criteria; these events are
not counted as duplicates. A total of 11 duplicate events were found in the final sample, an effect
of less than 0.01% and, therefore, is neglected.

43 Background subtraction

The photoproduction data sample is contaminated by various beam related background pro-
cesses. Each of these processes can be further divided into a tagged and an untagged contribution
to the process. Tagged background events are those that are easily identifiable from the photopro-
duction physics cvents (for example, events which occur in pilot bunches). The untagged events
are those which are not easily separated from the physics sample as there are no clearly identifiable
characteristics for the separation.

Since the tagged background cvents are identifiable from the physics events, they are quite
casy to remove from the sample; however, this would leave the untagged background events in the
sample without any handle for their extraction. This would then cause an sppreciable uncertainty
in the total number of good ep events in the final sample. Instead of removing the tagged events
from the sample, they are allowed to remain in the sample and are used to remove the untagged
events. If wis a known quantity, where w is

_ #untagged
¥ = Fagged
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then by applying the negative weight, -w, to the tagged events, the untagged cvents are removed
statistically from the final sample (sce [ 12] for a further description). Also, when plotting distribu-
tions, the tagged events arc entered into the distribution with the negative weight, which effectively
cancels the untagged events hidden in the ep events.

4.3.1 Electron gas background

Electron gas (egas) background occurs when one of the beam electrons interacts with a re-
sidual gas molecule or a structure inside the beampipe (such as a flange), with the electron continu-
ing and becoming tagged in the LUMI clectron calorimeter. Resulting hadrons from the interaction
can be detected in the ZEUS main calorimeter, fulfilling the RCAL trigger requircment. The p
events canto a large cxtent be identified from the egas events by the 2 vertex position of the inter-
action. The egas events have a flat z vertex distribution, while the ep cvents arc centered at the in-
teraction point. Unfortunately, a z vertex cut alone will not eliminate all the cgas events as some
cgas events do occur in proximity to the interaction point, and thus are indistinguishable from the
desired ep ineractions.

The clectron pilot bunches (hereafter known as e-pilot bunches), as shown in Figure 4.5,
provide a tagged sample of cgas cvents, which are collected in the same manner as the ep events,
The ratc of egas events in any given bunch crossing is assumed to be proportional 1o the electron
current of the bunch. On a run by run basis, the number of egas events hidden in the ep sample can
be determined by scaling the sum of the e-pilot bunch currents to the sum of the electron ep bunch

180

{_] proton bunches
B8 electron bunches

Current uA

oB232388838

Rl .
178 200
Bunch number
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Figure 4-5 Electron and proton bunch structure

The average bunch current as a function of the HERA bunch number is shown Jor both
electron and proton bunches. Certain electron bunches (bunch numbers 17-18, 4142, 6566,
89-90, 113-114) are unpaired with a proton bunch and are known as electron pilot bunches.
Proton pilot bunches are also evident (bunch numbers 197-202).



currents (sec Table 4-3). The cgas events can be statistically subtracted by applying a weight

1 for ep candidates
w = 4 “n
ca4s —z—f for e-pilot events
Z Pttor
€
average average
pilot | colliding pilot colliding | *¥78°
bunches | bunches cutrent current c:;?wm
(mA) (mA)
: '°°"I°“ 10 4 090 6.86 7.63
m"‘“‘u 6 84 083 9.68 11.66

Table 4-3 Average electron and proton currents

to cach cvent, where 1P is the electron ep bunch current and ’:"" is the e-pilot bunch current of
any bunch. The we,, weight cffectively eliminates all the egas background from the sample as
well as corrects any distributions for the effect of the cgas events.

The precision of the cgas subtraction depends on the accuracy of the current measurement.
As detailed in [45], it was found that there was an error of order 0.5% on w,p,,. Evidence for this
error came from studying the current normalized bremsstrahlung rate for each bunch. The first
bunch of a consecutive group of bunches (¢rain of bunches) had a Yower bremsstrahlung rate. The
effect seemed to be larger for smaller bunch trains, and significantly lowered the bremsstrahlung
rate for pilot bunches, which consisted of a train of only two bunches.

The effect of the egas subtraction on the 2 vertex distribution of events which deposit less
than 1 GeV of energy in the FCAL (theae events are known as diffractive-like) is shown in
Figure 4-6. These diffractive-like events are used since any cgas cvents which deposit more than
one GeV of energy in the FCAL are more likely to be vetoed by an FCAL timing cut (see the timing
cut description in Section 4.1.3), hence the egas contamination will be much lower. The cgas
cvents are shifted towards FCAL as they are Lorentz boosted in the clectron direction, and have a
very small opening angle. The further from RCAL the cvents are produced, the more likely part of
the hadronic system will enter and trigger in RCAL. As the vertex moves further from the interac-
tion point, closer to the FCAL boundary, there is a higher chance that some remnant will also enter
FCAL, and cause an FCAL timing veto, which causes the uncorrected distribution to fall off to-
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Figure 4-6 Egas background subtraction on z-vertex position of diffractive-like events
The 7 vertex of the diffractive-like events (Epc ;<1 GeV) shows a large tail in the vertex
position on the FCAL side. After egas subtraction, the tail becomes consistent with zero. The
inset shows the full peak of the distribution.

wards FCAL. After egas subtraction, the forward tail of Figure 4-6 becomes consistent with zero
as expected.

4.3.2 Proton gas background

Proton gas (pgas) background occurs when one of the beam protons interacts with a gas
molecule or structure inside the beampipe. The remnant from the interaction then enters the main
calorimeter causing an RCAL trigger. Since it is impossible for any remnant of the interaction to
travel in the electron direction, traverse the complicated series of magnets, and trigger the LUMI
clectron detector, sufficient coincidental energy has to be deposited in the LUMI electron detector
from, for example, a cosmic muon. Similar to egas events, the proton pilot bunches (sce Figure 4-5
and Table 4-3) provide a sample of tagged pgas events which can be used for background subtrac-
tion. It is found, however, that no cvents are produced by the proton pilot bunches, which sets an
upper limit on the pgas background of 0.01% and is neglocted.

433 Coincidence background

As the name implies, coincidence background is the overlapping of two or more different
background events in the same crossing. As was discussed with the pgas subtraction, it is almost
impossible for a pgas event to trigger the LUMI clectron calorimeter. However, it is possible to
trigger the LUMI if the pgas cvent occurs in coincidence with a bremsstrahlung event. The coinci-
dence background consists of a bremsstrahlung cvent which triggers the LUMI electron calorime-
ter and some event which deposits energy in the RCAL such as a cosmic muon or a pgas event
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These events are climinated as much as possible with other cuts (e.g., timing cuts), but cvents re-
main in the final sample.

Similar 1o the cgas background, the coincidence background also has a tagged component.
1f both the electron and the photon from the bremsstrahlung event are detected by the two LUMI
detectors, then the summed encrgy of the two detectors should add up to the electron beam encrgy,

EL e * ELumic = Eo ™ 2661 GeV. w10

The tagged coincidence events arc uscd to statistically subtract the untagged everts. Similar
to egas and pgas cvents, the cvent weight, w,,;, is based upon the ratio of untagged events versus
tagged events. The ratio is determined by looking at the LUMI environmental records. These
records are taken in parallel to regular ZEUS data gathering and contain information for every
bunch in the accekerator on the energics deposited in both LUMI calorimeters. Since the
bremsstrahlung interaction is by far the most common, the environmental events basically contain
an unbiased bremsstrahlung sample. Since the environmental cvents are taken scparately from the
regular ZEUS data acquisition chain, there is no requirement on the main calorimeter energy for
these bremsstrahlung events. Figure 4-7 shows the spectrum for such events, with the tagged and
untagged samples clearly identified The ratio,

w .= # untagged bremsstrahlung events

col # tagged bremsstrahlung cvents *
is obtained on a run by run basis by counting the number of cvents that are in the untagged region
(denoted by the solid line in Figure 4-7) of the bremsstrahlung sample and the number of events in
the tagged region (dashed region of Figure 4-7). Since the trigger for data gathering requires that
encrgy be deposited in the LUMI electron calorimeter, the untagged background consists of cvents
in which the photon escapes detection in the LUMI photon calorimeter, and thus cannot be distin-
guished from photoproduction £p events. The bremsstrahlung events in Figure 4-7a, where the
electron escapes detection but the photon is detected (the events that lie along the y-axis), do not
pass the LUMI clectron detector trigger requirement and are not in the photoproduction data sam-
ple. The subtraction is applied to the data by identifying the bremsstrahlung events that fall into the
tagged region of the photoproduction data sample, as shown in Figure 4-8 for run 7200, and apply-
ing the weight, w ,;, to these events. The effect of the coincidence subtraction can be seen from the
2 vertex spectrum of events with a vetowall hit as shown in Figure 4-9. As vetowall hits are the
result of halo muons or pgas interactions with particies gencrated behind the RCAL, all the vetow-
all tagged events are coincidence events, and should be climinated from the sample. After applying
the coincidence subtraction, the vetowall samplke becomes consistent with zero.

“m

One obvious feature of Figure 4-7b is that the tagged and untagged clectron encrgy spectra
arc not the same. The untagged spectrum peaks at a higher energy than the tagged spectrum, and
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Figure 4-7 LUMI bremsstrahlung spectrum

The bremsstrahlung LUMI energy spectrum for run 7200 is shown in a) for both the electron
and photon calorimeters. The regions of tagged events (dashed line) and untagged events
(solid line) are also shown. Taking the ratio of the number of events in the untagged region
versus the number of events in the tagged region gives the coincidence subtraction ratio. The
projections of the tagged region (dashed) and the untagged region (solid) onto the electron
energy axis is shown in b). The electron energy spectrum of the tagged region is very
different from that of the untagged region.

has a long flat tail to lower energies while the tagged spectrum decreases slowly 1o lower encrgics.
The coincidence background subtraction cannot be applied directly to the ¢lectron energy spectrum
of the data as this would result in an unrealistic LUMI energy spectrum. Since the LUMI electron
encagy spectrum will be needed (see Section 6.3), a method of properly subtracting the coincidence
background from the electron spectrum has to be developed. This is done by repositioning the elec-
tron energy of the tagged background cvents in the LUMI clectron energy spectrum. To do this,
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Figure 4-8 LUMI energy spectrum for run 7200

The LUMI energy spectra of data for run 7200 is shown. The tagged bremsstrahlung events are
shown {dashed region} as well as the soft photoproduction didates (solid region). The
tagged background was used to statistically subtract the untagged background from the
candidates.
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Figure 4-9 Effect of coincidence background subtraction

The spectrum of vetowall events before coincidence subtraction and after coincidence
subtraction is shown. Before coincidence subtraction, there were a total of 15204.7 events in
the vetowall tagged sample. After coincidence subtraction, the sample contained -8.6 events,
consistent with zero within statistical errors. A horizontal fit to the subtracted sample (shown
by the line at = 0) resulted in an intercept of -0.1330.80 with a xz of 1.06, again consistent with
zero. The full peak is shown in the inset.

the probability of an untagged bremsstrahlung event to be at any given energy is determined by
renormalizing the untagged spectrum from Figure 4-7b to one. This probability spectrum is then
integrated over all encrgies by summing the probability in each energy bin with the probabilities
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from all Jower encrgy bins, as shown in Figure 4-10 for run 7200. For each tagged coincidence
event from the data spectrum (sec Figure 4-8), the LUMI clectron encrgy is randomly reassigned
according to the integrated probability spectrum. For example, a tagged bremsstrahhung event from
run 7200 with an clectron energy of 16 GeV and a photon encrgy of 10.7 GeV has a random num-
ber of 0.65 generated for it. From Figure 4-10b, this places the new clectron encrgy between
20-21 GeV. The event is then placed at a new energy, lincarly interpolated between the two bins,

(R-P(20GeV))
(P(21GeV) - P (20GcV)) w1z

where R is the random number generated, and P(E) is the integrated probability of the energy, E.
From Figure 4-10 P(20 GeV) =050, and P(21GeV)=0.73, resulting in a new energy of
El Mg = 2064 GeV,

ew =
Eltmig = 20GeV +

Ancther feature of Figure 4-7a is that events in the untagged region can also have some
photon energy. This will become important when a photon energy cut is applied to data to Limit the
cffects of radiative corrections (see Scction 6.4). Bremsstrahlung background events in the un-
tagged region will be cut by a photon energy requirement, and this will change the background sub-
traction. From Figure 4-7 it is obvious that the photon energy spectrum for the tagged and untagged
bremsstrahlung events are different. The photon energy for the tagged bremsstrahlung cvents has
to be repositioned in the same fashion as the electron energy for the background subtraction to
work with a photon energy cut.
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Figure 4-10 Probability spectra of run 7200 for untagged bremsstrahlung events

The probability as a function of the LUMI electron energy to obtain an untagged
bremsstrahlung event at a given electron energy is shown in a) for run 7200. The probability
spectrum of a) is then integrated and normalized as shown in b). The integrated spectrum of b)
is used to assign new energy values to tagged bremsstrahlung background events.



The effects of the background subtraction on the LUMI electron and photon spectra are
shown in Figure 4-11, The effect of the new clectron energy for the tagged events on the spectrum
can be seen from the high energy of the subtracted events. Likewise, the photon subtraction occurs

predominantly at low encrgics.

The large tail of the photon spectrum is due to events that fall into neither the tagged
bremsstrahlung region nor the photoproduction candidate region (the events above and to the right
of these two areas in Figure 4-7 and Figure 4-8). Since thesc cvents do not falt into cither class,
they are given a coincidence subtraction weight, w,;, of zero. As the energy sum of the electron
and photon LUMI calorimeters for these events is far above beam energy, they must be the result
of two overlapping bremsstrahtung events in the LUMI detectors. For the LUMI bremsstrahlung
samplc shown in Figure 4-7, all events with a combined LUMI electron and photon encrgy above
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Figure 4-11 LUMI electron and photon spectra after background subtraction
The effects of the statistical background subtraction on a} the LUMI electron energy spectrum
and b) the LUMI photon energy spectrum are shown as a function of the respective energy.
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33 GeV (the upper boundary for the tagged region) are counted. The number of events above the
33 GeV line is found to be 1.0% of the mmber in the tagged region. This says that for the
bremsstrahlung events, there is onc double bremsstrahlung event for every 100 events inthe tagged
region. Doing a similar test with data reveals that the number of events with combined energy
above 33 GeV is approximately 9.3% of the number of cvents in the tagged region. This excess
indicates that most of these events must come from the accidental coincidence of a bremsstrahlung
and an ep event. These good ep events are removed from the data sample (w,; = 0), and therefore
must be corrected for. After removal of double bremsstrahlung cvents from the data sample, it is
found that the number of events above the 33GeV line is 0.7% of the number of total photoproduc-
tion cvents. The total number of events in each Wy, bin from Table 4-2 is comrected by 0.7%.

44 Run selection

Not all of the runs collected during the 1993 running period are used for this analysis. Many
of the runs are unsuitable due to changes in the beam behavior. The LUMI electron calorimeter is
very sensitive to any changes of the interacting clectron beam, such as the tilt o horizontal posi-
tion. Run sclection cuts are made on the basis of horizontal vertex shift, tota) run luminosity and
horizontal beam tilt at the interaction point as discussed below.

4A4.1 Vertex shift cut

As can be seen from Figure 4-12, the horizontal position of the interaction point changes at
run 6935, and all runs before run 6935 are removed from the sample. The orbit change was caused
by the HERA machine group changing the orbit of the two beams to optimize performance. Al-
though only runs after run 6900 arc shown in Figure 4-12, the horizontal spectrum for previous
runs is similar to that of runs from 6900-6934. [t will be shown in Section 6.3.3 that the LUMI elec-
tron acceptance depends strongly on the horizontal beam position at the interaction point, thus atl
rans before 6935 are excluded from the sample.

442 Run luminosity cut

All runs with a luminosity below 500 ptb! are excluded from this analysis. This cut re-
moves the smaller runs from the sample. For such runs, the etror on the calibration of the LUMI
detectors would be large. The smaller runs also incur a larger emror for background sabtraction due
to the limited statistics.

44.3 Horizontal beam tilt cut

Only runs with a horizontal beam tilt of approximately -0.16 mrad are used in this analysis.
When the electron beam passes the interaction poing, it has a component of momentum in the hor-
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Figure 4-12 Average vertex position as a fanction of run number
The average x, y, and z-vertex potition, as measured using the VC tracking package defined in
Section 3.8.4.3, are shown as a function of the ZEUS run number. The change in the horizontal
{x) vertex position at run 6935 is labelled. A much smaller shift of the horizontal and vertical
{x,y) vertex positions at approximately run 7150 can also be seen.

izontal planc. The HERA machine group kept this tilt to (-0.15 1 0.05) mrad for all runs. The beam
tilt has a large cffect on the acceptance of the electrons scattered into the LUMI electron calorim-
eter due to the series of magnets that must be traversed. Since the beam tilt does influence the elec-
fron acceptance, the run to run variation of tilts is kept small. The tilt can be monitored by the
photons from bremsstrahlung events. As the photons are not affected by the magnets and travel
straight from the interaction, the position obtained from the LUMI photon calotimeter can be used
to determine the tilt of the clectron beam as shown in Figure 4-13. A tilt of -0.16 mrad results in an
x position of -1.712 cm in the photon detector 107 m downstream. The average beam tilt of the data
is determined to be -0.16 mrad, thus a cut on the tilt for cach run is made at -0.16 3 0.03 mrad.

444 Final data sample

After applying the above cuts to the data, Table 4-4 shows the resulting final data sample
for a LUMI photon cut of 5 GeV, 2 GeV, and without any photon encrgy cut (see Section 6.4). The
total integrated luminosity of the surviving runs, the totat number of remaining events and the total
remaining runs are shown as the run sclection cuts arc sequentially applicd. For the event count,
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Figure 4-13 Average run position on face of LUMI photon calorimeter
The average x and y position on the face of the LUMI photon detector is shown for each run, as
well as the runs accepted by a horizontal (x) beam 1ilt cut at 0.16 £ 0.03 mrad (1.7 £ 0.3 cm).

Eppic <2 | mo Egyyyc
Erumc <5 GeV GeV cut

nocuts | run> 6935 “‘“‘“‘““\’ Titt =

2500 pb ! | -0.16 mrad All cuts All cuts
Luminosity | 382.667 | 377204 | 361822 | 245573 247.715 248.009
bl 10014 | 10.014 +0.014 10.01t 10.011 10.011
Events 5134 5078 4874 3320 3296 337.0
x10%) +1.7 +1.7 +1.6 $1.3 +1.3 1.3
Runs 231 219 144 90 88 92

Table 4-4 Effect of run cuts on data sample

background subtraction has been applicd. The LUMI photon energy cut is applied to reduce the
number of photoproduction cvents with initial or final state radiation, which also reduces migra-
tions between Wy, bins. Table 4-4 shows that the tilt has the largest impact on the data sample. The
luminosity cut has a large impact on the number of runs, but a much smaller impact on the total
luminosity and the total number of cvents, as thete were a large number of very short tuns.

After all the run cuts have been applied, the effect of background subtraction on the finai
sample can now be asscssed. For each Wy, bin from Table 4-2, Table 4-5 shows the effect of back-
ground subtraction on the total number of events, where BS in the table stands for bremsstrahlung
events. The total subtracted background is shown as well as a breakdown of this background into
the scparate egas and coincidence components. The largest cffect to the untagged sample comes
from the electron gas subtraction.



Wy, 181 GeV 206 GeV 229 GeV

Events without subtraction 138877 88051 44617
Events after subtraction 130961 84202 42162
Background events subtracted 7916 3849 2455
Egas pilot cvents 527 288 137
Egas equivalent in colliding bunches 3894 2128 1016
Tagged BS events in colliding bunches 2183 875 810
Tagged BS cvents in pilot bunches 9 4 4
Untagged BS events 1303 555 488

Table 4-5 Effect of background subtraction on Wy bins
45  Events per Luminosity

The first step in calculating the cross section is to determine the number of photoproduc-
tion cvents produced for a given luminosity. This is done on a nun by run basis by counting the total
number of candidate events in cach Wy, bin, and then dividing by the total luminosity of the run.
‘The average value of the number of events divided by the total luminosity (denoted as N/.) for all
runs is given in Table 4-6. The effect of each run cut is also shown in the table, as well as the sta-
tistical uncertainty (upper error value) and the systematic uncertaintics added in quadrature (lower
error value) where applicable. The value of N/£ as well as the xz of the fit to all runs as shown
graphically in Figure 4-14 is listed for cach Wy, bin and for the different photon energy cuts. In-
cluded in the quantities are background subtraction and correction for double events.

Figure 4-14 shows the events per luminosity on a run by run basis. The x axis, labelled as
run index, takes all the sclected runs and renumbers them scquentially instead of using the ZEUS
run numbes. Although the ZEUS run mumber information is lost, it is much easier to visualize the
paramcter changes. No large deviations from the average value of N/£for each bin are evident dur-
ing the entire running period.
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Figure 4-14 Number of events per luminosity for Wy, bins

The number of events per ub of luminosity (NI L) is shown for each of the W.p, bins as well as
the sum of the three Wy, (denoted by ZW? ). No large deviations are evident § m any of the three
bins. The fitted wlue.r Jor NI L and the X* of each fit are given in Table 4-6.



W.p = 181 GeV Wy = 206 GeV Wop =229 GeV
Sclection cut
NiLgby | x’mdf | Nic(ub) | x¥ndf | MiLqub) | xPmds
0.5336 0.3383 0.1622
No cuts 10,0026 127 +00020 | 118 40,0013 1.65
0.5361 0.3392 0.1623
Run 2 6935 +0.0026 1.01 +0.0020 1.13 40,0014 1.7
A 1| 05373 0.3407 0.1645
Luminosity 2 500 b +0.0027 1.00 +0.0021 1.05 40,0014 1.49
0.5352 0.3431 0.1699
Tikt = -0.16 mrad 10.0033 104 | 200025 106 | $0.0017 | 098
10.0039 10.0044 10.0065
systematics
L | 05353 0.3429 0.1699
Luminosity 2 250 pb 40.0032 1.03 £0.0025 1.09 £0.0017 1.14
. | 05352 0.3428 0.1702
Luminosity 2 750 pb 40,0033 1.07 +0.0026 1.13 +0.0018 0.97
0.5313 0.3427 0.1705
Tiit = -0.13 mrad +0.0039 1.00 +0.0031 1.10 +0.0021 1.06
0.5351 0.3387 0.1634
Tilt = -0.19 mrad 100041 | 081 +0.0031 1.01 10,0021 1.79
Em <2GeV
0.5261 0.3369 0.1687
All cuts 10.0032 | 103 | 200025 1.09 | 100017 | 089
10.0034 10.0038 10.0080
no Ewu]a cm
0.5364 0.3461 0.1720
All cuts 10.0032 | 096 | 10.0025 109 | 10.0017 1.19
10.0026 10.0040 10.0053

Table 4-6 Events per Juminosity for W,y bins
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5 Calorimeter Acceptance

The main calorimeter of ZEUS is used to trigger on photoproduction events by requiring
that energy be deposited in the RCAL section of the detector. The acceptance of the RCAL require-
ment of the trigger (Agcyy) is determined by cxamining the fraction of gencrated Monte Carlo
events which, afier being passed through the full detectar simulation, are accepted by the trigger
simulation package. The relative fractions of the different contributing Monte Carlo subprocesses,
as well as the subprocess acceptances, have to be determined before  final acceptance can be cal-
culated. The contributions from the different Monte Carlo subprocesses are varied to achieve the
best reproduction of the data.

51 Event Generation

Events for cach physics subprocess arc generated individuaily with various physics gener-
ators (which will be described along with the cotresponding subprocess below) and combined into
a final hadronic system, the calotimeter distributions of which are then compared to those of the
data cvents. By minimizing the difference between the data and Monte Carlo for the calarimeter
distributions, the best Monte Carlo description of the data can be obtained. The aim of the compar-
ison is to determine the relative subprocess contributions, and hence acceptance contribution for
each event type.

5.1.1 Diffractive processes

The technical description of diffractive subprocess generation is shown in Table 5-1 (see
Section 2.3.1.1 and Section 2.3.1.2 for a description of diffractive processes). The PYTHIA [46)
event generator is used to simulate the clastic photoproduction sample, as well as proton and pho-
ton inclastic diffractive processes. In all three cascs, the photon produces a vector meson which
then interacts diffractively with the proton. The Nikolaev-Zakharov (NikZak) [47] event generator
is also used to generate photon diffractive events. In this generator, the photon is described by a
quark-antiquark pair which couples to the proton through pomeron exchange. The NikZak gener-
atoe only produces cvents for My 2 1.7 GeV, where My is the mass of the diffractive statc, so the
lower My region is simulated with the PYTHIA photon diffractive events, and both Monte Carlos
are mixed to give a smooth My spectrum down to My = 1.2 — 1.5 GeV. Double diffractive cvents



process gencrator and description
clastic PYTHIA
Yoo Vp V=p,04¢ withrclative fractions 1/2.2: 1/18.4: 1/23.6
doldt = %', where the slope of the ¢ distribution is B = 11 GeV'2
inelastic d*0/dtdMy = e/ (M%), where the muclear slope parameter
is B GeV2
My <0.1-WE,
proton diffractive | PYTHIA
p— VXI, Mx' >m, +02 GeV
photon diffraction | PYTHIA
Yoo Xw Mxv>mv+020cv
Nikolacv-Zakharov (NikZak)
My 21.7GeV
1 4
Table 5-1 Diffractive generators

are included in the HERWIG non-diffractive cvent gencrator (sce the next section) and are not add-
ed scparately. All the simulated diffractive processes are then reweighted in My to produce Monte
Carlo events with a cross section proportional to (M;{z)z (the My dependence on € will be cxam-
ined in Section 5.3) as shown in Table 5-1.

5.1.2 Non-diffractive processes

As shown in Table 5-2 the non-diffractive processes arc generated using HERWIG 5.7 {48)
in the minimum bias mode, which is based upon the minimum bias pp generator of the UAS col-
laboration [49]. HERWIG generates an event by creation of clusters of qq pairs (or particies), one
for each of the beam particles with additional clusters to account for the average charged particle
multiplicity. The particle multiplicity is taken from a negative binomial distribution (NBD) tuned
to the ZEUS data ([11] contains a detailed description of the tuning procedure and results of the
analysis), and the particle p, distribution is also fit to ZEUS data. The clusters are generated flat in

process generator and description
minimm bias HERWIG 5.7
{p,) =390 McV
hard direct and resolved PYTHIA
Pt =5Gev
proton structure function MRSD- [50)
photon structure function GRV [51)

Table 5.2 Non-diffractive generators
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rapidityl and are allowed to decay, with the decay products striking the detector. Since it is very
difficult experimentally to separate non-diffractive and doublc diffractive events, the UAS param-
cterization is actually based on non—single diffractive events (NSD) which are a combination of
double and non-diffractive events even though technically the generation process is a non-diffrac-
tive onc. Thercfore, no double diffractive component will be explicitly added to the Monte Carlo
mixtures.

Hard direct and resolved cvents are gencrated separately using PYTHIA, and combined
into a single hard subprocess component which is used in the fits to the data.

52 Hadronic System

As discussed in Section 4.1, an RCAL trigger is required to accept any event in the online data ac-
quisition system. In order to determine the probability of events triggering the RCAL, a knowledge
of the composition of the events is necessary first Using Monte Carlo events passed through both
the detector and trigger simulations, the acceptances of the generated subprocesses (see
Section 5.1) are determined. The acceptance for cach of the subprocesses, A;, is calculated as fol-
lows:

Ml!ﬂ-'
An’ = ‘;en ' &N
N
where, for cach subprocess i, Nf** and N7**** represent the number of generated Monte Carlo
cvents and the number of Monte Carlo events surviving online trigger and offline sclection cuts,

The overall calorimeter acceptance is then determined as
Aot = ZA:'G.‘ =2
r

summed over all subprocesses, i, where 0; is the relative subprocess contribution by cross section
(i.c., the relative fraction of each subprocess at the gencrator level) and ¥ 0, = 1.
1

If all subprocesses had very similar acceptances, the overall acceptance would not depend
on the relative fraction of each subprocess and the composition of the sample would not matter.
However, as shown in Table 5-3, the subprocess acceptances vary a great deal, with the clastic and
proton diffractive contributions having by far the smallest subprocess acceptances. A detailed
knowledge of the composition of the final Monte Carlo event sample (the 6; for each of the sub-
processes) is thus required to determinc the calorimeter acceptance, A,

E+
1. Repidity is defined as y = %“‘(s-:!) - ...n-'{%),
T
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Acceptance (%)
Subprocess
Wy =181GeV | Wo, =206 GeV | Wy =229 GeV
PYTHIA clastic 30112 21.1+1.2 13.1+12
PYTHIA proton diffractive 396%14 292114 21213
PYTHIA photon diffractive 759216 755+15 760415
PYTHIA doublke diffractive 791216 786t16 781216
NikZak photon diffractive 84.15+0.77 86.43 £0.68 88015
Photon diffractive mixture 83.76 £ 0.86 85.05+0.78 87014
HERWIG minimum bias (minb) 87118 898124 90.7+2.5
Hard mixture ns5t19 85.6+2.3 91825

Table 5-3 Monte Carlo subprocess acceptances
The fractions obtained from fits of the Monte Carlo subprocesses to data are not the relative

cross section fractions, 6;, discussed above, but instcad the relative measured fractions,

fi = oA, 3
which are normalized such that

Z‘{f =1. 4

]
The measared subprocess fractions, f;, can then be related to the gencrated subprocess fractions, o;,
using Eqn. (5-3) and remembering that 3 6, = 1,
T

which, by Eqn. (5-2), gives

and by using Eqn. (5-4), we find that

Ay = =——. ®n

To determine the measured subprocess fractions, f;, the Monte Carlo subprocesses are com-
bined and compared to data using different calorimeter distributions (¢.g., total calorimeter encrgy,
Ey;). The subprocess fractions are varied to minimize the x2 between the Monte Carlo mixture and
the coeresponding data distribution, with the chi squared per degree of freedom, x2/ndf, calculated
as follows:

£ 1t deono!
ndf ~ bins-1 (of"“)zﬂof“')"

9
i=1

N7/ ang NMC are the number of data and mixed Monte Carlo events in bin j of the distribution

respectively, of"" and u}"f are the statistical errors for bin j, and the sum is taken over all bins

of the distribution. All the distributions are normalized such that the measured sum is one (ie.,

TN = FNNC = 1). The y’mdf allows the determination of the best Monte Carlo descrip-

tion that is compatible to each of the data distribution.

In order to resolve the subprocess fractions, the distributions chosen must provide some
scparation of the different components. Ideally, the RCAL energy distribution would be used, as
the trigger only requires that encrgy be deposited in the RCAL section of the detector. 1t is found
however, that all the subprocesses have similar RCAL energy distributions, thus no separation is
possible and it is not used. For this analysis, the following four calorimeter distributions, derived
from condensates! above 160 MeV except as noted, are used:

* Total calorimeter energy, £y, — the sum of the total energy of all calorimeter condensates.

» Total transverse energy, E, ~ the sum of the transverse energy of all calorimeter condensates.

e Condensate multiplicity, #.,ns— the total number of condensates in cach event.

. mwmww.nm—dnmwfmﬂalaimmﬁmwme
400 MeV.

Whilc there is some correlation between the distributions (c.g., higher encrgy cvents are more like-

ly to have higher E, as well as a higher condensate multiplicity, and a larger T p,,), all the distribu-

tions are distinctive and an average of the acceptances determined from a fit to each of the four

distributions will be used. An example of the fits to these data distributions is shown in Figure 5-1.
The fits themselves will be discussed in more detail in later sections.

1. A calorimeter condensate is a group of adjacent calorimeter cells with energy deposit above the noise
threshold of 60 MeV for EMC cells and 100 MeV for HAC cells.
2. Pseudorapidity is defined as -In(lan (8/2)) for each calorimeter condensate.
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Figure 5-1 Monte Carlo fits to data for four different calorimeter distributions

The best Monte Carlo fits to various data distributions are shown, along with the lendﬁ labelled
as xz, and acceptance resulting from the fit. The error on the acceptance is statistical only, due
to the finite number of events in each Monte Carlo subprocess. The distributions shown are for
W,, = 18] GeV, and & = I (see Section 5.3 for a description of €), assuming that proton
diffractive and photon diffractive events are mixed 1:1 by cross section. All distributions are
normalized to one event.

52.1 Dead material

There is a problem with the Monte Carlo description of the detector since it does not accu-
rately describe all of the dead material® in the detector. This is most pronounced in the rear direc-
tion, affecting the simulation of RCAL energies, allowing more RCAL cnergy to be deposited in
the Monte Carlo than occurs in data. This will have a larger effect on the subprocesses which de-
posit little energy in the FCAL and BCAL sections of the calorimeter, such as elastic events, shown

1. nactive material inside the detector (such as support structures) that may cause a particie to lose energy if
traversed.
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in Figure 2-3a, and photon diffractive events, shown in Figure 2-3b, The cffect of the dead material
on the four select fit distributions is assumed 1o be small and should be within the rather larger cr-
rors determined for the calorimeter acceptance (see Scction 5.6 for 2 summary of the etrors asso-
ciated with the calorimeter acceplance).

522 Calorimeter acceptance

Similar to the 1992 analysis [52], the fits are simplified by assuming Oyx = Oy, = 204y
(sec Section 2.3.1.2) for the inelastic diffractive cross sections [6]. As was discussed in
Section 5.1.2, the double diffractive events (Gyy) are implicitly included with the generated non-
diffractive events, 50 only the proton and photon diffractive processes are mixed with equal cross
sections, labetied as “E diffractive” in Figure 5-1. Table $-4 summarizes the acceptances (includ-
ing the averaged acceptance) for the fitted distributions, assuming the standard diffractive depen-
dence of da/dMy « 1/MY where My is the mass of the diffractive system. The diffractive mass
is calculated as the root of the difference of the encrgy squared and the momentum squared,
My = JEz—pz ~ :JEz —p%— fZE.'(E'—+,11z) where E and p are obtained from the calorimeter
and E, from LUMIE.

The best fit for each of the four distributions is shown in Table 5-4 for cach of the W, bins
defined in the previous chapter. For each distribution, the total acceptance is given as calculated
from the fit values of o; for each of the subprocesses, which are given under cach of the subprocess
labels in the table. The label minb refers to the HERWIG NSD events described in Section 5.1.2
and the label hard refers to the combined direct and resoived events also described in Section 5.1.2.
The uncertainties on the individual distribution acceptances in Table 5-4 are only duc to the event
statistics. The acceptances from the individual distributions are averaged to get the final calorime-
ter acoeptance with the statistical error taken from the spread of the values. The acceptances for
cach bin are equivalent within statistical ezrors. Also shown in Table 5-4, the x2/ndf for the fits can
be quite large (12.9 in the case of Ny, for Wy, = 181 GeV). Excellent agreement between the data
and the Monte Carlo is not expected until further study of @ interactions and tuning of the Monte
Carlos is done. The rather large x’hxdl‘ofl.henw distribution will be discussed in more detail in
the next section

From Table 5-4, centain trends can be seen. First, the fraction of the non-diffractive (la-
belled as minb in the tabic) and the hard everts vary by a large amount from fit to fit, while the sum
of the two process (labelled as minb + hard in the table) has only a small variation. The variation
of the non-diffractive and hard events onty affects the acceptance of the Wy = 181 GeV bin, where
the acceptance of the two components are not approximately the same (see Table 5-3). This ac-
counts for the low acceptance of the E,, distribution in this bin, as the E,,,, distributions requires a
much lacger fraction of hard events than any of the other distributions. Also of note in the table is
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) Subprocess contribution (g; in %)
dasrion | "CTIC S | e | b | g | "o | eoin | hotcn
gy | Giff | difh
W = 181 GeV
Eor F05510 | 400 | 1842 | 5279 | 1162 | 6441 | 859 | 8.59
E, 742+11 | 197 | 1035 | 6195 | 290 | 64.86 | 11.90 | 11.90
T 736£12 | 1291 130 | 6332 | 000 | 6332 | 1179 | 1179
Mcond 746+12 | 319 | 1073 | 6359 | 125 | o484 | 22 | 222
average | 132% 16 1340 | 6041 | 394 | 6435 | 1L.12 | 1L.12
W, = 206 GeV
Fur TLT£12 | 3.3 | 13.47 | 4307 | 17.69 | 61.76 | 12.39 | 12.39
E, 730£15 | 095 | 12.84 | 5924 | 387 | 6311 | 12.03 | 1203
T 71.7£15 | 649 | 1530 | 6141 | 000 | 61.41 | 1164 | 1164
Reond 733214 [ 375 | 1137 | 5740 | 544 | 6284 | 1290 | 1290
Caverage | 124107 1324 | 5553 | 675 | 28 | 12.24 | 1224
W.', =229 GeV
Eor TA0L12 | 213 | 822 | 4294 | 20.04 | 6298 | 1440 | 1440
E, 74414 | 177 | 1229 | 5582 | 495 | 60.77 | 13.47 | 13.47
Tesar 686+16 | 489 | 19.06 | 6082 | 000 | 60.82 | 10.06 | 10.06
" TMit14 | 292 | 1256 | 53.48 | 685 | 6033 | 1355 | 1355
average | 713219 13.03 | 5327 | 196 | 6123 | 1287 | 1287

Table 5-4 Acceptances and fitted cross sections for calorimeter distributions

that the clastic fraction (the column labelled elastic in the tablc) has the largest variation if only the
minb + hard is considered instead of the individual minb and hard components. The variation is
largest in the W.p =229 GeV bin (this will become even more evident in Scction 5.4). This is due
to the very low acceptance for clastic events in this bin as seen from Tablc 5-3. Not many elastic
cvents survive, and the small number of cvents makes the fit less accurate.

53  Mydependence

While the gross features of the calorimeter distributions can be reproduced by the Monte
Carlos, certain discrepancies are evident. Particularly, the data peak at Npax™ -1.5 of Figure 5-1d
is far larger than the corresponding Monte Carlo peak. This Monte Carlo deficit has the effect of
increasing the cakulated 32 between the data and the Monte Carlo mixture giving values much
larger than the other distributions. This peak can be seen to consist mostly of diffractive events {in
particulaz, low mass photon diffractive events). Following the results of CDF [14) and E-710 {53],
it is conjectured that the deficiency might be an indication of a diffractive dependence that goes as
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d6/dMy = My™® where £ > 1. Larger € valucs (> 1) have the effect of shifting the generated
cvents towards the low mass region. This has the combined effect of beginning to fill the Ny, peak
of the Monte Carlo with diffractive events, and also decreasing the fraction of clastic cvents in the
Monte Carlo mixture. The sccond effect is duc to low mass diffractive events having a very similar
signature (o elastic events in the calotimeter. As the number of low mass diffractive events increas-
¢s, a smaller amount of clastic events is needed to reproduce the data. Since the elastic events have
a smaller acceptance, a decrgasc of the clastic fraction also changes the total acceptance.

Another peak is also evident in Figure S-1d at nw-S.S.mistimc with the Monte Carlo
exceeding the data, again increasing the calculated x? fot the distribution. This will be discussed
in more detail in Section 5.4.

To determinc the value of £, a comparison of the diffractive events from the data and the
Monte Carlo has to be donc. Experimentally, the scattered proton should be detected to identify
photon diffractive events. Since for the 1993 run period, the Leading Proton Spectrometer (LPS)
was not fully integrated with the ZEUS experiment, no tag of the proton was possible. Other meth-
ods are needed to sclect the diffractive events, involving cuts on different calorimeter distributions.
Such cuts, however, will not be totally effective in removing all other processes, therefore Monte
Carlo cvents of these other processes are used to simulate their contamination.

The double differential cross section in Table 5-1 is dependent on both M;'l andont A
measurement of the variable 1 would requirc a tag of the scattered proton, but as was discussed
above, the proton was not tagged during the 1993 run period. Therefore, the results must be implic-
itty ategrated over all possible values of ¢ giving

do C o Bt
— = FL‘EB dt, o)
dMX ( x)
where the integration limits, ¢, (M}() and ¢ (M}) , define the range of 7 available for a given mass
My. The contribution from the lower limit of the integration (¢;) is small and is ignored. The result-
ing single differential cross section,
do C BryMY
— = Lhie oM, o108
dMy My
consists of two pieces, each of which is a function of My. For the low mass region (My < 20 GeV),
the exponential varics slowly as a function of My as shown in Figure 5-2a. In other words, the gen-
cration of events with My < 20 GeV is not hindered by the ¢ dependence of the cross section as it
is for the 18 GeV centre of mass experiments as shown with the dashed curve in Figure 5-2a. The
single differential cross section solely depends on My in the low mass region. Also shown in
Figure 5-2b is the acceptance of cvents as a function of £. The acceptance is quite flat over all valucs
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Figure 5-2 Diffractive generation characteristics

The effect on the phase space of the mass generation from the unmeasured t dependence is shown
in a)as the solid curve. Also shown by the dashed curve is the phase space for a centre of mass
energy of 18 GeV. At HERA energies, the phase space does not restrict the generation of masses
below 20 GeV. The acceptance as a function of 1 is shown as the solid points in b) and is flat over
the entire t range. The generated t spectrum is shown as the dashed curve with arbitrary
normalization.

of £, hence no { acceptance effects will be present in the My distribution, and a fit to dg/ dM?Y di-
rectly measures the mass dependence parameter, €, for My <20 GeV.

As mentioned in Section 5.1.1, the diffractive cross section of the gencrated events can be
rewcighted to different vatues of € and fits can be done to the diffractive mass spectrum to deter-
mine the best vatue of £. In order to fit for ¢, the diffractive cvents are isolated from the non-dif-
fractive sample by applying ap, < 10 GeV cut to the cvents. This cut effectively removes most of
the non-diffractive events which deposit a large amount of energy in FCAL, increasing the diffrac-
tive purity, while having a high efficiency of accepting diffractive events in which the proton de-
posits little to no energy in the FCAL. A further cut of 1), > -2 is applicd to the sample to remove
elastic contamination. Following these cuts, a sample with a high purity of diffractive events re-
mains. The My distribution of the data events can now be compared to that of a Monte Caglo mix-
ture to determine the € dependence. To obtain the best value, € is varied and for cach value the
Monte Carlo subprocess fractions are varied and fit 1o the data distribution by minimizing the 2

+ formula of Eqn. (5-8). The resulting x? curves, as a function of &, for the three Wy, bins are shown
in Figure 5-3. The final € dependence is taken as the average of the minima, with an uncertainty
that covers the spread of the values. Also shown in Figure 5-3 is the fit to the My spectrum for the
Wy = 206 GeV binand 2¢ = 26.

A much more completc analysis is necessary to determine the true My dependence of the
data (one such attempt was made in [54] with a resulting dependence of 26 =2.6 £ 0.1 (stat) £ 0.4
(sys.)). Ank{}z"5 dependence will be used from here on, with errors that cover the range of values
for 2¢ of 2.3 to 2.9 from the curves of Figure 5-3. The acceptance as a function of the parameter ¢
is shown in Figure 5-4 for the W;=181 GeV bin, and can be used to adjust the total cross section
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53 x minimization of diffractive c dependence
X" curves for the fits to the diffractive mass spectra for various mass dependences, €, are shown.
The average minimum from the curves is used as the dependence when determining the
calorimeter acceptance. The inset shows the fit of the My spectrum for 2¢ = 2.6 and Wy =206
GeV. The legend for the inset is the same as for Figure 5-1.
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Figure 5-4 Acceptance as a function of ¢

The averaged calorimeter acceptance is shown as a function of the mass dependence parameter,
€ for the Wy, = 181 GeV energy bin. The acceptance is similar for all three energy bins. The
final cross section assumes a dependence of 2€ = 2.6 for all energy bins. The final cross section
can be adjusted to any desired mass dependence from the graph.
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toany other dependence. Since all three Wy, bins have the same acceptance within statistical errors,
only the 181 GeV bin is shown. Only statistical uncertainties are shown in Figure 5-4.

54 Calorimeter acceptance for 2¢ = 2.6

The recalculated calorimeter acceptances using the fitted value of 2€ = 2.6 are shown in
Table 5-5. The same trends that were evident in Section 5.2.2 remain. Of particular interest is the
total acceptance for the Wy, = 229 GeV bin, which is higher than the other two bins. This is duc to
the low fraction of elastic events fit in this bin. The low clastic subprocess acceptance and the in-
crease of the low mass diffractive events duc to the 2¢ = 2.6 dependence combine to reduce the
number of clastic events. This makes it very difficult to accurately fit elastic events. As the elastic
fraction is not expected to change rapidly with energy (which can be scen from the lower energy
bins), the lower energy bins will be used to estimate the clastic contribution in the W‘P =229 GeV
bin, similar to what was done in[11). Using the resulting average elastic contribution of 7.0 £ 1.6%

Subprocess contribution (5; in %)
distribution | (%) v elastic | minb | hard mi proton | pheton
hard iff. diff.
Wop = 181 GeV
Foe TAGL11 | 173 | 824 | 58.42 | 1164 | 70.06 | 10.85 | 10.85
E, 766+12 | 277 | 667 {6775 | 331 [ 7106 | 1114 | 1114
Tmax 7%63+13 | 517 | 761 | 924 | 000 | 6924 | 1157 | 1157
Neond 775413 | 125 | 593 | 7193 | 000 | 7193 { 107 | 1007
average | 7622 1.0 711 | 6683 | 374 | 1057 | 11.16 | 1L16
We = 206 GeV
Eor 76614 | 127 | 404 | 5233 | 17.04 | 69.38 | 1329 | 13.29
E, 766416 | 120 | 690 | 6584 | 447 | 7031 | 1139 | 1139
Tmas 24917 | 232 | 995 | 6791 | 000 | 6791 | 1107 | 1107
Meond 769416 | 163 | 684 | 6669 | 443 [ 712 | no2 | 1102
average 76210.78 693 | 6320 | 649 | 69.68 | 11.69 | 11.69
Wy = 229 GeV
Foor T99%15 | L11 ] 000 | 5544 | 1720 | 72.64 | 1368 | 13.68
E 790+17 | 208 | 165 | 6623 { 601 | 7224 | 1305 | 1305
Tmax 749+18 | 25t | 875 | 6896 | 0.00 | 68.96 | 1114 | 1014
eond 76817 | 186 | 628 | 6529 | 581 | 7010 | 1131 | 1131
average | 716190 417 | 63.98 | 725 | 7124 | 1230 | 12.30

Table 5-5 Acceptance and fitted cross sections assuming 2¢ = 2.6

3

from the lower encrgy bins, the new subprocess acceptances for the Wi, = 229 GeV bin are shown
in Table 5-6. The crvor on the average acoeptance is obtained by varying the clastic contribution
within its uncertainty limits {(5.4% — 8.6% clastic contribution), and taking the range of vatues as
the error on the acceptance. With the fixed elastic contribution, the total calorimeter acceptance for
Wy, =229 GeV is the same as the other encrgy bins within statistical errors. It can be scen from
the spread of acceptances in Table 5-6 that by fixing the elastic contribution, the final acceptance
from the different distributions has only a small variation. This cmphasizes the importance of cor-
rectly determining the clastic contribution.

Subprocess contribution (G, in %)
distribution | ACCERance | 42 minb
(%) clastic | minb | hard + Pf“i"ﬂ“’ o
hard : :
W.‘, =229 GeV

s 761515 | 199 | 7.00 | 5435 | 1537 | 69.72 | 1164 | 1164
E, 763417 | 232 | 700 | 6481 | 578 | 7058 | 1121 | 1121
Nmas 759118 | 254 | 700 | 69.84 | 000 | 69.84 | 1158 | 11.58
Reond 764417 | 186 | 700 | 6514 | 572 | 7086 | 1107 | 11.07
average 76.2 £ 0.84 700 | 6354 | 6.92 | 7025 | 1137 | 1137

Table 5-6 Acceptances and fitted cross sections assuming 7.0% elastic contribution

The parameter € is now varied within its limits (see Section 5.3) to determine a systematic
uncertainty on the acceptance. The error is very similar for all three W, bins, with the largest vari-
ation slightly under 2%, thus an error of 32% will be attributed to cach bin.

Another parameter that affects the number of elastic events fit to the distributions is the cut-
off value used for the diffractive mixture. As explained in Section 5.1.1, PYTHIA events are added
to the NikZak events to cxtend the mass range from 1.7 GeV down to 1.5 GeV. As the diffractive
mass generation goes lower, the contribution of the elastic events becomes smaller as the diffrac-
tive events replace them. The mass cutoff is varied between 1.2 GeV and 1.7 GeV and the resulting
range of acceptances is taken as the systematic uncertainty. The variation for all bins is below 1%,
thus a £1% total error is applicd to cach bin.

Replacing the photon diffractive mixture with PYTHIA photon diffractive events results in
a difference in acceptance below 0.5% for any bin. The diffractive mixture can also be replaced
with NikZak cvents as well, but this has already been accounted for by the change of the diffractive
mass cutoff discussed above. A mass cutoff of 1.7 GeV results in a diffractive mixture containing
only NikZak events.
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To this point, the Monte Carlo fits have all assumed that the ratio of the proton diffractive
to photon diffractive cross section is 1:1 as was done in the 1992 analysis [$2). However, fits can
also be performed allowing both diffractive types to vary freely. As was mentioned in Section 5.3,
the 1.4, spectrum has a Monte Carlo peak at 1,5, = 3.5 (the FCAL beampipe boundary) that is
much higher than data (sec Figure 5-1d). A main contributor to this peak is diffractive events, in
particular proton diffractive events where the remnant of the proton just enters into the FCAL. By
forcing the proton diffractive cross section to be the same as the photon diffractive cross section,
this peak may be artificially created. The deficit of events at ;. = -1.5 discussed previously re-
quires an increased fraction of photon diffractive events, which has the consequence of also in-
creasing the proton diffractive contribution and raising the forward peak away from the data. The
best fit will be obtained when a balance between the two peaks is attained. Fits are done allowing
the fraction of proton diffractive events to vary frecly. The resulting proton diffractive contribution
is closc to zero for all fits. The effects on the total acceptance vary for cach of the Wy, bins and are
shown in Table 5-7 (labelled as diffractive ratio). Table 5-7 also summarizes all the systematic ef-
fects, and the total systematic uncertainty applicd to each bin.

W (GeV) | masscutoff | diffractive ratio erange PYTHIA total
181 +1.0% +2.0% 1.0% $0.5% Hi%
206 +1.0% +2.0% £2.0% 10.5% e
229 £1.0% +3.5% ©20% | 0.5% e
Table 5-7 Summary of systematic errors
The acceptance errors listed are absolute. Thus, the systematic error due to the mass cutoff for the

181 GeV center of mass energy bin results in an acceptance of (76.2 £ 1.0)%.

55 Calorimeter acceptance for diffractive and non-diffractive subsamples

In order to try and simplify the fitting procedure cven mare, the sample can be split into a
diffractive and a non-diffractive subsample. For historical reasons, the division of the diffractive
and non-diffractive data components is done with a cut on the total energy in FCAL,

Epcar < 1 GeV for diffractive
. @11
Epc 41> 1 GeV for non-diffractive
instead of the cut on the longitudinal momentum, p,, as was done in Section 5.3. Both the cut on
pzand the cut on Epcyy have similar effects, producing & high purity diffractive sample of cvents.
The effect of the FCAL cut on the data sample is shown in Table 5-8, with most of the data sample
falling into the non-diffractive subsample (~85%). The combined acceptance cakculated from the
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Wy, = 181 GeV Wy, = 206 GeV Wy, = 229 GeV
fraction fraction fraction
ovents | oftotal | V™S | oftora) | YR | orioial
All events 131877 | 1000 | 84791 | 1000 | 42457 | t.000

Egcar <1GeV 21910 0.166 12943 0.153 5875 0.138
Epcar > 1 GeV 109967 0.834 71848 0.847 36582 0.862
Table 5-8 Diffractive and non-diffractive data events

two Monte Carlo subsamples should be the same as the total acceptance from the previous section,
hence this provides a systematic check of the acceptance calculation.

55.1 Calorimeter acceptance for Epc,y < 1 GeV

The procedure used to fit the diffractive subsample is the same as was used for the entire
sample. Table 5-9 shows the properties of the Monte Carlo subprocesses with the diffractive cut,
The acceptance listed for each subprocess is the ratio of the number of measured events in the sub-
sampie to the number of generatcd cvents in the subsample. The ratio of the gencrated and mea-
sured cvents inside the subsample versus the entire sample (i.c., (N%"' /MDD,
(N )/ (NGE ))ateal.soshownfctcachsubproccssmdmuche:mgyhmsgenmno

Ercar <t
and meas ratio mspecuvcly All of the elastic events appear in the subsample, and very few of the

W =181 GeV W =206 GeV Wp =229 GeV

gen gen gen

Subprocess Acceptance | Tatio | Acceptance | ratio Acceptance | ratio

(%) meas (%) meas (%) meas

ratio ratio ratio

. 30.1 1.00 21.1 1.00 13.1 1.00
Elastic +12 T00] 12 00| 12 100
N 36.0 0.27 25.9 0.25 18.4 0.25

Proton diffractive 29 [o25| 30 [o22| 130 [om
. o 80.3 0.55 80.5 0.57 830 0.58

Photon diffractive mixture +13 053 11 054 £19 056
Mini bi 83.8 0.02 88.6 0.02 90 0.02
mum bias 85 {00z| %117 [ooz| 13 0.02

. 61.9 0.00 100.0 0.00 0.00 0.00

Hard mixture £579 [Oo0| %819 [oo0| 000 [ow

Table 5-9 Monte Carlo acceptances and relative fractions for Epc,; < 1GeV
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non-diffractive (minimum bias and hard mixture) events make it into the subsample. Since only a
small fraction of the hard events make it into the subsample (at most, 5 generated cvents in any
bin), no hard mixture is used when fitting the distributions.

Since a large portion of the E, ), in the subsample comes from the RCAL, the dead material
effects described in Section 5.2.1 become important. For this reason, the E,,,, distribution will not
be used when fitting for the total acceptance for the diffractive subsample.

The total acceptance calculated for each bin of the subsample is shown in Table 5-10. Only
statistical uncertainties arc shown in the table, calculated using the same mcthod as in
Section 5.2.2. The systematic uncertaintics are determined as was done in Section 5.4, and are
summarized in Table 5-11.

Acceptance (%)
Wop = 181GeV | Wi, =206 GeV | Wy, =229 GeV
566123 497124 486120

Table 5-10 Acceptances for the diffractive subsample

W (GeV) | masscutoff | diffractiveratio | ¢ range Pythia total
181 3.0% % 5% | $01% e
206 +4.0% % #20% | 01% )
229 +.0% L) 5% | $07% g

Table 5-11 Summary of systematic errors for the diffractive subsample

It should be noted that the diffractive ratio now allows & range of crror above and below the
acceptance. This is caused by the difficulty in separating the clastic and photon diffractive contri-
butions in the subsample. Both event types have identical signatures in the calorimeter for the sub-
sample, but the subprocess acceptances differ. Nominally, the fraction of proton diffractive events
is coupled to the fraction of photon diffractive events by a 1:1 ratio in cross section. Elastic events
can then fill in any spaces in the distribution which the proton diffractive events cannot. When all
cvent types are allowed to vary freely, a difficulty arises in sclecting clastic or proton diffractive
events to fill the distributions. As the proton diffractive cvents have smaller statistics (fewer gen-
erated events), the statistical emror associsted with these events is larger, which mducesthefcal-
culated for the distribution. Hence, proton diffractive events are preferentially selected to fill the
distributions. To determine a systematic emror, the ¢lastic and proton diffractive contributions are
in tur forced to zero, and the range of acceptance is taken as the error.

The effect of using onty PYTHIA photon diffractive events in place of the diffractive mix-
ture is smaller than expected. This is attributed to the extra freedom of the diffractive events with-
out the influence of the non-diffractive portions of the distributions. This is especially truc of the
proton diffractive events when the proton remnant deposits encrgy in the RCAL. These evets re-
semble non-diffractive events and do not pass the subsample cut. When the entire sample is used,
these proton diffractive events limit the total proton diffractive contribution (see the discussion on
the forward Ny, peak in Section 5.4), and hence the photon diffractive contribution as well, since
the two are coupled by a 1:1 ratio by cross section. In the Epcyp < 1 GeV subsample, howeves, the
non-diffractive events have been removed, thus both diffractive types can vary without this con-
straint. This has a similar effect on the € range as well.

The diffractive subsample acceptance is not flat over the three energy bins as can be seen
from Table 5-10. However, the ratio of the diffractive subsample fraction (from Table 5-8) over
the subsample acceptance is approximately constant, thus the subsample contribution to the accep-
tance for cach bin is approximately the same.

5§52 Calorimeter acceptance for Excy; > 1 GeV

Table 5-12 shows the properties of the Monte Carlo events for the non-diffractive subsam-
pk. As with Table 5-9, the acceptance in each energy bin for each Monte Carlo subprocess is
shown, as well as the fraction of generated and measured cvents in the subsample. The non-diffrac-
tive subsample has very few elastic cvents and almost all the non-diffractive cvents. A large frac-

Wy =181 GeV Wop =206 GeV W =229 GeV

gen gen gen

Subprocess Acceptance | Ttio | Acceptance | Tali0 | Acceptance | ratio

(%) meas (%) meas (%) meas

ratio ratio ratio

Elastic 2394 |000[ 3755 [000| o00 |[000
+3221 0.00 +52.15 0.00 15005 0.00

Minimoum bi 87.07 098 89.85 0.98 90.72 0.98
immum Hias +18 [o098 | 246 [o09s| $253 [o09s
L 4089 {073 3026 [075| 2212 |075

Proton diffractive 15 [075| 152 [078| %146 [079
e 87.96 045 91.05 0.4 92.62 0.42

Photon diffractive mixtare | 3 oo t103 [oae| 2222 [om
. 72.55 1.00 85.60 1.00 91.81 1.00

Hard mixture +19¢ [100] £226 [100] 246 [Too

Table 5-12 Monte Carlo acceptances and relative fractions for Egcyy > 1 GeV
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tion of the proton diffractive events also makes it into the subsample. Similar to Section 5.5.1, the
small number of elastic events precludes them from being used in the fitting procedure.

Most of the non-diffractive events leave large amowunts of encrgy in the very forward re-
gions, essentially around the beam pipe. The Monte Carlo description close to the beam pipe is not
very accurate. This will have a large effect on the 1,,,, distribution, as the energy around the beam
pipe defines Tyy,, It is found that there is no resolution for separating the contributions with the
Timar distribution, and therefore it is not used to determine the acceptance.

Table 5-13 shows the acceptance calculated for cach bin in the subsample. Again, the table
only contains statistical uncertainties, with the systematic errors being summarized in Table 5-14.
The small systematic uncertainties are not surprising, s the systematics mainly affect the diffrac-
tive contributions, which make up only a small fraction of the subsample.

Acceptance (%)
W =181GeV | Wy =206 GeV | Wy, =229 GeV
84.621£0.99 8765+ 129 86.96 £ 0.55
Table 5-13 Acceptances for the non-diffractive subsample

W,, (GeV) | masscutoff | diffractive ratio € range Pythia total
181 10.02% 0.5% 10.2% 10.01% 10.54%
206 10.01% 10.5% 10.2% 10.2% 10.57%
229 +0.01% +0.5% 10.5% $1.0% 11.2%

Table 5-14 Summary of systematic errors for the non-diffractive subsample

The acceptances in each bin of this subsample are very similar. Again, the ratio of the sub-
sample fraction given in Table 5-8 over the subsample acceptance is almost constant for all bins.
Together with the results of the previous section, this resulis in a flat overall acceptance for the
combined subsamples.

56 Final acceptance and conclusions

Combining the results from the diffractive and non-diffractive subsampies results in the to-
tal acceptances listed in Table 5-15. Both statistical and systematic errors are fisted. These values
can be compared to the values from Table 5-5 and Table 5-6. The total acceptance calculated from
the subsamples is again flat in W, but the final acceptance is higher. This is again attributed to the
ability of the diffractive events to vary more freely in each of the subsamples. A +2% systematic
shift will be added to the final ervor for the calorimeter acceptance, which is shown in Table 5-16.

”

Acceptance (%)
Wy, = 181 GeV Wip = 206 GeV Wp =229 GeV
782+ 12 Gtan) g (oy) | 185215 (stan Ty (oys) | 784213 ot *3S (oy0)
Table 5-15 Total acceptance from diffractive and non-diffractive subsamples

Acceptance (%)
W,,:lSchV W.,:ZOSGeV W,,=2296ev
7624 1.0(sta0) 333 (oys) | 7624078 (star) 535 (ss) [ 762 £0.84 (star) 135 (oys)
Table 5-16 Final calorimeter acceptance and uncertainty

The error is dominated by systematic effects from the unknown fractions of the clastic and diffrac-
tive events. The LPS, which was completed for the 1994 run, will provide a tag of the outgoing
proton allowing the scparation of the clastic cvents from the proton diffractive events, as well as
providing a measure of the 7 dependence. This separation will permit the determination of the elas-
tic and diffractive contributions, and should greatly reduce the systematic error. Beginning in the
1994 run period, dedicated runs with a shifted z vertex position were also taken. For these runs, the
beams are shifted so that they collide closer to the FCAL. These runs should provide another han-
dle for the separation of the clastic and diffractive contributions as the opening angle, hence accep-
tance, for particles to enter the RCAL is larger. The increased resolution should allow a much better
scparation of the proton diffractive events from the clastic contribution [55). It can be seen from
the acceptances in Table 5-6 that the determination of the elastic contribution has a substantial im-
pact on the final acceptance.

No simple method exists for observing the effect of the RCAL energy shift, mentioned in
Section 5.2.1, on the calculated acceptance from the Monte Carlos. In Section 5.7, a conservative
estimation of the energy shift is included in the error for the trigger cotrection, thus no further error
is assigned to the cakculated acceptance. To properly study this effect requires a Monte Carlo sim-
ulation with a proper description of all the dead material, as well as the regencration of all the rel-
evant subprocesses. New versions of the simulation package, MOZART, have a much better
description of the detector and should provide more insight into these effects for the 1994 and 1995
87 Trigger efficiency and event loss

The online trigger acceptance is another factor which affects the cakculated cross section.
Events that trigger close to threshold may migrate out of the sample due to miscalibration of the
trigger towers online (see Section 4.1.1 for a description of the trigger used for this analysis). Like-
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wise, events just below the trigger threshold may also migrate into the sample. This is illustrated
inFigure 5-5, with the dotted curve showing the trigger behavior of the data, and the step indicating
the ideal trigger behavior. Since a large portion of the sample triggers very close to threshold, this
may have a large impact on the fmal cross section. This can of course be corrected for by repro-
ducing this behavior in the Monte Carlo simulation of the trigger system, but for 1993 the Monte
Carlo was gencrated with the trigges tower thresholds at the nominal values (the step behavior).

To study the trigger behavior, the Monte Carlo trigger simulation was run on the data sam-
pie. For the Monte Catlo, the trigger valucs are determined from the energy in each of the calorim-
eter towers. As onc of the offline reconstruction steps, all the calorimeter towers are recalibrated
to a much higher precision, so the new trigger values should mimic those of the Monte Carlo. This
allows the immediate elimination of events which should not have fired the trigger but migrated
into the sample (the tail of the dotted curve on the left hand side of the ideal trigger behavior in
Figure 5-5). A cut of the offline trigger values (called TREMC and TREMCTH hereafier) at the
same threshold as the online values (ONREMC 2 464 MeV o« ONREMCTH 2 1250 MeV are the
online values) is first applied.

To study the events which should have passed the online trigger but did not, the offlinc trig-
ger threshoid can be raised until the losses from the online trigger miscalibration are negligible. In
other wotds, raise the offline trigger threshold values (TREMC, TREMCTH) until the event loss
from the onlinc trigger valies (464,1250 MeV) is ncgligible. An estimate of what the offline
thresholds should be is determined using the fact that the online trigger is an “OR” of two different

Trigger acceptance
‘.\i
1)
‘!
\
3y

Trigger cnergy
Figure 5-5 Trigger threshold behavior
The acceptance of events for the online RCAL trigger as a function of the trigger threshold is
shown. The ideal trigger behavior is shown by the solid step function, with 100% acceptance for
event above threshold and 0% acceptance for events below threshold. The behavior of the data
is shown with the dotted curve. Events below threshold can migrate into the triggered sample,
and likewise event above threshold may fail to pass the trigger requirement.
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RCAL triggers. Either of the two triggers can be studied by demanding that the other trigger ac-
cepts the event. In this way, the losses from the trigger can be estimated. For example, the TREMC
trigger can be studied by requiring the cvents be triggered by the ONREMCTH trigger, and exam-
ining the fraction of events that should have passed the online trigger but did not for different
TREMC uigger thresholds, as is shown in Figure 5-6. For different TREMC thresholds, the number
of events that pass the threshold but did not pass the online trigger cut, ONREMC, are counted and
compared to the total mumber that did pass both cuts. This gives the percentage of lost events shown
in Figure 5-6. This procedure can also be repeated to look at the TREMCTH thresholds by requiring
the events be triggered with the ONREMC trigger. The cvent loss fraction from Figure 5-6 cannot
be directly used to correct the cross section as the two triggers are not independent. They do how-
ever allow the determination of the proper offline trigger thresholds to apply to the data to eliminate
the trigger loss effect. By raising the trigger thresholds one step up for cach offline trigger, the loss-
es become negligible. Recalculating the cross section at these higher trigger thresholds will efimi-
nate the threshold effects.

A correction factor, 8,y;,, will be applied to the cross section cakeulated with the nominal
offline trigger threshoids. 8;,;, is calculated as the ratio of the fractions, ATREMC,TREMCTH) =
(NI L){1/ARcaL), for the new trigger thresholds versus the nominal trigger thresholds, for example

_ f(660, 1875)
tris = 7(464, 1250) " &
~ - ~8a
525 :_ ﬂ) 57 c b)
2 1 2ek
[=4 - (= B
¢ 2F 3
] sk es 3
a"F BAE
2 1k ok -
b 2 £
05 | (B
o b1 11 ok A
464 680 B58 1052 1248 1250 1875 2500 3125 3750
REMC energy (MeV) REMCTH energy (MeV)

Figure 5-6 Event losses due to online trigger effects

The fraction of events lost online for an offline threshold setting is shown for different TREMC
trigger values in a) and for different TREMCTH trigger values in b) for the Wy = 181 GeV
energy bin. While the actual lost events change for the different energy bins, the shapes of the
two distributions remain the same.
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Table 5-17 lists the quantities calculated with the trigger thresholds raised by onc unit and raised
by two units, along with the calculated comrection factor. The correction factor will be taken as the
average from all bins for both increased trigger thresholds, This yields a nominal cormrection factor
of 8,y = 1.09 £ 0.01 where the ervor on the correction is taken from the spread of valucs.

new trigger threshokds (660,1875 MeV) | new trigger thresholds (856,2500 MeV)
W,
(ch) N/L N/L
(1b) Apcar (%) smg (ub) Apcar (%) ﬁﬁ‘
181 0.4495 59.32 1.08 0.3980 51.70 110
206 0.2969 60.72 1.09 0.2697 54.713 1.09
229 0.1522 63.21 1.08 0.1416 5135 1.11

Table 5-17 Effects of increased trigger thresholds

Another effect is also present in the trigger correction, namely the RCAL energy shift. The
cffect of the energy shift is not expected to be the same at the different trigger thresholds. However,
by changing the trigger thresholds, no change in the underlying physics will occur and the subpro-
cess fractions should remain constant; therefore, by studying the fit calorimeter subprocess frac-
tions at the different trigger levels, an estimation of the energy shift is possible. The calorimeter
acceptances for the higher trigger thresholds shown in Table 5-17 were determined by comparing
the data to a Monte Carlo mixture of the different subprocesses as explained in Section 5.2. By re-
placing the subprocess fractions at the higher trigger thresholds with those determined at the nom-
inal thresholds (464 GeV, 1250 GeV) and recalculating 8,,,, the result is a new average correction
of 8yy;p = 1.05. The varistion in 8, is assigned to the systematic uncertainty due to the encrgy
shift, and the error is conservatively assumed to be symmetric about the central value, resulting in
a final trigger comrection of 1.09 £ (.01 (statistical) £ 0.04 (systcmatic).
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6 Luminosity monitor

The two detectors of the luminosity monitor, described in Section 3.5, play important roles
in the determination of the photoproduction crass section. The photon calorimeter is used to mea-
sure the total luminosity of the nuns used in this analysis, as well as to monitor the beam parameters
associated with the clectron beam, such as tilt. The electron detector is used to measure the virtual
photon, ¥*, cxchanged in the intcraction by detecting the scattered clectron.

6.1 Luminosity measurement

The luminosity measurement is based on the electron—proton bremsstrahlung process
(ep — ep7Y) [29){56). This process was selected because of the large cross section and the clean
cxperimenital signature. The cross section can be calculated very precisely from QED
(Eqn. (2-41)). The luminosity is determined by counting the bremsstrahlung photons above an en-
crgy threshold and dividing by the corresponding calculated cross section,

_ dNbr/dr
- bs
Oy

> (1)

where dN,, /dt is the background correcied rate of bremsstrahlung photons above the encrgy
threshold and o‘;"" is the bremsstrahlung cross section comrected for experimental effects.

6.1.1 Bremsstrahlung event rate

The cvent rate, dNb/dl, was counted using various Global First Level Trigger scalers
with differing cuts on the clectron and/or photon energics. Of interest for the luminosity measure-
ment are the four scalers R}y, R, 3., RS, which counted all the events and the electron pilot
events for photon energies above 5 and 10 GeV. Onlinc at the FLT, the photon detector has not
been calibrated, thus the energy thresholds assume a nominal ADC calibration, and miscalibration

effects must be taken into account offline.

Before determining the luminosity, the cvent rate must first be corrected for multipk
events. As the probability of a bremsstrahlung event occurring for each bunch crossing increases,
the probability for two bremsstrahlung events to occur simultaneously can become non-negligible.



This has two cffects on the count rate. First, when each of the sub-cvents docs not pass the trigger
threshold, but the combined event does, the count rate increases. Second, when both of the sub-ev-
ents are good! events, the two cvents combined count as a single event which decreases the count
rate. The correction for the multiple events is calculated using the Monte Carlo sample. The results
show that all rates are close to the true rate within small coerections, and for the photon energy
threshold of 5 GeV, the mie is almost unaffected by these pileup cffects.

A large source of background comes from the interaction Ae — Ay (i.c., bremsstrahlung
involving a beam clectron and a residual gas molecule inside the beam pipe, also known as egas).
Corrections for this background arc done statistically using the method of statistical subtraction
discussed in Section 4.3. The event rate of the pilot bunches is used to comrect the overall rate,

’¢

Ry, = Ry~ Rpir"sy' &2
pil

where R, = dN, /dt is the background comected bremsstrahlung count rate, and I°'s are the
clectron beam and pilot bunch currents measured by the HERA machine group. The accuracy of
the background subtraction depends crucially on the measurement of the bunch currents and the
counting of the pilot bunches in the same manner as the colliding bunches. Monitoring of the back-
ground subtraction revealed a possible 0.5% underestimation of the egas background contribution

which is ascribed to the systcmatic uncertainty.

Further counting exrors of the FLT acalers were cross checked by comparison with similar
counters in the LUMI readout system, and & was found that such erroes were below 0.3%.

6.1.2 Observed bremsstrahlung cross section

The observed cross section, U‘;:" , can be written in the form

ol = J Adoyy (3]
El.
where A, is the acceptance for bremsstrahlung events in the LUMI photon detector, 0py is the
bremsstrahlung cross section cakculated using the Bethe-Heitler equation from Section 2.6, and the
integration extends over the full range of available photon energies. The observed cross section
must be corrected for various effects like the acceptance for the photon detector. These effects can
change in time, and must be monitored carefully.

1. Here, “good” implics that the bremsstrahlung sub-event would have passed the energy threshold require-
ment.

3

The calculated luminosity must be corrected for the geometrical acceptance, A.,. of the pho-
ton detector. The acceptance depends upon the position of the interaction point (IP) as well as the
clectron beam parameters, such as the horizontal beam tilt, at the IP. The position measurement of
the photon detector can be uscd to monitor such beam parameters. The typical scattering angle of
a bremsstrshhung photon! is much smalier than the typical clectron beam tilt (~0.15 mrad) and di-
vergence (0.13 mrad) at the IP. This allows the clectron beam parameters to be determined from
the photon position measurement. As detailed in [56], the luminosity is corrected for the electron
beam tilt with an error of 0.5% from Monte Carlo comparisons with typical tilt values. A further
crror on the acceptance due to the limited Monte Carlo statistics also contributes a 0.6% etror to
the calculated luminosity.

The cross section calculated using the Bethe—Heitler equation from Section 2.6 is a Born
level approximation, thus is not an exact calculation. Effects such as higher order corrections and
the use of different proton structure functions have been estimated to contribute less than 0.5% er-
ror [29). The effect of the finite lateral beam size has not been accurately measured and also con-
tributes to the overall theoretical uncertainty. The total crror on the cross section calculation was
estimated 10 be 1.0% [29] at HERA energics.

Errors due to the accuracy of the calibration procedure, uncertainty of the calorimeter en-
ergy resolution, non-lincarity of the photon calorimeter, and efrors on the pedestal values were all
checked and are described in detail in [29) and [56]. Thesc effects contribute the largest uncertainty
to the luminosity measurement, totalling ~2.2%.

6.1.3 Summary of luminosity measurement

The total systematic effoct from the combined crrors for 6207 and dN,,,/dt result in  2.6%
systematic uncertainty for the 5 GeV photon energy threshold and a 2.5% crror for a 10 GeV
threshold. A comparison of the luminosity obtained with each threshold provides a test of the pho-
ton encrgy scale, and shows good agreement [29]. Good photon calibration is cssential in deter-
mining the energy of the photon thresholds used (online, all thresholds are in ADC counts, and a
nominal calibration is assumed).

6.14 Calibration of photon detector

As mentioned above, good calibration is needed for the luminosity calculation. The cali-
bration of the photon detector is also based on acharacteristic of the bremsstrahlung process, name-
ly that the end-point of the photon spectrum should come out to the electron beam encrgy, E,.

1. The average photon scattering angle, m,/E,, for 2 26.67 GeV electron beam is 0.019 mrad as shown in
Section 2.6.
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Each of the LUMI calorimeters is read out by two redundant channcls. To determine the
measured energy, a geometric mean is used:

Epas = IE,E, = Jcl(ADC‘-—PED;)cr(ADC,— PED ), g

where the calibration constants, ¢, c,, relaie the photomuktiplier tmbe readout values,
ADC,, ADC,, 10 the encrgies E,, E, after subtraction of the pedestals PED,, PED, . The geomet-
ric mean has the advantage of requiring only one calibration constant, ¢ = jc,c, and also elimi-
nating any attenuation effects due to the hit position.

The calibration relies on the fact that the photon energy cannot be greater than the initial
clectron encrgy. This shows up as a sudden drop in the photon energy spectrum at the beam energy.
The bremsstrahlung photon spectrum is then fit with the Bethe-Heitler cross section convoluted
with a gaussian function accounting for the energy resolution of the calotimeter. The fit is done to
the high encrgy end of the spectrum to reduce the effect of energy loss in the carbon filter in front
of the photon calorimeter. An cxample of this fit for a portion of run 7200 is shown in Figure 6-1.
‘The normalization factor, P1, and the calibration constant, P2 = l/c.r,areshown. The sudden drop
of the photon spectrum at the beam energy is clearly evident. The error on the photon calibration
was estimated at =1.0% [57).
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Figure 6-1 Photon detector calibration
The calibration of the photon detector using bremsstrahlung events is shown. The points are fit
using a convolution of the bremsstrahlung cross section and a gaussian function for the detector
resolution. The normalization for the fitted function is given by P1, and the calibration constant
is given by P2.
Figure courtesy of Johannes Mainusch

6.1.5 Calibration of electron detector

To calibrate the clectron detector, another characteristic of the bremsstrahtung events is ex-
ploitcd, namely that the sum of the photon and the scatiered electron energices should add up to the
beam energy,

Ebem = E’[+E¢‘ (L)

Bremsstrahlung cvents are sclected from the tagged coincidence correlation band (see
Section 4.3.3) by applying cuts using the photon calibeation from the previous section and assum-
ing an approximate calibration constant for the clectron detector. The cuts are designed to sclect
events only in the central region of the detector, away from the edges where encrgy may be lost
duc to lcakage. A fit to the clectron and photon energy correlation of the resulting events, results
in a new value for the clectron calibration constant, ¢, (see Section 6.1.4). The entire procedure
starting with the event sclection is then repeated, with the new value of ¢, found in the previous
iteration, until the change in ¢, falls below the 1% level. As a miscalibration of the photon detector
will clearly lead to a miscalibration of the electron detector, the uncertainty of ¢, aiso contains the
uncertainty of ¢., and is estimated to be =1.5% [57].

62 Monte Carlo Generation

Due to the position of the LUMI electron detector ~35 m in the electron direction (see
Section 3.5), an understanding of the electron acceptance requires a detailed description of the
electron path between the IP and the detector. A complex system of magnets steers and focuses the
proton and electron beams in the region of the IP. As shown in Figure 3-6, to reach the electron
calorimeter, the electrons are first deflected by several quadrupole and dipole magnets. The elec-
trons that are below the beam energy are deflected such that they leave the beam pipe at 27 m
and strike the electron detector. Any changes to the clectron path {such as changing the interaction
potnt or clectron beam characteristics such as the tilt) will result in the scattered electron having a
different orbit through the magnet system and change the observed behavior of the electrons in the
clectron detector. The aim of the Monte Carlo was to describe all clements of HERA (i.c., magnet
positions and field strengths, other beam pipe structures, beam parameters, cic.) and the electron
detector as accurately as possible. To this end, the detector simulation program, MOZART [58],
which uses the CERN package GEANT [59] to describe the detector, was modified to include all
relevant structures. Several changes were made from the 1992 version which can be seen in
Figure 6-2. The comections to the Monte Carlo description are discussed in detail in (11}, and are
summarized here:

+ The magnet positions were sct to HERA design parameters to within £1 mm. The field strength
for cach magnet was also sct to design parameters. The positions and ficld strengths had been
adjusted for the 1992 Monte Carlo to describe the conditions present at that time.

8
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Figure 6-2 Changes to electron simulation
The 1992 detector simulation of the LUMI electron calorimeter and beam pipe is shown in the
upper figure. The modified simulation for the 1993 run is shown in the lower figure. The major
components that were changed in the new simulation are labelled. Particularly evident is the
change in the lead absorber position which affects the m19 GeV electrons. The simulation of a
19 GeV electron is shown for each case.

+ The beam pipe and flange in the clectron detector vicinity were repositioned. The cotrected
flange position increased the acceptance of ~10 GeV electrons. The position of the beampipe is
important for high energy electrons (~23 GeV) which can shower through the beampipe and de-
posit cnergy inside the electron detector as illustrated in Figure 6-3.
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Figure 6-3 Simulation of high energy electrons
The trajectory of very high energy electrons is shown. It is possible for the electron to shower
through the beam pipe and deposit energy in the LUMI electron detector.
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¢ The lead shickling absorber was repositioned to match measurements. The shielding position is

important for the acceptance of high enargy electrons. The change of the absorber position can
clearly be seen in Figure 6-2, as well as its effect on 19 GeV electrons.

* The lumi electron calorimeter description of position and housing was adjusted to correspond
10 measurements.

The objective of the revised Monte Carlo was to describe all elements of the electron beam
line to an accuracy of 1 mm. A further uncertainty in the magnet positions close to the IP is com-
pensated by shifting the x position of the IP in the Monte Carlo until agreement with data is ob-
tained. This IP position is then used in all further simulations of the data.

Bremsstrahlung cvents are first generated using the BREMLU {60] package which is based
on the BREMGE [61] event generator, and then passed through the MOZART detector simulation.
BREMGE generates events according to the Bom level Bethe-Heitler croes section given by
Eqn (2-41). Effects duc to the limited transverse beam size are also inchided. Events were gener-
atedatthe IP(x = y = 7 = 0) and were redistributed about the IP (i.e., gaussian in y,z and flat or
gaussian in x) before being passed through the detector simulation.

The HERACLES4.2 [23] event generator is used to simulate the scatiered eloctron and pos-
sible photons from photon-proton interactions. The full differential cross section discussed in
Section 2.5.3 is included in the gencrator. The input description of o, and o, for the cvent inter-
action is provided by the ALLM [21] paramcterization. Similar to the bremsstrahlung events, the



physics events are generated at the IP and are then redistributed as required before the detector sim-
ulation is apptied.

6.2.1 Calibration of Monte Carlo

The calibeation of the Monte Carlos used to describe the data involves matching the event
characteristics observed in the data. In effect this amounts to recalibrating the clectron and photon
detectors in the Monte Carlo to give results consistent with that of data. An iterative procedure is
used to fine tunc the Monte Carlo calibeation. As both electron and photon energics are needed to
do the calibration, bremsstrahlung events are used, and the calibration constants obtained arc ap-
plicd to all other Mante Carlos.

To do the calibration, Monte Carlo bremastrahlung events are compared to the tagged
bremsstrahhung cvents from the data (see Figure 4-7 and Section 4.3.3) which must be extracted
from the data samplc. The tagged data bremsstrahlung events are sclected from the data with cuts
assuming a beam energy of 26.67 GeV as seen by the LUMI. The energy sum of the electron and
photon detectors is then plotted and fit to determine the average LUMI measured beam energy. All
cuts arc re-adjusted to maich the newly determined LUMI beam energy and the procedure is re-
peated until convergence between the cut encrgy and the measured beam enetgy is obtained. The
end result is shown in Figure 6-4a, with the average measured beam energy of the data in LUMI
being 26.57 GeV.

The summed beam energy from the bremsstrahlung Monte Carlo, BREMLU [60], has to
be adjusted to match the data. This can be accomplished by applying a calibration constant to the
clectron and/or the photon energy. To determine the correct calibration, the plot of average photon
energy as a function of electron energy is done for both data and Monte Carlo (see Figure 6-4b and
d). The line of constant beam cnergy at 26.57 GeV is shown in each plot. Both the data and the
Monte Carlo follow the line of constant beam energy, except at each end of the spectra where both
curves begin to deviate. This will be discussed later. Since the Monte Carlo is supposed to mimic
the data, the ratio of this data curve to the Monte Carlo curve is used for the calibeation.

The curve of Figure 6-4b for the data is divided by the curve of Figure 6-4d for the Monte
Carlo, resulting in a distribution of the ratio of photon cncrgies as a function of the electron energy.
If the Monte Carlo calibration matches the data calibration, this distribution should be flat in clec-
tron energy with an intercept of 1.0. To match the calibrations, the calibration constant for the clec-
tron energy in the Monte Carlo is changed until the distribution becomes flat (slope close to zero)
regardless of the intercept. The photon calibration constant is then adjusted until the intercept be-
comes 1.0. This procedure is repeated iteratively until the distribution is both flat and has an inter-
cept at one as shown in Figure 6-5 (here, A0 denotes the intercepk, and A7 the slope). A lincar fit is
made to the distribution to determine the slope and intercept using the points from the region of
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Figure 6-4 Calibration distributions

The calibration 1o the data (plots a) and b)) of the HERACLES4.2 Monte Carlo (plots c) and d))
is shown. The sum of the electron and photon energies (a) and c)) are adjusted in
HERACLES4.2 to match the data. The correlation between the electron and photon energies (b)
and d)) is also adjusted in HERACLES4.2 to match that of data. The line in the correlation
shows the constant energy sum of 26.57 GeV.

interest (electron energics in the range 9.2-18.2 GeV). Outside this region, large deviations from
the beam energy become noticeable as mentioned above. This is caused by energy leakage from
the detector due to clectrons impacting close to the edge of the detector.

63 Comparisons of Monte Carlo and data

The Monte Catlo description of the beam parameters is very important to properly repro-
duce the data. It will be shown in Section 6.3.3 that the clectron acceptance strongly depends on
the exact horizontal position of the IP since different positions imply a different path followed by
the clectron through the focussing and bending magnets. Changes in the vertical direction have
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Figure 6-§ Calibration ratio

The ratio of the average photon energy in data versus Monte Carlo a5 a function of electron
energy is shown. A linear fit to the ratio over the region of interest is used to calibrate the
Monte Carlo. The calibration procedure requires the fit to be flat (Al ~ 0.) with an intercept
(AQ) at 1.0.

very little effect as the quadrupole magnets focus the clectrons back towards the center. It was
checked that the electron acceptance did not depend on the y tilt or vertex position.

63.1 Exchanged photon energy

The Monte Carlo simulation of the physics cvents contains no simulation for the main cal-
orimeter. The data sample contains events that pass an Ep o, 2 1 GeV trigger requirement (see
Section 4.2). By energy and momentum conservation, the trigger requircment ensures that the ex-
changed photon has at least 1 GeV energy. This trigger is simulated in Monte Carlo by requiring
that the exchanged photon energy, Eys, be 2 minimum of 1 GeV.

632 Beam tilts

As mentioned in Section 6.1.2, the photon hit position can be used to monitor certain eloc-
tron beam characteristics at the IP. The optimal horizontal tilt of HERA was -0.15 mrad. The
HERA operators attempted to maintain this tift within $0.05 mrad variations. The vertical beam tilt
was kept at 0 mrad Offline measurcments showed the optimal horizontal tilt to be -0.16 mrad,
which was used for simulations. The beam divergences for the simulations were taken from the
HERA design values. The beam tilt is measured from the photon hit position using the relation

e;(y) = "?’)' o
Y

where 9‘;(’) is the horizontal (vertical) tilt angle, x (y) is the horizontal (vertical) hit position, and
l.rixdnedmwlheplmdewaot(-lmm). A comparison of the hit position in the photon
calarimeter between bremsstrahlung events from data and Monte Carlo is shown in Figure 6-6. The
gencral features of each distribution are sufficiently described by Monte Carlo. It was chocked that
the clectron acceptance did not depend on the vertical (y) tilt at the IP.

633 Interaction vertex position

Due to the uncertainty of certain magnet positions, discussed in Section 6.2, the position of
the IP is uncertain and cannot be measured directly. The acceptance of the clectron calorimeter is
very sensitive to the actual IP position used as shown in Figure 6-7. A small change in the horizon-
tal position of the IP of only 1 mm can causc a change in the clectron acceptance of up to «8% for
the W, = 181 GeV bin.

The bremsstrahlung Monte Carlo is used to determine the comrect IP position. The
bremsstrahlung events are well suited for this task as they are well understood (see Section 6.1.2),
and have a smaller average Qz (which translates to a smaller average scattering angle of the elec-
tron) than the physics events. Both the LUMIE energy and position information is used to deter-
mine the IP position. For the phiysics events, it is not possible to use any x hit position information
as the background subtraction does not properly take into account the dependence of the hit posi-
tion on the electron energy.

The comparison of Monte Carlo and data is done using sckcted measured distributions.
The distributions used in this analysis are:

dN/dx (1/0.5cm)

N LIPS S W W B
-8 -4 -2 0 2 -4 2 o 4
measured x (cm) measured y (cm)

2

Fligure 6-6 Photon impact positions
A comparison of the measured photon x and y impact porsitions on the LUMI photon calorimeter
is shown. Points refer to the data and the solid histogram to the Monse Carlo simulation.
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Figure 6-7 Electron acceptance s a function of the vertex position

The acceptance of the scattered electron is shown as a function of the x vertex position at the IP
for various scattered electron emergies ( W., bins). Events were generated using
HERACLES4.2.

¢ the measured electron encrgy spectrum, E,, in the clectron detector,

 the measured clectron x hit position in the electron detector,

* the correlation of the clectron energy and x hit position,

* and the correlation of the electron energy measured using the photon calorimeter, using the re-
lationship from Eqn. (6-5) and the x hit position from the electron detector. Since only the pho-
ton energy is used, the energy measurement is free of any miscalibration of the electron detector.

The distributions are limited to the region in which the cross section is measured (9.2 < E, < 18.2).

An cxample fit to these distributions is shown in Figure 6-8. The distributions arc compared using

the X2/ ndf defined by Equ. (5-8), which is displayed in the upper right hand comer for each dis-

tribution in Figure 6-8.

The Monte Carlo is generated with a gaussian distribution about different horizontal vertex
positions. This is accomplished by generating a flat Monte Carlo sample and reweighting the
cvents to give a gaussian centered on the chosen vertex position as illustrated in Figure 6-9. The
%2/ ndf for each of the sclected comparison distributions is then calculated for each of the vertex
positions. The width of the gaussian around cach chosen position is kept large to account for the
un to run variations present in the data.

The optitmal vertex position is determined by plotting the calculated x2/ndf as a function
of the x vertex position for cach of the distributions as shown in Figure 6-10. The minimum of each
of the curves, labelled for each distribution in Figure 6-10, is interpreted as the optimal vertex po-
sition. The average position determined from the four curves, at x = 0.087 cm, is taken as the ver-
tex position used in all further analysis. The rather large x° at the minimum of the position
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Figure 6-8 LUMI electron comparison distributions

The comparison of bremsstrahlung data and Monte Carlo for four different measured LUM]
distributions are shown. a) shows the electron energy spectrum, b) the electron hit position
spectrum, c} the average kit position versus the electron energy, and d) the electron hit position
versus the electron energy calculated from the photon calorimeter. Empty triangles represent
Monte Carlo, and filled triangles represent data. The calculated lendf between Monte Carlo
and data is also shown at the top right of each distribution.
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Figure 6-9 Reweighting of Monte Carlo vertex position
Gaussian distributions about various vertex positions (points) are obtained by reweighting a

Monte Carlo with a flat vertex distribution (solid line). The vertex position and width are
selected and all events are given an appropriate weight.
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Figure 6-10 % minimization curves for LUMI distributfons

The calculated zz corresponding to the difference besween data and Monse Carlo as a function
of the generated Monte Carlo x vertex position of the IP are shown as * for a) the electron
energy, b) the electron hit position, c) electron energy versus the average hit position and d) the
electron energy from the photon detector versus the average electron hit position (see
Figure 6-8). The Y2 points are fit with a parabolic curve 1o obtain the minimum, which is taken
as the optimal vertex position.

distribution is expected as all position information, inchuding events with positions near the edge
and with multiple position readings, are used, not just events with a well measured position tag. A
check using only well measured positions resulted in consistent minima but with a much lowerx2
at the bottom of the position spectrum. Variation of the width of the vertex gaussian was also
checked and found to give consistent results.

The variation in the minima of the four distributions is taken as an crror on the vertex de-
termination. The largest variation of the minima is used for this error, which is determined to be
10.004 cm. Systematic shifts from the miscalibration of the energy were also checked by shifting
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the energy in the Monte Carlo by £1.5% and refitting for the minima. The total error on the vertex
from energy miscalibration is $0.012 cm. Similarly, a shift of 2 mm was applicd (o the clectron
hit positions resulting in an ervor of $0.007 cm to the vertex position. From Figure 6-8c and d, it is
obvious that the crror from the encrgy and position are correlated, thus cannot be added in quadra-
ture. All errors are added lincarly, resulting in a final error of £0.023 ¢m on the vertex position.

The newly determined horizontal position of the IP compensates for the systematic uncer-
tainty of the magnet positions. The electron tagging efficiency does not depend crucially on the y
vertex position as the quadrupole magnets tend to refocus the beam back onto the centre of the elec-
tron detector. A shift of the z position also has limited effect on the tracking of the clectron to the
detector.

A comparison of the clectron energy and y hit position for physics events is shown in
Figure 6-11. There is very good agreement between Monte Carlo and data for the energy spectrum,
and the y position spectrum also agrees very well after an s2mm corvection to the Monte Carlo y
position. The Monte Carlo appears to be a good simulation of the data. As mentioned previously
in Section 6.3.3, it is not possible to compare the electran x position due to uncertainty in the back-
ground subtraction.

634 Acceptance of electrons

Although not explicitly required for this analysis, the electron acceptance can now be de-
termined for comparison with previous analysis. The acceptance of electron in the LUMI electron
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Figure 6-11 Spectra comparison in the LUMI electron calorimeter

The scattered electron energy spectrum a) and y position spectrum b) are compared between
Monte Carlo, shown as the empty triangles and data, shown as the filled triangles and circles in
a) and b) respectively. The y position of the Monte Carlo events is shifted by =2mm in b) to obtain
agreement.



calorimeter, aircady shown in Figure 6-7 as a function of the interaction vertex position, is calcu-
lated using the HERACILES4.2 Montc Carlo as follows:

Nmeas
e
e ™ NEER ’

where N7'*® is the number of events detected within a given measured energy range (Wy, bin) and
NE°™ is the number of events generated with HERACLES4.2 within a given scattered electron en-
crgy range. Figure 6-7 shows the strong dependence of the acceptance of certain bins in Wy, on the
interaction vertex position. Figure 6-12 shows the acceptance of clectrons as & function of y
(=1-E/E,,,,) and (%, as well as the generated spectrum for a hotizontal vertex position of
0.087 cm. The minimum value of Qz. an.". as a function of y is clearly cvident on the left side of
the generated spectrum (see Section 2.2). The measured electron encrgy bins are labelied on the
acceptance plot, as well as the 07 = 0.02 GeV? line. The acceptance drops rapidly with increas-
ing 2, as larger 0 events have a greater scattering angle and the clectron does not reach the de-
tector. There is no acceprance for events sbove 02 = 0.02 GeV2 in the region of interest.

A

0

The final clectron acceptance at the determined horizontal vertex position is shown in
Table 6-1 for the three Wy, bins of interest, as well as an extra bin on each side, and for each cut

acceptance acceptance acceplance

| ox |y |fE<2GV | forE<5GeV | formo Eyeut
(%) (%) (%)
204 206 208
62-92 | 250 |oe6-077| 108 103 109
2.1 1 2.1
as 433 us
92-122 | 229 |054-066| 12 112 £12
27 07 27
652 653 668
22-152 | 206 |043-054| 414 114 414
134 14 36
727 73 741
152-182 | 181 [032-043| 413 13 £13
34 87 435
201 203 205
182-212 | 12 |021-032| 404 104 104
139 141 4.1

Table 6-1 Hectron acceptance for W, bins
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Figure 6-12 Scattered electron dependence ony and Q’

The generated Monte Carlo distribution as a function of y and Q2 is shown in the upper plot,

The lower plot shows the acceptance (in %) of measuring the electron in the LUMI detector. The

acceptance is divided into bins in y, which correspond to Wy bins. Also shown is the
=0.02 GeW line, showing that there is no acceptance for events above this Q2 for the three

bins of interest.

on the measured photon energy (see Section 4.5 and Section 6.4). The acceptance of the outer bins
drops dramatically and doces not allow a good measurement. Also shown is the relationship be-
tween the measured electron encrgy, the mvariant mass (W) and y. The statistical error is the first
crror (upper) listed for cach acceptance, and the systematic error is the second error (Jower) listed.
The systematic uncertainty is determined from a £1.5% miscalibration of the electron energy as
well as a $0.023 cm shift of the horizontal vertex position. The systematic ervor clearly dominates
over the statistical error for all bins.



As the acceptance is cakculated from the measured energy in the electron detector, there is
no compensation for any bin to bin migrations duc to initial or final state radiation or from mis-
measurement of the electron energy, although a cut on the photon energy does limit the radiative
effects discussed in Section 2.5.3. These effects are peesent in both the Monie Carlo and the data
sampie and are discussed in more detail in the next section.

64 Radiative events

In addition to the Bom level cross section, HERACLES4.2 generates higher order events
(see Section 2.5.3) as well. For comparison to theory and to other experiments, the final quoted
cross section should be at the Born level. Higher order terms involve the radiation of virtual and
real photons. As explained in Section 2.5.3, these terms can affect the measured properties of the
final electron and must be accounted for in the data. Previous studies [62][ 12] have shown that such
corrections are small for the experimental conditions at ZEUS, nevertheless, systematic checks are
made.

In order 1o look at the Bomn level cross section, in previous analyses a cut was made on the
LUMI photon energy in data to reduce the effect of radiative comrections. Although a fufl higher
order Monte Carlo is used in this analysis, and thus al] terms should be properly simulated, differ-
ent photon threshold cuts will be used for comperison with other studies. For each different thresh-
old condition, the cross section will be determined. The reason for making a cut on the photon
encrgy is twofold — to reduce the effect of higher order terms involving a real radiated photon and
10 obtain a sample clearly distinguishable from bremsstrshlung events. The photon thresholds,
which were already encountered in Section 4, arc set at 2 GeV and 5 GeV and with no threshold
applied.

‘The radiative photon energy causes a shift in the scattered electron energy,

Ee'::EB—Ef_ET' {8
which no longer accuratcly tags the exchanged photon. The exchanged photon energy, calculated
uEf = E_ - E,. is in reality lower by the energy of the radiated photon, hence the W, calculat-
ed for the cvent is higher than it should be. This atlows low W, events to migrate upward into high-
er Wy, bins. By the same analogy, the energy of the scattered electron is decreased causing a

migration from higher energy bins to the lower encrgy bins which, in effect, changes the measured
encrgy spectrum. This migration should be accuratcly simulated in the HERACIES4.2 generator.

Onc other effect of a photon encrgy cut is the loss of physics events that are in coincidence
with a bremsstrahlung photon. The acceptance for bremsstrahlung photons is very high, resulting in
most of the coincidence events having an encigy deposit in the photon calorimeter. A photon encrgy
cut will cause the loss of some of these events which must be carrected for in the final cross section.
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64.1 Bremsstrahlung overlay events

As already discussed in the previous section, bremsstrahlung overlay events, or BSO
cvents, are caused by the coincidence of a physics event and the obscrvation of a photon from a
bremsstrahlung event. A cut on the LUMI photon energy results in the loss of these physics cvents
from the data sample, and must be comrected for.

In order to correct for these lost events, the integrated probability of a bremsstrahlung event
with a measured photon above a threshold energy occurring for any bunch crossing must be deter-
mined. This probability is determined by counting the number of bremsstrahlung events that de-
posit cnergy above the threshold valuc in the photon calorimeter and comparing this with the
number of beam crossings,

A R

PUEY) = Ry “n
The rate above threshold is determined from the FLT counters (see Section 6.1.1) and the total
crossing rate is cakulated from HERA design paumctcrsl. The value for R,y used is the luminos-
ity weighted average value taken from all runs used in the analysis. The calculated probability,
8”0. is equivalent to the fraction of events cut due to BSO. The resuits for the three thresholds
used are shown in Table 6-2.

E,<2GeV E <5GeV no £, cut
Snso 1.36% 0.76% 0.0%
Table 6-2 Correction for bremsstrahlung overlays

The sccond category of cvents that are cut by the photon energy threshold is radiative
events as discussed in the previous section. The combined losses from BSO events and radiative
cvents are compared at different thresholds to determine an uncertainty for the BSO losses.

The fraction of radiative events that arc removed from the event sample is estimated using
the Monte Carlo. The measured photon energy spectrum from the HERACLES4.2 Monte Carlo is
integrated to give the probebility, Br“,ohmusm-edmﬁmdpho«nnbwedwﬂresholdvme,as
shown in Figure 6-13. From Figure 6-13, the 8,“ from an applicd threshold of 2 GeV and 5 GeV
are 1.25% and 0.45% respectively. The combined event loss from 8, ) and from 8, , should ac-
count for the change in the N/.£ of the data sampic from Table 4-6 for different photon thresholds.

LRy =N Sfusss Where N, is the oumber of colliding bunches and /., ,, is the rotational frequency
of HERA (see Section 3.1).
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Figure 6-13 Measured photon spectrum from radfative Monte Carlo

The photon energy spectrum for the HERACLES4.2 events after regular dala selection cuts and
with a measured electron between 9.2 Gev and 18.2 Gev is shown on the lefi. The integrated
Jraction of lost events for a given pholon energy threshold is shown on the right.

To compare the number of removed events by the photon energy cut in data and in the cal-
culations above, a ratio between the data cvents at the different thresholds is compared to the ratio
between the cakculated losses at the different thresholds. Since the true total number of cvents is
not known for the data sampie, but the values obtained for § ¢, and 8, are with respect o the
true total number of events, a ratio is necessary to eliminate this from the comparison,

(1- (Saso(lhl)i-ﬁmd(!hl)))ﬂ,me N/Lthly

(- Bgeth2)+8 (2N, ~ N7L(th2) ~

where thi and th2 are any two photon thresholds. The results of the comparison between the dif-
ferent thresholds is shown in Tabic 6-3. The dependence of the number of lost radiative events on
the W, of the event is assumed to be small and is neglected. The average bin by bin variation is
used to estimate an error for Sz50.

-R, 19

E <2GeV Ey<5GeV Ey<2GeV

vs. vs. vs.
E7< 5 GeV no E.‘cul no E,cul
Wy =181 GeV 1.70% 0.22% 1.92%
Rizta Wyp = 206 GeV 1.79% 0.87% 2.66%
W.,, =229 GeV 0.71% 1.22% 1.92%
R (BSO, rad) 1.42% 1.21% 2.61%

Table 6-3 Event loss due to photon energy cuts
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7 Total photoproduction cross section

All the pieces necessary to determine the total photoproduction cross section have been dis-
cussed in Chapter 4, 5 and 6. The measured electron-proton (ep) cross section, 0’:’;‘"""". can be
cakculated from the data and compared to the Monte Carlo. By an iterative procedure, the Monte
Carlo is modified until it agrees with data. The total photon-proton () cross section, 0’_;’. is then
given by the Monte Carlo as explained below.

7.1 Cp from the Monte Carlo

Although bricfly described in Section 6.2, a further description of the HERACLES event
generator is necessary. The effect of higher order corrections to the ep cross section is detailed in
Scction 2.5.3. The Bom level ep cross section is calculated from a description of the ' interaction,
67(7,2) and 61(7.0%). and a photon flux term which describes the electron-photon vertex. Differ-
ent parameterizations of Oy, 6y are possible, resulting in the curves of Figure 7-1. HERACLES uti-
lizes the input description of the p vertex, and adds a full description of the electron-photon vertex,
inciuding higher order comections such as vertex corrections, photon vacuum polarization, and
emission of a rea] photon from the initial or scattered electron (see Figure 2-6). The resulting ex-
pression cannot be written in a ncat analytical form like the Bomn term, and can only be evaluated
numcrically with a Monte Carlo such as HERACLES, but the expression remains dependent on
only the two input functions, 67 and 67 [64). With no anatytically calculable form for C,p using
higher orders, as exists for the Bom term, the extraction of 67 and 6; must be done iteratively using
the Monte Carlo. A value of G, is calculated using HERACLES with an assumed dependence for
o7 and Oy, (i.¢., the Abramowicz-Levin-Levy-Maor (ALLM) parameterization{21)). In effect,
measuring the Monte Carlo ep cross section amounts to counting the events in a given kincmatic
region output by the Monte Carlo as wilt be discussed in the next section. A correction factor can
then be deduced from the comperison of the measured Monte Carlo and data ep cross sections and
applied to the input functions. Gy and 6 are then adjusted until the cross section from HERACLES
agrees with the experimentally measured cross section.



7.1.1  Monte Carlo input

As discussed in the previous section, comparison between Monte Carlo and data is done at
the level of the p cross section. The 67¢**"? of the data is calculated using the results of the

preceding chapters,

N 4855008y

omea:ured = o0
i Acar
This value is compared to the Morte Carlo,
oHERACLES
R =2 ___ a2
¢ gmeanired '
ep

where GHERACLES i the calculated cross section obtained from the Monte Carlo. The value for
GZERAC S is obtained from the ratio of events surviving all cuts vs. all generated events multi-
plied by the total ep cross section calculated and returned by HERACLES. The value of R is the
corection that is applied to the input into HERACLES to determine the final cr’,;'.

Using the measurements of the total photoproduction cross section from ZEUS [65] and H1
{66) from the 1992 run, the obvious first choice for the input to HERACLES is the ALLM [21]
parameterization. The results of the first comparison between HERACLES and the data using the
ALLM parameterization are shown in Table 7-1. A rather large comection factor is obtained for

Wv = 181 GeV W.‘, =206 GeV W.'_, =229 GeV
Or input (ub) 14035 141.97 143.31
Ey<5GeV
Ry 0.794 0.735 0.723
pusctsn | 990 | 0@ | e
(systematic error) 0055 ~0.056 0,074
E,<2GeV
Ry 0.79% 0.738 0.719
{statistical egror) d‘:ggsl; %»%(0)6139 13%4
(systematic crror) ~0.056 0057 0,076
no E.{cm
Ry 0.802 0.739 0.729
(statistical error) +0.019 40.019 10.024
(systematic error 05 %008 “oom

Table 7-1 Corrections to cross section using ALLM parameterization

cach bin. These large corrections! imply that the true cross section is larger than predicted by
ALLM. The correction factors can be used to obtain d,';‘hag'vmbinby

o.
g%t = TIQz =0

v Ry

a3

The systematic error for R ; is obtained from the propagation of the crrors from all compo-
nents of the calculation, including a $0.023 cm shift of the horizontal interaction vertex and a
11.5% miscalibration of the LUMI clectron calorimeter.

7.1.2 Reweighting Monte Carlo input to determine Sp

The 0‘1;’ calculated from the corrections in Table 7-1 have an inherent error from using an
input parameterization for Gy at Q% = 0 to determine a much different final vatue for o7 A second
iteration with an input parameterization close to the ncwly calculated value should be made to re-
duce such effects. For this, a different  parameterization can be used with values close to those
from Table 7-1, ot the ALLM parameterization can be linearly scaled in W2 ,

J(WY) = a+bW2, o

where f(W2) is the correction applicd to the input &7: The scale factor is designed to give the same
results for the low energy data (f( W2) =1 at W=15 GeV), but have an increased value for Gpin the
region of interest (f( W) =z at W=206 GeV), such that 26, gives the cross section from the pre-
vious itcration.

Since cach of the bins has a different correction, as a first attempt, the reweighting factor
wilt be the average of the Wi, = 206 GeV bin, which is R = 0.74. This correction results in a
scale factor, £(W?) =0.74' at W=206 GeV. Since f(W?) is lincar in W2 cach bin has a diffcrent
resulting scale factor, f(W?) =0.80°! at W=181 GV, and f(W?) =0.68"! at W=229 GeV, very sim-
ilar to the results for R, from Table 7-1.

The results of the second iteration are shown in Table 7-2. The cotrection for all bins is
small. The systematic crror is again determined from the propagation of all component errors. A
similar measurcment of the cross section in [11] uses only a single iteration. The error associated
with using only one iteration is estimated by comparing the cross section obtained from the results
of Table 7-2 and Table 7- 1. The single itcration error is of the order 3% for the lower W.p bin, 1%
for the middle bin, and 0.5% for the upper bin. In cach case, the single iteration cross section is
lower than the final cross section (see Table 7-4).

1. Large corrections here implies values differing from 1. Values less than 1 indicate that theyp cross section
of data is larger than the input to HERACLES.
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W.,,: 181 GeV W.’=206(;cv Wp=229 GeV
orinput (jib) 178.74 192.34 206.21
E., <5 GeV
Rs 0.984 0983 1.037
{statistical error) 10.023 +0.024 10.031
. +0.076 +0,085 +0.102
(systematic error) 0067 0077 —0.086
Ey<2GeV
Ry 0.987 0.987 1031
(statistical error) $0.023 +0.024 10.031
(systematic error) 3o “Som ‘oo
no IiY out
Ry 0.992 0.989 1.039
(statistical error) +0.022 10.023 10.030
) 0077 40085 +0.099
(systematic etror) -0.068 -0.077 -0.082

Table 7-2 Corrections to cross section using ALLM reweighted by 0.74

Since only ALLM has been used, the conclusions from Table 7-2 implicitly contain the
.0 dependence assumed by ALLM. For comparison purposcs, another sample of Monte Carlo
should be gencrated using, for example the Donnachie-Landshoff (DL) [63] parameterization to
determine model dependent systematics. The DL sample is generated with R, = 0.84 which gives
a cross section of ~192 pb at Wy, =206 GeV. This approximately corresponds to the cross section
determined for the ALLM parameterization reweighted by 0.74 in this bin from Table 7-2. A
VMD-like dependence for G and Gy, as a function of 0 is assumed when generating the sample
(see Section 2.3.1). The results for this sampk arc given in Table 7-3.

7.2 Final values for Gy

The final cross section, given inTable 7-4, is taken from the average of the different photon
energy cuts in each bin from Table 7-2 using Eqn. (7-3). The range of values from the photon cuts
is shown in Table 7-5 along with the change in the cross section from using the DL parameteriza-
tion. In both cases, the systematic ctror is much smaller than the total systematic emror from
Table 7-4, and fall within the statistical error, again from Table 7-4. These effects are ignored in
the final error.

‘The final cross section is shown graphically in Figure 7-1, along with the comrected ZEUS
1992 measurement and the H1 1994 measurement [67]). The new measured value for the
Wy, = 181 GeV center of mass encrgy bin is larger than the published valuc for the 1992 cross sec-
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Figure 7-1 Total photon-proton cross section as a function of center of mass energy

The upper figure shows the calculated total Y cross section using the 1993 data with systematic
errors added linearly 1o statistical errors, as well as the 1992 corrected measurement displaced
in W, to allow easy viewing and the H1 1994 measurement. Also shown are various theoretical
parameterizations for the cross section. The lower figure shows a zoom of the region of interest,
along with the reweighted parameterization curves used to obtain the cross section (see text for
discussion).



W.‘,=18|Gev W.'=2060eV W.',=229GeV

Oy input (ub) 181.59 192.40 203.11
E, <5GeV

Rg 1.010 0.980 1.034

(statistical error) £0.024 10.024 10.031

(systematic error) ﬁgg ﬂjﬁ# :8{(;;
E <2Gev

Ry 1.012 0.983 1.027

{statistical error) £0.023 10.024 +0.031

. +0.083 +0.085 +0.120

(systematic crror) -0.074 0,077 -0.107

no Eycul

Ry 1.019 0.986 1.040

(statistical efror) 10.022 10.023 10.030

. +0.082 +0.085 +0.114

(systematic error) 0074 0.077 ~0.101

Table 7-3 Corrections to croes section using DL reweighted by 0.84

Wi = 181GeV | Wy, =206 GeV | Wip =229 GeV
c‘,;,' 1b) 181 195 199
(statistical error) b 15 16
{systematic error) 1 Mt Y
Table 7-4 Final p cross section

W.', = 181 GeV W,,: 206 GeV W.',=229 GeV
higher order comrections (jib) 0.9 10.66 10.90

model dependence (jib) +$1.83 $0.72 $+2.61
Table 7-5 Corrections to ' cross section

tion of 143 + 4(stat ) £ 17(syst.) pb [65] for this bin. A carrection to the published value was made
in{11] by correcting a 4% miscalibration of the LUMI clectron detector resulting in a new 1992
cross section of 164  5(stat.) + 22(syst.) b which is shown in Figure 7-1.

Also shown in the illustrations are various parameterizations, discussed i Section 2.4, as
well as the reweighted ALLM (labelled ALLM(0.74)) and DL (labelled DL(0.84)) curves used to
obtain the final cross section. The predictian with the inclusion of the new CDF measurements (sec
Section 2.4.1) is labelled DL2. The Schuler and Sjostrand parameterization (S593) shown assumes
Po=05GeVand p .. = 1.3GeV for the two p, cutoffs (sec Section 2.4.3). Four minijet param-
cterizations are shown (see Section 2.4.2). Al four predictions use the KMRS [68) parametcriza-
tion for the proton structure function. The dotted curves use the Drees-Grassie (DG) [69) parton
distribution for the photon with a p'}”"' 0f2.0GeV and 1.4 GeV for the lower and higher predic-
tions respectively. The dashed-dotted curves arc based on the Levy-Abramowicz—Charchula set |
(LAC1) [70) parton distribution for the photon, again with p‘;""' of 2.0 GeV and 1.4 GeV for the
lower and higher predictions respectively.

173 Physics conclusions

This thesis presents one of the classic measurements in particle physics, the interaction
strength between two of the constituents that dominate the known universe, at a peeviously unex-
plored energy. Unlike the previous 1992 published [65) measurement of the w cross soction at
181 GeV center of mass energy, this analysis includes full radiative effects at the clectron-photon
vertex as well as a full description of the virtual photon using both the 57 and 6; companents. The
resulting photon-proton total cross section for cach of the three energy bins anatyzed is given in
Table 74.

Tk&ueﬂwywmmﬁﬁmnbmdmhﬂmmm,mm
dence of the cross soction on the center of mass energy is given by two scparate terms, onc attrib-
uted to reggeon exchange and the other to pomeron exchange (see Section 2.4.1). The fitted
cxponentials, € = clp— 1 and 1 = 0ty — 1 are universal (i.e., they arc the same for all processes) and
are determined from fits to low energy data. The older Regge theory parameterizations, ALLM
which is based on @ data and DL which is based on pp and pp data, fall below the neasured data
points. These older parameterizations suffered from a small lever arm from the low energy data
with which to make predictions for higher energy interactions. The newer DL2 parameterization,
based on the DL paramcterization with the inclusion of the new CDF cross section measarements,
is consistent with the cross section points measured in this analysis and thus also consistent with
the CDF cross section measurcments. This suggests that the photon interacts almost exclusively
through its hadronic component at high center of mass energics; however, a contribution to the
cross section from direct and resolved processes does exist and has been observed at ZEUS [16].

The Schuler and Sjdstrand parameterization cmploys a mixture of a VMD-like photon (see
Section 2.3.1), and a partoniic photon which can couple directly to a parton from the proton as well
as coupling to a quark-antiquark pair which can subscquently interact with a parton from the proton
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{sce Section 2.3.2). The behavior of the cross section is governed by two p; cutoff scales, pg the
rclative p; between the gg pairand p .. the minimum event p; in which perturbative calculations
become applicable. In Figure 7-1, the Schuler and Sjdstrand prediction lies above the data points.
This suggests that the perturbative cutoff used, p .. = 1.3 GeV is too low, and perturbative cal-
culations only become valid at a higher event p,

The minijet parameterizations shown in Figure 7-1 are based upon an assumed structure
function for the photon and the proton. Two photon structure functions are shown, calculated using
two different p; cutoffs at which perturbative calculations become applicable. The Levy—
Abramowicz—Charchula set 1 (LACI) structure function differs from the Drees-Grassie (DG)
structure function in the low x gluon content of the photon. LAC1 predicts a much steeper rise for
the gluon content in the photon as x decreases than the DG structure function. The excess of ghue
in the low x region results in a much higher predicted cross section at high center of mass encrgics
for the LAC]1 structure function versus the DG structure function. In general, the minijet curves
predict a cross section rising far more rapidly than the current measurement allows. Both LACI
predictions result in a cross section far above the measured values at the center of mass energy ex-
amined implying that the photon docs not possess the large gluon content predicted by LACI at
low x vahues. The prediction using DG with " = 1.4 GeV (the upper curve in Figure 7-1) also
gives a cross section that is above the measured points. Similar to the Schuler and Sjdstrand pre-
diction above, this suggests that the p; cutoff at which perturbative calculations become applicable
is larger than the value of 1.4 GeV used The second DG prediction (the lower DG curve in
Figure 7-1) uses p'}'m =2.0 GeV and falls below the measured cross section points. This imptics
a perturbative py cutoff that is lower than 2.0 GeV. Combining the two DG prediction yiclds a p,
range of 1.4 GeV - 2.0 GeV in which perturbative cakculations become vatid.

74 Summary

The various components needed to determine the final cross section were discussed in
Chapter 4, Chapter 5 and Chapter 6. In Chapter 4, the various tun cuts were described as well as
the effect of these cuts on the measured number of events per unit luminosity, N/L Early runs were
removed from the data sample due to a shift of the interaction vertex position. Low luminosity runs
were also rejected due to the limited statistics availabie for correction of background processes and
lower calitration statistics. A limited range of beam tilts was accepied so that the characteristics of
the scattered clectron could be reproduced. Tagged background events were identificd and used to
estimate the number of untagged background events present in the data sample. The final results
of this Chapter are shown in Table 4-6.

In Chapter 5, the acceptance of the final hadronic system from the interaction in the ZEUS
main calorimeter wudiscussedmcif&acﬁvedmwdnowwbep‘opoﬁomltoM}u. Mon-

m

te Carlo fits to the data using this M, dependence resulted in a flat calorimeter acceptance over the
three center of mass energy bins of A4y = 76.2% as shown in Table $-16. Calorimeter acceptance
was also divided into a diffractive (sce Tabie 5-10) and non-diffractive (scc Table 5-13) subsample
for comparison to the 1992 valucs. These combined subsample acceptances result in a total accep-
tance which is slightly larger than the full sample acceptance (see Table 5-15), and is included in
the systematic etror. Rwringwithashiﬂedveﬂexposiﬁmwouldyeadyhelpmmdumhsys—
tematic error from the uncertainty of the diffractive and elastic subprocess fractions. Further anal-
ysis is also needed to resolve the truc My dependence of the data.

Most disturbing from Chapter 5 are the large corrections to the trigger efficiency observed
for the 1993 analysis, shown in Table 5-17. The correction for the 1992 analysis amounted to ~2%
for the Wi = 181 GeV bin, whereas a 9% correction is applied in 1993. The large 1993 cotrection
works directly imto the R factor used to determine c‘;‘. The two competing effects in RCAL, the
trigger tum-on rate (see Chapter 5.7) and the encrgy uncertainty in the RCAL (see Chapter 5.2.1),
combine to make the determination of the trigger correction very difficult. An independent trigger
is needed to better study the cffect in the 1993 run and in future runs. Also, a much better under-
standing of the dead material in the RCAL section of the detector is needed for a better description
in the Monte Carlo and a further understanding of the trigger corrections.

In Chapter 6, the luminosity mcasurement was discussed, as well as the calibration of the
LUMI clectron and photon calorimeters. Monte Carlo was generated with a modified description
of the HERA beamline leading to the electron detector. Bremsstrahlung events were used to fix the
location of the interaction vertex position, and HERACLES4.2 was used to determine the electron
acceptance in the electron detector, which is shown graphically in Figure 6-7 as a function of the
harizontal interaction position, and summarized in Tabie 6-1. The cffect of an added photon encrgy
cut to reduce the effect of higher order corrections was also examined and found to have & very
small effect on the final cross scctian. A correction for good events lost from a photon energy cut
must be applied to the data as shown in Table 6-2.

‘The final results for the photon-proton cross section are given in Chapter 7. The total cross
section is found to be compatible with the latest Regge theory prediction, hence compatible with
the recent CDF total cross section measurements. The measured cross section also rules out the
large gluon content of the photon at low x predicted by the LAC1 structure function of the photon.
The mecasured cross section is consistent with the DG photon structure function using a p, cutoff at
which perturbative calculations become valid between 1.4 GeV and 2.0 GeV. The $593 prediction
also suggests that the p, cutoff for perturbative calculations is above 1.3 GeV.
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Example run summary

IZOS KON SOMMARY

Exp.do. 0 Rua.¥o. 7430

Run sumber :

Kuo Type @ PHYSICS

Trigger Type : STANDARD_}90CTS3
Readout.
Readout.

Run Pagio Time :
Zod  Time :

Mean Event Size
Event Siok

Eveat Mo {GFLT GELT TLT)
Zveac Mo [IBW VAR}

Curr of Maguet kL Compensator
Curr of Yoke &k Toroid

Nean Trigger Rate of GFLY :
asLr

nr
Mead Transfer Rate to ImM
VAx

Reduction by GSLT
Reduction by TLY

shife : R.STROILT CRAACIARY

Reasoa of IEWD Run : Harmal fmD

1430

(CAL VETO BNDO CTD FMOUO VXD RHMES LOMI LPS BIam

Component :  BAC PCAL BCAL R
Compapent {octal) : 3625703

23-0CT-1933 07:
23-0CT-1992 0

: 23020 bytes
: S0 100 0

: A9SST6 103232 12345
13348 L

: 3950.¢65 , 04.72 mmpa
: o 2999.30 ,  560.00 mmpx
156.95 K3
- Kz
- i
$.43 Hz
- Hy
: 66. 8 ( lgfit-gmltl/gfit )
: 40,8 | |gslt-tit)/galt |

A_LEICH

Cowmmmnt [ IM3005¢8CH | ERROR 0D91407

113

HEIKA rill _oo. Eoorgy (GaV] I_At_Aun_Begin(uA) At_fod Kax_to_Active
r

239 81%.501 11100 11200 11300
: 339 26.695 12600 12100 12600
Tima of last update : 1993-10-13-08:07:51

LUMINOSITY (Instantanecus) : At_fun _Begin At_Eod Max o Active AVMTage
C.70E¢30  0.69E+30 0.71E+30 0.69Z+30

ACTIVE LOM (HERA INTEG.)0.132434 cm-2 ( 1.2067 ob-1 )
ON-TAPE LOM (IZUS GATED)O0.11Fe34 em-2 ( 1.1161 md-1 )
MODE for LM calculation : WEL4? Based

DEC based ON-TAPE LUM: 0.00%.00 cm-2 [ 0.0000 ob-1 )

CHPONENT JPECIFIC :

CALOKINETZR : CLOSED COMPLEVELY
CcTo_HV : oM
VIO e ;o om
BAC_HY :oom
LOMI_jev : om
TLT Trigger Mode : 11009
TLT Branch online : 123 45§

CAL Thresholds Type : BO_RCAL_PM1SS

CALORINZTER FLT ENINGY SCALE

Full Scale Qev)
Sums ¥xclude:
bp Rings rcal: 3 Real: 1 fcal: 1 Real: 0 Feal: 0 Rcal: 7 trgtowers
rcal Thr PMCx 3 MAC= 2 EMC: 2 MNACE 2 EmC: 2 HACx 3 ADC counts
kcal Thr = 2 = 2 = 2 = 2 =155 =255  ADC counta
Bcal Thr = 2 = 32 = 2 = 2 s 2 = 2 ADC counts
GFLY Run Summayy ---- Run 7410
R Type :  PMAYSICS
Trigger Type : STANDAKD_190CTYI
Status :  Normally
Start Time :  13-OCT-1991 140
Iod Time :  2)-0CT-1991 ¢:08:05
Total Time 1604.86 (sec] (incl. time nor in ACTIVE state)
Total Run Tima : 1802.21 (sac) (time vaoly in ACTIVE state}
Total Active Time : 1631.11 (»ec)
Total Triggets 295412 {without Init, Tesc)
Total Test ¥rippers 165 {ioc). Eod of Run Trigger)
Last GVLT Busbmr 295576

Average Ractes

output trigger rate : 156.95 (Hz)
Ioput trigoer rate < 109.39 (ns]
Deadtimes
Total Deadtime : 252.65 [sec) ( 13.40 [¥3)
Total Run Deadtims : 250.00 [sac) ( 13.240 [4])
Trom Compobent : 36.13 [sec) { 1.3% (8])
from Ext. VITO 0.00 lescl | $.00 i8])
from Grir : 0.00 [eec) { 5.00 (81)

Bunch Crossings
®-p Bunches : ¢4 bunches - 0-9 24-)3 48-57 72-81 96-105 120-129

144-153 16¢-177 192-195

e«-pilot Dunches : 10 bunches - 16-17 40-41 64-65 B2-09 113-113

p-pilot Bupchbes : 6 bunches - 196-201

Triggered Sunchas : 12§ bubches - 0-10 15-18 23-34 19-42 47-58 $3-66 71-82

§7-90 35-10¢ 111-114 119-130 141-154
167-17¢ 191-202 219
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ignore erroxs

Cype pame ___ BECE__ count___scheduling_taken__components
10 1.0 1 115 A1)

54 v 2 1

178 CAL_UMO 21% 1 10 0 ¢ 0 29 CAL.MES

177 CAL Bwp 213 103 110 9 CAL

179 CAL QIws 3 1 2110 1 o
GPLT Sub-trigger informaticn - Koo 7430

From slot 0 ©o 31 id == vvvesstt, vvv:version,
ia sub-trigger pre-scale taken
903000350 FMO*CALMX *aTRE*CW (1250, 06 1 5690
900001053 FMO_vs_agl 40958
908002054 FNU_s_ag) nt 14983
$0B00I0SS INO_3_agl 120 4308
908004347 FMU_va *CALMX*CWW {1250,464) 1 2448
908005348 FMD_s*CALMK*CVV{1350 464] 1 L
908066449 FWD_1*CALEK*gTRK*CVV (1250, 1
903007446 FNU_n*RMOI*Wor*Ifkbpvy 256 W
500008002 MO - SReREEEE
908009003 EMO -
908010434 CAL_Z*BHT*VLTRE (464) 3
908011410 RCAL_Z*RNUI*QTRE*CWY (464) 1
909012441 CAL_E*PMDI*GTRE*CVY (464) 1 ke
900013174 BloKr -
908014294 CAL_B4ENU*ATIK (454} 1
908015364 RCAL _E*RMU*ATRERACVV(464) 1 1
908016001 RANOOM 4096
904017368 FIC_CALIB neutron -
503019041 VETOMALL_OK -
903019065 CS -
908020454 FACOTLEe (4999) - i
900021442 BPC_hit -
09022179 I -
308023302 CSVETO -
908024283 TRK_any -
908025366 SRTOBIC -
908026225 TREVerygood - "
908027224 TRXgood -
908020379 XRDMCregi (16! 464,464,464) -
908025378 xIEMCrag) [ cuau 464) -
908010384 BCALTegic 'v-au (696, 696, 156 800883
908031303 BCALragi*Wout (696, 696. 696 - 345¢ J 14+-0.00a+2 | 82040022
From slot 32 to GJ
sub-cr pn-xal- taken rater-error |**0+e
0032444 BN'CAIJ'CV(VI 123233 1.519-0.0lee1] BERRS
308033019 LoML_Eg (3490 32769 11811 6.37+-0.00wed
034233 LDIX_DB'hINOﬂ 4999) - 7393 2.51+-0.00e+4
909035020 LUMI_Ee {49! = 14526 3.79+-0.00e+4
908036102 m-nmc.xm 9. 464) 1 8722 3.66+-0.08e+0| 228
908037455 FRCN*LEZoCVILgV (4999, 3490) 3 $23 S.99+-0.1%e-1|88
903039103 LEe*REMCTh{4999,1250) i 4400 2.77+-0. 01!-0 i
908079448 LEe*aTRRACAL_ESCVILgV (4999 1 88
904040201 EMC_2{10068) 1 3
904041307 BENC_E (3404) 1
904042191 Br{11574} 1
908043400 (12162) - 1
908044300 CAL_Z(14969) 1 l 25--0 Dlesl
900045190 RENC_E(20)3) 1 .01es1
XCAL_E (464, -
FDCAL_Emisa*Ex (10104, 3930} 1 1/014-0.01es1
+aTRE {10068 ) - 6-17+-0.068+0
XRDACCR{IT50) - 2.11+-0.000+2
909050263 AINCEh{37S0} 1 71199 4.534+-0.02e«1|#
908051263 AZMCth{1250] 356 113723 3.39+-0.00w+3|4
S0B0S2¢44 BICHCAL_E*CViv{464) - 23230 1.51+-0.01es1 (288328
908053424 AEMC_I*aTRK*CViv(464) 4 39032 3.67+-0.01ael|e824388
908054413 REMC_I“ATRXTORCViv(464.37 T 15376 9.49+-0.07e+0| 28892
908055205 FCAL_2_bp (2500) = 139491 3.674-0.00a¢3 | $RCERSFESENE
908056275 XBINC_I (3404) - 36661 4.07+-0. Dl--l ooy
90805720) BEMC_T*aTRK(2037) 4 12089
908050425 el_jpai_eed {1032,2500,660, 1 4299
900059295 EMC_T+aTRE(7520) - 1958
90906045) LE@*gTRE*CViv(4999) - 4938
908061450 LZe*aTRK*CAL EPCViv(4999.4 B 6199
508062192 Is0_w - 66351 1. 25--0 00w+ 2 SRIRSFALE
908063361 Tso_mu_mult (2} - 163637 9.124-0.008«d 338322283008
15

GSLT EndofRun Susmary

Inding Run umber 7430 by WORMAL EWDI /1
RuD Number: 7430  Aun Type: PHYSICS Trigger 'lvp- snlmn 190CT93
curreot State: MD_IDLE OML;
GSLT Event Mo: 101209  GFLT Pvent o: 295500 mzn lv-uu. 1012
Evts accepted (last 10 secs): 585 Trigger Rate [last 10 secs): oaznst
LIST of Subtriggers:
Subtrigger  ZIveats jo Run Trigger Rate Description
163 [C] ) 0.425000 (0.415000) Test Triggers

1 1042 (O t 0.525000 (0.525000) downs

2 100599 (0 0.926367 (0.926367) Cal-CTD {Trk Cluste
3 101047 uuzn) 0.926563 (1.035449) ector

4 0093 (99020 ) 0.01875¢ {0.943359)

5 0 (0 L] 000 {(.000000)

LIST of ACTIVE VETOw:
Events Processed Rejectad Pcrclnt ujoeud Dascriptioo
295412 191310 Gav

2395412 7500 0.64

39&(11 216 .74
VETO Summary: Total !vu 295412 Rejected 210459 { 0.94 percent)
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€eeaseares TUT RuD Summary 4t¢essatecessae

Rup_Start. Time: Oct 23 0%:43:42 Aun_Stop. Time:

trates calioe 6 Run_Con
cea time {in we) 23791000 n?_hig,eontln
un Stacus 6310 Run
lo ot_unum-g 13776 le_o!_!n_n-ror-
1id_Level_3_Zvent 101235  tovalid_Leval_3_Even
lo o!__lvonu.k:copt.oa 12345 lo_ot_lwnu_!l'jocud
Wo_Of_Tast_ 49  mo_of ords
#0_0f_TLT_! 138 mo_of _GSLY !
¥o_of. 2247 tr {Time, o0ld)
%o ot..vn_nl:u_mu 219  pG_Tvents (Time, Straub)
o o! _Commic_Muoas 7557  ma_of_Halo,
ilter_Zvents 516 #o_of _SPP_Filter_Eveats
o, or_pxs_n lter_fveots 2 WO_of_BGT_Piiter_Ivects
Wo_of_£X0_rilter_Rvents 1494 mo_of_MOO_Triiter_Zveats
Wo_of_filtar_Accepta 10908 ¥o_of_ Other_Evests
¥o_of_rvents_to_Ite 13345 #o_of Events_to VAZ
€5 TIMES (ne): Protam = 50.8 Electrod = 30.3

SPP I VERTEX DISTRIBUTION (GAUSSIM rit)

Closest to 220 : AVG = -4.5 SIGMA & 9.3 CHIZ = 4.604
Higbest Kplicity: AVG < -5.7 SIGN = 10.2 OHI2 = 4.574

Phyrics filvare satistias|prasc] Tvente
algoritha|fact | saved

toique_sb?_Events 3602 Dnique_PIS_Events (131
Onique_pGP_Rvents 947 DDiqQuUe_EXO_Fwents 441
Gnique _NUo_Eveots 123% Unique VTI_Pvents i
Ooique_saP_Events 291

Beanpipe Cal FLT after veto cuts: 1096

Beampipe Cal FLT with Ebp=D. 2%

Pesmpipe Cal with FLT=), Xbe0 4
Desmpipe Cal Status with rLY 26
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s-puna tilcer 60808 | 120
N¥ominal zoft photo | 1 167 1
Untagged zoft photo| 1| 15033 | too 172

: flastic rbo 1 2575 t
: Beampipe Cal * RCAL| 1 1096 1
: Ncminal DIS WC 1 1643 $
: Hi-Q**2 DIS 1 60 1
o b1s 1 137 1
: DIS Dasmpips Cal 1 370 1
1: i B¢ b 03 1
: Lumd tag 1 1088 1
: Charm 1 an4 1
s Jesi elastic 1 53 1
¢ Jesi ipelastic 1 607 1
Ll [} ° 0
L] ° 0
Hi_X¢ 1 46 1
WC_Ri_2L 1 (1] 1 265
Love Pair DC 1 1 1
Love Pair vox 1 65 1
Jets 0 [ 0
reo VSA 1 43 1
Toa A 1 16 1
i ta 1 1 t
san 1 37 1
Xy 1 322 1
Calme 1 " 1
Island rt 1 109 1

MO01: Fwuon Low Mom 1 415 1

MUO1: Ymuon Wigh Kom 1 839 1

u002: Pmuon 2. 1 192 1

GLOMUD: BMOOW Recoustructio| 1 74 1

VIZ01: Vertex filter 1| 26977 | 120

SAPOL: FEC Calorimeter 1 o8 1

Logical OR: Phywics Zilters

Logical OR: VTX/Sampiing

Logical OR of all fiiters

B Glossary

ALLM

BAC

BCAL
BMUL/BMUO
BREMGE
BREMLU

CAL

DESY

DL

DL2

EMC

EPA

FDET
FLT

FMUON

Abramowicz-Levin-Levy-Maor, a Regge theory parameterization of the cnergy
dependence of the total cross section.

The Backing Calorimeter, used to measure energy which escapes out the back
of the high resofution calorimeter.

The Barrel Calorimeter, one of the main units of the CAL.
The barrel muon detection system.

Event generatar for bremsstrahlung events.
Bremsstrahlung event generator based upon BREMGE.

A scintiliation counter assembly positioned at the rear of RCAL near the CS
magnet.

The high resolution, compensating, depleted uranium-scintiliator calorimeter.
Central Tracking Detector, a cylindrical drift chamber used to track charged
particles from an mteraction.

Deutsches Elcktronen SYnchrotron, a large particle physics experimental facil-
ity located in Hamburg, Germany. )

Drees-Grassie, a parton distribution function parameterization for the photon.

Donnachie-Landshoff, a Regge theory parameterization of the energy depen-
dence of the total cross section.

A refit of the DL parameterization with the inclusion of the CDF cross section
measurcments.

Electromagnetic section of CAL for measuring electrons and photons from the
interaction.

The Equivalent Photon Approximation, an approximation based upon the as-
sumption that the photon mass and longitudinal polarization can be ignored.
The Forward Calorimeter, onc of the main units of the CAL.

The forward tracking system, consisting of the FTD and the TRD.

First Level Trigger, the first of a series of three triggers used to reduce the event
rate coming from the detector.

The forward muon detection system.
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HERACLES
HERWIG

KMRS

LAC1

LPS

LUMI

LUMIE
LUMIG
MOZART

MRSD-

NikZak
ONREMC

ONREMCTH

PYTHIA

QED
RCAL
RMULRMUO
RTD

Forward Tracking Detector, used to track particles emerging from the CTD at
low angles.

Gliick-Reya-Vogt, a parton distribution function parameterization for the pho-
ton.

Hadronic section of CAL for measuring high energy hadrons from the interac-
tion.

Hadron-Electron Ring Anlage, the world's first clectron-proton colliding beam
accelerator.

Events gencrator incorporating full radiative corrections at the clectron vertex.
Event generatoc.

The Interaction Point, where the clectron beam and the proton beam collide.
Kwiccinski-Martin-Roberts-Stirling, a parton distribution function parameter-
ization for the proton.

Levy-Abramowicz-Charchula, a parton distribution function parameterization
for the photon.

The Leading Proton Spectrometer, a series of detectors for identifying low an-
gle, high encrgy protons from the interaction.

The lominosity monitor system consisting of an electron detector and a photon
detector,

The electron detector of the LUMI system.
The photon detector of the LUMI system.

Monte Carlo for ZEUS Analysis, Reconstruction and Trigger, the set of routines
which simulates the passage of events through the different detector compo-
nents.

Martin-Roberts-Stirling, s parton distribution function parameterization for the
proton based upon next to leading order perturbative QCD calculations.

Nikolacv-Zakharov event generator for photon diffractive events.

The online RCAL EMC trigger, which included all EMC trigger towers except
those immediately swrrounding the beam pipe.

The online RCAL EMC threshold trigger, which included all trigger towers in-
chuding thosc immediatety surrounding the beam pipe.

Event gencrator.

Quantum Chromodynamics.

Quantum Electrodynamics.

Rear Caloriteter, one of the main units of the CAL.

The rear muon detection system.

Rear Tracking Detector, used to track particles cmerging from the CTD at high
angles.
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SLT

$893

TLT

TREMC
TREMCTH

VCTRAK

Second Level Trigger, the second of three stages of trigger used to reduce the
cvent rate coming from the detector.

Schuler-Sjéstrand, a parameterization for the encrgy dependence of the total
cross section.

Third Level Trigger, the third and last stage of the online trigger used to reduce
the event rate coming from the detector.

Transition Radiation Detector, a sct of chambers located between the FTD
chambers used to aid in electron identification.

The recalibrated, offline RCAL EMC trigger, similar to the ONREMC trigger.

The recalibrated, offline RCAL EMC threshold trigger, similar to the ONREM-
CTH trigger.

One of two track reconstruction programs used by the ZEUS collaboration.

Vector Meson Dominance, the interaction of the photon through a fluctuation
into & vector meson state.

The Veto Wall, used to detect and veto proton background events occurring out-
side the detector.

Vertex Detector, a small drift chamber immediately surrounding the interaction
point used to measure short lived particles produced in the interaction.
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