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Abstract

This work provides a study on the radiation tolerance of silicon particle detectors in the light of their
application in present-day and future high-energy physics (HEP) experiments. These devices are
typically placed close to the interaction points where they have to face high radiation levels inducing
both displacement (bulk) and ionization (surface) damage. While the problems connected with the
reverse currents can be circumvented by operation at reduced temperatures ( = 0°C), the bulk damage
induced change in the doping concentration causes a serious increase in the operational voltage, even
enhanced by long term annealing. Further aspects are elucidated in this field, however, the focus of the
thesis is on the new approach to examine the displacement damage defects on the microscopic scale and
to explore their relation to the macroscopic properties.

Firstly, the test structures fabricated from high resistivity float zone silicon are characterized by
standard capacitance/current voltage (CV/1V) curves, and peculiarities related to the shape of the electric
field zone are discussed in conjunction with results from proton micro-beam studies. Further, laser-
induced current pulse shapes are used to determine the field distribution in the detectors, allowing for the
verification of the doping concentrations as inferred from CV data.

The elevated temperature annealing behavior of the leakage current and the doping concentration in
weakly and heavily damaged devices has been investigated, giving rise to a critical revision of the model
descriptions of the damage-induced changes in the operational parameters. The constants characterizing
these models are studied as function of the type of the damaging particle (n, p, x, “Co-y) and of the
properties of the starting material. While the former allows for an intercalibration of the different
sources, the latter is considered as both an experimental search for a material of improved radiation
hardness and an cffort to cosrelate the macroscopic damage effects with the microscopic composition of
the doping. In particular, lower resistivity n-type silicon is found to be more radiation hard.

A full account is given of the measurement of Thermally Stimulated Currents (TSC) which has
proven to be the most successful method of recognizing the microscopic features of the displacement
damage. However, an unambiguous interpretation of the spectra is not straight-forward, and considerable
efforts have been made to unveil the influence of the experimental conditions, chiefly aiming at an
accurate extraction of the defect concentrations. Concerning the effect of the filling temperature, the
carbon-oxygen complex is found to play a major role. Moreover, deep level ionization energies and cross
sections have been evaluated. In this respect more plentiful data have been obtained by means of current
Deep Level Transient Spectroscopy (I-DLTS), which in contrast to TSC even allows for the examination
of close-to-midgap and very shallow defect levels. Finally, current pulse shape measurements were
employed to characterize close-to-midgap traps in neutron and “Co-gamma damaged samples.

It is shown that none of the usually encountered damage-induced defects (VO,, C,0,, ¥¥,and C,C, )
can account for the observed deterioration of the silicon detectors. Thus less abundant and otherwise
overlooked traps have been considered. The observations made on *°Co-gamma damaged samples allow
for conclusions regarding their presently unknown chemical nature. TSC has been used 1o monitor the
defect evolution during isochronous annealing, allowing a correlation with the simultaneous macroscopic
changes. For the first time cvidence is provided for the connection of a sale defect level, exhibiting a
metastable behavior, with negative space charge. The defect might also play a role in the long term
annealing of the doping concentration.

lonization dsmage has been investigated using 20 keV electrons from an electron microscope and
“Co-gammas. Both the positive oxide charge and the interface recombination velocity are found to be
growing as function of the ionization dose and to approach a saturation leve).

Finally, the deterioration of the silicon devices to be expected in the inner detector of the approved
ATLAS experiment at the LHC is predicted. These calculations, which have been a key design
consideration in the ATLAS Technical Proposal, are based on a compilation of all experimental bulk
damage data available at that time. The derivation of the world average damage constants and the
implementation of the numerical models is presented, and the simulation results are discussed in the
framework of the current understanding of the radiztion damage processes.

Kurzfassung

In dieser Arbeit wird die Strahlenhiirte von Silizium-Teilchendetektoren im Hinblick auf ihren Einsatz in
heutigen und zukiinftigen Experimenten der Hochenergiephysik untersucht. Die Detektoren werden zum
Nachweis der Teilchenspuren im Innendetektor eingesetzt, wo sie einem hohen Strahlungsniveau
ausgesetzt sind. Dies fuhrt sowohi zu Versetzungs- (bulk) als auch Ionisationsschiden (Oberfisichen).
Der durch bulk-Schiden bewirkte Anstieg des Sperrstroms kann durch den Betrieb bei moderat tiefen
Temperaturen ( = 0°C) umgangen werden, wohingegen die Anderung der Doticrung einen bedeutenden
Anstieg der Betriebsspannung verursacht, der durch Langzeiteffekte noch verstirkt wird. Obgleich
hinsichtlich dieser Effekte weitere Aspekte untersucht werden, liegt der Schwerpunkt der Arbeit auf der
mikroskopischen Analyse der Versetzungsdefekte und der Darlegung ihrer Bezichung 2u den
makroskopischen Eigenschaften.

Zuerst werden die aus hochohmigem Silizium gefertigten Teststrukturen mit Kapazitiits/Strom-
Spannungs Kennlinien (CV/1V) charakterisiert, wobei Besonderheiten, verkntipft mit der Ausdehnung
der elektrischen Feldzone, im Zusammenhang mit Protonen-Mikrostrahimessungen diskutiert werden.
Zushtzlich wird die Feldverteilung mit laserinduzierten Stromimpulsen bestimmt, wodurch die
Uberpriifung der aus CV Daten gewonnenen Dotierungskonzentrationen ermdglicht wird.

Das Ausheilverhalten des Sperrstroms und der Dotierung bei erhShten Temperaturen wurde an
schwach und stark bestrahlten Proben untersucht, woraus eine kritische Revision der Modellbeschrei-
bungen der schidigungsinduzierten Anderungen der Betricbsparameter resultiert. Die Konstanten in
diesen Modellen werden systematisch als Funktion des Typs des schadigenden Teilchens (n, p, x, “Co-y)
und der Eigenschafien des Ausgangmaterials bestimmt. Ersteres liefert Kalibrierungsfaktoren fiir die
cinzelnen Quellen, wihrend letzteres sowohl als eine experimentelle Suche nach strahienhirterem
Material, als auch als ein Versuch, die makroskopischen GrdBen mit der mikroskopischen
Zusammensetzung  der Dotierung zu korrelieren, aufgefaBt werden kann. Insbesondere wird
niederohmigerem n-Silizium eine groBere Strahlenhirte bescheinigt.

Das TSC Verfahren (Thermally Stimulated Current) erweist sich als das Erfolgreichste beim
Nachweis der mikroskopischen Eigenschaften der Versetzungsschiden und wird im Detail behandelt.
Betrichtliche Anstrengungen wurden unternommien, um den EinfluB der experimentellen Bedingungen
zu analysieren und somit eine eindeutige Interpretation der Spektren zu erlangen. Weiterhin werden
Tonisierungsenergien und Wirkungsquerschnitte von Stdrstellen bestimmt. Reichhaltigere Ergebnisse
wurden hier mit dem Strom-DLTS (Deep Level Transient Spectroscopy) Verfahren erzielt, welches im
Gegensatz 2u TSC auch die Untersuchung von Niveaus nahe der Bandldckenmitte und den Bandkanten
erlaubt. SchlieBlich werden Stromimpulsmessungen zur spektroskopischen Charakterisierung besonders
tiefer Haftstellen in Neutronen- und *Co-y bestrahiten Proben benutzt.

Es wird gezeigt, daB die vorwiegend aufiretenden strahleninduzierten Defekte (VO,, C,0,, ¥¥ und
C,C,) nicht filr die Schidigungseffekte in den Detektoreigenschaften verantwortlich sein knnen, so daB
anderweitig  Oberschene  Stdrstellen in  diesem Zusammenhang  diskutiet werden milssen.
SchtuBfolgerungen bezfiglich ihrer bislang unbekannten chemischen Zusammensetzung kdnnen aus den
Beobachtungen nach “Co-y Bestrahlung gezogen werden. Das TSC Verfahren wurde benutzt, um
Defektumwandlungen bei isochronaler Ausheilung zu messen, was eine Korrelation mit den gleichzeitig
ablaufenden makroskopischen Prozessen erlaubt. Erstmals konnte ein cinzelnes metastabiles
Defektniveau mit negativer Raumladung in Verbindung gebracht werden. Dieser Defekt knnte auch fur
die Langzeitausheilung der Dotierung von Bedeutung sein.

lonisationsschidigung wurde untersucht mit 20 keV Elektronen aus ¢inem Elektronenmikroskop und
“Co-y Strahlung. Sowohl die positive Oxidladung als auch die Grenzflichenrekombinations-
geschwindigkeit steigen als Funktion der Dosis an und nihem sich einem Sittigungswert.

SchlieBlich wird die Schadigung der Siliziumkomponenten im genchmigten ATLAS Experiment
beim LHC vorausgesagt. Diese Rechnungen, welche ein wesentliches Designkriterium im Technical
Proposal waren, stiltzen sich auf eine Sammlung aller experimentellen bulk-Schidigungsdaten, die zu
dem Zeitpunkt verflighar waren. Die Ableitung der Weltmittelwerte der Schadigungskonstanten und die
Implementierung der numerischen Modelle werden vorgestellt. Die Resuliate der Simulationen werden
im Rahmen des jetzigen Verstindnisses der Strahlenschidigungsprozesse diskutiert.
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1 Introduction

It was emphasized by A M. Litke and A.S. Schwarz that the progress in high-energy physics is based on
the superior spatial resolution and short recognition time achievable with silicon detectors employed for
the tracking of ionizing particle traces close to the interaction point of collider experiments [LIT95). One
example that has gained much public interest in this respect is the confirmation of the exi;teme. of the
top quark in March 1995 from the Fermi National Accelerator Laboratory (FNAL), Batavia, Illinois at
the Tevatron 900 GeV proton-antiproton collider, which would have been very difficult without the use
of silicon microstrip detectors. Besides the ability to accurately measure the momenta of energetic
charged particles from the slight bending of their trajectories in a magnetic field, a key feature of modem
tracking systems is the capability to distinguish secondary from primary vertices. The secondary vertex
arises from the decay of a shost-lived particle, which is the subject of the investigation, and which is
created in the primary interaction of the colliding beam particles. For instance charmed particles,
containing a charm quark, and tau leptons, which have been studied using such detection systems, live
for around one picosecond and 0.3 picoseconds, respectively. At a speed close to the speed of light they
can then travel only some millimeters before they decay. The traces of the longer-lived particles
emerging at that point are reconstructed from the corresponding observations made in the outer gaseous
wire chambers, Transition Radiation Trackers (TRTs), and the hits noticed in few layers of silicon
detectors, frequently amranged cylindrical around the beam pipe, compare Fig. [.1. It tumns out that the
spatial resolution in these layers needs to be of the order of a few tens of microns in order to
unambiguously isolate secondary or even the tertiary vertices.

Si Trackers Moderator
. /il AN
100 — y A S

i TRT / TRT

Fig. 1.1 An inner detector design for the ATLAS detector at the LHC with a single TRT (Transition Radiation
Tracker} in the barrel region, silicon and GaAs modules comprising the SCT (SemiConductor Tracker), and MSGCs
(MicroSirip Gas Counters) throughout the end-cap TRT, from reference {GOR94].

Bottom particles containing 2 bottom quark have a lifetime of 1.5 ps and therefore are also the objective
of such tracking systems. For instance, particles containing the top quark decay nearly all the time into
bottom particles. Future experiments will examine the differences in bottom and antibottom particles,
giving important insights into the ficld of CP violation. Morcover, the elusive Higgs boson, hypothesized
to endow matter with mass, decays into bottom and antibottom particles, given it is not too massive.
Thus, silicon microstrip detectors are also central for the newest and future investigations. One example
is the currently constructed HERA-B experiment, employing a wire larget in the 820 GeV proton beam
hale of HERA (Hadron Elektron Ring-Anlage) at DESY (Deutsches Elektronen SYnchrotron) in
Hamburg, Germany. Further, there are the approved ATLAS (A Toroidal Lhe ApparatuS) and CMS
(Central Muon Solenoid) experiments located at two of the four interaction points of the planned Large

Hadron Collider (LHC), that will provide proton-proton interactions at 14 TeV in the 27 km long LEP
(Large Electron-Positron collider) tunnet at the French-Swiss border near Geneva.

The required spatial tracking resolution is achieved by fine segmentation. Regarding a strip detector
for the ATLAS SemiConductor Tracker (SCT), 1536 6 cm long narrow junctions are implanted on a
typical 300 pm thick silicon layer at a distance of 37.5 pm (readout pitch 112.5 pm) [ATL4]. Two of
such elements are bonded 1ogether, giving an overall active area of around 12 cm times 6 cm. Sinoe the
long strips do not provide a sufficient position information, the same number of diodes is placed on the
backplane of these elements at a small stereo angle of 40 mrad, either by correspondingly processing the
wafer ot by simply gluing two elements back-to-back. The resulting module is attached to a fixture and
the etectronic readout chips are placed in the direct vicinity. Several thousands of such modules will be
arranged on the four barrel strip-layers around the beam axis, compare Fig. 1.1. Evidently, simuitaneous
particle hits on the same strip can cause ambiguities. Therefore further segmentation is necessary in the
innermost layers, where an extreme density of particles is anticipated. The whole silicon layer is then
subdivided into small pixels of the area of e.g. 50x300 pm®. Local electronic readout is realized by
bump-bonding a device with equally spaced readout chips to the pixel layer.

Promising new physical results are unfortunately related to some very rarely produced particles. To
the experimental end this requires a very high event rate, almost 10° per second at LHC. Therefore, the
detectors and the electronics will be harshly irradiated in these experiments, and almost certainly will the
radiation damage effects lead to the ultimate failure of some devices after a certain period of operation,
depending on the position within the experimental environment. The radiation level can be expressed in
terms of the equivalent | MeV neutron particle fluence absorbed per year, shown in Fig. 1.2 for the
ATLAS Inner Detector according to the simulations carried out by G. Gorfine {GOR95]. A distinction is
made between charged particles (top), which are mainly pions, and neutrons (bottom). While the charged
particles stem from the proton-proton interaction and the corresponding secondaries, the neutrons arise
from the showers in the outer calorimeters and comprise a flat albedo background in the center of the
detector. However, enhanced neutron damage is expected close to the end caps of the inner detector,
where the charged particles hit the forward calorimeter. A close to 1/7 distribution is observed for the
charged particle damage, rendering the operation of silicon detectors close to the beam pipe particularly
difficult. Operating at full luminosity, silicon tracking detectors at LHC will have to withstand annual
equivalent 1 MeV neutron fluences approximately ranging from 5x 10" cm? to 5x 10" cm2.

Predictions of the radiation damage effects on the silicon detectors have already largely influenced
the design of the modules and the choice of the operationa) parameters. For example, cooling-pipes are
found to be inevitable to prevent excessive self-heating of the detectors that is originating from the
radiation damage-induced leakage current increase. Moreover, radiation damage transforms the initial n-
into p-type silicon with progressively growing concentrations of nepative space charges, which due to
the corresponding increase in the minimum bias voltage needed to fully activate the devices is now
considered to decide on the lifetime of the silicon detectors. Low temperatures are also necessary 1o
control the complex annealing behavior of the radiation damage-induced changes in the doping
concentration. Further, since partially depleted operation is awaited for many detectors, it appears to be
advantageous to use n' strips on initial n-type material, so that an electric field zone exists below the
strips afier type inversion, even if the state of full depletion can not be achieved anymore. All p* strips
would be expected to be short circuited by the p-type bulk material in this situation and thus would lose
their spatial sensitivity. Although the radiation damage-induced deterioration has become a major issue,
reduction of the costs, arising for example from the large area covered with detector grade silicon
(several 10 m’), often requires down-scaling of the entire system, i.e., the barre] radius is diminished,
which of course results in pronounced damage effects.

In the following section an introduction into the basic features of silicon detectors will be given,
emphasizing the electrical characterization methods that have been used in this work to study radiation
damage effects. Section 3 considers bulk damage effects and is essentially organized into three parts. The
first one contains a survey of the currently accepted model descriptions of the damage-induced changes
in the doping concentration, leakage current, and charge collection (macroscopic properties) and offers
new results on the elevated temperature annealing behavior, the influence of the particle type (neutron,
praton, pion, “’Co-gamma) and energy, and the dependence on the resistivity of the material used for the
manufacture of the detectors. The second part begins with an overview of the microscopic origins of the
damage cffects and presents detailed investigations into the damage-induced defects using the
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spectroscopic methods TSC, I-DLTS, and TCT. Finally, an attempt is made to explain the
macroscopically observed deterioration by the knowledge gained about the microscopic causes. In
Section 4 a cursory check of the radiation sensitivity of the oxide passivation is presented, and finally, in
Section $, a prediction of the damage effects in the Inner Detector environment of the ATLAS detector at
LHC is performed. Due to the complexity of the subject matter, each of these sections closes with a
summary, as do the sections dealing with the individual spectroscopic methods.
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Fig. 1.2 Annual equivalens I-MeV newiron fluences predicted by a Monte Carlo simulation for the ATLAS inner
detector region, compare Fig. 1.1. Note that the subdivisions of the scales are not equidistant and that the symmetry
of the data with respect (o the interaction point at (0.0) is not perfectly reproduced by this graphical representation
(single TRT design ¢ {ﬁgumu'on B with integrated forward calorimeter, assumed p-p cross-section ¢ = 71 mb,
fuminosity L = 10" cm’s”, 10’ s beam on per year, [GOR95}).

2 Basic Features of Silicon Detectors

2.1 Principles of Operation

Fundamental to the operation of a semiconductor detector is the fact that the drift of the charges created
in an electric field zone by a traversing ionizing particle induces a current pulse on the attached
electrodes. Concerning a parallel plate geometry, the total instant current signal 7, , arising from a smal!
cloud of N, negative or positive elementary charges g, drifting with the velocity v, ,, is given by
(Ramo's theorem)

Var
eq. 2.1 Ip= N,,.qu—w""ﬂ,

where W is the distance between the plates. The extent of the electric field region essentially defines the
sensitive volume, since only there v, ,, is distinct from zero. The above expression had been speculated
to not hold in the presence of fixed space charges, however, the first principles derivation given by G.
Cavalleri et al. proves its general validity and also provides an extension to arbitrary elecirode
configurations [CAV71].

In a semiconductor, both electrons and holes contribute to the current signal. They are always created
in pairs by the ionization process, i.e. N,(t = 0) = N,(r = 0) = N, and subsequently dnift apart with
different velocities. Regarding the efficiency of the material employed for the manufacture of the
detectors, the following items have to be taken into consideration: The average energy £, required for
the creation of one electron-hole pair, the magnitude of the drift velocities v,,,,, and the size of the
region in which a significant electric field can be established. Silicon is a good candidate with respect to
the first two points (£, = 3.6 ¢V [DES67], v,. up to the order of 10 cm/s). Other materials, for example
Ge or GaAs, do however provide improvements in one or the other respect. As will be shown below, the
latter point requires material of highest purity. Only for silicon is this nowadays readily available in large
amounts and at relatively small costs, as it is the most widespread used semiconductor in the electronics
industry’.

Fig. 2.1 illustrates the principle of a silicon detector for the detection of ionizing particles. The basic
structure is & rectifying junction operated under a large reverse bias voltage ¥ such that a zone of width
W devoid of free carriers evolves under the electrode area. Given an ionizing particle passes through the
sensitive volume, the resulting current pulse signat (2 few 10 ns long) is sunk into the high frequency
branch of the electrical circuit constituted of the coupling capacitor and the charge integrating amplifier.
The output signal is proportional to the overall collected charge. Thus, if the impinging particle is
stopped within the ficld zone, the signal provides a measure of the particle energy. In order to ensure the
absolute calibration it is then important to make the junction contact and the electrode material on the
entrance window as thin as possible, because otherwise charges are lost in these dead-layers. On the
other hand, high energetic particles will easily traverse through all of the detector (of the order of few
100 pm) and liberate a narrow column of electron-hole pairs, most probably around 85 per pm for
minimum ionizing particles (mips). The silicon detector can then only register, whether a particle was
observed, or not, at the particular position where the device is positioned. This mode of operation is
suitable for tracking purposes as for instance in a high-energy physics experiment. It will be noted that
for mips the number of collected charges depends on the sensitive width # , i.c., it is desirable to extend
the field zone all over the device thickness d. A serious reduction of the signal amplitude must be
envisaged if the applied reverse bias is not sufficient to fully deplete the detector.

It is when the usable signal becomes too smatl compared with the electronic noise level that a reliable
operation is not possible anymore. Thus, for a silicon detector application the lowest tolerable limit for
the signal to noise ratio S/N is a key design specification. The major noise sources are related to the
detector capacitance and leakage current, and the minimum electronic noisc level for a particular

* 1 will be assumed in the following that the concentration of defects is sufficiently small, such that the free carmiers drifting in
the field zone have a high chance to reach the electrodes rather than being trapped.
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detector can only be achieved by specifically designing the electronic readout circuit (input-capacitance,
shaping time, etc.). In general, increasing leakage currents and capacitances will enhance the noise level.
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Fig. 2.1 Basic operation of a silicon detector. a) Schematic representation of the electronic readout and iliustration
of the electron-hole pair creation process in the depleted zone. b) Typical Multi Channel Analyzer (MCA) spectrum
of a curfum source recorded with a surface barrier detector (device 901G20. Vo, = 100V, V,, = 85 ¥, 62 hours
measurement time). The source has an age approximately equal to the half-life of the *‘Cm nucieus (18.11 years),
resulting in a significant activity of the dawghter nucleus plutonium '“Pu. The energy scale was calibroted
employing the well known a-particle energies of these decays [LED78]. The other small peaks are related to
impurities in the curtum source [OSI95).

2.2 Structure of the Investigated Devices

2.2.1 Detector Grade Silicon

Virtually ali properties of a semiconductor are related to imperfections of the crystal, i.e., to chemical
impurities and lattice defects. Of major importance for the electronic device features are those
imperfections forming quantum mechanical levels within the forbidden gap. For example, the detector
grade silicon used in this work contains oxygen atoms on interstitial sites, O,, and carbon atoms on
substitutional sites, C,, with concentrations of the order of a few times 10" em? [ZUL89,DRE90).
However, no electrical activity of these impurities has so far been observed, and the basic properties of
the material resemble very much those of the perfect silicon crystal. On the other hand, only small
concentrations of substitutional atoms from group Il and V of the periodic table are required to
dramatically change the resistivity of the material. It is therefore clear that the implications of additional
energy levels in the forbidden gap can be various, and the efficacy of the one or the other crystat defect
in modifying a particular property of the semiconductor will generally depend strongly on the energetic
position and other quantities, as will be discussed extensively in Section 3.3.1.

The silicon employed for the manufacture of detectors is usually refined by the float zone process,
resulting in dislocation free material of highest purity. The providers typicalty characterize the walers at
room temperature by the resistivity p and the minority carrier recombination lifetime t, . While the
former can be controlled by intentionally doping the material, the tatter crucially depends on the crystal
growth and processing technigues. Incorporation of trace amounts of boron and phosphorus atoms results
in either p- or n-type doping, i.c., either holes or etectrons are predominantly found in the electrical

neutral material  (majority camiers). The a) Metat
resistivity is related to the concentration of free
electrons, # , and holes, p, by

1
eq. 2.2 p= .
2oGionn+ HopP)

where po, and p,, are the low field mobilities in

the conduction and valence band, see

Appendix A. In general, no specific assumption

will be made sbout the composition of the b)

doping atoms, and the net effect is visualized to

arise from a concentration N4 of ionized donors.

Accordingly, p-type material is characterized by

a negative value of Ng. At room temperature

the absolute value of N,y is in practice always at

least one order of magnitude larger than the

intrinsic carrier concentration #, (around

10" em?), which is the free carrier

concentration in the undoped silicon. It is under

these conditions justified to put n or p equal to

[Ngl in n- or p-type material, whichever is the

majority camier. In the first approximation the

corresponding minority carrier concentration can  F18. 2.2 Features of the thermal oxide and the interface

then be calculated by n/ N, ot between the oxide and the crystalline silicon, see
The rate at which injected minority carriers [SZE81].

recombine with the majority carriers is measured o) Charges in the silicon dioxide and interface region

by the lifetime t,. Besides the small resulting ~ between the oxide and the silicon

diffusion curvents this process would not affect O, : Interface-trapped Charge

the operation of a silicon detector. However, <, . .

is related to the generation lifetime 1, , i.e. the ©; : Fixed Oxide Charge

rate at which electron-hole pairs are generated in Q. Oxide-trapped Charge

the depleted zone by thermal agitation. A small O - Mobile Jonic Charge.

value of the lifetime is therefore very likely . )
accompanied by a large reverse cumrent, which Zsz::med a.m‘ ;,{:; ":;:c::ﬂ: d';f interface states are

indeed might deteriorate  the  detector
performance.

Almost all of the devices studied in this work were processed on (111)-oriented phosphorus doped
float zone silicon wafers supplied by Wacker-Chemitronic [WAC]. The resistivities were mostly larger
than 3 k(lem, corresponding to Ny < 1.5x10' cm™, and the recombination lifetimes were quoted to be
larger than 5 ms, which hardly gives rise to leakage currents. Morcover, also some p-type detectors and &
few samples made from lower resistivity material were compared with the standard Wacker material in
respect to their radiation hardness, see Section 3.2.5.

2.2.2 Oxide Passivation

It is not only the float zone technique, but also the high quality oxidation of the wafers which accounts
for the superior properties of detector grade silicon. Usuatly a layer of amorphous 50, around 200 nm
(2000 A) thick is thermally grown during several hours storage at approximately 1030°C in a dry O, gas
stream, adding a small percentage of HCl or TCE (trichlorethylene). The wafer surfaces, which contain a
huge number of clectrically active interface states after the sawing and polishing, are largely passivated
by this procedure. Fabrication of silicon detectors by the planar process, and the above oxidation scheme
in particular, is traced back to J. Kemmes {KEMB80].

The quality of the oxide is related to the number and the kind of the incorporated charges and the
concentration of electrically active states remaining at the interface, see Fig. 2.2, There are various
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sources for the former, which were classified by B.E. Deal in reference [DEABD). Regarding the
oxidation process, it is a particular problem to avoid the contamination with ions (sodium, potassium).
Their charge is denoted by 0, since they become mobile at elevated temperatures, a feature, which is
exploited to detect them [GOR93]. Moreover, the dry thermal oxidation results in substoichiometric $i0,
according to the chemical reaction [DEV94)

.23 OymSi-0-Sinl —pr Gy =Si-5in0y+0'.

This so-called oxygen-vacancy complex may then permanently trap a hole, resulting in a positive charge,
which is only one example for the origin of trapped oxide charges Q..

eq. 2.4 O, =Si-Sin0y+h* - OymSP® *Sin 0.

There is a pronounced substoichiometry of the SiQ, within a thin layer (few nanometers) underneath the
interface, and a large concentration of related fixed positive charges O, is usually encountered there.
Further, the interface between the silicon and the oxide gives rise to quantum mechanical states in the
band gap of the siticon. Fig. 2.2 b) illustrates the commonly experienced dangling bonds, which however
can be saturated by hydrogen atoms. Such interface states can act as surface recombination or generation
centers, comparable to the previously discussed processes in the bulk characterized by the lifetimes <,
and 7,. Moreover, these states may be occupied with charges O, depending on the electrical potential
established at the interface under specific experimental conditions. Both the oxide and interface-trapped
charges build up by the exposure to ionizing radiation. The comesponding radiation hardness
considerations are the subject of Section 4.

2.2.3 Design Features

Two differently designed test structures have been investigated in this work, in the following referred to
as surface barrier and ion-implanted devices. While the former were fabricated in the semiconductor lab
of our group (Nukleare MeBtechnik, Universitit Hamburg), the latter were provided by the
semiconductor laboratory of the Max Planck Institut (MPI) Minchen [MPI}.

2.2.3.1 Surface Barrier Devices

The processing of the surface barrier @) Onide MOS
detectors has been described in reference
(FRES87), however, improvements were
since achieved, compare for example
[FRE90]. A side view of the device looks
similar to the one illustrated in Fig. 2.1 2), 3
magnified view of the edge of the front
electrode is presented in Fig. 2.3 a).

Starting with the oxidized wafers,
openings for the front and rear contact
metallizations are defined by a photo- ) 4
lithographic step and subsequent etching.
While the rear electrode usually is square
shaped and covers most of the overall test
structure area of 9.3x9.3mm’, the front
contact can be a large circle, a small circle, a
U-shaped electrode, and two narrow strips
{see Fig. 2.3 b)). Cormespondingly, the
device name coniains a K, G, U,and L or R
for the left-hand or right-hand strip,

Gold

~ | dy, =200m

n-Silicon

respectively. Table 2.1 lists the electrode 93
area and related dimensions of the various  Fig 2.3 Layour of surface barrier test structure. a) Magnified
devices studied. view of the edge structure. b) Top view of an L/R nype

detector, dimensions in mm
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The ohmic contact on the rear side is established by evaporation of 100 pg/cm?® aluminum onto the
naked silicon surface. A Schottky-barrier is fabricated on the front contact by deposition of a very thin
gold layer (40 pg/cm?), allowing for the adsorption of pure oxygen at the end of the layer formation. A
pasticuiar feature of these devices is the Metal Oxide Semiconductor (MOS) structure at the edge of the
contact, which allows for the investigation of the oxide parameters. In regard to optical generation of free
carriers it is noted that the approximately 20 nm thick gold layer is sufficiently transparent, whereas
small circular openings had to be left in the rear contact for this purpose, see Appendix A. However, a
thin layer of 4 pg/cm® Al was found to be inevitable to retain good ohmic properties.

2.2.3.2 lon-Implanted Devices

Fig. 2.4 illustrates all important details of the jon-implanted test structures. Here the oxide is removed
entirely from the rear side and selectively at the front side, such that the remaining passivation Jayer can
serve as an implantation mask. The junction and the ohmic contact are established by exposure to boron
and arsenic (nowadays: phosphorus) ions with kinetic energies of around 15keV and 30 keV,
respectively [KEM8O). In order to circumvent the problems arising from the high electric fields at the
edge of the implanted junction, a so-called step oxide is employed to decelerate the impinging boron ions
in & specifically thinned oxide region (50% of the full oxide thickness), such that their range in the
silicon crystal is reduced significantly with respect to the ions entering through the oxide-free windows.
A subsequent elevated temperature annealing is required to remove the displacement damage and to
activate the implanted impurities.

Top View

Fig. 2.4 Cross section of the fon-implanted test structures provided by the semiconductor laboratory of the MPI
Manchen. Top: full view, bottom: magnified view of the region between the guard ring and the pad electrode, the
labels A - E indicaie the regions studied with a protor micro-beam, see Section 2.4.3.

On the front side the implants are covered with an approximately 1 pm thick aluminum metallization. In
addition to the pad electrode, whose implanted area is 25 mm’, these devices are endowed with a guard
and a bias ring. While the former is operated under the same bias voltage as the main electrode, and
therefore is capable of sinking leakage currents generated at the edges of the depleted region, the latter is
connected to the positive terminal of the bias supply. Accordingly, the pn junction is operated in the
forward direction and, except for the small voltage dropping across it, determines the electrical potential



of the undepleted bulk material. Thus, all connections required for testing can be accessed from the top
side. However, the resulting contact resistances were found to be too large for high frequency
measurements, and a reproducible ohmic contact could again only be accomplished by depositing a
100 pg/cm’ aluminum layer onto the rear side n' implant.

2.2.3.3 Sample Mounting

All investigated samples were mounted on an aluminum
ceramics carrier of the dimension 2x2.5 cm®. The fixture is
supplied with five thin gold metallizations with s pitch of
2.54 mm, providing easy access to standard electronic
equipment. The center strip contacts the rear clectrode, and for
most samples the front electrode was bonded to the leftmost
gold strip by a copper whisker. Conductive silver glue has
been employed to fix the sample on the mounting.

Gold
/ metalizatons

Fig. 2.5 Mounting and connection of a
sample on the aluminum ceramics.

Table 2.1 Junction area, MOS area, and full sensitive area of the various devices
studied. The latter was inferred from proton micro-beam measurements, see Section 2.4.4.
The data for the surface barrier devices have been taken from reference {WUN92].

Junction MOS Sensitive
Area Area 4 Arca A
0.25 cm? ° 0.275 cm’® Floating
0.255 cm® Grounded

ﬂo.zs cm? 0 0.272 e’ Floating "
|
|

0.254 cm® Grounded
Surface Barrier |Large Circle (G)  Jfo.385cm’  [0.027em’  [0.442em?
Small Circle (K)  [f0.126cm*  [0017cm®  [0.160 cm?
U-shaped (U) ljo149cm*  [o.042em®  [0.232 cm’

Two Strips (L/R) I!o.osa eom’  {0018cm’  [0.093cm’ ||

2.3 The Electric Fleld Zone

The electric field zone has a major impact on the performance of the silicon detector. It is therefore
worthwhile to examine, how the electric field distribution £(x) is related to the externally applied
reverse bias and the doping concentration. These subjects have extensively been treated in textbooks, see
for example [SZES1). Only the most important results will thus be recalled here. However, they are
written in a form suitable for the further use in this work.

2.3.1 Abrupt Junction

For the sake of convenience, the junction is thought to be established by a thin and heavily doped p-type
layer on a lightly doped n-type substrate. Regarding the depletion zone this treatment is appropriate for
both surface barrier and ion-implanted devices. As the extent of the electrode is large compared with the
detector thickness, it will be assumed that a one-dimensional modeling is sufficient.

Fig. 2.6 a) depicts the electrical charge density p,, encountered for a specific reverse bias voltage V.
While outside the field region the free majority carriers neutralize the ionized doping atoms, a high
negative and a small positive space charge concentration is emerging on the p’ and on the n side of the
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Jjunction. As the overall charge must be equal to P ot
zero, it is clear that the field zone chiefly
penetrates into the weakly doped region (abrupt
junction), which therefore will be the only
objective in the following. Moreover, the so-
called depletion approximation will be employed,
i.e., py is assumed to be constant in the range 0 <
x < W, although the diffusion of electrons from
the n-type bulk into the depleted region is known
to result in a smooth distribution of the electricat ) £
charges around x = W. The value of p, in the
space charge region is given by gyN,gsr, Where
Ngse denotes the effective concentration of
ionized donors in the field zone.

Given the above suppositions, the
mathematical treatment, iec. solution of the
Poisson equation, is straight-forward. The first -Em
integration yiclds a lincarly graded electric field
and the second integration a parabolic electron

x

—— - ——

|

|

i

|

|
potential energy’, see Fig. 2.6 b) and c). However, ©/ p !
two boundary conditions need to be satisfied. E, I
Firstly, the electric field strength is equal to zero £ ¢ :
in the neutral bulk region, fumnishing E(¥) = 0. Fpry b
Secondly, the separation of the Fermi levels £, E
and E;, in the neutral p* and n region is equal to  SV*Vp) g,V :
the potential energy difference ¢,/ maintained by E) 1
the external bias supply. The total change in the [

T

3

clectron potential energy |dx Etx) in the range 0 <
x < W is therefore given by q,(V +V,). This
circumstance is indicated at the intrinsic Fermi Fig. 2.6 Graphical solution of the Poisson equation for a
level £, in Fig. 2.6 c), which is a suitable one-sided abrupt junction. a) electrical charge density, b)
reference leve! located approximately in the ¢/ectric field sirength, and c) electron potential energy.
middie between the conduction and valence band energies £ and E,, compare {SZES8S). The so-called
built-in voltage ¥,, accounts for the existence of an clectric field zone even under zero bias. It arises
from the different work functions in the two materials brought into intimate contact. Let AE,, and AE,,
be the energetic differences between the conduction band energy £ and the Fermi level in the p'and n
region, respectively. Then the built-in voltage is given by ¥, = (AEy, - AE;,Yq,. The same holds for a
surface barrier detector if AE,, is identified with the barrier height g 4. In an ion-implanted p' layer the
Fermi level is very close to the valence band, such that in the first approximation AE,, can be set equal
to the band gap energy E, = E.. - E,.

It is now easy to write down some important relations by mere inspection of the graphical
construction presented in Fig. 2.6. The maximum field strength £,, at the junction is given by

V4V,
.2, E,(N=2—2
eq.2.5 w(¥) ZW(V) ,
and the width # of the depleted zone can be written
vz
0. 26 W,-d[u] .
V*p+ybl

The abbreviation ¥,,, has been introduced to account for the density of the space charges

’ The clectron potential energy is equal I the electron charge -g, l_imthee!ewiulpounﬁll.(?mmu&em

potential energy the electric p ia! ia thus b g more P ds the back plane contact.




eq. 2.7 Viep =2—::—udz|’v¢rx‘k|’yu-

Here ¢ g, denotes the permittivity of silicon (¢ = 11.9). Evidently, eq. 2.7 fumishes the particular reverse
bias under which the field zone reaches through all of the detector (W = d'), and therefore is called
depletion voltage. Regarding a8 typical wafer thickness of 300 pm it is clear that [N gey | must not be
larger than a few 10" cm in order to atlow for a fisll activation of the sensitive volume by a reasonable
reverse bias, say less than 200 V. Compared with typical impurity concentrations this is however just a
trace amount, emphasizing the importance of high purity material for this specific application.

If one does not rely on the depletion approximation, ¥, must be replaced with ¥y, + &,T /g, in all of
the above equations, compare for example [SZE81]. However, practical values of ¥ and V., arc
frequently found to be one order of magnitude larger than ¥, and thus it is often justified to put ¥, = 0.
If the reverse bias is larger than the full depletion voltage, it can no longer be exploited that the electric
field is equal to zero at a certain position. It is then necessary to deduce the ovenall electric field from the
superposition principle, which is however left for Section 2.6.2. Here it will be enough to note that under
these conditions the depleted width is equal to the detector thickness and does not depend on the reverse
bias anymore,

eq. 2.8 w2 Vb)zd.

Finally it is noted that the above relations may equally as well be applied to n’-p junctions, since only the
absolute value of Ngor has been used. If the n’ layer is located at x = d the depleted zone will grow
from the right-hand to the lefi-hand side for increasing reverse bias voltages ¥, which is applied the
same way as before, i.e., a positive voltage is connected to the right-hand electrode and a negative
voltage to the other one. Accordingly, the electric ficld remains negative, since positive charges always
have to flow from the right-hand to the left-hand side. For example, radiation damage can change the
sign of the space charge from positive to negative, accompanied by 2 movement of the junction from the
front (x = 0) to the rear (x = d) contact of the detector.

2.3.2 MOS Diode

Regarding the field zone at the edge of the Metal, Oxide ; Semiconductor
junction of the surface barrier devices it is
instructive to recall the situation in a Metal Oxide
Semiconductor (MOS) structure. A schematic
representation is given in Fig. 2.7, where v, and
¢, are the surface band bending and the bulk
potential, introduced for the characterization of the
various situations established at different bias
voltages. A particular feature of MOS diodes is
that virtually no current is flowing since the oxide
is 8 very good insulator. Consequently, the Fermi
fevel in the semiconductor is flat, imespective of
the bias voltage applied. In thermal equilibrium
electrons are usually attracted from the n-type bulk ¢
towards the oxide-semiconductor interface, Generation
forming a very thin accumulation layer (0 < v, ).
Accordingly, there is no depleted zone below the
interface, and a negative voltage has to be
connected to the front (gate) electrode in order to
repel the electrons. For sufficiently large reverse Fig. 2.7 Electron potential energy and electrical
bias voltages (4, <y, < 0) the distribution of the charges in an MOS diode, compare Fig. 2.2 b).
electrical charges and the electron potential energy

as depicted in Fig. 2.7 is obtaincd. Now, the states at the interface can act as current generation centers,
provided the current can be collected by an adjacent electrical contact. If for larger bias voltages the
intrinsic Fermi level £; at the interface becomes larger than the Fermi level £;, (y, < -$,), an inversion
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layer about 10 nm thick builds up. That is, free holes, which are the minority carriers in the n-type silicon
substrate, are predominantly found at the interface. For very large vatues of the reverse bias the valence
band comes close to the Fermi level, resulting in strong inversion (-2¢, <, ). A further expansion of the
depleted zone is then inhibited by the dramatically increasing concentration of holes in the inversion
layer.

Special interest will be devoted to the specific reverse bias, under which the transition from
accumulation to inversion takes place. Since the electrons are neither repelled nor attracted to the
interface under this experimental condition, ), is zero and the electron potential energy must be
constant throughout the semiconductor. Accordingly, the voltage in guestion is named flat-band voltage
Vs . It can be deduced that it is ([SZE81])
€q.29  Vpo=(Es-Ex)/do +%;—°,

ar “ax
where Es and E,, denote the work function of the semiconductor and the metal, respectively. Q.. is the

sum over atl charges related to the oxide and x, is the corresponding center of gravity. C,, is the oxide
capacitance of the MOS diode, which is measured in the accumulation condition,

eq.2.10 C, =euc,iﬁ.

o
A, and d_ are the area of the oxide covered with the gate electrode and the oxide thickness, and the
relative permittivity of dry oxide is €. = 3.9. Substituting typical values of the work functions into eq.
2.9 shows that the usually observed positive flat-band voltages require positive oxide charges to exist in
the processed devices.

Finally it wili be noted that in general the overall positive oxide charge is a function of the applied
reverse bias. If for example the Fermi level at the interface changes from a value close to the conduction
band towards the valence band energy for increasing reverse bias voltages, the overall number of
interface states occupied with electrons is diminishing. Accordingly, Q,, is progressively increasing,
resulting in a smooth transition from accumulation to inversion.

2.4 Probing the Depletion Region with a Proton Micro-Beam

2.4.1 Measurement Basics and Experimental Procedure

Proton micro-beam measurements provide an in situ visualization of the extension of the electric field
zone in 2 silicon detector. The key element of this technique is a low energy proton beam which can be
scanned over a large area, typically 1.55x0.77 mm® has been used here. Suitable energies should be
chosen such that the proton penetrates significantly into the silicon but does not travel through all of the
detector. Here 2 MeV protons from a Van-de-Graaff accelerator were utilized, which otherwise is
employed by the group around Dr. Niecke (Arbeitsbereich Umweltanalytik, [. Institut fir
Experimentatphysik, Universitdt Hamburg) for spatially resolved PIXE measurements (Proton-Induced
X-ray Emission). The energy dE lost by a proton of a certain energy £ on the distance dx is related to
the stopping power § by

eq. 2.11 —%: pS(E),

where p denotes the density of the ionized medium, and in silicon it is p = 2.33 g/em’. An integration of
€q. 2.11 gives an average range of 2 MeV protons in silicon of 47 pm, employing the stopping power
data compiled by J.F. Ziegler (ZIE77). Since above 100 keV the jonization cross section is found to be
increasing for decreasing proton energies, most of the ionization is produced at the end of the range. This
relation between the ionization and the range is known as the Bragg curve.

12



Given the proton comes (o rest within the depleted zone of the detector, all the generated electron-
hole pairs are cotlected, and accordingly the signal detected reflects the total initial proton energy. If now
the ionization chiefly takes place in the zero field region, the signal is significantly reduced. A two
dimensional map of the electric field zone can thus be obtained by plotting the detected energy versus the
position at which the proton intruded the detector. Fig. 2.8 displays the number of hits falling into a
specific range of the detected energy and of the projected x coordinate of the scanned area. The scan
regions have always been amanged in such a way that the symmetry of the investigated test structures
allowed for this projection in order to reduce the complexity of the measured data. It would also have
been possible to experimentally scan the proton beam along one line. However, then local proton damage
would have become a major concern. For the same reason, and in addition to avoid pile-up effects in the
readout electronics, the beam current was chosen orders of magnitude smaller than for typical PIXE
measurements by narrowing the beam slits, resulting in only a few hundred recognized hits per second.

Fig. 28

Left: Number of hits as function of
the projected x coordinate and the
detected energy (device 932R28,
Vig = 83V, reverse bios 80V,
500 ns shaping time).

Botiom: Top view of the
investigated  surface  barrier
detector and indication of the scan
region in conjunction with the
corresponding coordinate system.

All measurements were carried out at room temperature in an evacuated sample chamber. A block
diagram of the electronic readout and the proton micro-beam contro! is shown in Fig. F.1 of Appendix F.
The energy ADC channels were scaled to 2 well defined electronic input signal by means of a test pulse
generator, compare the two lincs at about 900 channels in Fig. 2.8. Absolute energy calibration of the
electronics was accomplished by the signal from the 2 MeV protons and by the sdditional acquisition of
the spectrum of a **Cm source, emitting a-particles of very accurately known energies, see Fig. 2.1 b).
Also the beam position information fumished by the micro-beam controlling system is an arbitrarily
scaled ADC channel number. The required calibration of the spatial distances was attained by probing a
hexagonal metallic grid with a specified fattice constant (63.5 pm), also used to focus the proton beam.
An absolute assignment of the beam position with respect to the investigated device was then possible by
inspection of the features of the measured data which unambiguously could be related to the known
detector surface structure. Moreover, the samples were mounted on a mobile table that could be moved
very accurately by means of stepping motors, thus providing an additional tool for the position

calibration. While the minimum beam focus attainable is around | um, a spatial resolution of 6 um in the
x and y direction has been employed. Finally it is noted that it also was possible to expose the back
plane contact of the test devices to the proton beam, giving additional clues regarding the ficld extension.
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2.4.2 Surface Barrier Devices

Computer programs were developed to extract the crest line produced by the proton signals in
measurements like Fig. 2.8 which fumishes the detected energy as function of the projected coordinate.
Mainly these so-called energy profiles will be discussed in the following. They are presented in Fig. 2.9
as function of the reverse bias voltage applied to a surface barier detector. With respect to the signal
caused by the protons impinging onto the central region of the junction clectrode, evidently even under
zero bias electron-hole pairs are collected due to the electric field arising from the built-in voltage ¥,,,
compare eq. 2.6. Moreover, for bias voltages larger than 5V always the full proton beam energy is
measured, indicating that the width of the depleted zone is larger than the proton range of 47 pm. Below
this voltage it is possible to infer the width of the depleted Jayer from the signal height by exploiting the
knowledge about the energy lost by the intruding proton on a certain distance which can be deduced from
€q. 2.11. However, it is inevitable to take into account the shaping time of the electronic readout, i.c., the
time during which charge is recognized. The chief problems arise from the ionization that takes place
close to the edge of the depletion region, where the electric field is low, resulting in slow charge
collection. Moreover, minority carriers created in the zero field region can, due to the large
recombination lifetimes, easily diffuse into the field region and thus contribute to the overall signal,
Employing the 2D-device simulation program ToSCA, the latter could be shown to result in an
overestimation of the depleted width of around 1.5 gm and 15 pm for 100 ns and 500 ns shaping times,
respectively [WUN96). :

o
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Position [ mm |—*
Fig. 2.9 Field zome in a susface barrier detector probed by protons impinging onto the

Jfront plane. The surface layout is depicted on the top of the diagram, compare Fig 2.3
(device 932L10. 100 ns shaping time, Vay =81V, Vg =18V)

Conceming the edges of the investigated junction it is noticed that at bias voltages around 1.9 V the
sensitive region expands significantly in the horizontal direction. In particular, virtually no signal is seen
undemncath the MOS region below 1.9V, in agreement with the flat-band voltage ¥y of 18V
determined from the CV curve, see Section 2.5.3. For the largest reverse bias presented in Fig. 2.9, which
is close to the full depletion voltage, a small portion of the proton energy is lost at a position around
1.5 mm. Now, the corresponding investigations emplaying protons intruding from the back side do not
show this feature. It must therefore be concluded that an insensitive region evolves at the oxide-silicon
interface. A likely explanation is that the transversal electric field component becomes very smail at that
position, allowing for the formation of a hole inversion layer. Next to the gold-silicon interface this
would not be expected to exist, because there the inversion cariers are drained into the Jjunction contact.
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2.4.3 lon-Implanted Devices with Floating and Grounded Guard Ring

Similar measurements have been performed on an ion-implanted device with either the guard ring short
circuited to the pad electrode (Fig. 2.10 a)) or left floating (Fig. 2.10 b)). With respect to the behavior
observed below the main electrade (region A), arguments equal to those mentioned for the surface
barrier detector hold. The differences in the detected energies noticed in a) and b) arise from the different
shaping times. However, yet a larger signal is observed in the thin oxide region B, located next to the
main pad metallization, which is due to the energy lost by the protons in the aluminum contact layer.
Indeed, employing the corresponding stopping power data, the thickness of the metallization could be
deduced from this observation to be around 1.2 um [OSI95).
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Fig. 2.10 Field zone in an ion-implanted detector (device M10911, V,, = 86 V). In regard to the surface design and ihe

labeling A - E of the different regions compare Fig. 2.4.
a) Guard ring short circuited 1o the pad electrode, 100 ns shaping time.
b) Guard ring floating, 500 ns shaping time.
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Now, in the region D of Fig. 2.10 a), i.¢. underneath the short-circuited guard ring, the field zone expands
similarly to the main electrode. Below the thick oxide region C, a fraction of the proton energy is lost
due to the electron accumulation layer at the silicon-oxide interface. Evidently the layer does not
disappear even for the largest reverse bias voltages, indicating a local electron potential minimum
essentially controlled by the number of oxide charges. Here it is important to recall that the
measurements were performed in an evacuated chamber, while in normal air atmosphere the fromt
electrode potential might be conducted to the oxide surface by the humidity. These considerations
essentially determine the type of the boundary condition, Dirichlet or Neumann, that needs to be applied
on top of the oxide surface in order to study the field zone with a device simulation program [RIC96]. As
for the surface barrier detector, a lateral extension of the field-zone is observed in region E.
Correspondingly, the depleted zones evolving below the main electrode and the guard ring would be
expected to be merged at a reverse bias of around 10 V, where the lateral extension in region E is
approximately half the distance between the pad and the guard.

If the guard ring is left foating the extension of the depleted zone displays markedly different
features, see Fig. 2.10 b). For reverse bias voltages smaller than 10 V, a signal independent of the bias is
detected below the guard ring in region D originating from the built-in electric field. The signal is
however reduced with respect to the value observed undemeath the main electrode at zero bias, because
the guard is only loosely coupled to the electronic readout by the capacitance between the pad and the
guard. Between 10 V and 50 V a considerable growth of the signal is observed, arising from the lateral
extension of the electric field zone under the main electrode, which again leads to the merging of the
separated depleted zones. With the shielding undepleted layer removed, the potential of the pad can be
induced onto the guard through the clectric field, which is known as punch-through biasing [KEM88).
However, as the distance between the electrodes in question is very large, the biasing mechanism is not
very effective. For instance at 90 V the signal observed in the region D roughly equals the one
undemeath the main pad at 1 V reverse bias. It is interesting to note that afier the punch-through has
occurred the detected energy in the thick oxide region C is reduced, indicating the formation of a local
clectron potential minimum at the interface which allows for the development of an electron
accumulation layer.

2.4.4 Lateral Extension of the Electric Field Zone

The proton micro-beam measurements can be employed to determine the sensitive volume of the
detectors with regard to the lsteral extension over the junction area. In order to allow for a quantitative
evaluation, the lateral extension has been defined to be given by that specific position, where half of the
energy compared with the center of the main pad is observed. The corresponding data obtained on the
ion-implanted device already encountered in Fig. 2.10 are presented as function of the reverse bias
voltage in Fig. 2.11. Protons were either impinging on the rear or the front side and the guard ring was
either connected to the main pad electrode or left floating. Moreover, all measurements have been
performed with two shaping times, 100 ns and S00 ns, demonstrating that the differences resulting from
slow charge collection and minority carrier diffusion effects are small. It will be recalled that the lateral
extension is probed at around the proton range of 47 um below the contacts.

A very smooth curve is observed for the shortcircuited guard ring below the front side corresponding
to region E in Fig. 2.10 a). For the floating case the punch-through, which is indicated in Fig. 2.11,
resuils in a more unsteady behavior. In any case the lateral extension below the rear contact is smaller,
illustrating that the depleted zone is not growing like a rectangular box, but rather like a bulb. Of chief
interest is the sensitive volume in the fully depleted state accomplished under a reverse bias of 86 V, as
was inferred from CV measurements, see the following Section. With the guard ring floating the lateral
extension measured with respect to the edge of the front electrode p’ implant is around 200 pm at the
front side and around 40 um at the rear side, which gives an average of 120 pm. Thus the tota! sensitive
area has been quoted to be 0.524x0.524 cm® on the square-shaped device and a corresponding value for
the circle, see Table 2.1. If the guard ring is properly grounded the sensitive arca assigned to the pad
clectrode extends laterally only half of the distance between the implants of the main junction and the
guard ring. Accordingly the square-shaped sensitive area is then given by 0.505x0.50S cm’.
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Fig. 2.11 The lateral extension of the depletion region as function of the reverse blas deduced
from proton micro-beam measurements, compare Fig. 2.10.
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2.5 Capacitance and Current under Reverse Bias

2.5.1 Equations for the Individual Capacitance and Current Contribations

There are several contributions to the capacitance and current measured under reverse bias which will be
addressed individually in the following. For purpose of orientation the reader may notice the typically
encountered characteristics presented at the end of the section which were obtained on a surface baier
(Fig. 2.15) and an ion-implanted detector (Fig. 2.16).

2.5.1.1 Junction Capacitance

The evolution of the depiction zone as function of the reverse bias is connected with an comresponding
change in the dynamic junction capacitance C,. For an idealized case, omitting the influence of deep trap
levels, it can be shown that C is related to the width # of the depleted region by [SZE81)

A
eq. 212 C =€y ——r.
q (V) =¢€eq 73]

That is, the device behaves like a regular paralle] plate capacitor whose electrodes of area A are displaced
by . Since for sufficiently large reverse bias voltages ¥ the depletion width is approximately
proportional to the square root of ¥, plotting the capacitance versus the comesponding voltage in a
double logarithmic scale gives a straight-line with stope -1/2. However, for ¥ > ¥4, the depleted width
is equal 10 the device thickness and remains a constant, as does the capacitance. Under zero bias, C,
depends only on the built-in voltage ¥, .

2.5.1.2 Additional Capacitance from the MOS Region

While the junction capacitance explains sufficiently well the total capacitance C observed on ion-
implanted devices, the gold electrode overlapping the oxide around the junction of surface barrier
devices causes a contribution Cs that needs to be added to C; . As long as the electron accumulation
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layer exists underneath the oxide-silicon interface, Cogs is equal to the oxide capacitance C,, (eq. 2.10),
see Fig. 2.12.

As the oxide is very thin compared with the width of the depleted region, the oxide capacitance,
which is independent of the bias voltage, typically predominates and brings about a more or less constant
total capxcitance below the flat-band voltage Vs. Upon depleting the silicon below the interface, the
contribution vanishes abruptly and C is in the first approximation merely given by the junction
capacitance. A minor modification of the effective junction area above that point was assumed to absorb
the remaining capacitance Cos. Now, for purpose of evaluation of the flat-band voltage ¥, it has been
exploited that in the flat-band condition C,us can be written [NIC82]

where ¢, and € are the relative permittivities of the dry oxide (3.9) and crystalline silicon (11.9),
respectively, and A denotes the extrinsic Debye-length

kgl e
eq.2.14 A= [-E- e
90 %[Nq;xkl

The thickness of the oxide d,, as certified by the oxidation laboratory has been used, and in conjunction
with the known MOS area (Table 2.1) numerical vatues of C,, and Cuns(¥ ) were obtained.
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Fig. 2.12 Hlustration of the
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2.5.1.3 Surface Barrier Current

The junction of surface barrier detectors is established by a metal-semiconductor contact, also called a
Schottky diode, given the resulting device has rectifying properties. Contrary to diffusion currents, which
predominate in ion-implanted devices, the current is carried by majority carriers. That is, for an n-type
substrate the reverse current is constituted by electrons thermionically emitted from the metal into the
semiconductor. This process requires an energetic barrier to be overcome, given by the difference gy
between the semiconductor conduction band energy and the metal Fermi level (compare Fig. 2.6 c)).
Since the emission process is thermally activated, the saturated surface barrier current /g, obtained
under a large reverse bias can be written

€q.2.15 gy, = AA"T? exn(-"T"’%].
8

Here A** is the effective Richardson constant and 4,, denotes the actual barrier height, which is slightly
decreasing for increasing reverse biases with respect to the zero field value #4, due to the Schottky effect
[SZE81). The total leakage current, and thus the quality of a surface barrier detector, depends critically
on the obtained barrier height. For the devices produced according to the Hamburg group process values
for A** of the order of 100 AK’cm™ and particularly large barrier heights of around 0.92 eV are



typically observed’. Much smaller values are usually reported in the literature, emphasizing the role of
the surface states at the junction for the particular fabrication process employed [SZE81]. The variation
of the surface barrier current with the bias voltage, which is of interest only for ¥ < 3k,T /g, is given by
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2.5.1.4 Diffusion Current

Both surface barrier and ion-implanted devices exhibit, when operated under reverse bias, a contribution
to the total current caused by the diffusion of minority carriers from the undepleted bulk region into the
electric field zone. The bias dependence is given by the Shockley equation, similar to eq. 2.16. However,
due to the different origin, the saturated current /py., is related to other quantities.

For the sake of conciseness the following relations will be given only for holes in an n-type substrate.
The diffusion current is limited by the rate, at which the holes are extracted from the bulk region,
depending on the eflicacy of the processes aiming at the restoration of the thermal equilibrium situation.
On the one hand, holes are homogencously comtrolled in the bulk by generation/recombination,
characterized by the minority carrier recombination lifetime for holes t,. On the other hand, minority
carriers can be injected from the rear plane contact with an effective recombination velocity §'. Fig. 2.13
shows three important special cases of the full solution of the problem presented by K.J. Rawlings
[RAWS7). L, denates the diffusion length, which is related to the hole diffusion constant D, (of the order
of 10 cm’s” at room temperature [SZE81]) and the lifetime 1, by L, = (D,/1,)"".
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Fig. 2.13 Three important special cases regarding the origin of the diffusion currens.

Given a short recombination lifetime, such that the hole diffusion length is much smaller than the width
of the undepleted region, only t, determines the diffusion current (Fig. 2.13 a)). While this situation will
in general be encountered on radiation damaged devices, the supplied float zone silicon has lifetimes of
the order of several milliseconds, resulting in diffusion lengths of the order of millimeters. Then either
case b) or c) shown in Fig. 2.13 applies, whichever is the value of S . Given S is large (injecting contact),
the diffusion current evidently grows significantly when W approaches d . The equation in Fig. 2.13 b)
does however not hold in that instance, but rather is the maximum current that can be injected from the
back plane equal to g,4p,oS .

2.5.1.5 Volume Current

The reverse current arising from the steady state generation of electron-hole pairs in the electric ficld
zone is typically predominating in silicon detectors because of the large depleted volumes. The latter is
also the reason for the large radiation sensitivity of the total leakage current, inasmuch as the radiation
damage creates defect levels in the forbidden gap of the semiconductor, promoting the generation of
electron-hole pairs significantly. The volume leakage current 7, is related to the generation lifetime 1,
by

W,
eq. 217 Iyu(¥)=gpdn, ‘V).

' Average value of the devices 912G02. 912G04, and 912G06 in reference [ALSS93).

where W, is the so-called generation width (RAWS7). It is not justified to put W,
width W, because then a volume leakage current would be ﬂojwing even Endu'z::‘ouﬁi::. l::ed::.]e;:
However, at reverse bias voltages much larger than the built-in voltage ¥,, the values of # and W, are
equal to within a few per cent, and /,; is growing as the square root of ¥ . A more detailed descriptit;n of
the relation between W, , the defect level causing the leakage current, and the reverse bias voltage can be
found in Section 3.3.1.6.

The ratio between the volume current at the temperature 7 and a certain reference temperature 7, is
given by ({SZE8I])

ha(Tn) (Tx)? p( Ef1 1
.28 =) (g el 1
“ RD= (r) e zk,[r, TD'

This equation has been employed for the normalization of the experimental leakage current data to the
reference temperature 7, = 20°C, using an effective energy gap £, equal to the dielectric energy gap at
room temperature (1.12¢V). The relation presupposes a dominant generation center’ close to the
intrinsic Fermi level E;. Given the generation center is displaced from £,, a larger effective energy gap
would be resulting (compare Section 3.3.1.6). H er, as the temperature was always very close to
20°C (£ 2 K), an error in £, would hardly affect the results. On the other hand, if eq. 2.18 is extrapolated
towards low tempenatures, a closer inspection is necessary (see Section 5.1.2).

2.5.1.6 Interface Generation Current

Closely related to /,,; is the interface generation current arising from the electron-hole pair generation at
the oxide-silicon interface, see Fig. 2.7,

eq. 2.19 I, =qoA,mS,.

The generation process is active only on the depleted interface, thus /_, contributes to the current only for
reverse bias voltages larger than the flat-band voltage, see Fig. 2.12. As holds true for the analogous
processes in the bulk, /,, is related to levels in the forbidden gap of the semiconductor. Although these
levels may have a certain energetic distribution, only their overall action will be taken into account here
in terms of the surface recombination velocity S,. For purpose of temperature normalization again eq.
lelt‘;.;]‘ be employed, however, the exponent of (7,/T') now must be put equal to three rather than two'

2.5.1.7 Edge Effects

So far it has always been asserted that the one- —T_
dimensional modeling of the devices is sufficient.
Indeed, the departures from the ideal behavior are
minor effects, inasmuch as the electrode dimensions

are large compared with the sample thickness. At guard
However, regarding the dynamic capacitance the Si0, " ring
lateral bounds of the depleted zone cause an internal  #*[SR\ 7 '\‘

stray capacitance. This is expected to be the larger, the r= b
closer these bounds are located to the junction contact. " d e
This is because the capacitance is a monotonic 4+ P d
function of the reciprocal distance between the )
considered electrodes. A lateral extension of the A

electric field zone should therefore in the first v

approximation reduce the total capacitance. Fig. 2.14 Edge and other excessive currents in an ion-

Also the leakage currents are typically observed to implanted du'm'z :vm'i the operation of the guard ring.
be larger than what would be expected from the sumof ~ © % the current coniributions see text
the previously discussed contributions. Fig. 2.14 shows some sources for excessive leakage currents. a)

* Itwillbgsbowahllucgo'cﬁmmmedurﬁnmgm«mminfmsingumbyﬂnivuighbomood»this
outstanding energetic position. Note that aiso the capture cross sections o for electrans and holes are assumed to be equal,

' This relation assumes the surface states 1o be distributed h ly throughout the band gap.
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illustrates the effect of humidity or moisture which conducts the pad electrode potential to the outer
regions of the passivating oxide layer. Accordingly, the semiconductor electrons are repelled from the
interface and a depleted surface (inversion) channel emerges, allowing for injection of free carriers
generated at the numerous crystal imperfections at the sawing edge of the device. b) indicates the point
of the largest electric field strength that might give rise to internal field emission (avalanche breakdown).
c) refers to the diffusion of minority carriers into the field region, also taking place at the lateral bounds
of the depleted zone. Finally, d) indicates the possibility of sawing cracks reaching into the field zone.
However, usually the depletion region is sufficiently remote from the device edges to inhibit this process.
In addition to a more precisely controlled sensitive volume, connection of the guard ring sinks most of
the above excess currents. A particular difficulty is met with inverted detectors operated with a floating
guard ring. Since the field 2one then grows from the rear plane contact, which is not protected by a
surrounding passivation layer, processes similar to a) shoukd greatly enhance the overall leakage current.
However, the effect of large concentrations of radiation damage-induced defect levels appears to prevent
this potential failure mode [ERE96).

2.5.2 Experimental Techniques

Experimentally the measurement of curent-voltage (V) and capacitance-voltage (CV) data is straight-
forward. The employed equipment and the electrical connections can be found in Fig. F.2 of Appendix F.
Virtually all measurements have been performed in the dark and in normal air atmosphere at room
tempersture. If not stated otherwise, the guard ring of the ion-implanted devices was lefi floating.
Reverse bias characteristics were typically recorded by ramping the voltage from small to large values
within a few minutes, allowing the sample and the instruments to settle at a given point for a sufficiently
long time. CV data have always been recorded in the parallel readout mode of the LCR meter, i.c., the
phase angle and the signa] attenuation have been assumed 1o be due to a capacitor switched in paraliel to
a resistor, yielding the comresponding parallel capacitance C and the resistor conductance G. The
oscillator frequency was usually 10 kHz and its amplitude ¥, was chosen as small as possible, typically
S0mV, but frequently noisy signals required larger levels of up to 1 V. Different values of ¥_ do
however hardly affect the measurement, contrary to the frequency / which on irradiated devices might
severely influence the capacitance data at small reverse bias voltages. On the one hand, this is due to the
damage-induced deep Jevels that, depending on their energetic position, can follow the oscillations and
thus contribute to the dynamic capacitance only at sufficiently small frequencies [L191). On the other
hand, the series resistance Rq, related to the undepleted bulk, can become significant, falsifying the real
device capacitance C, according to [GOR93)

C,
.220 C= reel .
e 1+ (zquC_,?

However, conceming reverse bias voltages close to the full depletion voltage ¥y, whose extraction
often is the chief objective of CV measurements, the effect of ¢q. 2.20 is of minor importance,

2.5.3 Analysis of IV and CV Curves

The presentation of the different contributions to the dynamic junction capacitance and the leakage
current given in the beginning of this section shows the detailed understanding about these basic device
characteristics. Accordingly, the various parameters determining the peculiarities of the 1V and CV
curves can be extracted with high accuracy, as will be discussed in this section for both surface barrier
and ion-implanted devices.

2.5.3.1 Evaluation of V,,

It was stated previously that the junction capacitance C, becomes a constant at the full depletion voltage
Vip. which is demonstrated in Fig. 2.15. However, frequently a slight reduction even beyond full
depletion is observed, chiefly arising from the lateral expansion of the electric field zone. Therefore, the
intersection of two straight-line fits to the CV data, one in the range ¥ > ¥, and the other one below
Vup, extended towards smaller bias voltages as long as the included points are in agreement with the
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straight line model, is the usual praxis to obtain a reproducible numerical value for ¥,,. Since the
capacitance values might sometimes be affected by a small additive capacitance Cowy arising from an
insufficient calibration of the LCR-meter, the CV curves have in this work been plotted into a C versus
V" coordinate system, which also gives a straight-line. In contrast to the double-logarithmic plot, C...,
does then not influence the evaluation of V- However, the differences are almost negligibly small.

2.5.3.2 Leakage Current at Full Depletion | (Vip)

Next the leakage current at full depletion / (¥.,) is determined by simply interpolating the IV data at the
previously obtained V. If volume current predominates the leakage current becomes more or less flat
above full depletion. On the as-processed surface barrier detector shown in Fig. 2.15 the further increase
is assumed to be due to minority carrier injection from the rear contact, electric field dependent lowering
of the Schottky barrier, or other excessive leakage currents previously discussed. However, even very
small bulk damaging particle fluences introduce a lot of efficient generation centers, such that these
currents are in practice always screened by the volume current contribution.

2.5.3.3 Flas-Band Voltage V,

Flat-band voltages ¥, were extracted from the CV curves as illustrated in Fig. 2.15. In a log-log plot a
straight line was fitted to the isolated junction capacitance C, data observed in the range Vp << V<<
Viy, in order to allow for an extrapolation into the lower reverse bias range. Subtraction of C ; from the
total capacitance signal separates the contribution Cygs(F) arising from the MOS region around the
junction. Looking up the reverse bias at which this contribution equals the value yielded by eq. 2.13
provides a reproducible measure of the flat-band voltage Va.
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Fig. 2.15 illustration of the evaluation of the flat-band voliage, the interface generation current, the full depletion
ltage, and the corresponding full depletion leakage current on a surface barrier device, see text (device 932G30).

2.5.3.4 Interface Generstion Current I

Firstly, a straight line is fitted to the total leakage current / measured weil below the flat-band voltage in
order to account for both the approximately constant offset comprised of the surface barrier and diffusion
current and the slight increase attributed to the volume current. Secondly, a straight line is fitted to a
small voltage range above ¥, where the interface generation current has emerged and a further slight
variation is seen. Now, /,, was taken as the difference between these two lines at Va. Regarding the latter
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straight-line fit, it is noted that for increasing reverse bias voltages the total current might ei!her be found
to be continuously increasing, indicating a predominating volume current contribution .propcrly
accounted for by the above procedure, or to be decreasing, which then gives a local maximum in the 1V
curve, the so-called overshoot [FRE90]. In these instances the peak current was used instead of the
straight-line fit extrapolation.

This phenomenon is typically observed when /,, predominates and lherefon. reflects a voltage
dependent reduction of the electron-hole pair generation rate at the oxide-silicon interface. Now, the
generation is most efficient at those particular interface states for which emission of !:oth cleclmns'u.\d
holes takes place at a high rate, compare Fig. 2.7. Hence, an optimum surface genenation center exhll?ns
a level close to the middle between the valence and conduction band. Further, the average occupation
with electrons is close to 172, that is, the surface Fermi level is close to the considered level. As the
surface Fermi level sweeps from the conduction towards the valence band during the transition from the
accumulation to the inversion, 8 maximum generation rate is expected at an intermediate reverse bias
voltage: ¥y + (Ef, - E,)q, The latter term depends on the effective doping concentration and is 9f1he
order of 0.1 V for the material used in this work. It must however be bom in mind that the considered
MOS structure is not isolated but rather electrically connected to the junction of the diode. It is therefore
not justified to determine the occupation of the surface states by means of a surface Fel:mi level, since
such a quantity exists only as long as no current is flowing. Still the above arguments might serve for a
qualitative understanding of the effect.

2.5.3.5 Conductance

Conductance (GV) data have always been recorded, but were not evaluated quantitatively. Given the
assurmed equivalent circuit comprised of a capacitance in panallel with a resistance is correct, the loyv
frequency limit of the GV-curve should be equal to the derivative of the IV curve d {/4V . Therefore, in
the first approximation the conductance should depend on the bias voltage as does the dymamic
capacitance, and this behavior is indeed observed in Fig. 2.15.
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Fig. 2.16 1V, CV, and GV characteristics measured with either a floating or a grounded guard ring on an ion
implanted detector (device M20812 stored for one run period in the PLUG calorimeter of Hl at HERA whick
produced bulk damage corresponding to an equivalent 1-MeV neutron fluence of around 10 cm’?).
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2.5.3.6 Characteristics of an Ion-Implanted Device

Fig. 2.16 shows the 1V, CV, and GV curves obtained on an ion-implanted device. All curves have been
recorded with either a floating or a properly connected guard ring. The corresponding differences are
related to specific extent of the field zone, see Section 2.4.3. Regarding the capacitance measured with 8
grounded guard ring, a sudden reduction is observed at around 4 V which must be concluded to be due to
the merging of the depletion zones undemeath the guard and the main pad, resulting in a decrease of the
internal stray capacitance. Similarly a weak reduction is observed at around 20V in the floating
configuration, related to the occurrence of the punch-through. It will be noted that in both cases the
conductance data exhibits a peak which, although it is not understood in detail, appears to be 2
fingerprint of these situations. With respect to the capacitances attained in the fully depleted siate, the
difference between the two modes of guard ring operation is, on the one hand, due to the different
sensitive areas that need to be taken into consideration (see Table 2.1) and, on the other hand, due 1o the
remaining internal stray capacitances in the floating configuration. In any case the depletion capacitance
is Jarger than the value of around 10 pF expected for the given sample geometry according to € g, /d .
Finatly, it will be noted that on this sample the proper connection of the guard ring helps in reducing the
total current, not only because of the smaller sensitive area, but also due to the absorption of excessive
leakage currents, as can be observed in the breakdown region around 200 V.

2.6 Laser-Induced Current Pulse Shapes

Current pulse signals measured at the terminals of a detector depend on the distribution of the electric
field strength in the device. It is therefore possible to deduce the concentration of space charges Ngsa
experimentally by intentionally inducing the current pulse and investigating it with an oscilloscope. This
method has been introduced around 30 years ago, sec for example reference [FRE70], and is now often
referved to as TCT (Transient Current Technique). Regarding Ngsca it provides a critical cross-check to
the otherwise used values inferred from CV curves. Moreover, based on this method an interesting tool
for the microscopic investigation of defect levels has recently emerged (see Section 3.3.5). The various
peculiarities of the current pulses and the procedures employed for the extraction of Ngscz will be
discussed in the following.

2.6.1 Measurement Principle

2.6.1.1 Origin of the Current Signal

In the following the front and rear electrodes of the considered detector will be assumed to be connected
fo a negative and a positive terminal, respectively, such that electrons drift from the front to the rear
contact and holes in the opposite direction. In addition the x axis of the employed coordinate system is
always supposed to originate in the front contact and to point towards the rear electrode, which thus is
located at x = d, so that the previous statement is equivalent to a negative value of the electric field
strength £. If now N electron-hole pairs are created in the direct vicinity of the front o rear contact of a
fully depleted detector, as e.g. in Fig. 2.17 by a laser, only cither electrons or holes will travel through ail
of the detector, while accordingly either the holes or the electrons are collected immediately by the
adjacent electrode. These two situations will therefore be called electron or hole injection. Now, with
respect to Ramo’s theorem eq. 2.1, the current signal /, ,(r ) induced during the drift of either carrier (1 or
p ) reflects its drift velocity v,,, ata certain time ¢ of the charge collection process,

€q. 221  vg, (0= 1,p00)

4
N, np (’)QO

24



Corresponding experimental dats are given by the 4 Electron
transit regions of the current pulse shapes displayed in Iniection
Fig. 2.18 2) and b) for electron and hole injection, )
respectively. The electron drifi velocity is large in the __ e
beginning and decreases towards the end of the full
collection time. In contrast to this, the holes drift but 3&—

slowly in the beginning and are significantly jager

accelerated during their passage through the detector. It
is however well known that over a wide range of
temperatures the drift velocity of both carriers in (111)- a
oriented silicon is an increasing function of the
absolute value of the electric field strength, see
Appendix A. In particular at low fields it is v,,, =
Ho., |E |, and at high ficld strengths v, ., approaches &
certain saturation value v, ,,. The measurements in Fig.
2.18 do therefore indicate a larger value of |E|
undemeath the front electrode than below the rear

electrode, as it is expected for an undamaged n-type
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detector exhibiting a positive space-charge, compare [] d
Fig. 2.6 b). Hence, one of the main benefits of the Fig. 2.17 Sch ith
current pulse measurement is the direct evidence of the b ;f,,, m::: Muﬂfa:‘g_k 2

sign of the space charge. Further, it is clear that an

increased reverse bias voltage results in a larger electric field strength, and accordingly the current signal

is growing. Generally the full collection time of the injected electrons is approximately three times

smaller than the one of the holes, in agreement with the ratio between the corresponding drift velocities.
Finally it will be noted that the total number of drifting electrons or holes ¥,, is steadily decreasing

during the charge collection process. This effect is due to the trapping at defect levels, resulting in an

exponential decay of the number N of initially created pairs according to

€q.222  N,,@)=Nexpl-tfe,,,)
Here 1,,, denotes the trapping time constants for electrons and holes.

2.61.2 Experimental Procedure

Regarding the other features of the measured curves in Fig. 2.18, for instance those in the leading and
trailing edge regions, it is necessary to have a closer look at the experimental procedure employed to
record the current pulse shapes. The basic set-up of the measurement is identical to the time-of-flight
experiment described by C. Canalli et al., who have studied the drift velocity v,,,, of electrons and holes
as function of the electric field strength and the temperature. However, they chiefly aimed at a constant
Va.., and evaluated the duration of the current pulse, while here it is important to accurately measure the
overall shape containing the information concerning the electric field profile.

The key element is a Tekwonix TDS 540 sampling oscilloscope, providing a maximum of
1 Gigasamples per second and an analog band-width of 500 MHz, see the block diagram of the
experimental set-up in Fig. F.4 in Appendix F. The current signal of the detector is transmitted via a
coupling capacitor from the front contact electrode to the oscilloscope input connector, which is
terminated by a 50 € resistor. Accordingly, the voltage measured by the oscilloscope is related to the
current signal by S0Q x i(t). Free carriers are generated undemeath the sample electrodes by
illumination with a short (< | ns) light pulse emitted from a low power semiconductor laser diode. A
Hewlett Packard pulse generator is used to drive the lascr clectronically and also provides an accurate
trigger signal, employed 1o initiate the recording of a waveform into the oscilloscope. Since typically a
few hundred current pulse shapes need to be averaged in order to improve the signal to noise ratio, the
external triggering is inevitable to avoid a broadening of the resulting waveform by a time jitter.
However, the pulse generator introduces s lot of electronic interference, spoiling the recorded signals
unless the light pulses are optically delayed by a several meters long glass fiber.
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The lcading and trailing edges of the pulse are affected by the total system risetime which, on the one
hand, is determined by the analog bandwidth of the oscilloscope and, on the other hand, by the sample
capacitance of around 10 pF and the oscilloscope input impedance of 50 {2, resulting in a 2.2RC (10% to
90% risetime) of around 1 ns.

a) Leading

1000 3| e 120V

U]

IuA)

Fig. 2.18 Current pulse shapes ed on an und d ion-implanted device as function of the
reverse bias voltage which was varied between 70 V and 120v using 10 V increments. Free carriers were
generated by a short (< | ns) 830 nm laser light pulse. a) Electron injection at the front electrode,

b) hole injection at the rear electrode (device M21012, V,, = 84.7V)

2.61.3 Cleser Inspection of the Features of the Current Puise Shape
Now, the free carriers are not generated on a negligibly small distance but rather exhibit an exponential
distribution,

exp(~ax)  electron injection

€q.2.23 n(xt=0)=p(xt=0)=N— {exp(—a(d %)) hole injection

, xefo..d].

Here § is the illuminated area and o denotes the absorption constant, whose dependence on the
wavelength A and temperature T is explored in Appendix A. Typically a laser with A = 830 nm has been
used, penetrating around 10 pm into the silicon substrate at room temperature. Thus, in the beginning of
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the current pulse shape presented in Fig. 2.18, which shows the total current i = L,(#) + L(r), an
additional signal arises from a few holes and electrons drifting back to the illurninated electrode for the
case of electron and hole injection, respectively. However, the holes are producing a comparatively small
current signal due to their lower drift velocity and are therefore hidden under the predominating electron
signal in Fig. 2.18 a). Moreover, the tnailing edge of the current pulse shapes essentially reflects the
progressing collection of the broad distribution of free carriers amriving at the collecting electrode’.

Usually the illuminated area S was around 0.01 cm?, and the total number of electron-hole pairs N
was of the order of 10". In conjunction with the above quoted penetration depth it can be concluded from
€q. 2.23 that the initial concentration of free carriers generated at the illuminated electrode is of the order
of 10" cm™. As this value is similar to the effective doping concentration, the electric field is initially
screened, known as plasma effect and resulting in a further deterioration of the signal risetime.

If the reverse bias is smaller than the full depletion voltage, an undepleted region evolves at the rear
contact, Given the space charge is positive the electrons injected at the front contact travel towards the
low fieki region with a continuously reduced velocity', causing the long tail observed in Fig. 2.18 a). In
contrast to this, a large portion of electron-hole pairs is created within the bulk region if the laser-light
impinges onto the rear contact. Still, a regular current pulse shape is observed in Fig. 2.18 b} due to the
exponential tail of the generated free carriers (eq. 2.23) which in part reaches into the field region.
Minority cartiers created in the bulk region diffuse into the field zone which is 3 companatively slow
process and therefore gives rise to the long tail encountered in Fig. 2.18 b).

2.6.2 Analysis of Current Pulse Shapes

2.6.2.1 Deduction of the Entire Field Profile E(x)

In the following it will be assumed that the current pulse shape is arising from the drift of an infinitely
small layer of either N electrons or holes created in the direct vicinity of the contact elecirodes. Given an
experimental current pulse shape i (1), one can calculate the drift velocity v,,,, comesponding 1o the
time ¢ during the collection process with eq. 2.21. Further, there is a unique relation between v,,,, and
the absolute value of the electric field strength |£ | (see Appendix A) such that one equally well can plot
E versus ¢. In order to convert the ¢ axis into a spatial coordinate, it is necessary to deduce the position
x,, of the drifting electrons or holes at the time ¢ . Now, the differential equation governing the motion of
the free carriers is simply given by

d
eq.2.24 —::'L--tv‘ﬁ_’(l).

The + sign accounts for the fact that electrons/holes are drifting towards increasing/decreasing values of
the x-coordinate (v,,., is a positive number). The solution is obtained by integration

€q.225 X, ()= X, (01t [l vg pp0),
[

where v, (1) needs to be substituted from eq. 2.21, and the initial values of the carrier positions are
x,(0)=0andx,(0)~d.

For the calculation of numerical values of the drift velocity by eq. 2.21, evidently the number N, of
electrons or holes is required, which however is not known a priori, but can be calculated as follows.
Given the trapping time constants are sufficiently large, such that the number of the drifting
electrons/holes is essentially constant and equal to N, it can be exploited that afier the so-called
collection time ¢,.,, all electrons or holes have passed through the detector, that is,

° These features are also illustrated in Fig. 2.22. the result of the numerical simulation of the ponding p
' lndeed. in the simple physical modefing their collection time diverges, i.c., they never reach the undepleted bulk region.
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Xa(ten)=d = x,(0)
Xp(lep)=0=2,(0)°

Substituting eg. 2.21 into eq. 2.25 and evaluating the resulting expressionat ¢ =1, , gives

€q. 2.26

X ot g )~ X (O lenr
eq.2.27 ta‘t’—-("-’d)—ﬂﬂuq= fdt 1, ,00).
L]

This relation was written in & more general form in order to calculate the contribution of ¥ electrons or
holes created at an arbitrary position x,,(0) in the detector to the extemally detected signal. Since
electrons and holes are always created in pairs, it is instructive to consider the sum of the two
corresponding signals de* I,(¢) + [de’ 1,(1): it is always equal to Ng,. Furthermore it can be concluded
that the full integral over the current pulse shape always gives Ng,, irrespective of the initial spatial
distribution of the ionized free carriers.

2.6.2.2 Extraction of the Space Charge Concentration
According to the procedure outlined above, the full Electric

a2 4 Field
+ X

clectric field profile and therefore inhomogencous E(x)
distributions of the space charges can in principle be To
extracted from the current pulse shape. However, in
practice deviations from a linearly graded electric field
are hardly encountered, and methods assuming such a
distribution of the electric field are commonly
employed because they provide an casy tool to
determine V. A graphical construction of the electric
field in a fully depleted detector is presented in Fig. F
2.19. It has been exploited there that the electric field ot e

obeys the superposition principle, i.e., £(x) can be ) .

written 15 the sum of the field strength established in 5,77 TP oW corbmieron of e elesric
the fully depleted detector and the constant field strengehin.a fully deplesed desecior
arising from the overbias ¥ -V, dropping over the full

detector thickness d . £ (x ) can suitably be written in

the following form

1
q.2.28 E(x)e-;[(h V,)+i(l-j;-2—](i’@ + v,,,)], V2V,

where k= siyn@N,,,-.) denotes the sign of the space charges that can be deduced from the shape of the
current putse directly. Once the full depletion voltage has been determined, N goy follows immediately
fromeq. 2.7.

The Collection Time

It will now be investigated which time expires during the drift of the free carriers from the place of their
origin to an other position in the detector. Again the relation follows from the differential equation eq.
2.24. However, here the drift velocity is considered as function of the distance,

2,,(1)

eq.2.29 =% I dx’___l_
2,00 VarapIEGN)

Given an experimental value of the collection time /., ., for either electron or hole injection has been
extracted from a current pulse shape measured on a detector of known thickness d and at a certain
reverse bias ¥ . It is then possible to find a unique value of the full depletion voltage ¥, determining
the dependence of the electric field strength on the distance in eq. 2.28, such that the collection time
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calculated according to eq. 2.29 equals the experimental value. The built-in voltage ¥, wilt be assumed
to be equal to zero. For the purpose of numerical evaluation eq. 2.29 is approximated by a sum

Ax
. [ Vap)a 3~ du) Ax,,
i S P L
where v,,., needs to be taken from Appendix A at the tempersture of the specific measurement in
question, and the electric field strength has to be calculated by eq. 2.28.

The procedure outlined above is the so-called 1, -method of the determination of the full depletion
voltage. It is however not straight-forward 1o extract an experimental value of the collection time from
the cwrrent pulse shape since, on the one hand, the drifting carriers are & broad distribution rather than an
infinitely thin layer of charges and, on the other hand, the leading and trailing edges are affected by the
system risctime. Fig. 2.18 a) illustrates a heuristically developed routine which was found 1o give
depletion voltage data in agreement with those obtained from CV measurements, at least on undamaged
devices {compare Fig. 2.20). One reference point in time is given by the first maximum of the current
pulse shape and the second one by the intersection of the baseline with a straight-line fit to the trailing
edge of the pulse. It will be noted that trapping effects hardly affect the evaluation unless significant
portions of the drifting carriers are removed, such that the current signal fades before the collection
process is completed.

The Transk Time Constant

An other evaluation method analyzes the shape of the current pulse in the transit region and will be
called the t -method. It is necessary to assume a constant mobility, i.c.,

eq. 231 v, (E)=p, ., ,lE,

since then eq. 2.29 can be solved amalytically by substituting the electric field strength £ for the spatial
coordinate x and employing the relation dE /dx = 2k (V,, + ¥,,)/d. The result is the electric field at the
position x,, of the drifting pasticles, where they arrive at the time ¢,

!
1232 E(x ()= Ex (0))ex|{---—) )
€ ap np th,,
Here the transit time constant ¢, is given by
4’ £ty 1

. 233 ot = = .
o h zpw(yb + yh‘) lhlle,.,, INJ,&T'

The expression on the right-hand side must not be confused with the dielectric relaxation time that is
obtained by replacing the constant mobility with the zero ficki mobility p,,, and the absolute value of
the effective doping concentration |N g oy with the concentration of free carviers in the not depleted bulk
region which especially in radistion-damaged devices can largely deviate from |N e | Now, the field
strength according to eq. 2.32 can be substituted into eq. 2.31 to give the drift velocity which further can
be used in the Ramo’s theorem to equate the observed curvent signal

€q.2.34 I,,‘,(r)=%IE(2.,,(°))|W{" :—k-*f ! ]]

np T rAp

Here also the possible loss of carmiers due to the trapping has been accounted for by eq. 2.22.
Accordingly, a plot of the natural logarithm of the current signal /,, versus the time ¢ gives a straight-
line with slope
+k l

+
Tap Tomp

€q.235 ty=

* Earlier works have equated the drit vebocity by v, = 1y (1 - aE )£, which allows for an analytical sokution of the inkegral.
However, the sctual field depends of v, is more compticated, resulting in 2 higher accuracy of the aumerical approach.
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Provided the trapping can be neglected or is estimated from experimental data, the transit time constant
can be cakculated from eq. 2.35 and may be used in conjunction with eq. 2.33 to determine {Ngsczl In
this work the constant mobility has always been derived from the drift velocity data presented in
Appendix A at the average electric field strength ¥ /d , compare Fig. 2.17,

Varp,p(¥/d)
eq.236 p,, =—-’-";/=d;.
Comparison with CV Data

Finally it will be demonstrated that on undamaged devices the two methods described above give
depletion voltages in agreement with the cotresponding data obtained from CV measurements. For this
purpose CV curves and current pulsc shapes were measured on a set of 22 undamaged detectors
exhibiting a wide spread in the initial doping concentration. In some cases hole injection at the rear plane
contact was not possible due to the aluminum metallization. Fig. 2.20 displays the good correlation with
the CV reference data. It is noted that the ¢.-method gives more reliable data than the v -method which
tends to underestimate the depletion voltage. The error in the t -method is increasing with V4 because
the collection times are decreasing, resulting in a serious influence of the system risetime on the shape of
the current pulse signal in the drift region. This effect is a particular difficulty met with the pulses
induced by electron injection. It is noted here that the trapping effects in the undamaged devices can be
neglected and would not affect the evaluation.

100 ’ Y r
Injection
Hole | Electron
- 80F ¢ r-method ¢ ¢ 1
> ® f-method ©
[S=] o L4
5" |
[y °
NES :
=== CV reference data
20 1 1 L
20 40 60 80 100
Vdep.C 1 4 [ \4 ]
Fig. 2.20 Depleti f Vi1t ined from current pulse (TCT) measurements on a couple of undamaged

devices by either the t- or the 1, -method, see texs. For comparison the data are plotted as function
of the according Vo extracted from capacitance voltage characteristics.

2.6.2.3 Simulation of Current Pulse Shapes

All methods for the analysis of current pulse shapes described so far did not take into account the initial
distribution of the carriers generated by the laser light pulse, the deterioration by the System risetime, and
other effects like for instance the broadening of the drifting camier distribution arising from their
diffusion. The most general way to examine the pulse shape data is to make a certain assumption about
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the electric field distribution, ie. Ngen, and to  Front Rear
numerically simulate the current signal. Fiting the Electrode Electrode
simulated to the experimental data should then give an
optimum value for N oy . This approach has been worked

out with the aid of V. Eremin [ER196,GER96). n(x) Drift Direction
Numerical Approach —3p Electrons
The initial exponential distribution of the free carriers is «4— Holes

subdivided into two sets of J layers, typically J = 35, each [Ny,

layer containing either N,, electrons or N, holes, as

illustrated in Fig. 2.21. Further, a discrete spatial N I\
coordinate x,,, is assigned to the boundary between the M}

layers, such that the initial ¥,,, can be deduced from h\

integration of eq. 2.23. For the case of electron injection, A

i.e. laser light impinging onto the front electrode, this gives  x,, “:u e Xen Xsa d

eq.2.37 N,,.,=Npexpl-ax exp{-ox,, Fig. 2.21 Subdivision of the initial electron

K e E P( 'M’)- P( ! MP)} dtfm’bmian n(x) ga!m{lzd by a laser light
and a similar result can be obtained for hole injection at the ~ pulse impinging onso the front electrode.
rear electrode. Now, the evolution of these layers is

followed in time by solving the motion equation eq. 2.25 for each coordinate x,,, numerically employing
a constant time step As, i.e. £, = & Af, where Af usually was equal to 0.1 ns,

€q-2.38  x) ()= %0, () 2Va  LUE(T,, ()AL

Here, the drift velocities v,,,, were taken from the approximation to the experimental data published by
C. Camalli, see Appendix A. The electric field strength is given by eq. 2.28, however, the built-in voltage
Vi has always been neglected. It is noted that the discrete points are not equidistant unless v,., is
constant throughout the detector. The iterative procedure defined by eq. 2.38 is repeated until all carriers
have arrived at the correspondingly collecting electrode. Application of Ramo’s theorem, eq. 2.1, yields
the current produced by the j* layer at the time ¢, ,

Vi np UE(X) 5 o M) 4 Vg I E(X;01 0, ()
2d ’
Note that the average value of the drift velocity for the layer in question has been used. Since the carrier

concentrations are supposed to be sufficiently small such that they do not screen each other, the total
current produced by either electrons or holes at a specific time ¢, follows from

€q.239 I, ()=Np, 000

J
€q. 240 1, ()= 1,.,).
1=

The external current signal is given by the sum of both electron and hole current /(t,) =/, (#,) + 1, (1,).

One particular result of such a simulation is presented in Fig. 2.22 for either injection of carriers at the
front a) or rear electrode b). For both cases the relative contribution of the electrons and the holes to the
total current signal has been indicated. A thickness of 300 pm and a positive space charge concentration
{n-type) of 10" cm” was assumed, giving a full depletion voltage ¥, of around 65 V. Moreover, the
temperature, the reverse bias, and the laser wavelength were presupposed to be 300K, 100V, and
830 nm, respectively.

5n
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Fig. 2.22 Electron and hole comp of the simulated current pulse shapes and the influence of the
convolution with the system function. a) Frons electrode, b) rear electrode illumination, regarding
the par of the simulation, see text.
Diffusion and Trapping

In this numerical treatment longitudinal diffusion effects can in the first approximation be taken into
account by the following procedure’. The N,,, have to be related to the corresponding free carrier
concentrations #” and p° per distance by normalization to the appropriate layer width x,.,,, - x,,,. A
gradient of this concentration results in a particle diffusion current -D,, @(n’p} /3 x, where in a
semiconductor the diffusion coefficient D,, is related to the low field mobility by

kT
eq. 2.41 o,,,,s-:—u,,,,.
9

Now, the continuity equation can be employed to obtain the temporal variation of the carrier
concentrations due to the diffusion 3 {n"p’} /3t =D,, 8* {n'p’} /0 x' . Multiplying the latter with the
time increment At does therefore furnish the change in the concentration that needs to be taken into
consideration for one time step. Given the second derivative of the carrier concentration has been
determined with an appropriate numerical method, the evolution in time of the number of carriers in the
J* layer can be written

3 {n,
€q-2.42 N, ()= [NIM(")" ('J*la.p - "M-P))'-P _j{glﬂlm]“p(_ Atfe r.u.p)

Here the factor on the right-hand side accounts for the reduction of the carriers due to trapping (eq. 2.22).

The above program to represent the carrier diffusion is considered to be a first order approximation. A
more rigorous derivation of the problem should start from the continuity equation, accounting for drift
and diffusion simultaneousty. However, for sufficiently small time steps Ar ¢q. 2.42 is expected to give
reasonable numerical results. The corresponding evolution of the carrier distribution during the drift
through the detector is shown in Fig. 2.23. While this affects the current pulse shapes only slightly in the
trailing edge region, the system risetime, which will be discussed in the following, strongly distorts the
pulse shape. Therefore, the numerically cumbersome calculation of the diffusion effects has always been
omitted in the later analysis.

* Transversal diffusion does not affect the simulation result since the problem is tackled in 2 unidimensionat picture.
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Fig. 2.23 Evolution of the distribution of the injected electrons during their passage through
the detector showing the effect of diffusion ( Vo, = 150V, T = 300K, X = 830 nm).

nfluence of the System Risetime

The current signal / (1 ) resulting from the simulation could in an ideslized case be measured directly at
the electrodes of the detector. However, the electronic circuit attached to the detector feeding the current
into the oscilloscope transforms the original signal, and some of the responsible sources have siready
been discussed in Section 2.6.1.2. This circumstances can appropriately be accounted for by the system
impulse response 4 (1) which is the output signal of the electronic circuit in question when the input has
been stimutated by a delta-peak at £ = 0. Then the output current i (¢ ) observed for an arbitrary input
I(t)is given by

eq.243  d)= [dv Hx(e-v).

It is therefore desirable to know the system impulse response, which is however hampered by the
experimental difficulty to establish a delta peak-like input signal. If however 7(¢) is a step function,
whose derivative is a delta-peak, it can be shown that the derivative of the resulting output signal i (1)
also gives the impulse response. Now, in the first approximation a step-like current signal can be
generated in the detector by simply employing a very long laser light pulse, since the corresponding
photo-current rises very swiftly and remains very closcly a constant afterwards. The numerical
differentiation of the leading edge of a correspondingly recorded waveform is displayed in Fig. 2.24. For
the further evaluation, the experimentally determined impulse response was parametrized by the sum of a
Gaussian contribution and an exponential tail,

a ! b
€q. 244 M1)= m“l{‘ ;{) ";(”‘i)! exp(~1/t, (),

where 0 (1) is Heavyside's step function, and the normalization requires a + 25 to be equat to unity. In
order to gain this representation, the data were shified by 7.9 ns on the ¢ axis, such that the outstanding
maximum is located at + = 0. The solid line in Fig. 2.24 is the corresponding fit obtained with the
parameters a =0.82, 0, = 0.7 ns, 5 = 9.0x107, and ¢, = 0.89 ns.

Fig. 2.24 The circles are the
derivative of the initial rise of a
measured current pulse shape
thar was induced by a long
(> 15 ns) pulse of laser light on
a detector reverse biased with
150 V. The solid line is the fi,
furnishing the sysiem puise
response in a suitable analytical
O M + 8 e e . Sform for a shified time scale, see
] 7 L] 8 10 1" 12 19 14 15 (ext.
tete Im|

di/ds |arb. ]

Numerical convolution of the simulated current pulse shapes /(1) was done according to eq. 2.43,
employing the data as presented in Fig. 2.24 in the range from around 6 ns to 13 ns. The effect is shown
in Fig. 2.22, emphasizing the role of the system risetime for the actual shape of the signal. It is noted that
the previously discussed t - method for the evaluation of the effective doping concentration can thus be
afflicted with a serious systematic error, especially if it is applied to the short pulse shapes observed after
electron injection at the front electrode.

2.7 Summary of the Basic Features of Silicon Detectors

¢ The operational principle of silicon detectors, the features of the float zone silicon substrate and the
thermal oxide surface layer, and the design of the devices studied was presented. The one-dim.
treatment of the electric field 2one for an abrupt junction and a MOS diode was developed.

¢ The extension of the depleted zone was probed with spatially resolved proton micro-beam
measuremnents on surface barrier and ion-implanted devices with floating and grounded guard ring.
The lateral extension in the fully depleted state was found to be 120 pm for the floating guard ring
set-up.

o The peculiarities of capacitance and current-voltage characteristics on surface barrier and ion-
implanted devices were explained based on the proton micro-beam results.

s The theory of laser-induced current pulse shapes was developed focusing on the extraction of the
space charge concentration. A comparison with CV data on unimadiated devices showed a good
agreement. Methods based on the collection time rather than on the transit time constant were found
to be more reliable and to be more robust in the presence of trapping centers and significant system
risetimes. The simulation of pulse shapes was outlined accounting for electric field and temperature
dependent drift velocities, diffusion, trapping, and the system risetime.



3 Bulk Damage Effects

Contrary to the oxide surfaces of silicon devices, electron-hole pairs created by an ionizing particle in the
crystalline silicon bulk do not cause any permanent damage. Rather does the performance of a silicon
detector, which predominantly is determined by the bulk properties, suffer from the displacement of
silicon host atoms. A naturai distinction is therefore given between surface damage effects, depending on
the ionization dose (see Section 4), and bulk damage effects that will be discussed in the following.

3.1 The NIEL' Hypothesis

Displacement damage occurs if the inleraction of an impinging particle of energy E, transfers sufficient
kinetic energy £, to a specific silicon atom such that it is removed from its regular lattice site. This
particular atom is then called the PKA (Primary Knock-on Atom), or recoil atom. As it takes at least a
displacement threshold energy of approximately £, = 25 ¢V to be overcome, it is often instructive to
consider the maximum energy E,.... that can be imparted to the recoil by elastic scattering',

eq. 3.1 Ep —4m5

This is around 4E, m, /M, provided the mass m, of the damaging particle is much smaller than the one
of the silicon nucleus (around 28 u). For neutrons or protons, both approximately | u, the energy must be
greater than 175eV, while for electrons the approximate relativistic relation Eg,, =
2E,(E,+2m, V(M &) must be used and requires £, to be larger than 260 keV to dislodge one host
atom Here it is also interesting to note the meclu.msm causing the displacement damage by exposure to
%Co-gamma rays, which have also been used in this work. The average energy of the two emitted
photons is E; = 1.25 MeV producing energetic electrons in silicon chiefly by the Compton effect. A
continvous  distribution of electrons is resulting, exhibiting an upper kinematic limit of
E,I{(140.5m,C* /E,), i.c., approximately 1.0 MeV {CAHS9]. Regarding the above mentioned displacement
threshold, the vast majority of all “Co-gamma interactions displace only very few atoms.

In this work it will however mainly be dealt with high energetic particles situated orders of magnitude
above these displacement thresholds. The recoil energy is then so large that the PKA starts moving
through the lattice, continuously displacing further atoms, which again might be suficiently energetic to
initiate subcascades. During this process also a significant amount of the recoil energy is lost in
ionization, i.e., only a portion P(E,) of E, contributes to displacements, named Lindhard partition
function. A more detailed discussion of these subjects can be found in reference [WUN92). Now, the
basic assumption of the NIEL hypothesis is that any displacement damage-induced change in the
material properties scales with the amount of energy imparted in displacing collisions, irrespective of the
spatial distribution of the introduced displacement defects in one PKA cascade, and irrespective of the
various annealing sequences taking place after the initial damage event. While it will therefore be
explored in the following, how the absorbed displacement encrgy is related to the interaction cross
section and the differential particle flux spectrum, consideration of the microscopic details gives
important clues regarding the chemical composition of the damage-induced defects and is lef for
Section 3.3.1.

Given several types of interactions between a particle of energy £, and the silicon nucleus, whose
relative efficacy is expressed by the corresponding cross sections® o, (£, ). Moreover, for cach let there
be an energy distribution of the recoil £, (£, , £,) and a corresponding upper kinematic limit E,,._,. The
displacement damage cross section D (£, ) , measured in MeVmb, is then usually defined by

leonmul:‘:ugyl.on

' The derived disph thresholds do not for nuclear ions, which for low encspetic neutrons might cause
darmecubmcm

! Typical values are of the order of 100 mb. Note that as the total cross sections of fast neutrons is of the order of | b, the range
in silicon is a few 10 cm, ensuring homogeneously distributed primary collision sites in the around 300 pm thick samples,
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where the lower integration bound accounts for the circumstance that the partition function is assumed to
be equat to zero below the displacement threshold, P (E, < E,) = 0.

Regarding a specific interaction, the integral on the right-hand side denotes the average value of the
kinetic energy released to the crystal if one single interaction has occurred. In other words, the total
displacement damage energy per volume deposited in a silicon crystal can be written

8 -
Q.33  pg= ?—:m[as, HE,D(E,)
o

where (, is the exposure time and ¢ (,) the differential particle flux spectrum. It was exploited here
that the space density of the target nuclei is given by 8/a’, as eight silicon atoms are found in one cubic
unit cell with a linear dimension of @ = 5.43 A [SZE81]. Now, according to the NIEL hypothesis any
displacement damage-induced change in the material properties is proportional to p,, . Fig. 3.0 displays
the displacement damage cross section functions according to eq. 3.2 which have been used in this work
for purpose of fluence normalization, see below. The neutron data have been taken from M.S. Lazo et al.
below 18 MeV [LAZ87)] and were extended towards higher encrgies with the results published by A.
Van Ginneken [VGI89). While the pion data were provided in numerical form by M. Huhtinen and P.A.
Aamio [HUH93], the proton damage function was also taken from [VGI89).
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Fig. 3.0 Displacement damage cross sections for different particles as function of the particie energy.

Evidently the efficiency of introducing displacement damage into the silicon crystal depends on the
particle type and on its energy. If therefore a sample has been exposed to a specific source for the time
1., and the particle fluence is guoted by

£
€q.34  ®=1,, [dE, KE,),
£,



it is interesting 1o ask for the fluence required at an other source to introduce the same amount of
displacement damage p,, . If the damage is visualized to be arising from a monoenergetic | MeV neutron
source, the corresponding equivalent fluence ®,, follows from

.35  Pu sf,—:,,]dz, $(ED(E,) = %@,,D.(l MeV).
') a

It is possible to always compute the equivalent | MeV neutron fluence @, by

eq. 3.6 o, =x®

if the so-called hardness factor x of the source under consideration is defined by’

[dE, #(E,)D(E,)
[}
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The bounds of the integral in the
nominator are often identified with
the energy cuts employed for the
fluence measurement. However,
typically no error is arising from
this procedure because either the
flux or the displacement damage
cross section is negligibly small in
the omitted energy range. On the
other hand, in regard to wide
spectrum neutron sources which at
times can exhibit a huge particle
flux in the thermal neutron range,
considerable systematic ervors can
be introduced, e.g. 5% for CERN
PSAIF as outlined in [ANG96).
Conceming the 1-MeV neutron
displacement damage cross section
D.(1 MeV), a weighted least
squares average value  of
9544 MeVmb was calculated from
the various determinations of the
displacement damage function, and
this s currently the ASTM
{American Society for Testing and
Materials) standard (MES92].
Numerous sources will be
encountered in this work, and their
characteristics are compiled in
Table 3.1. If no further reference is
given, the hardness factor has been
calculated sccording to eq. 3.7,
employing  the  displacement
damage cross section functions as

| dE,
£

$(E,)

Table 3.1 Characieristics of various irradiation sources.

[EDWS0]
PTBY, "Be(d,n) [{ generator neutrons | [BRES9)
[ CERN®, PSAIF || spaliation neutrons | [FLO93) 1.0fl0.78%

UKE®, T(dn) || gencrator neutrons | monoes. ]88
CERN,PS |} proton beam monoen. | 2.4x10*[j0.93

LAMPF" proton beam monoen. sa7ofl1.i2 )
proton beam monoen soo.o|||.oa n

Loweil’ "Li(p.n) [[ generstor neutrons [ (KEG96) 1.06]fo.90*
psi%,2E) | pion beam monoca. 63.3]fo.56
pion beam monoen. | 104.3[[0.74
N pioabem monocn. |  147.2]o.86
“ pion beam monocn. l9l.1]|0.94
1 pion beam monoen. | 2363[[0.93
i pion beam monoen. | 280.7|0.86

II pion beam monoen. 330.5“0.76

l BNL, “Co P’ {1.17,1.33} 1.25"0.0064"“
——

* Rutherford Appicton Laboratory, United Kingdom.

¥ Physikatisch-Technische Bund h, Br hweig, G

“ Conseil Europoen pows 1a Recherche Nucleaire, Swiss.

4 Universitits-Krankeshaus Eppendorf, Hamberg, Germany

% Los Alamos (Clinton P. Anderson) Meson Physics Facility, USA.

# Lowell University, USA.

© Paul-Schemer Institut, Switzeviand.

% [BOT97), quoted for a dewterom encrgy of £, = 13.26 MeV.

% [VAS97). CERN PSAIF: <’ for s 140 keV low energy cut.

A (SUMB93], dispiscement threshold E, = 21 V.

® Note that this is atready the practical value of the hardness factor, 28 opposed 1o its thorough Hogic definition, where the
Sower and upper bounds of all imegrals are G and =, respectively, see [ANG96].
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shown in Fig. 3.0. While no energy cuts need to be taken into account for the monoenergetic sources, for
ISIS £, and £,, are 10 keV and 70 MeV, respectively.

3.2 Changes in the Macroscopic Detector Properties

3.2.1 Review of the Current Bulk Damage Models

After an introduction into the basic relation between damage-induced defect levels and the deterioration
of the detector performance, the currently accepted models describing the changes in the macroscopic
detector properties as function of fluence, annealing time, and temperature are reviewed. In this field a
huge amount of experimental data has been reported in the literature by various groups, and the dats
measured and shown in this work are presented mainly for puspose of illustration. The corresponding
numerical values of the parameters in the model equations have been compiled in a global survey (see
Section 5) and are given in Table E.7.

3.2.1.1 Basic Defect Action

Radiation damage introduces a manifold of defect levels, and their basic action in the silicon detector is
schematically illustrated in Fig. 3.1. Process a) is the carrier removal effect, also referred to as the
compensation for the shallow doping impurities. Free carriers are trapped here into deep levels and can
not participate in the conduction process anymore. This will for example increase the series resistance of
a detector, that is not fully depleted. Process b) results in increased rate of recombination of excess
carriers, which is not detrimental to the operation of the silicon detector. All diffusion currents, e.g., the
forward current in an ion-implanted detector, will however be enhanced. Fig. 3.1 c) displays the two
chief considerations deciding on the successful operation of silicon detectors in an environment with
high radiation levels. Firstly, in the reverse biased device, deep levels, especially those close to the
middle of the band gap, can generate excessive leakage currents that lead to noisy signals and, what tums
out to be even worse, an increased power dissipation. Secondly, the defects introduced by the radiation
damage may become charged in the depleted region and therefore contribute to the effective doping
concentration. When, as is the case, the overall electrical charge becomes progressively negative, the
external bias eventually fails to fully deplete the detector, or would have to be chosen so high that
excessive break-down currents would prevent a reliable operation. Finally, Fig. 3.1 d) shows, how the
free carriers generated by the passage of an ionizing particle through the detector can get trapped at
defect levels during the charge collection process and thus escape the detection. Although the trapped
carriers would be released later, they would probably not be taken into account since the charge
collection needs to be completed within a short time, related to the high bunch crossing rate of future
HEP colliders.

3.2.1.2 Effective Doping Concentration

The radiation damage-induced changes in the effective doping concentration can most instructively be
illustrated by the comesponding variations of the CV curve, as for example in Fig. 3.2. These particular
measurements have been carried out on an ion-implanted device in the course of a irradiation with fast
neutrons from the Be(d,n) generator at the PTB, see Table 3.1. Evidently the full depletion voliage is
decreasing for the first two exposures, while fluences in excess of around 10" em? are resulting in
growing V., values. This was obscrved by various groups and it was concluded that the initially positive
space charge, determining the full depletion voltage according to eq. 2.7, is continuously decreasing until
the inversion of the sign of the space charge takes place and Ny becomes an increasingly negative
number [WUN91,EDW91,Z1091,PIT92,LEM92). Further, one observes a flattening of the CV curve at
small reverse biss voltages which in part is due to a growing series resistance of the undepleted bulk
materisl, compare eq. 2.20.
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Fig. 3.1 Mechanisms of the device deterioration brought about by radiation-induced defect levels.
Processes ¢) and d) are of superior importance for silicon d s. Ec and Ey denote the electron
energy in the conduction and valence band, respectively.
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Fig. 3.2 Changes in the CV curves observed during an irradiation with fast neutrons (device
M10609, d = 274 um, 10tal exposure time 2 hours at PTB Be(d.n), f = 10 kHz).

As outlined in the references [ER295,ANG95) direct evidence of the inversion of the sign of the space
charge can be provided by current pulse shape measurements, and an example for this statement is
presented in Fig. 3.3. The electric field strength sensed by the injected electrons below the front contact
(beginning of the pulse shape) is larger than close to the rear contact (end of the pulse shape) before
irradiation and after exposure to & small fluence ®,,. Now, the gradient of the electric field is changing
the sign at an intermediate fluvence ®_, accumulated during the irradiation, indicating a negative space
charge and a junction located at the rear plane contact. Note that the length of the current pulses is
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essentially determined by the employed bias voltage ¥, which, in order to facilitate the evaluation of
the data, was always chosen closely above the actual full depletion voltage V.
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Fig. 3.3 Transformation of the current pulse shapes induced by electron injection at the front contact
during an irradiation (device 942G21, d = 386.8 um, total expasure time around two hours).

The change in the effective doping concentration will always be referred to Ny, the value of Ngux
measured before irradistion, by

€38 ANG(®..0=Nygo - Ng scal®..0).

since with respect to the above experimental observations this always gives a positive number. It is
noticed that in eq. 3.8 the change in N oy does not only depend on the absorbed particle fluence ®,,,
but also on the time of annealing elapsed since the irradiation. This circumstance is illustrated in Fig. 3.4,
where the left-hand side shows the room temperature annealing period and the right-hand side the long
term processes accelerated by storing the devices at 50°C.

Now, numerous experimental data (see Section 5.1.1) from systematic studies on this subject matter
have been found to be in agreement with the following model. The total damage effect can be split into
three postions by (FE193,21094,FRES4, BAT94]

€39 BNy@ )= No® g 0) + No(® )+ Ny(@ 1.0),
which distinguishes the

¢ short term annealing N, (®,7),
¢ astable damage component N, (®,,),
¢ and the long term reverse annealing Ny (®,,, 1),

with annealing rates depending on the temperature 7. With respect to the beneficial short term annealing,
it appears to be difficult to reconcile the observations made on differently manufactured detectors with a
universal behavior, and hardly any significant annealing steps were so far recognized [SCH95). Due to
the lack of a clear universal picture the process is then visualized 1o be arising from the decay of 2 set of
radiation damage-induced acceptor-like impurities, and according 10 the considerations in Appendix C
this results in an approximation of the annealing curve by a sum of exponentials [WUN92]

€q.3.10  N(®.)=0, 3 g, exp(-k,,(TX).
i
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That is, all acceptor concentrations are introduced proportional to the fluence at individual rates g,, and
display a simple first order decay with temperature dependent annealing rate constants k,,(T). For
practical applications, e.g. at LHC, short term annealing needs not to be taken into account because the
exposure times are much longer than the typically encountered annealing time constants. Even if it is
argued that low temperature operation would effectively freeze the beneficial annealing, the anticipated
maintenance periods would be sufficient to allow for a considerable annealing. In any case could such a
problem be overcome by intentionally warming up the silicon detectors.
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Flg. 3.4 Annealing behavior of the radiation damage-induced change in the effective
doping concentration (ion-implanted devices M10708 and M10812, Ng, » 1.4x10" em™,
exposure time/fluence 2 min/2.89x 10" cm* and 18 min/2.70x10” em’).

The plateau value resched st an intermediate stage of the annealing (around 2 wecks at room
temperature) is quite close to the stable dsmage, which is the portion of the overall change in Ngqy that
docs not depend on the annealing time. A satisfying parametrization of the experimental data concerning
the variation with the fluence is given by [FEI93,SCH94]

€q.3.11  N(®,)=Nofi-exp(-c® )} 2Py

While the term on the right-hand side again implies the introduction of acceptor-like states in proportion
with the fluence, an additiona! contribution arises from the exhaustion of donor-like states whose initial
concentration is N, , and accordingly ¢ is called the donor-removal constant [FRE90]. However, care
must be taken if N, is identified with the initia! phosphorus concentration N, since, on the one hand,
from the microscopic understanding of the damage processes there is only a small chance to remove the
trace amounts of phosphorus (see Section 3.3.1) and, on the other hand, experimental data on N, are
typically found to be much smaller than N;. For sufficiently large fluences (®,, > ¢!, ie. usually @, in
the 10" cm* range or above) the exponential term can be neglected and it is approximately

€312 N(@ )nuNo+20,

With respect 10 the room temperature annealing, following the minimum reached after around two weeks
the AN,y is found to be increasing very slowly with a time constant of the order of years. Since in
inverted detectors the full depletion voltage increases correspondingly, and the reliable long term
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operation (10 years) of such devices in future experiments for a given maximum operational voltage may
not be guaranteed then, this so-called anti- or reverse annealing has become a major issue. Systematic
studies investigating the annealing kinetics at elevated temperatures have suggested that the reverse
annealing function can be written [FEI93,FRE94}

1
eq.3.13 Ny(oqat)‘NYp(oq)(l_-lm]'

where the reverse annealing amplitude is proportional to the irradiation fluence
€q.3.14 Ny, (©,)=8/P .

In eq. 3.13 it is implicitly assumed that an acceptor-like state Y is created by a bimolecular reaction,
where the temperature dependent reverse annealing rate constant obeys an Arrhenius-relation k,(T) =
4, exp(-E, /(ky T)), compare Appendix C. While eq. 3.13 has been accepted in this work as a good
approximation of the reverse annealing curve employing a minimum number of free parameters, serious
objections will be raised against the implied microscopic interpretation in Section 3.2.6.

Regarding the evolution of AN,y observed during the isothermal elevated temperature annealing, as
for example shown on the right-hand side of Fig. 3.4, it is evident that eq. 3.9, omitting the short term
annealing N,, can be fitted very reasonably to the experimental points by a least-squares method (solid
line) when eq. 3.13 is substituted for N,. This gives unique estimates of N, N'y., and ;. A correction
for the amount of reverse annealing A taking place during the extended room temperature storage period
At preceding the clevated temperature annealing’ can be obtained from the approximation of eq. 3.13

€q. 3.15  Ny(O) =k (TIND ¢,

which is valid as long as k, (7 )Ny ¢ is much smaller than unity. Now, Ny, is not known and it will thus
be assumed for the calculation of A that Ny, = N'\,, introducing only a small error as A is small
compared with Ny.. Therefore, in the first approximation

eq.3.16  Ask (TN} A,

which then is used to obtain N, = N, - A and Ny, = N’y + A . For these corrections (T, = 20°C) =
1.55x10™ cm’s ' has been employed, the result of the global survey of this constant, see Section S.1.1.
Provided data obtained on several anncaled samples are taken into consideration it is possible to
systematically study N, and Ny, as function of the fluence @, and &, as function of the annealing
temperature 7. While the former yields values of the damage constants N, ¢, g¢, and gy (sce cq.
3.11/eq. 3.12 and eq. 3.14), the latter gives E, and &, in the Arthenius-relation for k,(T) as outlined in
Section C. In this work this procedure has been exploited for the investigation of devices manufactured
on materials with various initial resistivities and for the comparison of the damage-induced by different
irradiation sources.
3.2.1.3 Leakage Current
The [V curves as function of the irradiation dose as typically observed by many experimenters is
illustrated by an example in Fig. 3.5, compare the corresponding CV curves in Fig. 3.2. In addition to the
changes in the full depletion voltage, which are indicated in the figure, there is a continuous increase of
the leakage current. This is generally assumed to arise from volume generation centers introduced by the
irradiation, in agreement with the approximate square-root like bias dependence, see Section 2.5.1.5. It
will however be noted that, as reported in reference [WUN92], in the inverted detector (@, > 10" cm™?)
a significant flattening of the characteristics is observed at bias voltages well below ¥,,. As the
generation centers are expected to be introduced homogencously, this effect is believed to be related to »
peculiarity of the field zone, which however so far is not understood. Still it is a common praxis to take
the total Jeakage current at the full depletion voltage, inferred from CV measurements, as a measure of

* Although the shost term annealing might not be completed within the period A7 in question, the dp N, Nya.
and &, are hardly affecied because, in respect to the least-squares fitting, they are chiefly determined by the experimental data
points obtained om 3 very long time scale, whereas the short term anneating will have reached its final value aircady withim 8
very short time of the clcvated I
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the number of the generation centers introduced in the overall sensitive volume. Accordingly, the change
Al in the leakage current at ¥, should be normalized to the area A4 and the thickness 4 in order to
reflect the bulk concentration of the generation centers, see eq. 2.17. The variation of this quantity with
fluence is expressed in terms of the current related damage constant at, and at room tempersture 7, itis

eq. 3.17 -:—;(Oq,r,rn)-ao,,g(l).

where g is the normalized annealing function, i.c., g (0) = 1.
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Fig. 3.5 IV curves as function of the irradiation fluence, compare the corresponding CV
curves in Fig. 3.2. The IV data before irradiation is in the nA range and not shown
here for the sake of the clarity of the figure.

Fig. 3.6 shows experimental leakage current data  Table 3.2 P 's of the leakage currens ling
normalized to room temperature by R(7) (see curve as determined by R. Wunstorf {WUN92].
eq. 2.18 in Section 2.5.1.5) and to the imadiation

fluence, i.e. ag(r), as function of the annealing h.“'m Not lnverted

time (compare the corresponding AN, data in Fig. v; (min] a9

3.4). A strong beneficial annealing of the leakage 1.35x10' ] 0.197

current occurs, however, with different features in T
inverted and not inverted devices. The two s4sx10' Josooff  f119x10°
comresponding sets of annealing functions have 1.55x10° °'m|

already been determined by R. Wunstorf 8.74x10° | 0.139
[WUN92]. As in the case of the annealing portion ® o243 |
N, of the effective doping concentration, a certain

number of individual contributors to the current ==J_]
have been presupposed, all annealing with 2 characteristic rate constant 1/x, with first order kinetics,
compare Appendix C. Comrespondingly, the annealing function is given by

eq.3.18 g(l)=2¢iexp(—l/t,») Yasl,
[ [

and the parameters found in reference [WUN92) are cited in Table 3.2. These two functions have been
plotted into the lef-hand side of Fig. 3.6, selecting the value of the damage constant @ such that the
curves fit the experimental data.

As there is a good agreement regarding the shape of the annealing curve, no efforts have been made
to fit the annealing parameters a; and 1, . The exposure times were particulasly small (see caption of Fig.
3.4), such that only in the first minutes small differences arise from the annealing taking place during the
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irradiation, which was not corrected for in the experimental data in Fig. 3.6, whereas the parameters in
Table 3.2 are only valid for an infinitely short irradiation. Since there are no clear annealing stages which
unambiguously can be related to the annealing of a certain defect’, eq. 3.18 is considered to be just a
parametrization in which the fitted parameters are mainly determined by the density of the experimentat
data points and other numerical considerations. The agreement observed in Fig. 3.6 is concluded to be
due to the similarity of the leakage cusrent annealing processes taking place in the ion-implanted devices
used here and the surface barrier detectors employed in [WUN92], reassuring that the leakage current is
in fact related to the bulk damage in the float zone silicon substrate rather than to the device design. Also
in agreement with [WUN92] the damage constant a is found to be larger in inverted detectors, as
opposed to the similar behavior observed on the two samples after around one day of annealing.

150F ‘;‘;\Room Temperature T Elevated Temperature

\;, Annealing (21°C) ] Annealing (50°C)

—
~N
W

* ®, =2.70x10" cm™
2 @, =289x10" cm?

2

Al R(TY/(Ad®.;) [107® AJem ]
g 3

<--- Literature data
arbitrarily scaled
25 - ol aad Ll povew | aaak. o i
10 102 10° 100 100 100 10
Time after the End Annealing Time
of the Imradiation [ min ] at 50°C [min |

Fig. 3.6 Annealing of the reverse current for two differently irradiated devices, compare Fig. 3.4 (A = 0.275 cm’,
d = 280 um). The room temperature annealing data were taken from reference [WUN92).

It is not casy to determine the leakage current related damage constant & experimentatly, as this requires

a very short irradiation and/or corresponding annealing corrections. The author has therefore suggested

in reference (CHI95] to refer to the well annealed value of the leakage current, which according 1o the

longest time constant given in Table 3.2 is reached after a few months of storage at room temperature,
Al@®,,, o, Ty)

. 3.19 -= = i
eq a Ao, a g()

Now, pertaining to the elevated temperature annealing displayed on the right-hand side of Fig. 3.6, a
further continuous reduction is observed on the not inverted device while an increase is found on the
heavily damaged sample. Regarding the latter no systematic dependence on the fluence but rather a large
variation between different samples was found {SCH9S5). If it is recalled that the depletion zone is
growing from the back plane contact after inversion of the sign of the space charge allowing for the
extension of the electric field region right to the device sawing edges, it appears more likely that the
leakage current increase is related to the increasing full depletion voltages during the reverse annealing
in heavily damaged samples, giving rise to a pronounced influence of high field and edge currents, rather
than to the growth of an efficient bulk leakage current generation center. However, for a more general
conclusion more systematic studies are necessary.

‘' on weakly damaged devices the ling curve is strikingly well proportionsl to Jog(/ ) in the long term.
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1t must therefore be stated that these actually is no physical basis for the assumption that the leakage
current reaches a plateau value after long annealing times as suggested by the mathematical description
of the annealing curve by eq. 3.18. The quantity a,, introduced by eq. 3.19 is however valuable for
pragmatic reasons. On the one hand, contrary to & it can easily be extracted from annealing curves even
if only few points have been measured and, on the other hand, it represents the annealing state on a time
scale typically encountered in practical applications of silicon detectors. In fact it provides an upper limit
of the leakage current increase to be expected on an even longer time scale. In this context it is noted that
for inverted devices the minimum value of the annealing curve has been associated with o, also giving
an upper limit of what might be observed on a suitably processed device that does not exhibit a Jong term
increase of the overall leakage current.

In addition to the intrinsic dependence of the volume leakage current on the temperature, accounted
for by the scaling factor R (T) (eq. 2.18), also the rate of the annealing depends on the temperature.
However, the annealing kinetics have so far not been studied in detail. As the parameters in Table 3.2
reflect only an approximation of the actual annealing curve by exponential functions and hardly can be
ascribed to individual defects contributing to the leakage current, the author has further suggested in
reference {CHI9S) to account for the dependence of the annealing rate on the temperature by a scaling
factor 8 (T') applied to the time axis and which is unity at room temperature: 8 (20°C) = 1. Then the full
expression for the leakage current can be deduced from eq. 3.17 and is written

A T -
9320 @t D= =0 K DEOM ),

where also o has been replaced utilizing eq. 3.19. In regard to the scaling factor 8 (') it has been
exploited that according to Appendix C the differential equation eq. C.| govemning the annealing
processes can always be written as function of a normalized “time’ & (7') ¢. Given only one particular
microscopic defect governs the leakage current generation, then the annealing curve in fact is a function
of k(T ) 1, irespective of the relation between the measured leakage current and the concentration of the
defects which might not simply be a proportionality. The scaling factor with respect to the reference
temperature T, is then just the ratio © (T') =~ &(7') / £(7,) which according to the Arrhenius-relation
eq. C.2 depends only on the activation energy £, characteristic of the annealing kinetics of the defect in
Question,

El1 1
- -t — =
eq. 321 (N exp[ |7 TD.

3.2.1.4 Charge Collection Deficiency

Employing a particles for the generation of a well defined number of electron-hole pairs, it has been
demonstrated by R. Wunstorf in reference [WUN92] that for increasing fast neutron fluences a growing
portion of the charge collected within the shaping time of the electronic readout is lost due to carrier
trapping”. As the free carriers were created closely below the electrodes, it was possible to study the
trapping time constants separately for electrons and holes, compare Section 2.6. The following
parametrization of the functional dependence on the fluence has been found [WUN92)

Y« Pog ®,, <.
-t -1 g <Py
toa @)=t + .
g3z P70 {1;(¢~-C’,‘)+1.®q 0, >0,
r;,f,(o,,)-z,',f,.n,:t,,

where @,* is the inversion fluence and 1, 4 is the trapping time constant extrapolated to ®,, = 0, i.c.,
in the undamaged n-type float zone material. The physical model behind eq. 3.22 is that trapping centers
are introduced in proportion with the fluence, for the electron trapping even at a higher rate afler
inversion of the space charge sign has occurred. The resulting collection deficiency AQ /Q, depends on
the applied bias voltage, the maximum collection time, and other experimental conditions. For the

" In general the overall trapping effect depends on the shapimg time doc 10 the detrapping, see Section 3.4.3.
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situation of electron-hole pair generation by a mip, an approximate formulae can be found in
Section 5.2.3.

3.2.2 Verification of the N, ;, Data Obtained from CV Curves by the
Analysis of Current Pulse Shapes

As outlined in Section 2.6, the analysis of current pulse shapes (TCT) provides an alternative tool to CV
measurements for the determination of the concentration of charges in the depleted zone, Ny It is
therefore worthwhile to check, whether the two methods give compatible results on irradiated detectors,
while a good agreement has already been demonstrated on undamaged samples in Fig. 2.20. [n order to
cover a wide fluence range, current pulse shapes and CV curves have been recorded on 4 devices (see
Table 3.3) during an irradiation experiment with a total exposure time of around two hours at the Be(d,n)
neutron generator of the PTB (compare Table 3.1). The corresponding differences between N goy taken
from the CV curves (Nycv) and by the 1. -method from the current pulse shapes induced by hole
injection (Ngny) are plotted in Fig. 3.7 as function of the accumulated neutron fluence.

Table 3.3 Devices used for the comparison between CV and TCT data
on Ngoy as function of the irradiation fluence, see text.

M10510
jon-implanted } iou-implanted
0417x10" cm™ | 0.427x10% cm? | 1.53x10% cm? | 1.53x10" em” ||

386.8 m 386.8 ym 274 pm 274pm ||

942G30

As only the absolute values of Ng oy are considered here, the data suggest that irrespective of the sign of
the space charge the CV method underestimates [N,y |- Similar results were also obtained with the ¢, -
method for electron injection and the t - method for hole injection. Respecting the t - method, eq. 3.22
has always been used to correct for the influence of the trapping. Still, on pulse shapes induced by
electron injection the method gives results which are not in agreement with all other methods. However,
this problem has already been identified in Section 2.6 on the undamaged samples and is related to the
short collection times for electrons, in particular if the full depletion voltages are large, ¢.g., in the high
fluence range. All other methods are roughly in agreement with the form

€q.323 [Ny o|-[Ng.ra®-1x107em" x0,, .

Furthermore it has to be ascertained, how this discrepancy behaves during the annealing and reverse
anncaling in Ngyy. In this respect Fig. 3.8 shows room temperature annealing data on an inverted
detector. Depletion voltages ¥, were either inferred from CV curves or from current pulse shape
measurements, evaluated with various methods. Evidently the difference stays more or Jess constant, i.e.,
it is in the first approximation justified to always apply eq. 3.23. Indeed eq. 3.23 might therefore be
visualized as an estimate of the systematic error in the damage constant g, , the introduction rate of stable
acceptor-like defects.
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3.2.3.1 Experimental Procedure
Table 34  contains  crucial
information in regard to the state of
the three examined devices prior to

Table 3.4 List of the devices used for the annealing experiments. Ny,
and Ng, denote the effective doping concentration prior to the

employed for the analysis of
1 cwrent puise shapes (TCD)
induced by hole injection. The
measurements were carried out
in the course of an irradiation
at the PTB Be(dn} neutron
generator, and  the  ftotal
exposure time was d two
hours.
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0.6 ¥t hole & 1  later (device 937601, ®, =

1.90x10" em?, Ngo -
0.205x10" em”, d = 390 um,
compare Table 3.4).
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3.2.3 Isochronous Annealing Experiments

Using isochronous annealing one can comparatively quickly asses the thermally activated processes
influencing the device properties in a wide range of activation energies, compare Appendix C. The
experiments presented in the following were chiefly designed to enable the correlation of the changes in
the macroscopic device properties with the corresponding variations on the microscopic scale. The latter
was achieved by TSC spectra, which are presented separately in Section 3.3.3.6.
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irradiation and the first elevated temperature annealing, respectively.

the annealing experiment. Note that

one of the two ion-implanted Mz20708 937601
detectors was not irradiated beyond d | ion-implanted rface barrier
the fluence required to invert the 139x10%em® [ 1.26x10%em® | 0.205x10" cm®
sign of the space charge. It was 280 g 280 pm 390 o
therefore  possible to  directly T K 0
compare the different annealing 0.275 em' 0.275 e’ 0.442 cm
processes taking place in weakly Source || PTB Be(d.n) PTB Be(dn) UKE T{d,n)
and heavily damaged samples. For 9.76x10" cm? | 3.82x10"” ¢m? 1.90x10" em?
cach annealing step the samples 420d 205 d 65 d
xpem‘:::‘in by a:em:mz I v, Th2oxi0tem® [146xi07cm® | -0.555x10% cm®
for a time period At of uound! AT 20K 20K 5K

90min and subsequently were
rapidly cooled down to room
temperature for the measurement of IV, CV, and current pulse shape (TCT) characteristics. The
isochronous annealing procedure started at 50°C and the temperature increments AT were chosen as
indicated in the last row of Table 3.4.
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Fig. 3.9 CV a) and IV b) curves before the first annealing step and at a later stage of the annealing study.

Fig. 3.9 displays the CV and IV data obtained on the ion-implanted devices in the unannealed state and at
the indicated stage of the annealing experiment. A breakdown occurs around 100 V for the not-inverted
detector and around 200 V for the other sample. Since the full depletion voltage was increasing very
much in the latter case, reasonable values of the leakage current at full depletion could only be derived
up to the anmealing step at 130°C, whereas ¥, could be determined by an extrapolation method up to
the 210°C step. Evidently, the shape of the IV and CV curves of the heavily damaged sample undergo a
pronounced evolution. In particular a kink is emerging under a reverse bias voltage of around 120 V,
above which the capacitance starts descending more steeply than the ideal 1/#"* behavior. Contrary, the
leakage current is staying at a constant level in this bias range, despite the apparent widening of the
depleted zone. So far no explanation of this contradicting observations can be given. However, the
unique field zone in inverted detectors, whose junction is situated at the unprotected rear electrode
contact, is likely playing a role. In this context it is important to note that the current pulse shapes
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obtained on the surface barrier detector were always in reasonable agreement with a linearly graded
electric field, i.e., homogeneously distributed space charges. Unfortunately the sensitive Schottky-barrier
was destroyed by the 100°C annea), such that the further evolution of the field gradient is not known.

3.23.2 Chengesin N yop and I,

The evaluated concentration of space charges Y e . .
Nysa has been refemred to the vaie Ny, % o3l & ooy Mt ]
measured prior to the first annealing which ’ T
results in an increasingly positive number when
negative space charges are introduced. ARer
normalization to the appropriate fluence, the
dats were plotted as funclion of the
isochronous annealing temperature in Fig. 3.10
a), revealing the several stages of the reverse
annealing, already noticed in reference
(FRE94). The first stage, which has been
encountered within the isothermal annealing o}
experiments presented in the previous sections
and which is of prime importance for the long
term operation of silicon detectors, is indicated L 4 O 233210" cu® O Al A4,
at the dats measured on the heavily damaged - O, -97610" o’
samples. The amplitude of this isolated
annecaling stage, as plotted in Fig. 3.10 3), gives
the reverse annealing introduction rate gy,
however, only if virtually no annealing has
beforchand occurred at room temperature. This
circumsiance accounts for the obvious
difference in the amplitudes observed on the
two heavily damaged samples, since the
storage periods at room temperature were much
different, see Table 3.4. Moreover, the smaller
increment AT realized for the surface bamier 5L
detector shifts the comresponding annealing -
data slightly towards smatler temperatures. No — so0b+ foos ‘:";’u’ ]
cotresponding annealing stage can be identified 8 M20708
for the weakly damaged sample, rather do the E 250} ]
data presented in Fig. 3.10 a) provide evidence —
for markedly different annealing kinetics o "0 " b 4 . A
prevail in the Jow fluence range. 0 50 100 150 200 250 300
The radistion damage-induced increase in Anncaling Temperature [ °C ]
the leakage currents plotted in Fig. 3.10 b) have
been corrected 1o equivalent 20°C values and Fig. 3.10 Fluence normalized values of the effective doping
were normatized to both the sensiive volume | “210rRion & 4ud dhe leskage cument ot ful deplsion
A times d and the imadiation fluence &, P AL, e he. conenpation el iy mporanre, N
While the currents obtained on the weakly joop.0,” cument increase afier excitation of the bisl‘abI:’
damaged device show beneficial annesling defect which s decaying with the time constant plotted in c),
only, the accordingly awaited reduction on the  see rexr.
inverted device is screencd by excessive edge
leakage currents occurring as a consequence of the growing full depletion voltage. Thus, only the data
measured on the weakly damaged device is believed to reasonably well represent the annealing of bulk
leakage current generation centers.
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3.2.3.3 Evaluation of the Reverse Annealing Rate Constant

By virtue of the small temperature increment AT of 5 K, the Ngsn values measured on the surface
barrier detector can be exploited to evaluate the rate constant of the first stage of the reverse annealing
with a reasonable accuracy according to the program outlined in Appendix C. As so far only Ny oy data
inferred from CV curves have been employed for this purpose, one gains a critical test of the proposed
reverse annealing function and an estimate of the systematic errors in the constants &, and E, derived
from the Arthenius-relation eq. C.2. Of special interest in this context is the observation that during all of
the isochronous annealing experiment a constant difference of around 15 V persisted between the ¥,
data inferred from the current pulse shapes (TCT) and CV curves, compare eq. 3.23.

The procedure developed in Appendix C requires the monitoring of the concentration of a defect that
is destroyed by the annealing. However, N, is annealing in, and the analysis must therefore be applied to
the difference between the saturation value of Ny reached on top of the annealing stage and the
preceding values. As it is not always possible to unambiguously determine the plateau value, a large
systematic error is introduced, as opposed to the isothermal annealing experiments, which are much
more accurate in this respect. Here the N oy established after the last annealing step at 100°C has been
employed, which by optical inspection is found to be sufficiently close to the saturation value. The
resulting Arrhenius-plot in conjunction with the straight-line fit is displayed in Fig. 3.11. T; denotes the
temperature of the isochronous annealing step and Y,; is given by eq. C.11. The overall agreement
confirms that eq. 3.13 furnishes a reasonable approximation of the reverse annealing function. Further,
within the experimental errors the evaluated parameters £, = 1.36 ¢V and k, = 4x10° ¢cm’/s match the
numbers found in reference [MO195] in a similar experiment, however, using CV curves rather than
TCT. Those values are cited here for comparison: £, = 1.34 eV, k, = 1.1x10’ cm’s™.
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Fig. 3.11 Evaluation of the reverse annealing rate Fig. 3.12 Transiemt effect observed on the depletion
constant from Nguy data obtained with the .- voltage afier quenching the sample M20708 from the
method on current pulse shapes (TCT), compare Fig. indicated ling temp ¢ 10 room lemperature
3.10 a} (device 937GO1). (solid lines: fit).

3.2.3.4 Bistable Defect Reactions

Besides the overall variations of the doping concentration and the bulk leakage current there is also a
transient effect arising from the elevated temperature annesling in inverted detectors, manifested by a
decay of the depletion voltage from an excited value, observed right after quenching the sample to room
temperature, towards a steady state value. Corresponding observations were made on the sample
M20708, see Fig. 3.12. This subject has previously been studied in detail in reference [MOL95), and was
discussed there in terms of a bistable defect reaction, as illustrated in Fig. 3.13. Prolonged annealing st
temperatures greater than 80°C introduces a bistable complex defect with the two states A and B. The
transformation from A to B can be achieved by forward cument injection, illumination, or thermal
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agitation, and thus state B is prevailing during the elevated temperature annealing. Examination of the
functional dependence of the decay rate from state B to A on temperature has shown that the rate
constant is in agreement with a simple dissociation process, see Appendix C. Further, the fc.mna.uon of
state B appears to be a diffusion limited second order process. Therefore, state A may be visualized to
consist of two components, Al and A2.

Bistable Defect
N

Fig. 3.13 Schemaric illustration of the features of the bistable defect generated
in heavily damaged samples by el d temperature annealing.

The amplitudes, the time constants, and the steady state values of the depletion voltage transients seen in
Fig. 3.12 were determined by fitting an exponential decay model to the data where the time scale was set
t0 zero at the end of the preceding annesling step. For annealing temperatures in the range from 110°C to
170°C the concentration N, of generated bistable defects in the state B was calculated from the voltage
amplitude using eq. 2.7 and plotted into Fig. 3.10 a) after normalization to the fluence. Also the IV data
exhibit a transient decay. It is however not clear, whether this excess leakage curvent reflects a midgap
generation center related to state B of the bistable defect, or if one just observes edge currents related to
the ¥,, decay. The amplitude AJ, of the declining current has been determined using the same fitting
procedure as for the depletion voltage, see Fig. 3.10 b). With respect to the observations made after the
170°C annealing step it will be noted that the device characteristics were already significantly distorted.
In particular a current breakdown was reached at the largest reverse bias voltages of the IV and CV
measurements. As this injects free carriers and thus might reverse the decay, the systematic investigation
is difficult at these annealing stages.

An other striking feature of the bistable defect is that the decay from state B to A virtually does not
take place in the depleted zone of a detector. This fact has been exploited in reference [MOL9S5) to
demonstrate that the defect in question is homogeneously distributed throughout the bulk by storing a
sample in which state B was excited under several reverse bias voltages. Afier state B has decayed within
the undepleted bulk region, a step function like distribution of space chasges was found to be established,
as could be confirmed by the peculiarities of the corresponding CV curves.

Here a corresponding examination has been carried out with current pulse shape measurements
providing information regarding the electric field distribution more directly. Fig. 3.14 shows the current
pulse shapes induced by hole injection at the rear electrode of an inverted detector annealed at 140°C
immediately after excitation of state B and after a long storage period at room temperature under 2
reverse bias voltage of 80 V. Undemeath the rear electrode, where the electric field existed during the
reverse bias storage, the current signal resulting from the holes drifting from the rear to the front
electrode is virtually unchanged. Only afier an intermediate position in the detector the field gradient is
found to be reduced, indicating a decrease in the number of negative space charges with respect to the
value observed before.

03} =~ After Quenching to Room Temperature -
Vip= 183V, Ve =190V
— After Several Days Storage at Room
. L Temperature Under 80 V J
-g 0.2
— Edge of the Depleted Zone
~ 01 | During Reverse Blas Storage

10 20 30 40 50 60
t [ns]

Fig. 3.14 Current pulse shapes induced by hole injection at the rear electrode before
and after reverse bias siorage (device 942G19, d = 386.8 um, & = 1.01x10" cm?
from the PTB Be(d.n) source, Ng, = 0.548x10" cm” , annealed at 140°C).

Evidently the bistable defect provides an easy tool to change the concentration of space charges
experimentally by simply injecting s forward current, which will be successfully applied in
Section 3.3.3.6 in order to provide evidence for the correlation of a specific defect level with the
observed increase in the negative space charge. Moreover, a suitable sequence of forward current
injections and reverse bias storage sequences allows one to tailor the electric field profile, which might
serve as a calibration tool for the determination of the entire field profile from current pulse shape
measurements.

3.2.4 Comparison between Various Particle Types

3.24.1 The Pion Damage Function

Experimental studies of the damage caused by high flux pion irradiations were carried out within the
SIRAD collaboration at the Paul Scherrer Institute (PSI, Villigen, CH). The experiments were designed
to examine the resonant behavior (A resonance) of the pion displacement damage function predicted in
reference [HUH93] (compare Fig. 3.0) and to provide long term damage constants for fluences up to
10" cm™. As at LHC a major fraction of the damage is caused by pions, in particular in the innermost
regions of the tracker, it was an urgent task to examine the hypothesized enhancement of the damage at
an energy of around 200 MeV. For this purpose the nE1 beamline at PSI was tuned to produce positive
pions with energies ranging from 65 MeV 1o 331 MeV (energy scan). Moreover, & single extended
irradiation was performed with 236 MeV negative pions to exclude a charge sign dependence.

For a PS] cyclotron proton beam intensity of 800 pA the positive pion flux is of the order of
5x10° cms™ at around 200 MeV and falls off by a factor of 5 to the upper and lower energies [FUR9S).
Due to the limited experimentst time it was thus impossible to scan the pion beam at more than five
different energies, and also the fluence per energy point in 2 single exposure had to be chosen as low as
about 10" x /em’. In that fluence range the change in the effective doping concentration is not a suitable
measure of the non-ionizing energy loss (NIEL), because the change is not growing in proportion with
the particle fluence, but rather exponentially due to the donor removal effect, compare eq. 3.11. On the
ather hand, the leakage current is increasing proportional to the fluence, and hence a plot of the change in
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the current normalized to the pion Nuence ® (not normalized to equivalent 1 MeV neutrons!) versus the
pion energy should reveal the predicted A resonance. However, the complex annealing behavior of the
leakage current makes this straight-forward approach difficult. It has therefore been assumed here that
the annealing curve on pion damaged devices is similar to the one reported afier neutron damage, which
has been confirmed by the RD2 Collaboration [BAT96). It is then possible to reamrange eq. 3.20
according to

' =N('|)R(n@
eq. 324 a'y HAN g(").

so that the current related damage constant a ' can be calculated from each measurement of the leakage
current AJ(5,) after an arbitrary room temperature annealing time . Moreover, if N measurements are
available, the overall average (Ea's VN Yields an optimum value for a’. As the devices considered
here were damaged just weakly, the annealing parameters valid for the fluence range below inversion of
the sign of the space charge have been employed, see Table 3.2.

The detectors used for the experiment were made from Wacker n-type silicon with an initial doping
concentration ranging between 0.1 and 0.5x10 cm™. Table 3.5 lists the geometry of the devices, the
pion momentum p and kinetic energy E,, and the pion fluence @ inferred from aluminum foil activation
measurements with an accuracy of 5% (reaction Al(x*.xN)*Na) {FUR95). The room temperature
current annealing data was gathered within a time period of 200 days. The first IV and CV curves were
recorded 15 days after the irradiation due to the transportation of the devices. About 20 current damage
constants per device were averaged to get the a’s data and the corresponding standard deviation o,
shown in table 3. While 6, represents the deviation from the assumed annealing cutve, the error o, is
arising from the uncertainty in the fluence.

Table 3.5 Devices used for the pion energy scan: 937KXX : Surfoce barrier detectors. MUEBXX : Micron fon-
implanted diodes provided by [MIC]. Regarding the calculation of the error bar, se text.

r E, ®

Mevze] | Mev) (10" x fem®)
z* 300 32.4,£1.0,£1.6
x 350 274,414,414
x* 300 274,105, 1.4
zt1s0 | 65 | 126 211,205,210
i xt350 | 236 || 248 |260,106,413
MUEBOA || 310 | 025 | o046 | x*250 | 147 || 190 [332,424,417
MUEBOS || 2905 | 0.25 0.08 =t 400 281 1.90 37.7, 0.1, 1.9

Finally, Fig. 3.15 presents 2 plot of a ' versus
the pion energy with error bars calculated by 50 v v v ¥ '
adding o, and ¢, in quadrature. The pion —
damage function from reference [HUH93) g
was scaled to the data in order to illustrate the &5
predicted  behavior.  Although  systematic 2
=
o
—
M
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errors due to the beam divergence and surface
components of the leaksge cwrent have been
neglected, it must be stated that the agreement
is not convincing. Regarding the device used
al the highest energy, the large deviation
might be related to the much lower initial
doping concentration which could give rise to
systematic errors in the assumed volume of
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the depleted region. In conclusion, the ¥ Surface Barrier Detectors
theoretical dependence of the displacement 0 . . 4 L L
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weak, as that evidence for the resonant

behavior could be provided within this Pion Energy [ MeV ]

experiment. In the same sense, no significant Fig. 3.15 The current related damag after compl
difference is seen in the damage from positive annealing as function of the pion energy.
and negative pions.

3.24.2 Comparison between Neutron, Proton, and Pion Damage

Surface barrier detectors were exposed to high fluences (®., > 10" cm?) of 5.3 MeV neutrons from the
PTB Be(d,n) generator, 24 GeV protons from the CERN PS, and 236 MeV pions at PSI (see Table 3.1) in
order to compare the long term behavior. The chief objective of the study were the damage constants in
the model equations for the doping concentration (g, N4, and g,) and for the leakage current (a.). All
17 devices under test were processed from the same wafer (identifier 935, d = 329 um, N =
0.45x10"2 cm™). Thus, effects related to the influence of different stasting materials were avoided
(compare next section).

Isothermal annealing was done in normal air atmosphere, mostly at a slightly elevated tempersture of
49.5°C. In the course of the annealings that were extended up to a cumulated tempering time of several
days the devices were cooled down to room temperature (around 21°C) as often as 20 times in order to
record IV- and CV-curves. Some hundred characteristics were gathered to obtain accurate data on the
doping concentration and the leakage current as function of the annealing time. Extraction of the
parameters N,, Ny, and k, from the individual annealing curves was performed as outlined in
Section 3.2.1.2. An example for the accuracy of the least-squares fitting procedure is given in Fig. 3.16,
where for this purpose the evolution of the full depletion voltage has been plotted versus a logarithmic
time scale. According to the discussion given in Section 3.2.1.3, the leakage current increase AJ corrected
to 20°C and normalized to the sensitive volume (4d) was taken from the minimum of the leakage
current annealing curve. Except for the reverse annealing rate constants, all evaluated data are plotted in
Fig. 3.17 versus the equivalent 1 MeV neutron fluence, compare the hardness factors x in Table 3.1.
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Fig. 3.16 Isoth ] reverse ling curves and corresponding least-squares fits (solid lines)

for three surface barrier detectors damaged with either neutrons, protons, or pions.

The determination of the reverse annealing generation rate g, and the current related damage constant
a. for every particle source is illustrated in Fig. 3.17 a) and c), respectively. For both cases the damage
constant, summarized in Table 3.6, was calculated by averaging the individual ratios between Ny or
Al R(T){Ad ) and the comesponding fluence ®,,. The error quoted in Table 3.6 is the emor in the
average value, compare Appendix D. It will be noted that the etrors in the individual data points in Fig.
3.17 a) and ) are implicitly assumed to scale with the fluence. Regarding the portion of the stable
damage N, shown in Fig. 3.17 b} it has been exploited that according to eq. 3.12 the data should fall onto
a straight-line in the considered fluence range. The solid lines in Fig. 3.17 b) display the comresponding
fits, fumishing optimized N and g, values and their errors, both given in Table 3.6. For the sake of
convenience it has implicitly been assumed here that, contrary to the determination of g, and a., the
error in the individual N, data points assigned to one straight-line fit is a constant.

The o, for pions quoted here differs significantly from 3x 10" Acm”, which is the approximate value
following from the @ ‘. quoted in Table 3.5 for a fluence of around 10" & /cm” if a hardness factor close
to unity is taken into account. It has however already been discussed in Section 3.2.1.3 that the method
employed for the extraction of the leakage current increase in heavily damaged samples does only
provide an upper limit for the current related damage constant. Anyway, since the devices used for the
present study were processed from the same wafer and the current damage data were only taken from
devices with identical geometry, s comparison between the results from different particle types is still
justified. In this context it is noted that accordingly only those four pion irradiated devices exhibiting the
large circle geometry (type G, compare Table 2.1) could be taken into consideration. In fact always a pair
of K-type and G-type detectors have been exposed in order to determine the influence of the electrode
geometry. While no differences were seen in the data related to the effective doping concentration in the
space charge region, the leakage cumrent increase normalized to the sensitive volume was found to be
systematically larger for the K-type devices. The latter indicates an underestimation of the sensitive
volume afier the inversion of the space charge sign. This is conceivable if it is recalled that the area of
the front electrode was assumed 10 determine the sensitive area, whereas in the inverted detectors the
junction is growing from the rear plane contact which for both designs extends close to the sawing edges
of the devices.
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While the agreement between the damage
constants found for neutron and pion damage is
very good, the results for the 24 GeV proton
irradiations are always found to be significantly
smaller. This would not have been expected as
only equivalent | MeV neutron fluences were
used, see Section 3.1. Provided the proton
fluence determination is correct this would
mean that the used proton damage function
([VGI89)) yields a too large hardness factor at
the energy 24 GeV. This is imaginable as the
inelastic interaction between a 24 GeV proton
and a silicon atom results in residual nuclei
whose energy has a  Maxwellian type } % , $
distribution with an average in the 10-20 MeV
range, and which renders the calculation of the
damage function more difficult [VGIS9J.
Moreovet, in general departures from the NIEL
hypothesis need to be taken into account if the
spatial distribution of the radiation damage-
induced crystal defects plays s role [VLIR7).
The latter would however only be expected if
the average energy imparted to the PKA is less
than around § keV (see Section 3.3.1.1) which
is not accomplished for the particles studied
here. This is also confinmed by the ratios
between two damage constants shown in Table
3.6, which are assumed to be directly related to
the introduction rate of microscopic crystal
defects. As the ratios do not depend on the
fluence calibration, they should be similar for
all particle sources. The quoted emor follows
from standard emor propagation, see
Appendix D. Only for the protons is s slight
elevation of the gy/a. value noticed, which
however with respect to the omission of
systematic errors is found to be insignificant. It
will be noted that the above ratios also exclude
a contribution from impurities created in
nuclear reactions (see Section 3.3.1.1) to the
macroscopically observed damage effects, 0 ’ y > v
which is also not sccounted for by the NIEL 0 2 40 ‘:‘0 8;’ 100
hypothesis. d)eq [ 10 2 cm’ ]

In conclusion it is found that with the Fig. 3.17 Extracted parameters of the isothermal annealing
bardness factor and fluence determination e 5c fincrion of the equivalent 1 MeV neutron fluence.
currently employed for the 24 GeV proton  7me solid lines are fits to the data for purpose of evaluation
beam, the quoted @, is not equivalent to | of the damage constants for each particle source.
MeV neutrons. Therefore, experimental values
of the hardness factors were determined from the presented data. The damage constants g, , gy, and o
obtained for the protons and pions without normalization to equivalent 1 MeV neutron data were divided
by the corresponding values found at the PTB Be(d,n) neutron generator as given in Table 3.6. The
weighted average of these ratios is
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that a fraction of the imparted energy might be transported out of the considered silicon material.
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As previously stated, within errors the quoted pion fluences can be regarded as equivalent to | MeV
neutrons, whereas the proton values are seriously in error, see Table 3.1. In this context it is noted that as

to the Van Ginneken data ([VGI89]) used in this work, the proton damage function presented in
reference (HUH93] fumishes a hardness factor for 24 GeV protons much closer to the experimental
value found here.

Table 3.6 Number of samples investigated and y of
the average 1 MeV neutron equivalent damage constants
and the corresponding errors found for neutrons, protons,
and pions. Noie ihat these data depend on the used hardness
Jactors (Table 3.1) and are restricted 10 a specific material
(wafer 935).

0.1610.13 0.2410.15

2.6630.30 | 1.5110.11 | 2.5410.28
6.25+0.35 | 4.3240.11 | 6.2710.64
L 4924044 | 2.7410.08 | 5.0310.36"

0.5540.04

I g,tu.(w"x']! 1.2720.13 | 1.5820.06 1.2510.:__]'

4 Only 4 devices were taken into account, see text.

3.24.3 “Co Gamma Irradiations

Three surface barrier detectors and one ion implanted device, all fabricated from n-type float zone
materisl, have been exposed 10 ®Co gamma radiation at the Brookhaven National Laboratory (BNL). In
order to observe changes in the macroscopic device properties, irradiation doses D of up to 5 MGy were
chasen. The dose rate was either 1.5 or 5 kGy per hour, i.c., it took around 40 days to obtain the highest
dose. Only a cursory check of the annealing curve has been performed during the severat months of
storage at room temperature following the irradiation. The leakage current increase, corrected to 20°C
and nomulized to the sensitive volume, and the change in the concentration of space charges (AN, =
Ngs - Ngsa(D)) as inferred from IV and CV curves is plotted in Fig. 3.18 a) and b), respectively.
Except for some minor variations, which are most likely related to the annealing of the positive charges
and interface states of the seriously damaged oxide passivation (see Section 4), neither annealing nor
reverse annealing similar to the effects found for heavy particle-damaged samples are observed.
Accordingly, it is justified to equate the average for each device, depicted by the solid lines in Fig. 3.18.
These averages are in addition plotted as function of the imadiation dose in Fig. 3.19.

It should be noted that due to the damaged oxide the lcakage currents are composed of bulk and
surface generation currents, Only the ion implanted device was supplied with a guard ring, which
however was left floating. Proper contacting of the guard ring, sinking mast edge and surface currents,
was done only once and has reduced the ovenall current by a factor of two. In the surface barrier
detectors the relative contribution would be expected to be even larger. The effective doping
concentration is found to become more negative, and also the sign of the space charge is observed to be
inverted, as could be confirmed by TCT measurements, see Section 3.3.5. Moreover, in the dose range
studied a significant removal of the phosphorus dopants has to be envisaged, accounting for the
observation that the change in Ngsx is larger for the ion-implanted device manufactured on lower
resistivity material.

Since in the first approximation both 10° — v
quantities, A/ R(T M(4d ) and AN, appear to be
increasing proportional to the dose, the data have
been normalized with respect to D and averaged
afterwards, resulting in the damage constants and
the standard deviation error presented in Table
3.7. Finslly the ratio between the two damage
4 H ® 951G01, $.02 MGy & M21012, $.02 MGy
consans is quoted i he botom ow ol Tble 3| [s men e Sweiniw]
corresponding values found after heavy particle x
damage in Table 3.6. Bearing in mind the K N
immense surface current contribution, it is noted i i
that for “Co-gamma damage the ratio is at least
one order of magnitude larger, indicating the
expected breakdown of the NIEL hypothesis,
compare Section 3.1.
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Tabie 3.7 Damage constants and the corresponding
standard deviation errors for *Co-gamma irradiation.
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Fig. 3.18 Annealing curves after high dose *Co gamma
Irradiation. a) Leakage current increase, b} change in the
concentration of space charges.
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Fig. 3.19 Leakage current increase a) and change in the effective doping concentration
b) observed afier ®*Co-gamma irradiation as function of the irradiation dose D.



3.2.5 Influence of the Starting Material

Five different starting materisls with average initial doping concentrations ranging from 0.6x10" em”
(p-type) to 2.5x10" cm” (n-type) were investigated with respect to the long term damage constants
related to the doping concentration. Because errors from the fluence normalization had to be avoided
(compare the previous section), al! devices were exposed at the same source, namely, the Be(d,n) neutron
generator at the PTB (compare Table 3.1), which allows easy access and 2 fluence determination with an
accuracy of better than 5% [BRE89].

In order to extract the damage constants with some significance in terms of the statistics, at feast 4
detectors for any given starting materizl were imadiated, each material type covering a wide range of
equivalent | MeV neutron fluences up to 8x10'"* em™. All devices were subjected to isothermal annealing
in normal air atmosphere, typically at 49.5°C, and the analysis of the accomplished AN, anncaling
curves and the subsequent extraction of the damage constants for each material type was essentially
equal to the procedure employed in the previous section. The corresponding Ny, and N, data are plotted
in Fig. 3.20 2) and b) respectively, and the resulting average damage constants and the corresponding
errors are given in Table 3.8,

Table 3.8 Main processing characteristics, number of samples analyzed, and average values of the damage
with the corresponding error found for the devices made from differens starting materials. For
Ngo the standard deviation error has been quoted. All devices were exposed at the PTB Be(d.n) source,
and the accordingly small ervor of about 5% in the fluences was neglected.

Devices Material, Type d Ngo ¥ Ne I gr
Manufactarer {em) | [0 cm?] {t0" em®] | [102cm™] | (107 cm'] ]
=

933 | Wacker, Hamburg | surfice b. | 329 | 0.453:0.03 | § || 0.1620.13 | 2661030
[l 936 | Wacker, Hamburg | surface b. | 299 1-0.56310.10] 4 || 0002023 | 1632058 |536£0.22
934 | Wacker, Hamburg | surface b. | 505 [ 0.44120.04 | 4 | 0.2420.05 | 2.5810.21 | 5624029
|| BRBI | Tesla, Bratislava | ion-impl. | 375 | 2461033 | 4 || 0.75¢0.55 | 2942085 | 5692018 ||

M1, Wacker, MPL ion-impl. | 274, | 1.4220.08 | 11 || 0.60:0.14 | 3.0720.27 5.9540.62%
M2 Miinchen 280

“ Only three devices from wafer M1,

Regarding the reverse annesling amplitude Ny, the proportionality presupposed in eq. 3.14 evidently
holds over the full range of the investigated fluences, i.e., no tendency of saturation at high @,, is
noticed, which has been proposed in reference [WU196). Further, within the experimental errors the
introduction rate g, is found to be the same, irrespective of the initial resistivity. It is therefore
reasonable to quote the corresponding weighted average,

Fr.e18netdm = (5:66£011)x 1072 em™!,

which due to the fluence normalization probiems has been restricted to the particular irradiation source
used. The given uncertainty should be considered as the lower limit of the statistical eror in the average
value of gy, because not all of the individual g, s in Table 3.8 are fully compatible with this average in
regard to their 1-o errors.

The same arguments may equally as well be applied to the introduction rate of the stable acceptor-like
states g, , which has the overall weighted average

Ze.p78 Betdm = (2682 014)x 107 em'.

Only for the initial p-type material is the g, not in accord with this average. However, bearing in mind
the small number of investigated devices, the deviation has not been considered to be significant.

While due to the covered fluence range mostly the simplified relation eq. 3.12 has been employed for
the fitting of the dependence of the stable damage as function of fluence, sufficient data were available
for the devices provided by MP! Minchen, allowing for the least-squares fitting of all parameters in eq.

3.11. The so-called donor removal constant could therefore be derived on these samples, however, only
with a considerable uncertainty,

Caurr = (2.421.4)x10™ em?.

The parameter N, is expected to exhibit a comelation with the initial doping concentration N,g,, which
is explored in Fig. 3.21. The indicated straight-line fit has the form :

Neo(Ng0) = (032 01)N 4 o +(01£007) x 10" cm™.

In a simple approach N, may be regarded as a specific fraction of all donors with total concentration N,
which can be removed permanently by not further specified processes related to the radiation damage
events. The initial doping concentration usually is composed of donors and acceptors Ny, = N, - N,
for instance phosphorus and boron. It will be assumed here that the degree of the compeﬁsntion is very
small, i.e., the boron concentration is much smaller than the ane of phosphorus, such that Ngo » Np.
Since according to the obtained relation it is always N, < Ng, for initial n-type material, it ‘must be
concluded that not all donors of the initial material become electrically inactive after high fluence
irradiation.
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Straight-Line Fit

— 4} T essNg, /
- ¢ ©0.140.07)x10" em™*

& osp TS ‘
o 3r
~ A Y 4
> Wafer, Ngo, 4 S

—_ 2 110 em) pion) 1 0. 1
— u 938, 045,329 °

g A 936, -0.56,299 Zu 0.

> 1 0 934, 0.44,505 |

© BRBI246, 375
0 & M, 139,274 | ]

-1 0 | 2 3
12 -3
N,ﬁ:o [ 10°“ cm ]
Fig. 3.21 Correlation between the parameter Ng and
the initial doping concentration Ngq. The solid line is a
straight-line fir, weighted with the errors in the N4 data
as given in Table 3.8. The standard deviation error bars

supplied 10 the Ny, values illustrate the variation of the
initial resistivity on the wafers.

It will however be noted that these results were
obtained from short term high flux irradiations,
whereas long exposure times at a low flux might

z i A remove all donors. The latter statement is based on
0 20 40 60 80 100 the microscopic model that the donors are

R deactivated by two competin, esses and onl
‘Deq [1olzcm2] Y peting proc y

Fig. 3.20 Extraction of the long term damage constants
of the radiation damage-induced changes in Ngoy on
devices fabricated from materials with various initial
resistivities. a) Amplisude of the reverse annealing. the
solid line depicts the overall weighied average. b)
Portion of the stable damage and the corvesponding fits,
see text.

one of the reaction products exhibits a short term
annealing, resulting in the recovery of a fraction of
the donors. However, equally well the initial
overall donor concentration could be composed of
two portions of which only one is removed.
Further studies are therefore needed to resolve this
ambiguity.

In addition it can be deduced from the



comparison of the data obiained on the devices 934 and 935 in Table 3.8, which are fabricated from
almost identical material that the damage constants do not depend on the device thickness. This would
have been awaited if the device surfaces wese acting as effective sinks for migrating complex defects
[LUT9S]. Moreover, particularly noteworthy is the qualification of the long term damage model
equstions also for the BRBI devices, which are not made from Wacker material.

3.2.6 Comment on the Reverse Annealing Model

A plot of all reverse annesling rate constants
determined at 49.5°C in the studies presented in
Section 3.2.4 and Section3.2.5 versus the
corresponding equivalent | MeV neutron fluence is
shown in Fig. 3.22. Evidently 4,(49.5°C) can not
reasonably be assumed to be s constant, but rather
is in agreement with a 1/®,, dependence. Earlier
studies have not reported this relation because the
measurements were carried out in a limited range of
fluences, on the one hand, to avoid exceedingly
large full depletion voltages at large ®,, and, on the
other hand, to circumvent the difficultics met with
samples irmadisted close to the point of inversior
(D, = 10" cm?). In regard to the significant spread
in the rate constants noticed in Fig. 3.22 it is thus
ot surprising that only now, with a larger number o
of samples, the variation of &, with fluence could D, (10 cm™]
be assessed more clearly. Fig. 3.22 Reverse annealing rate constant at 49.5°C as

A dependence proportional to 1/D,, is motivated  function of the fluence as determined on various wafers
by the ides that the reverse annealing is & and different particie types, see text.
composition of essentially first order annealing
processes as proposed by Z. Li in reference (LI1295), and that the curvently used reverse annealing curve
is just a suitable parametrization, giving a good fit to the experimental data while employing a minimum
number of parameters. In fact, aiso a sum of two exponential terms a,exp(£ /t;) + a,exp(-t /1,) fits the
reverse anneaiing data equally well, however, requiring four parameters to be adjusted. Such a mode! has
not been used as the fitted parameters would be strongly comrelated and hardly could be determined
unambiguousty.

Now, if the differential equation for the defects Y accounting for the negative charge is identified
with a term reflecting an overall average first order reaction with the rate constant ky;,

=
2

-
<

10°F

ky(49.5°C) [10"% em’/s )

_
<

- (6644310 cuvs x Oy’

100

dN
eq.3.25 7‘1'-- by (Mye - Ny Y = ky (Nra - Ny),

where &, is considered to be independent of the irmadiation fluence, and if Ny, /2 is accepted as an
average value of (N, - Ny), then ky would be expected to vary with fluence as

€q.326 k(@)= %ﬂo;‘.
4

where £q. 3.14 has been used for N .Comespondingly, the rate constants &, depicted in Fig. 3.22 have
been multiplied with the appropriate fluences ®,, in order to oblain the average value and the standard
deviation error of the constant 2&y,/g,. see the legend of Fig. 3.22. If it is further asserted that the overall
average first order rate constant &, exhibits the same thermal activation characteristics as ky, it is
possible to evaluate the frequency factor &, of ky, in the Arrhenius-relation eq. C.2 in Appendix C. If the
global averages E, = 1.3]1 ¢V and g, = Sx10” cm” are employed, compare Section 5.1.1, one gets &, =
$x10" s, While, as was noticed earlier in reference [FEI93], the &, typically quoted for the reverse
annealing rate constant k, is orders of magnitudes larger than what can be expected from the microscopic
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understanding of a second order process developed in Appendix C, the value found for &y is in
veasonable agreement with the most abundant phonon frequency &, T /&, bearing in mind the various
simplifications utilized.

Besides the dependence on ®,, observed here, further experimental evidence for the underlying first
order kinetics was indirectly provided by the failed efforts to out-diffuse the defects X which according
to the original suggestion of the second order model combine to form the electrically active Y-defect.
These ideas were based on the derivation of the diffusion constant of the defects X from the numerical
value established for &, [LUT95]. Since sccording to the above statements &, can not be given a sound
physical meaning, the diffusion constant and thus the efficacy of the out-diffusion process was
significantly overestimated.

In order to calculate the parameter &, in the reverse annealing function eq. 3.13 at an arbitrary
iradiation fluence and annealing temperature based on the results reported here, the global average £, =
1.31 eV can be used as the thermal activation energy of the process. Then it is

k,(o,.nsk.,w,,)exp{- li';v) with ko(®,)=(19£12)x10' em/sx®},
B

as can be deduced from eq. 3.26 and the numerical value of 2k, /g, given in Fig. 3.22.

Finally it will be noted that for the device plotted at @, » 3x10'?cm? in Fig. 3.22 the reverse
annealing introduction rate g, was found to be 2.41x107 cm”, i.c., around half of the world average (see
Appendix E). Further, on the even more weakly damaged sample examined by isochronous annealing in
Fig. 3.10 the first reverse annealing stage could not be observed at afl. In conclusion this indicates a
variation of the reverse annealing introduction rate g, with fluence. In this context it is important to
realize that so far no dependence of the considered annealing process on the type of free carviers
{clectrons or holes) predominating in thermal equilibrium was observed. For example, the parameters
evaluated for the most weakly damaged sample from the BRBI wafer (®,, = 2x10” em?) studied in
Section 3.2.4 fit well the expected behavior, although by virtue of the low initial resistivity it was never
inverted to p-type. Further systemnatic studies on reverse annealing in the low fluence range are inevitable
to gain a decper insight.
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3.2.7 Summary of the Changes in the Macroscopic Detector Properties

¢ The currently accepted models describing the damage-induced doping changes, kfhgf current
increases, and charge coltection losses due to trapping as function of fluence and annealing time were
reviewed and illustrated by experimenta) examples.

A difference of approximately 107 cm™ x @, was observed between the absolute values of the space
charge concentration Ngxy inferred from CV curves and from TCT measurements. This result was
found to hold in & wide range of fluences (@, < 5x10" cm™) and, in the first approximation, to be
independent of the room temperature annealing time (< 10° min).

o Isochronous annealing

e Three neutron-damaged devices were subjected to isochronous annealing and data were
shown on the evolution of the doping changes and the leakage curvent.

o Using Nysce values derived from TCT measurements, the thermal activation energy of the
rate constant of the first stage reverse annealing was determined 10 be 1.36 eV.

o It was confirmed by TCT measurements that the bistable defect accounting for the decay of
the depletion voltage observed after quenching the sample from the annealing temperature is
distributed homogeneously throughout the bulk.

¢ Comparison between particle types

e Pion iradiations have shown no significant enhancement in the damage effects around the A
resonance energy at approximately 200 MeV.

o Long term damage constants were compared between fast neutrons (PTB Be(d.n)), 236 MeV
pions (PSI), and 24 GeV protons (CERN PS) using devices fabricated from the same wafer.
For the proton damage at the CERN PS an experimental hardness factor of Ko cenn rs =
0.582+0.028 was found, which deviates significantly from the value currently used for the
normalization to equivalent 1 MeV neutron data (0.93).

¢ High fluence “Co-gamma imadiations were found to introduce bulk leakage current
generation centers and negative space charge (also inversion of the space charge sign). No
annealing effects were observed.

+ Influence of the starting material

o Damage constants for the damage-induced changes in the doping concentration were studied
on materials of various initial resistivities (0.6x10' cm™ p-type to 2.5x10" cm” n-type) using
fast neutrons from the PTB Be(d,n) generator.

o Negative space charge was found to be introduced at a rate independent of the initial
resistivity, both in the stable and the reverse annealing portion.

o Only about 30% of the initia! doping was found to be removed at high fluences, indicating a
‘reservoir of non removable donors’.

o The first stage reverse annealing rate constant was found to vary with fluence as 1/®,,, and an
explanation was given based on underlying first order processes.

3.3 Microscopic Defect Studies

As noted in the beginning of Section 3.2.1, the changes in the macroscopic device properties of the
silicon detectors are explained in terms of clectrically active defect levels which are generated by the
interaction of high energetic particle radiation with the silicon atoms. A deeper understanding of the
complex macroscopic behavior can thus only be gained by microscopic investigations of these defects
using speciroscopic methods. This approach is now being pursued by several groups active in the field of
radiation damage studies on silicon detectors [BIG95, ERES5, L1196, WAT96]. However, a conclusive
explanation of the radiation damage-induced device deterioration based on a microscopic model is not
yet available.

In the following it will therefore briefly be reviewed, which kmowledge about radiation damage-
induced defects regarding their origin and their electrical activity in the semiconductor has so far been
gathered in the literature. A compilation of all impurities and defects encountered in radiation damaged
silicon is given in Appendix B". Thercafter the formal theory underlying the measurement of Thermally
Stimulated Currents (TSC) will be developed from first principles, explicitly taking care of the
peculiarities that one faces in heavily damaged, high resistivity samples. The TSC method, which has
been used in particular by the group around E. Borchi for a long time [BO191), will then be employed
extensively for the characterization of defect levels, their concentrations, and their annealing behavior
(Section 3.3.3). Since the silicon studied here is clearly distinct from standard electronic material, it is
not surprising that spectroscopic methods have now emerged which otherwise are rarely used or which in
fact are new developments. While the former refers to the optical defect filling and current based
Level Transient Spectroscopy (I-DLTS) adopted in the pioneering work of Z. Li [L1394], the latter
concerns the measurement of laser-induced current pulse shapes (Transient Current Technique TCT) at
cryogenic temperatures, which was put forward by V. Eremin [ER295]. Both methods have been applied
in this work for the determination of deep level parameters and will be presented in the Sections 3.3.4,
and 3.3.5.

3.3.1 Radiation Damage-Induced Defect Levels in Silicon Diodes

3.3.1.1 The Origin of the Defects

Nuclear Reactions

Suppose a cross section o (£ ) characteristic of » nuclear reaction between a particle with energy £ and a
silicon isotope *Si resulting in a specific nucleus, and let o (E) be sufficiently small such that the
reaction products are distributed homogeneously throughout the material under study. Then the
introduction rate g of the new nucleus can be writien as the product of o (E) and the density of the
target atoms. [n a silicon crystal this refers to the lattice sites occupied with the considered isotope, and if
it is recalled that the cubic silicon unit cell has the linear dimension a = 5.43 A and contains eight atoms,
itis

€q.3.27 g=fo(E)8/a

Here £ denotes the natural abundance of *Si being 92.21%, 4.7%, and 3.09% for ™Si,™Si, and *Si,
respectively. If the particle source under consideration is not moncenergetic, ¢q. 3.27 needs to be
integrated over £ employing the normalized differential flux spectrum as a weighting function.

A very popular example is the neutron capture reaction *Si(n,y)"'Si = *'P + P~ which frequently is
used to obtain n-type doping of highest homogeneity [MEE79). However, the thermal neutron flux of the
sources studied in this work is 100 small as that measurable amounts of phosphorus could be generated.
Further, for particle energics greater than certain threshold values additional reaction channels are open,
e.g. for neutrons!, #Si(n,p)Al (> 4 MeV), 2Si(n,d)"Al (> 10 MeV), and ™Si(n,a)’Mg (> 3 MeV)
[ANG96). While ®Al decays according to ™Al — ' + *Si with a half-life of 2.3 h, Mg is a stable
nucleus. The corresponding cross sections for the interaction with pions and 24 GeV protons (below 2.6

° Regarding 1 description, how the dominant displ damage defects have in the past been identified, compare [SCH9S).
! The threshold values quoted are only approximate.
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GeV see [MIC95]) are not well known, however, for suitable neutron energies o (£ ) becomes as large as
300 mb (see ¢.g. reference {MCL88]) which then yiclds maximum introduction rates g4 and g of the
order of 0.01 cm™.

Although this is a small value compared with displacement damage defects, these reactions are
noteworthy as Al and Mg introduce shallow impurity levels, either donors as interstitial atoms or
acceplors on substitutional lattice sites, scc Appendix B. Regarding the dependence of the cross section
for the reaction Si(n,&x)”Mg on the neutron energy shown in reference {MCL88], it is clear that
measurable concentrations of the stable Mg nucleus would only be expecied to be produced by one
particular source studied in this work, namely the 14.1 MeV neutron generator at the UKE Hamburg,
compare Table 3.1. Interest should be devoted to the fact that interstitial magnesium can donate two
clectrons and, due to the reduced core charge compared with silicon, would be expected to accept two
electrons on the substitutional position. Only one acceptor state has however been observed so far. The
reconfiguration from an interstitial to a substitutional defect or vice versa, which might be connected
with a characteristic annealing temperature, would therefore be at least threefold active in terms of the
density of space charges and thus could easily be detected by the corresponding change in the full
depletion voltage. In this context it must be born in mind that the nucleus in question will be the Primary
Knock-on Atom (PKA) and therefore has a high chance to come to rest on an interstitial site in the
vicinity of various other defects, sce below.

Displacement Damage Defects

The defects usually encountered in displacement-damaged silicon are stable complexes of impurities and
lattice vacancies emerging sfter a variety of annealing processes (see Fig. 3.23), as will be discussed in
the following, compare [VLI8?] and [ASO87). The initial damage consists of several Frenkel-pairs
created along the tracks of the primary (PKA) and secondary recoil atoms as they move through the
crystal. Also direct creation of higher order intrinsic point defects, e.g. divacancies V¥, is anticipated
given the considered recoil is sufficiently energetic compared with the single atom displacement
threshold of around 25 eV. While initially chiefly decelerated by ionization the differential displacement
cross section caused by elastic scattering of the recoils is increasing, such that below approximately
5 keV a disordered region (or terminal cluster) appears at the end of cvery cascade. It contains higher
concentrations of intrinsic defects exhibiting a mutual interacting through the resulting lattice strain. The
extent of such a region is of the order of 10 nm. Before thermal reamangements take place the total
number of displaced atoms is approximately equal to the nonionizing energy of the PKA (compare
Section 3.1) divided by 50 eV ([VLI8]).

Now, the self interstitial S, which is known to diffuse very easily even at low temperatures will
recombine with nearby vacancies, especially all close-pairs will be lost. The recombination rate within
the disordered regions is as large as 75-95% [SHI90). As only around 5 keV / 50eV = 100 or less
displaced atoms are associated with a disordered region, only of the order of 10 intrinsic displacement
defects constitute its final state. These are most likely few divacancies or other higher order intrinsic
point defects in the vicinity of each others lattice strain since isolated interstitials and vacancies will not
persist. }f the energy initially imparted 1o the PKA is smaller than approximately $ keV the number of
displacements in the terminal region will be decreased accordingly. Here it is interesting to note that for
2 PKA energy of less than 1 keV in respect 1o the previously mentioned recombination rate only a single
defect would be left, that is, no lattice strain interaction between defects would be expected to be
remaining. In this respect an extreme situation is met with “Co-gammas, as only few atoms can be
displaced, compare Section 3.1. In particular the direct creation of a divacancy or any other higher order
intrinsic point defect is very unlikely. On the other hand, for average recoil encrgies larger than around
5 keV merely the number of subcascades is growing as function of the PKA energy, and the structures
produced in the cascade terminals are virtually the same’.

Interstitials escaping the recombination will kick out substitutional impurity atoms according to the
Watkins replacement mechanism. Due to the large abundance, carbon is considered to be the main sink:
S$i, + C, - C,. Proceeding further in time, the silicon vacancies will start migrating and combine with
the dominant sink O, to form the A<center ¥O,. Although there are other impurities available to

' In this sense, except for the “Co-gamema irradistions, all sowrces i igated in this work are expected to give a similar
position of the displ damage-induced defects, compare Section 3.1.
[+

complex with the vacancy, for example substitutional phosphorus P, resulting in the E-center VP,, such
processes are not very effective in high resistivity material since the concentration is very small
compared with interstitial oxygen (so-called vacancy sharing). As outlined in reference [SU90], the ratio
between the Acenter and E-center concentration is in the first approximation about 350 for the particular
example of [0, ) = 5x10" cm? (see Section 2.2.1) and [P, ] = 10" em”. in this respect also the reaction ¥
+ ¥V > ¥V is not very effective, unless there is a locally increased vacancy concentration, as for
example close to the cascade terminals, compare [SVE92).
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Fig. 3.23 Schematic representasion of the crystal defects originating from displacement damage. The time {3
considered 10 proceed from the left to the right-hand side, arriving at a situation essentially stable at room
temperature.

The final mechanism to form the stable situation takes place with a time constant of the order of several
hours at room temperature and is initiated by the migration of the previously relcased interstitial carbon
C, . These atoms chicfly get trapped at interstitial oxygen atoms (C,0,) or substitutionat carbon C.C,)
Again the formation rate of C, P, is relatively smal), similar to VP, [ASO87).

There is still a controversy whether the carbon oxygen complex can be formed in float zone silicon.
However, as outlined by C.A. Londas [LON90), the following arguments lead to the decision in favor of
the existence of C,0;: The composition first proposed for the defect was C -0 -V, called the K-center
{MOO77). The formation would therefore require an A-center to react with 2 migrating interstitial
casbon atom. In Czochralski silicon, where oxygen is more abundant than carbon by two orders of
magnitude [ZUL89), the created A-centers could compete with the substitutional carbon for the capture
of the migrating C,. Still, in float zone silicon an electrically active defect level similar to the K-center
has commonly been observed. Consequently, many authors have assigned the C,C, complex to this level,
although Song et al. [SO290) have provided strong evidence for a much different position of the C,C,
levels in the band gap (see Appendix B). It must therefore be argued nowadays that the trapping of C, at
O, does not require a vacancy, which is in agreement with the structure of the C,0; defect proposed in
reference [JON92].

3.3.1.2 Classification of Defect Levels

According to their particular influence on the electrical device properties the defects are classified in
several ways. Firstly a distinction is made between point defects and clusters, where the latter are

66



regarded as the stable state of the disordered regions. The cluster model was first propesed to account for
the very high minority carrier recombination rates observed after damaging the samples with heavy
particles in contrast to electron or photon radiation damage [GOSS59). While the conclusions of that
model do only apply to the neutral bulk, their action within the space charge region was not further
specified and a distinction from the point defects seemed not to be justified until the recent ideas of B.G.
Svensson [SVE91] and S. Watts et al. (WAT96].

Other classification schemes for the defect levels in the gap do also originate from the behavior under
a particular experimental condition (Fig. 3.24). The terms defect level and trap, which frequently will be
used interchangeably, basically mean the same thing. While the first relates to the chemical origin of the
quantum mechanical level, the latter expresses the fundamental ability to remove a free carrier from the
conduction or valence band, regardiess of the time that the comresponding carrier stays in the trap.

5 Ec  Flig. 3.24 Classification of levels in
- % the forbidden gap.
electron [ =
k % A: shallow acceptor, e.g. B,

g B: deep donor. e.8.C,0,

hole o C: deep acceptor, eg. V O,

traps + o D: shallow donor, eg. P,

5 ¥ E: amphoteric level, eg. VV

Ey

A B Cc 0 13

An electrically neutral defect from which an electron can be excited into the conduction band is called a
donor. The corresponding energy level is introduced at £, = £ - AE, , where AE, denotes the required
electron ionization energy. In the thermal equilibrium the ionization state is governed by the Fermi level
Eg relative to E,, i.e., if Ex > E, the donor is neutral and if £ < E, it is positive, which explains the
symbols depicted in Fig. 3.24. Likewise, an acceptor level is realized if a free hole can be excited into
the valence band leaving behind a negatively charged defect.

Next, a distinction is made between clectron and hole traps, which is a misleading name, since all
defect levels can trap both cariers, electrons and holes. However, in experiments using a junction space-
charge technique (DLTS, TSC, etc.), levels located in the upper or the lower half of the gap can only be
detected if the comresponding level has been prepared such that it is occupied with an electron or hole”.
Accordingly, the energetic position is measured relative to the conduction and valence band for all
electron and hole traps, respectively, regardless whether it is a donor or acceptor. Furthermore, an
acceptor level in the lower half and a donor level in the upper hailf of the gap will sometimes be called
shallow since these levels contribute to the space charge in the depleted region’. Among them sre the
hydrogenic levels introduced by B, and 7,.

Finally, sometimes amphoteric defects are anticipated exhibiting both donor and acceptor states.
Analogous %o this are defects with multiple ionization states, being able to bind more than one single
elementary charge, see [BLA74). For most of the experimental conditions the corresponding levels can
be treated as being isolated from each other. The only requirement is that the concentrations assigned to
those levels should be identical.

Metastability

Since the binding forces between the constituents of 3 complex defect are basically electromagnetic, it is
clear that the minimization of the total energy may sometimes require the structure and the bonds to

¢ A thorough definition could be made in tevmg of the emissioa rates for electrons and holes e, ,. For electron traps ¢, > ¢, and
for hole traps e, <e, .

¥ This festure is also related 10 the rates at which carriers are emittod from the trap level imto the conduction or valence band by
thermal agitation. The notion shallow is in the literature often used for traps that arc ionized at a certain temperature,
imespective of the pasition of the trap level in the gap. Such a definition is b mbig! s it depends o
doping, snd compeasation level.
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rearrange if the charge state of the defect under consideration is changed. Moreover, upon reorientation
also the quantum mechanical levels are expected to be altered. This so-called metastability has now been
observed for a number of defects in silicon and will be illustrated here for the example of the C,C, pair,
which is one of the prominent defects in irradiated float zone silicon.

Fig. 3.25 Configurational coordinate
diagrom of the CC, pair as presented
in [SON88]. The defect has two stable
configurations, A and B. The figure

gives all reoni ion and iont.
) eneryies for a) the acceptor level, and
b) the donor level.
(b

A B

In the work of L.W. Song et al. [SON88] al! of the relevant energies and barriers for each of the three
charge states of the defect have been determined. As stated there this is believed to be ,the first bistable
defect in any solid for which such detailed information has been obtained”. The situation is sketched
schematically in the configurational coordinate diagram in Fig. 3.25. The two stable configurations are
assigned an A and a B on the left and right-hand side, respectively. For every charge state the potential
energy is plotted as function of a reorientation parameter, which is introduced for purpose of illustration
and must not be confused with the distance of the carbon atoms. Fig. 3.25 a) compares the neutral (top)
and negative (bottom) defect whereas Fig. 3.25 b) represents the neutral (top) and positive (bottom)
defect, i.e., the upper curves are identical in ) and b). In every case will the C,C, pair favor the
configuration exhibiting the smallest tolal energy. It is apparent from Fig. 3.25 that this will be state B
for the neutra) and state A for the positively and negatively charged defect. However, the reotientation
requires an energetic barrier to be overcome. Thus, at low temperatures the defect can be frozen in the
non-optimum configuration™. For example, if the defect is prepared in state B and is altowed to capture
free electrons at low temperature, the reorientation into the favorable state A takes place with a time
constant 1, given by

eq.3.28  1](7)=14x10's" ex.{- OA“SCVJ-

kT

Note that the activation energy in this relation, which has been determined by G.E. Jellison in the range
from 77 K to 125 K [JEL82], was quoted to be 0.15 eV in Fig. 3.25. Moreover, it is noteworthy that the
frequency factor is of the order of the most abundant phonon frequency k,7 /A, indicating a single jump
process, compare Appendix C. It will be shown later, how a specific chasge state is prepared and which
of the configurations are expected under different experimental conditions. In this regard it is mentioned

" Generally, the ratio of defects present in the configurations B and A i given by a Boltzmann term [BY[A] =
exp((Ey-E, ¥k, T), where £, and E, denote the minimum energies of Fig. 3.25. Since the energetic differences £, -5, are
smalt (0.04, -0.02, and 0.02 ¢V for the negative, newtral, and positive charge state, respectively) significant portions of both
figurations are anticipated st high temp €.g. room




here that at 50 K eq. 3.28 yields a characteristic time constant of about 300 s and much larger values at
lower temperatures. Further, the defect introduces an amphoteric level scheme into the band gap for both
configurations, see Appendix B. The corresponding deep donor and acceptor levels are close to the
valence and conduction band, respectively. In Fig. 3.25 the vertical lines indicate the corresponding
electronic transitions between the different charge states of the defect.

3.3.1.3 Occupation Statistics fer Traps in the Thermal Equilibrium

In a semiconductor the state of thermal equilibrium Gibbs o ‘e
is adequately characterized by the existence of a energy /
unique electrochemical potential for the electrons,
also often referred to as Fermi level £,, which is a &
constant all over the region of interest As a £
parameter within the Fermi distribution function
, &1 “ehoctrochemical” | --

Q329 F(E)=——. Eyp Potentis

vend 252

! ""[ 1,7 \ of eimmoe FE)

C 1

Ey determines the occupation of all quantum
mreclmlicll states at an energy £ with clecu:ns (Fig. Fig. 3.26 Occupation q{eflt"xy levels in the
3.26). It should be bom in mind that £ is a Gibbs o detimion funcion ¢
free energy in the thermodynamic sense [ENGS83].
Within the effective mass approximation, and when E, is not too close to the conduction and valence
band energies £ and £, (non-degenerate situation), it follows from eq. 3.29 that the concentrations of
free electrons in the conduction band, », and free holes in the valence band, p, are given by (see [SZES1])
Ep-E

eq.3.30  np=Ngy ex*t‘r——g!-) .

L koT
Here, the effective density of states N, and ¥, in the bands are related to the corresponding Density-Of-
States (DOS) masses m*,, vis

eq.331  Ney =20mmic byT/#) "

In silicon the constant energy surfaces of the conduction band in &-space are six equivalent ellipsoides.
This leads to the expression

q332  my=6"Gm)’

with transverse and longitudinal effective masses m,’ and m ;. On the other hand, the valence band is
spherical at £ = 0 and consists of two degenerate subbands. Accordingly, two different effective hole
masses (light and heavy) exist, which combine to
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€q. 333 my = 6;“ + m;.m) .

In this expression the spin-orbit split off band has been neglected. Substituting m,*, m,*, m,*, and m,,*
as given by [SZES1) gives the numerical values of the DOS masses relative to the electron rest mass m,

©q.334  ml-/my=108and mpy /my=0549.

These vatues will be used for the evaluation of deep level parumeters in this work. It is however known
that the data in reference [SZE81] is not consistent regarding the relation between the effective density of
states and the intrinsic carrier concentration. This subject has recently been reviewed by M.A. Green,
who discusses the dependence of the DOS masses on temperature [GRE90).

Now, consider a trap at the Gibbs free energy E, and of concentration N, and let the fractions », and
p. of N, be occupied with electrons and holes such that the totality condition is fulfilled,

eq.3.35 N =m+p,.

Regarding an arbitrary number of traps this leads to the general definition of the effective doping
concentration Ny (shallow doping, e.g. phosphorus, and radiation damage-induced levels),

eq. 3.36 Nﬂ’b&”- L
acveplors

N thus denotes the totsl density of electrical charges trapped into defect levels. Application of eq. 3.29
gives n, and p, in the thermal equilibrium’

1
{ﬂnP,}= N————~
|+m(t_"ﬁ)

The energy £, could for instance be determined with n optical technique. However, such data are rarely
found in the literature. As will be seen in the following section, electricat techniques like TSC and DLTS
measure, cither for electron (m) or for hole (p) traps, the enthalpy AH,, with respect to the
conduction/valence band and the corresponding entropy factor X,,. It will be shown that this follows
from the thermodynamic relation between the Gibbs free energies and the enthalpies

Eq-E, = AH, - k;TIn(X,) e-traps
E, - E,=AH, -k, Tin(X,) h-traps,

where the entropy factors X,, originate from the total entropy change AS,, encountered when an
clectronhole is excited from the defect into the conduction/valence band'

€2.339 X, =exp(as, , /ks )= ilexp(u,,,,', fks)

As outlined in {LOW8O0], it is only when no complicated vibrationa! (dynamic Jahn-Teller) interaction
exists that the total entropy change can be split into the two parts on the right-hand side of eq. 3.39. They
account for the change in the electronic degeneracy of the defect, g*/g, and the change in the
vibrationa! frequencies of the crystal, AS.,,,. Therefore, the rearangement in eq. 3.39 has to be taken
with some care, but it is a very useful notation since numerical values of g and AS,,,, can often be
estimated qualitatively.

The two electronic degeneracy factors g and g* reflect the number of quantum mechanical electron
states equal in energy for the case that the trap is occupied with an electron or hole and for the case that
the comresponding carrier is excited from the trap, respectively. While for example the electron bound to
a hydrogenic donor is twofold spin degenerate (g = 2), there is no degeneracy when the donor is jonized
(g* = 1). Correspondingly ionized hydrogenic acceptors also have g* = 1, however, due to the two-fold
degenerate valence band a bound hole results in g = 4. Regarding complex defects, it is necessary to
know the bonding structure which for instance can be ascertained with EPR measurements’. If the total
core charge is an even number the neutral state is usually found to be not degenerate, compare for
example reference [BROS2] for VO, , ¥V, and VP, .

By considering the localization of bound carriers around a defect center, it is found in [VEC76) that
the change in the vibrational entropy AS.;., due to the ionization of electrons/holes from hydrogenic

eq. 3.37

eq.3.38

* Jtis moted that the Fermi-distibution fmction is act modificd here with the defect clectromic degeneracy factors, a8 is done i
[BLA74], rather are those factors incorporsied into the comect definition of the free energy of the defect level {cf. Appendix A
of [VEC76])- Moreover, according to (BLA74), eq. 3.37 can be serious iw exror since excited staies of the trap level have
been neglected. For ple, at low lemp a iderable deviatiom from eq. 3.37 is caused by the crystal field splitting
of the phosphorus ground state.
The entropy changes cam also be regarded as the sum of the corresponding free carrier formation entyopy in the bands and the
reotientation entropy of the defect [VECT6).

Electron Paramagnctic Resonance.

-
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donors/acceptors like e.g. phosphorus/boron is very close to zero because the considered carrier is
delocalized before and aRer the ionization, so that the vibrational modes of the crystal remain
unchanged. Moreover, it is argued there that the ionization of s vacancy from its neutral to either its
negative (hole excitation, AS,s,) or positive (electron excitation, AS,,,) state is essentially equivalent to
the creation of a free electron-hole pair, which changes the entropy by AScy.

Now, for any defect level successive emission of an electron and a hole creates a free electron-hole
pair and the overall effect upon the vibrational lattice modes is indistinguishable from the direct pair
creation across the gap. Therefore, it is

eq. 3.40 A$'.+AS’-ASW#M.¢,'A§(7,

and accordingly the removal of an electron/hole from the negative/positive vacancy towards the neutral
state takes place virtually without change of the vibrational entropy.

Further, following from the thermodynamic definition the entropy change can be shown to simply
reflect the variation of the Gibbs free energy with temperature

a(EC"‘E.-) - A(E - Ey) and g_a(Eg'Ev)
o 4% ar M Mo or

Consequently, ¢.g. the phosphorus donor level as well as the vacancy acceptor level are both virtually
pinned to the conduction band. That is, their Gibbs free energy levels relstive to £ vary only weakly
with temperature due to the electronic degeneracy factors. In the same sense the boron acceptor leve! and
the vacancy donor level are virtually pinned to the valence band. These considerations may equally be
applied to other vacancy related defects. It is this measure which should be taken if no value of X,, ison
hand, rather than fixing the level energy relative to the intrinsic Fermi level £, defined below. It will be
seen in Section 3.4 that the macroscopic device properties at room temperature, as inferred from
microscopic defect parameters obtained at low temperature, crucially depend on the correct notion of the
defect level energy.

It is now instructive to cakulate the state of occupation of the traps in the electrical neutral bulk as
function of temperature. Some extrinsic Debye-lengths away from the contacts, where no electric field
exists, the sum of all charges cancels out. Therefore, in the neutral region it is

eq. 3.42 O=(p-m)+Ny.

eq. 341 A5, =

Substituting eq. 3.30 and eg. 3.36 in conjunction with eq. 3.37 into eq. 3.42 yields » unique solution for
the Fermi level E; at any temperature T, given numerical values of E, and N, for every trap involved.

Fig. 3.27 shows the result of such a calculstion assuming a constant background doping of
10" cm™® substitutionsl phosphorus atoms (P,) and equal concentrations of divacancies (VV'), A-centers
(V0,), and C,0, , all varying from 10" cm” to 10> em™ (see caption). In addition, an acceptor level ¥
arbitrarily placed at 0.2 eV sbove the valence band, whose concentration is 10% of the previously
mentioned defects, was introduced for purpose of illustration and accounts for the type inversion effect.
The level parameters AH,, and X,, as given in Appendix B were used to determine E, employing eq.
3.38, except for P, and Y, whose entropy factors were calculated from the appropriate degeneracy
factors, see above. The donor state of the divacancy V¥ has not been taken into account since it
would not affect the calculation. It is interesting to note the crossing of the Gibbs free energy of the
¥V level and the A-center around 250 K predicted by this set of level parameters.

n

Fig. 3.27 Gibbs free level energies
and Fermi level Ep plotted in the
band gap as function of the
temperature for a fixed amount of
phosphorus [P,}] = 10" em” and
various concentrations of VV,
¥0,. C,0,, and an acceptor level
Y arbitrarity placed at E, +
a)) 02 eV (see texi).
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All energies are given relative to the intrinsic Fermi level E;, which is the position of the Fermi level in
the instance of # = p . From eq. 3.30 and eq. 3.3] it can be inferred that

€q.343  E= E—C%ﬂ-%k,,nn()«r/n,y E;Lﬁ’-%k,rln@-;c [ma)

The common value of n and p is given by

eq.3.44  n=(NcNy)'" exp(-E, f2457).

which is the so-called intrinsic carrier concentration. £, = Ec - £, denotes the band gap energy. The
notation relative to £, is a common praxis as most expressions are largety simplified. For example, one
can write

eq.345 {np}=n, ex{t%).
8

so that the mass action law » p = n’;, which always holds in thermal equilibrium, now is verified very
easily. Because of the higher accuracy, and in order to comply with the evaluation of level parameters in
reference [HAL96], the data for the DOS masses and the temperature dependent encrgy gap were taken
from reference [GRE90] and literature cited there.

The general behavior of the Fermi level that is seen in Fig. 3.27 can be described as follows. At high
temperatures £, settles close to the middie of the band gap because free carriers thermally excited across
the gap dominate over the carriers excited from defect levels. Therefore, n  p, ie. £ = E,. At
intermediate temperatures the semiconductor becomes extrinsic, that is, one type of free carriers is more
abundant than the other in order to cancel out the overall electrical charge on the ionized traps. As long
as this charge is approximately constant it can be seen from eq. 3.30 that the Fermi level must vary more
or less linearly with temperature (N and N, do not exhibit a strong T dependence). Due to this
variation, £; can cross trap levels and change their occupation with electrons for decreasing
temperatures. However, at a specific level this will cancel out all electrical charges on the traps and free
carriers are no Jonger necessary to maintain the charge neutrality. At the corresponding temperature the
free cariers will freeze and the Fermi level E; is said to be pinned. These considerations are for example
very helpful in understanding TSC spectra that have been obtained after filling trap levels by cooling the
sample under 2ero bias (see Section 3.3.3).

The concentration of free electrons (n ), holes (p ). and of ionized traps as function of temperature is
illustrated in Fig. 3.28. The calculation comesponds to curve a) in Fig. 3.27, which is the case of the
smallest total trap concentrations. As argued above, deep levels (V¥ and ¥O, ) are completely occupied
with electrons at low temperatures due to the Fermi level crossing. Eventually £ pins at the phosphors
level whose degree of ionization, and consequently also the free electron concentration, levels off around
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40 K in this example. At high temperatures, encountered for example within annealing experiments, all
deep traps become partly ionized due to the broadening of the Fermi distribution.

10" e p— . Fig. 3.28 Variation of the free
y carrier (electrons n, holes p) and
- ionized trap concentrations with
' temperature for the case a)
[ displayed in Fig. 3.27. Below
350 K holes are minority carriers
1 D and vary with T as n,. The free
8 - p electrons cancel out the charge
P=] [ ~ P, | onthe ionized phasphorus atoms.
g [ - Co' Freezing of the free carriers and
o -y of the phosphorus ionization
8 1 - .| (Fermi level pinning) stars

d vy around 40 K.

1 1 . -~ VO,
0
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T (K]

3.3.1.4 Interaction of Traps with the Conduction and Valence Band

So far the processes which change the occupation of a trap with electrons have not been further specified.
Fig. 3.29 shows the transitions at work as originally proposed by W. Shockley, W.T. Read [SHO52), and
R.N. Hall (HALS2).

4 Gibbs free

energy Fig. 3.29 Electron and hole transitions taking
FC place at a trap positioned at an energy E, in
,.)] b) the forbidden gap.

a) electron emission

b) electron capture
| {d ¢} hole emission

d) hole capture

E, 4

Ey

In this model free carriers can either be captured from (b and d) or be emited to (a and c) the conduction
and valence band. Therefore, the differential equation for a, is written

cq-3.46 aa_";= ~Cally +CoRp, +E P, = oA,

» b o @
In this work a transition, typically an emission process, will be denoted by the defect introducing the
considered level and the associated initial and final charge state. That is, e.g. C,0,"® for the hole
emission from the C, 0, donor level, as compared to B, for the hole emission from the boron acceptor.
The Thermal Emission Rate

The emission rates e,, and capture coeficients c,, are introduced to account for the efficacy of the four
mechanisms a)-d). In thermal equilibrium the detailed balance principle requires the processes a) and b)
as well as ¢) and d) to operate at the same rate. From this it follows that

7

E, -E, b
eq. .47 €= c.JN(.y exp{t ( ‘,TC.VJ =Cu oM eX'{t Eck,rglJ .

Here eq. 3.37 has been substituted for 5, of p, and either eq. 3.30 or eq. 3.45 has been employed for the
free carrier cancentration in thermal equilibrivm. From the previous section it is clear that the Gibbs free
energy of the trap, E, , measured with respect to E- or £, will vary with temperature when the emission
process is accompanied by an entropy change. In order to eliminate this implicit dependence on
temperature eq. 3.38 needs to be substituted into eq. 3.47, which yields

eq. 3.48 ey = ”cwnc'yexp(- ) .

Since spectroscopic methods like DLTS and TSC measure the dependence of the emission rate on the
tempenature, it is apparent from eq. 3.48 that the characteristic energy observed is an enthalpy. A trap is
fully characterized when both capture coefficients ¢, and ¢,, which in general are depending on
temperature, and cither X, and AH,.or X, and AH, are determined from the experiment”. The latter
parameters are then used to calculate the free energy E, according to eq. 3.38. For a particular trap level
E, can further be used in eq. 3.47 to calculate both emission rates, for electrons and holes.

Although the previously stated procedure is clearly desirable, most experiments do not measure the
capture coefTicients. Rather is the following relation employed to define an (emission) cross section o,
that is assumed to be a constant in the temperature range in which the analysis of the level parameters is
performed, (compare eq. 3.48)

€q. 349 X, Chp = VacOap-
The parameter v, is calculated according to

172
€.3.50  wvyop =[ “,'T] .
Macy

AH,,
kT

It is noted here that eq. 3.50 must not be confused with the real thermal velocities of the free carviers in
the conduction and valence band (see [GRE90])). It is merely introduced analogous to a thermal velocity
in order to get a concise equation for the emission rate, which is now obtained by combining eq. 3.31, eq.
3.48, eq. 3.49, and eq. 3.50

" AH
€q.3.51  e,,(N= B[M:';V]owrz exp(--}—-—;_:ﬂ].

8

This relation is used for the evaluation of spectroscopic expetiments in this work. B is a constant
B=2J34} @z/h‘)”' =3256% 10" K2cm2s™!,

and m*,,/m, is given by eq. 3.34. Only when the capture coefficient does not depend on the temperature
will eq. 3.51 furnish the correct enthalpy value AH,, = AH',,.

Electric Field Enhancement of the Emission Rate

In the presence of an electric field the emission rate can be substantially increased. An overview of the
subject and a detailed calculation for various non-Coulombic defect potentials has been given by P.A.
Martin et al. [MARS1]. Basically three different processes need to be taken into account, either phonon-
assisted or pure tunneling and the Poole-Frenkel effect, see Fig. 3.30.

" Ttis noted hese that there is a0 easy way to both emission p 2} and ¢) for 2 particular trap separately since one
of the emisssion rates always predominates.
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For 2 typical space charge density of around '
10 cm? and a reverse bias voltage of 10V,
eq. 2.5 yields a maximum field strength of the -qfremsd
order of 10’ V/icm. Now, pure tunneling becomes
important only at around 10’ V/em, and thus is
not anticipated in the high resistivity materiat
studied in this work. Still significant effects can

arise from phonon assisted tunneling for typical ,.o.4 = r; 840
short-ranged deep level potentials, and Poole- I
Frenkel enhanced emission for long range g::l-*"m
, . 8, asion

Coulombic potentials. However, at the smallest
electric field strengths only the latter is € l__
noteworthy. Therefore, if a field enhanced ) p
emission is noticed in this work the Tunneling
corresponding  defect level is most likely a € [ e
shallow donor or acceptor, both leaving a charged ! Tonneling
defect upon emission of the trapped carrier.

According to Fig. 3.30 the Poole-Frenkel Fig. 3.30 Three mechanisms of field enhanced

effect can be regarded as a lowering of the a Coulombic potensial, from P.A. Martin et al. [mtm]
ionization energy E,, which is equal to £ -E,

and E, -E, for shallow donors and acceptors, respectively. Given a constant electric field F aligned in
the - z direction, the dius of the loca) potential maximum is given by

eq.3.52 g =,[q, [(4xeeFcos(@)),
which is around 35 nm for F = 10° V/cm and @ = 0. The cotresponding change in the potential barrier is
Foos(®
€353 850)= g, (L0
0

yielding - 7 meV for the above example. A three-dimensional averaging of the spatially varying emission
enhancement factor exp(-8E, (0 )/ k, T') results in

€. 354 €, ,(F)/ e, (O)=1 2o - Dexptr)+1}+172,

where y = -3E,(6 = 0)/ (k;T). For 8E, (8 =0)=-7 meV and at T = 100 K this gives a factor of 1.4, as
compared to the one-dimensional approximation exp(y ) = 2.3, which largely overestimates the correct
value.

The Capture Coefficlents

Depending on the underlying process the capture coefTicients shoukd generally exhibit a characteristic
variation with temperature. Different modes of energy dissipation are iflustrated in Fig. 3.31, for a full
discussion see [BRA79]. The multi-phonon process as originally proposed by [HEN77) has been widely
applied for capture experiments in large band gap materials. As a main feature the capture cross section
would be expected to show an exponential dependence on the temperature, reflecting an energetic barrier
E, that needs to be overcome by thermal activation,

€q.3.55 o =a exp(-E,/kyT).

However, for deep levels in silicon originating from radiation damage the capture exhibits a much
weaker tempenature dependence and the excitonic Auger mechanism would appear to be more likely
(HAL96).

As outlined in [LOWSO] in general the capture cross section o is small if the emission enthatpy AH
is large, and vice versa,

eq-3.56 o =a(D)exp(-aaH),
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provided the capture mechanism occurs by a smoothly varying process of energy dissipstion. The
examination of experimental values in [LOWS0] suggests that electron traps similar to the A-center are
reasonably well described by o (0) = 4.1x10" cm® and @ = 14 eV"". If no experimental value is available
a can crudely be estimated from eq. 3.56.
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Fig. 331 Schematic representation of some nom-
radiative capture processes.

a) Cascade capture. The spacings between the excited
levels of the trap under consideration are so smail that
the carrier 1o be captured can successively drop down
the level scheme and convert the energy into single
Pphonons. The process does mainly occur for shatiow
hydrogenic impurities.

b) Auger capture. The difference in energy is imparted
10 a neighboring carrier in the form of kinetic energy.

¢) Multi-phonan emission. Afier the capture the defect
vibrates violently and thereby emits several phonons

before 1t setles into a new configurational state
[HENT7],
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Basic Equations with Defects

As a groundwork for the foilowing sections it is shown here, how an arbitrary number of traps enters into
the basic semiconductor equations in one dimension. Firstly, the continuity equations for electrons and
holes are written

a {n.

eq. .57

Aucus oo tn T eloonds Sensbon)

The electrical current densities /,, are composed of drift and diffusion terms. Making use of the Einstein
relation, which relates the diffusivity and the zero field mobility pa., , gives

aim
eq. 3.58 _’" 90({";P}ﬂ. p(E)Ei—"Ol.p axp ) .

Here E denotes the electric field strength and p,,, is the field dependent drift mobility, see Appendix A.
The total current, which must be solenoidal, is the sum of /., j,, and the displacement current originating
from the temporal variations of the electric field £

q. 3.59 J'olz.’n "'/p*uo ax

Finally, the Poisson equation is written
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eq. 3.60 5=-‘;‘:-;’—(p ne Nd)
employing the general definition of Ny presented in ¢q. 3.36. Given a set of appropriate boundary
conditions, simultancous solution of eq. 3.57, eq. 3.60, and ¢q. 3.46 for every trap under consideration
will provide a full characterization of the particular situation studied.

3.3.1.5 The Space Charge Reglon

When a diode is reverse-biased, a region W devoid of free carriers evolves such that the ionized traps
within this region account for the band bending required to maintain the potential difference g, ¥ (Fig.
3.32). Since this is not a thermal equilibrium condition, eq. 3.37 can not be used to calculate the
occupational state of the traps. However, it is # = p » 0, thus capture of free carriers in the space charge
region can be neglected and only emission processes of electrons and holes from the traps into the
conduction and valence band need to be taken account. Therefore, eq. 3.46 reduces to

eq. 3.61 -a-"—‘--e,n,+¢’p,
at
In the steady state itis @, /3 ¢ = 0 and the occupation of a trap with electrons n,* or holes p,* is

€.3.62  {n,%p, %)= N

Nl T = T ]

ry .

1+ ,/e’j 14+ & ex{t:ﬂ]
C’ k.T

Provided the capture coefficients c, and ¢, are of the same order of magnitude, it is evident that in the
first approximation only levels below the intrinsic Fermi level are occupied with electrons, whereas all
other levels are empty. In addition it can be concluded that only those acceptor levels located in the
lower half of the band gap and only those donor levels in the upper half can contribute to the space
charge under these conditions. Thus, in the space charge region the effective doping concentration is
approximately given by

€36}  Nygx= LN- XN,
domors scoepiors
wihE, > B, whhE,<E,

It will be noted that the above statements do not hold at the edge regions A and p of the depleted zone,
as displayed in Fig. 3.32. These regions are defined for each rap by the intersection of the quasi Fermi
levels for electrons and holes, £, and £, and the energy level E,. Within those edge regions the
occupation function is given, like in the neutral bulk region, by the thermal equilibrium Fermi
distribution, however, replacing the Fermi level £, by cither E,, or £,,. An active depletion width W,
can therefore be defined by W, = W-2. -

It will now be studied, which currents flow in the space charge region when the occupation of a single
discrete trap relaxes from a previously prepared excited state to the steady state value given by eq. 3.62.
The result will be the total external current /.. (1) at a specific time 7. Especially no supposition is made
here neither for the state of occupation at that time nor for the way by which this state was arrived at.
Consider the deep donor level in Fig. 3.32 that changes its state of occupation via emission of holes in
the range from x, to x, + W,. Also electrons will be emitted from this trap level, though at a much
smaller rate. Anyway, the treatment that follows also holds withoul modification for any trap,
imespective of the position in the band gap. Due to the clectric field the emitted holes and electrons are
swept 1o the left and right-hand side of this region rather quickly. Hence, the free camier concentrations
n and p can be set equal to zero and consequently the continuity equations for electrons and holes, eq.
3.57, are reduced to

_ 13y, 13,
eq. 3.64 0-% 6; +en, O= oy +e,p;.

From eq. 3.64 the electron and hole current density /, and j, can easily be found by integration, making
use of the boundary condition that according to the disection of the clectric field no electrons flow
through the edge on the left-hand side at x, and no holes flow through the edge on the right-hand side at
xg + W,. That is, the corresponding currents are equal to zero at these points, and subsequentiy

€q.3.65 . (x)=-goem(x-x,) and Jo ()= —qoepp (Wp - (x - x,)).

For the coordinate system chosen, the electric field has a negative value which requires the currents to be
negative. In eq. 3.65 it was assumed that the occupation of the trap under consideration is homogeneous
throughout W, . However, no assumption was made about the background doping or the spatial variation
of the electric ficld strength. According to eq. 3.59 the total current can be calculated at any position x as
the sum of electron (j, ), hole (j, ), and displacement current (i), see Fig. 3.32. j,, is now integrated over
x in the region ¥, , exploiting that the total current must not vary with distance,

1o+,
. , DE
lem‘ I dx[fn"'jp*'ullw]
Xy
eq. 3.66 ot oW, .
. d dx A(xo +¥,)
- ]4:(,,+j,)§ Ide+een[E(xo)—aT°-E(x°+W,)T'—
x o
- =0

Fig. 3.32 Band structure of o
reverse-biased diode with traps at
an b diate low temp 3
Some of the deep levels are
assumed to be filled due o o
preceding filling puise. Levels
from E; 1o E, are: a shallow
donor, a deep acceptor, a deep

ptor filled with electroms, a
deep donor during emission. and
a shallow acceptor. For purpose
of dlustration the shallow doping
has been chosen to be p-type (in
analogy to an inverted detector).
The currents in the space charge
region are:

J« electron drift currem,
1, Aole drift current,
Ja displacement current.

QoW In x
Jiot /
Ip
QAW
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As the external bias is kept constant, the second term on the right-hand side must be equal to zero.
However, to isolate this boundary condition the successive order of integration and difTerentiation of the
electric field needed to be exchanged. Since in the general treatment the bounds of the integral have to be
considered as function of time, the last term on the right-hand side is introduced. Now, for the situation
of a fully depleted detector, the bounds x, and x, + W, correspond fairly well to the front and back plane
contact, which makes them constant in time. If, on the other hand, one of the bounds corresponds to the
edge of the depleted zone and thus is leR free to vary, the electric field must have a value close (o zero at
that position. In conclusion it can be shown that the last term is small compared with the first term on the
right-hand side of eq. 3.66, given the active depletion region W, is larger than the edge regions A and p.
This can always be achicved by using a reverse bias larger than E,/g,, which will be the standard
procedure in this work. A more rigorous description of the problem appropriate for small reverse bias
voltages is possible in terms of the so-called Grimmeis D-factor, compare [MEI92).

The final result is obtained by performing the integration of the clectron and hole currents over
distance, using the relations given in eq. 3.65. Bearing in mind the above approximations, the total
current at a specific time ¢ can be written in a very general form,

en +¢
€q.3.67 o -—q,-"—zﬁ'—"-v,.

All quantities in this expression are considered to be functions of the time ¢, i.¢., the relation also holds
true if the active depleted width #, is not constant during the emission of carriers.

The dependence of the trap occupation », on time can be determined from the differential equation
¢q. 3.61. A general solution in the space charge region can be found by integration,

(1) (") 1
eq. 3.68 n,(t):n,’(l)+[(r,(0)-n,'(0))— fdny ex Idt'(e,+e,)]]ex;{—]df(e_+¢')].
() ° ¢

Although the solution is frequently found with an other arrangement of the terms, the above expression is
especislly suitable for numerical integration, irrespective of whether electron emission, e,, or hole
emission, e,, dominates. Basically eq. 3.68 says that at any time £, n, is given by the steady state value
n,* at that time (eq. 3.62) plus an exponentis) decay of the initial perturbation at ¢ = 0, n,(0) - n*(0), to
which the temporal variation dn,* of the steady state value supplies a correction.

Having established all trap concentrations, the active depletion width #, must be chosen in accord
with the boundary conditions of the problem, typically as a function of the reverse bias. For the case of
one single trap Jevel with small concentration, such that the effective doping concentration Nyyx may
be assumed to be constant all over the depleted region W, it is possible to derive expression for A, 1,
and W, [RAWS7). The separation of the trap encrgy from the bulk Fermi level is denoted by

(Ep, - E)! Ngy>0
€q.3.69 A= = 5)iqe Neg )
(E, ~Eg)iqy Ny <0

Moreover, for the sake of conciseness, the effective doping concentration is accounted for by the full
depletion voltage ¥,

€370 ¥, %d’wg_n}-:/,.
o

Then, for V < ¥, itis

Vv, 72
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A

eq. 3.72 A=
qu, +Vy

V2
] =const , and
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eq.3.73 "_,[,_[“:..‘?]u,].
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Now, if significant concentrations of defects are present, which will ofien be the case in this work, the
compensation effect will result in a Fermi level close to the intrinsic Fermi level in the neutral bulk.
Thus, the A-region is more or less meaningless. Also, it is in general not possible to make a reasonable
supposition for the built-in voltage ¥,, . Therefore, if nothing else is stated, the built-in voltage and the
edge regions will just be neglected and the following, much simplified expression is used for the
calculation of the active depletion width

2eeqV
cq.3.74 W, = s ..
Y Nq;.sc'n[

A more detailed expression for the variation of the total current j, with time would require the temporal
variations of the emission rates, i.e., the temperature T as function of the time /, to be further specified.
This course will be followed twice, for the thermally stimulation of currents in Section 3.3.3 and for the
isothermal current decay in Section 3.3.4.

A special solution is given for the case that the steady state condition specified by eg. 3.62 is reached.
That is, eq. 3.68 is considered on a time scale large compared with the characteristic time constant (e, +
¢,)". The evaluation gives the leakage current related to a specific defect level,

e.e
€Q.3.75  ju,=-Gg——L—W,N, = —qnz;'W,.
e, +e,

The generation lifetime t, in eq. 3.75 is given by

€376 1'=—L . “acphhs .
e . m{ Ek‘f )”’ "p(_ Et-: ]
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Plotting eq. 3.76 as function of E, gives a very narrow peak around E, (provided the capture coefficients
¢, and ¢, are of the same order, compare [SZE85]). This demonstrates that irap levels close to £, are
singled-out by eq. 3.76 as efficient leakage current generation centers. Finally it will be noted that if a set
of discrete levels exists in the sample, the total current simply consists of the sum of the currents from
each trapping level.

3.3.2 Experimental Set-Up for Microscopic Defect Studies

As outlined in the previous section, the most important parameters of a deep level, the enthalpy and the
cross section, are intimately connected with the dependence of the emission rate eq. 3.51 on the
temperature. It is therefore common to most spectroscopic methods that a specific electrical property,
related to the emission rate, is measured as function of a varying the cryogenic temperature. Since the
quality and the reproducibility of the results depends very much on the accuracy of the measured
temperature, considerable experimental efforts have often to be made in order to optimize the particular
experimental set-up. Thus, in the following, the two cryostats used in this work will be described in
detail. All electronics issues have been compiled in the form of block diagrams in Appendix F and will
be discussed in the sections dealing with the particular experiments.

3.3.2.1 The I-DLTS and TSC Set-Up

TSC and DLTS measurements can provide valuable spectroscopic information for temperatures as low
as 10K and have therefore been built on top of the 2™ stage cold station of a closed-cycle helium
refrigerator which is housed in an evacuated cryostat chamber, see Fig. 3.33. The circular high-purity
copper plate (hot-stage) is separated from the coldest point of the refrigerator via sapphire rods ¢high
thermal canductivity). This is a design feature of the original DLTS system and was introduced in order



1o overcome the limit arising from the highest temperature allowed for the 2™ stage cold station [COH]).
However, because of the relatively small band gap energy this is not a difficulty met with defect studies
on silicon”. Indium foils were used at various places to improve the thermal contact. A cylindrical 30 Q
resistor is located in the middle of the hot-stage and provides a heating power of 30 W when the
maximum current of | A is supplied from the temperature controller. TSC measurements have profited
from the hot-stage set-up inasmuch as the large heat capacity of the cold-stations is decoupled by the
sapphire rods, allowing for comparatively high heating rates (1 K/s).

Fig. 3.33 Exploded side view of the
mechanical set-up constructed on
top of the 2* stage cold station of a
closed-cycle helium refrigerator
(CTI  Cryogenics Model 22C,
operated at 50 Hz). The outer
cryostat chamber walls are not
shown.

The samples, as mounted on the ceramics support, were clamped very tightly on top of the hot-stage. In
order to ensure maximum accuracy of the temperature, the silicon diode sensor was always placed on top
of the sample ceramics support in very close proximity to the detector. Although worse than e.g.
sapphire, the heat conductivity of the AlO, ceramics was found to be sufficient to allow fast cooling.
Below around 30K the cooling rate is increasing due to the reduced heat capacity of copper. At
temperatures smaller than 20 K the heat conductivity is reduced (e.g. in the sapphire rods) and heat
transport to the hot-stage set-up by radiation from the heat shield becomes important. Although the
cooling rate is significantly reduced then, temperatures of around 15 K could easily be attained within
around one hour.

The electrical connections have been optimized with respect to both the heat leakage from the
external connectors and the two main noise sources, namely, microphonic interference, caused by the
helium gas pumping at a rate of around | Hz, and RF. Very good results were achieved using a soft coax
cable for the supply of a positive reverse bias voltage to the rear contact of the detector. A thermal
connection at the 2™ stage cold station blocks most of the heat leakage. Moreover, thin copper whisker
wires with small thermal conductivity were used to bridge the final distance to the sample connectors.
The RF is largely blocked by the cryostat housing, so that an unshielded wire was sufficient for the
connection of the low potential side.

For the instances where optical filling was used (I-DLTS), an aperture was placed closely above the
sample in order to confine the weakly collimated laser light to a narrow spot. The laser diodes and the
collimator were mounted outside the cryostat housing at a fixed distance above the hot-stage and could
be adjusted with respect to the X and Y position. The light was transmitted through one of the quartz
glass windows of the cryostat. Moreover, an alternate heat shield providing a small passage (@ = 5 mm)
for the light was necessary, The latter is a source of infrared stray light, which adds up to the black body

" Even trap levels close to mid-gap exhibit an emission time constant in the order of ms around 300 K, which is the lower limit
for the rate-window in a typical DLTS measurement. Whether a temperature is useful or not does however depend on the
particular spectroscopic method in use.
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radiation field that exists in the entire set-up due to the relatively warm (> 35 K) heat shield. The
corresponding photon energy would according to a first order estimate be able to depopulate occupied
trap levels with small ionization energies. This is probably the reason why, using this set-up, the shallow
levels introduced by phosphorus and boron could not be detected in TSC measurements, whereas these
levels were seen by groups using a liquid helium cryostat which of course provides a more efficient
shielding [BAL93,BIG94]. Finally, it is noted that because of its easy and reliable operation the set-up
described above has at times also been applied to study the variation of IV and CV curves with
temperature.

3.3.2.2 The TCT Set-Up

Also laser-induced current pulse shapes can be studied at lower temperatures, which has recently given
significant new insights into the field of radiation-induced deep levels in silicon detectors (see
Section 3.3.5). The set-up has to be designed for high frequency operation (ns time resolution) and has to
provide a means for laser light illumination on the front and rear side of a cooled detector. Only few set-
ups fulfilling these requirements have so far been constructed, basically all by V. Eremin [ER295).

Fig. 3.34 illustrates the principal arrangement and sketches the cooling mechanism. The detector is
mounted directly on a high quality circular copper plate which is connected to the earth ground. A bronze
clamp is used to establish the front contact and to put pressure on the sample to improve the thermal
contact. The temperature sensor again is placed in the direct vicinity of the sample. Heating power is
supplied by a circular shaped, approximately 25 € heating resistor glued to the bottom side of the copper
slab. All electrical connectors and also the two glass fibers for front and rear side illumination are lead
into the aluminum housing through a brass tube from the top. At the end of the fibers the cladding has
been removed. The unfocused laser light illuminates a spot whose extent can crudely be adjusted by
manipulating the distance between the fiber ends and the detector surfaces.

Fig. 334 Side view of the
mechanical set-up constructed by
V. Eremin [ER295] for the study of
laser-induced current pulse shapes
and transformations of the electric
field due to the trapping of the
optically generated free carriers
into deep traps.

The whole apparatus is then placed into a bottle-like glass chamber whose bottom has been removed
(compare Fig. 3.34). A rubber ring is used to tightly close the neck. In order to initiate the cooling
process, the level of liquid nitrogen, which is continuously evaporating, is raised. Within the glass
chamber the level is regulated by the pressure of the nitrogen steam which passes the aluminum housing
and leaves the top valve (not shown) at a limited rate, i.., the valve actually controls the cooling rate.



33.3 Detailed Studies on Damage-Induced Defect Levels Using TSC

The measurement of thermally stimulated currents (TSC) provides a means for the study of defect levels
in semiconductor diodes. This technique has been widely used for the investigation of radiation damage
effects in silicon detectors since it is easy to set up and, in contrast to the well established C-DLTS
technigue (compare Section 3.3.4), remains applicable even for the highest fluences {HEI76,BOR9I,
L1395}. 1n addition to the TSC spectrum, which is a unique representation of the deep level energies
associated with the defects present in the sample, concentrations and spectroscopic information like
emission enthalpies and cross sections can be obtained.

The basic measurement scheme is illustrated in Fig. 3.35, and the corresponding electrical set-up used
0in this work is shown in Fig. F.3 of Appendix F. The devices have typically been cooled down under a
reverse bias (a). At the lowest temperature (T,..,) 8 sufficiently large forward bias (-100 V) was applied
for a certain time (fy > | ), whereby the injection current was limited by a series resistor R (b).
Immediately following the trap filling period the reverse bias is reestablished. Afier an initial delay
period (¢,) the temperature is raised at a constant heating rate B and the TSC data are recorded (c). Ata
certain temperature characteristic of a particular defect level the trapped carriers are emitted into the
valence or conduction band, which is detected as a current signal. If not otherwise stated, the heating rate
was 220 K in 20 min’, that is, p = 0.183 Ks.

a) b)
laser diode
”
o .
238% .I
L) | V<o
anrent voltage sowrce R
Fig. 335 Schematic representation of the TSC
<) measuremen.

a) Cooling down wnder reverse bias. The current
measured is due 1o the steady state generation at the close
to midgap levels.
b) Injection of free carriers at a low temperature. The
diode is forward biased and the injection current is
limited by the series resistance R. Injection is also
possible by optical generation of free carriers.
¢) Recording of the TSC spectrum. The sample is reverse
biased and heated at a consiani rote. At a specific
tp ¢ the trapped charges are emisted giving rise
10 a unique current peak signal.

Fig. 3.36 shows typical TSC spectra for a set of reverse bias voltages measured on a device iradiated by
a large fluence (@, = 3.82x10” cm?). Above around 180K the steady state leakage current
predominates the overall signal. The high resolution of this measurement atlows an unambiguous
assignment of peak labels, which are introduced here in order to facilitate the discussion in the following
sections.

- Regarding a di ion of the experi | iderations leading to this choice compare the variation of the heating rate
method in Section 3.3.3.7.
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Fig. 3.36. Typical TSC spectra for a d irradiated by a fi of 3.82x10" em™ (device M20708). The filling
of the deep levels was achieved by injecting a forward current of Iy = 1.7 mA at Tyy = 20 K. A heating rate of p =
0.183 K/s and different reverse bias values were used. The depletion voltage at 294 K was Vo, = 82 V after | year
of room temperature annealing. The various emission peaks have been labeled with a capital letter.

It is noted here that in the early literature, when the TSC method has been used on low resistivity
material, it was a common praxis to fill only majority carriers, preferably by cooling the sample in
therma) equilibrium under a bias voltage of 0 V [SAH70,BUE72]. However, due to the Fermi level
pinning illustrated in Fig 3.27 this is useful only when the deep level concentrations are small compared
with the concentration of shallow dopants. For heavily damaged devices fabricated from high resistivity
silicon this assumption is not generally valid. Thus, a significant occupation with electrons and holes is
often possible only via injection of free carriers either by forward biasing or by means of optical
excitation. The initial state of the defects is then not very well defined, and ambiguous results are
obtained depending on the filling temperature and the length of the free camier filling pulse or the ratio
between deep center and shallow dopant concentrations, both complicating the derivation of deep level
parameters from TSC spectra, especially the concentrations.

Therefore, systematic investigations exploring the dependence of the TSC spectra on the filling
conditions and the applied bias voltages will be presented. Methods for the accunate extraction of
concentrations will be applied to the predominant peaks found in the spectra. Further, two devices have
been subjected to isochronous annealing which allows for the correlation of the evolution of the TSC
spectra with simultaneously measured {V and CV data. Finally, deep level parameters will be determined
using the variation of the heating rate and the delayed-heating method.

3.3.3.1 Useful Equations for the Analysis of TSC Signals

A very general expression for the currents originating from carmrier emission in the space charge region
has already been derived, namely eq. 3.67 in Section 3.3.1.5. Suppose a specific deep level whose
concentration, energetic position, both capture coefficients, and initial occupation is known. Also let the
size of the active volume be specified. Employing the variation of the temperature as function of time
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that was realized in a particular TSC measurement, the corresponding current signal to be expected from
this trap could be cakculated numerically. While this shows the way, how to develop a most general
fitting program that deconvolutes the entire TSC spectrum, it gives not much insight into the functional
relation between the level parameters and the features of the comresponding TSC peak signal. Therefore,
approximate analytical expressions will be derived in the following. 1t must however be born in mind
that considerable simplifications are necessary, especially a temperature independent cross section,
compare Section 3.3.1.4.

Tt will from now on be assumed that one of the emission rates dominates over the other, ¢.g., ¢, >> e,
for traps in the upper half of the band gap (clectron traps)’. The positive electrical current measured in
the external circuit /e is given by the device area 4 times the simplified expression for the total current
density j,, deduced from eq. 3.67,

1 | Bio_l, i
€q.3.77 ’m(r(‘))=;%"”:‘-r{“nh}"590‘”’: a'tp'.

As there is & unique relation between time and temperature, the TSC signal /iy can be regarded as
function of both. Thus, from the rearrangement shown on the right-hand side, which follows from
¢q. 3.6] when the above presupposition is employed, it can be concluded directly that the integration of
the TSC signal from one trap over the time, O = fd? Ine(1), is related to the concentration of initially
filled traps by [FORT1)

Q.37 {n,(0)p,(0)}= z%/:—: )

Moreover, the time at which the TSC signal has its maximum value can be found from eq. 3.77 by
differcntiation. 1t follows that the emission rate at that point obeys the differential equation de, Jot =
(e.,)". Since the emission rate is a function of the temperature, it is now necessary fo assert that (¢} =
Towr + B x 7, assuming an essentislly constant heating rate B . Application of eq. 3.51 then yields for the
temperature 7., of the current peak [BUE72)

-~ ,,{g,_ Bo,mucy[ms ]
p
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eq.3.79

It is clear from this relstion that the ionization enthalpy is more or less proportional to the corresponding
peak temperature. For silicon, & heating rate of 0.183 K/s, and typical cross section values (10 ¢m?) the
enthalpy is in the first approximation given by AH",, ~28 &, T,

Finally, the full expression for the varistion of the TSC signal with temperature can be deduced by
substituting the concentration of occupied traps given by eq. 3.68 into eq. 3.77,

IrscT) = 2404 ﬁ-.(O).p,(O)}%(m”(nexp[-% frar e.,,.(r))
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In accord with the initial assumptions it has been used in eq. 3.68 that #,* is equal to 0 or N, for electron
or hole traps, respectively. It should be noted that eq. 3.80 stays valid even if the depleted width W,
varies, provided the assumptions made in Section 3.3.1.5 hold true. The analytical approximation of the
integral in eq. 3.80 has been taken from reference [S1271), where the weak 77 dependence of the
emission rates is neglected. Using that approximation it is further possible to derive an analytical
expression for the peak curvent of the TSC signal

eq. 3.80

: Anmnmrumm-dwem.mm.mohun-hﬂm.isﬁmnknnuvw-d
from the top t0 the bottom.

I BAH AH
. 3.81 . N Ap _ np
“ nes = 3904102y O} (Tor) ksTl, m{ A}r..pmr._,]'

and the peak width at the points of inflection
©q.3.82  AT=2kT., /AH,,.

AT corvesponds fairly well to the width at half maximum of the TSC peak. Therefore, a very simple
peak analysis would determine the width and the maximum temperature to get AH,, from eq. 3.82 and
an estimate of the cross section o,, from eq. 3.79. Finally, the concentration of the filled traps can be
inferred from the peak height using eq. 3.81. This analysis can give reasonable resulis only when the
peak is clearly isolated. If the TSC signal constructed from the evaluated parameters does not fit the
measured data, the investigated peak is likely to be composed of more than one level.

3.3.3.2 Defect Assignment

Radiation damage-induced defect levels have often been accurately characterized, and a compilation of
the corresponding data selected from various literature references is given in Appendix B. Also it has
been calculated there with eq. 3.79 at which tempenature 7, the corresponding TSC peak is to be
expected. The calculation holds for the heating rate normally employed in this work: § = 0.183 Kis. A
straight-forward assignment of the chemical nature to the peaks observed in the TSC spectrum can
therefore be done by just comparing the observed peak temperatures with those given in Appendix B.
Ambiguities can furthermore be resolved by accounting for the fact that, as outlined in Section 3.3.1.1,
there is a limited number of defects which are expected to predominate in neutron-damaged high
resistivity silicon, namely VO, V¥, C,C,,and C,0,.

Assignment | Table 3.9 Compilation of the peaks
Jound in the TSC spectra (heating
342 e |Fig. 3.54¢c) ? rate B =0.183K/s) and temative
396 7 |Fig 3.56b) 7 ;;"!""'""“”fn ";"'h:"""""‘ %
48.0..47.1 e |Fig.354¢) C,C.(Bf™..7 temperature T, with the values
70.0 e {[Fig.3.54 VO, (+C,C,(Ay™) || calculated from literature data
X O [TEET) TN ey, e e ome
912 e |Fig.354b) [| smatt peaks which were nor clearty
95.6...99.1 e |Fig.254¢) [ i ﬁ'v:;:":w spectra Mvz ng
162 A [Fig 3.34¢) 4%l ﬂ etc.). The ar:':wmﬂa:'hal lhel
120.6 e |Fig3ssn)t ? peak emerges during isochromous
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All peaks that have been observed in this work are listed in Table 3.9. In addition to the measured
maximum temperatures 7__, also the type (electron or hole trap) is given which, as will be shown in
Section 3.3.3.4, could be inferred from TSC measurements applying special methods of trap filling. Most



peak temperatures were taken from the TSC spectra measured on a weakly damaged device during the
isochronous annealing study (Section 3.3.3.6). Whether a certain peak is observed or not depends very
much on the particular experimental conditions realized and on the annealing history. Reference is
therefore given of the specific figure showing the peak.

The assignment of peak J to the C, donor level is speculative, as the interstitial carbon anneals out
rapidly at 300 K. As all samples studied were stored for an extended period at room temperature, c™
should not be present in the measurements shown in this work. Further, a lot of peaks were discovered
whose origin is not clear. On the one hand, this may be due to the distinct filling processes used for TSC,
as compared to DLTS, which might bring to daylight yet unknown metastable defect levels. On the other
hand, the absolute sensitivity of current based spectroscopic methods is very high (MEI92]. Thus, these
levels may simply have been overlooked in other measurements up to now.

3.3.3.3 Variation of the Depletion Width

The analysis of experimental TSC data is straight-forward only if the width of the active region W, is a
constant, at least during the emission of carviers from the particular trap under study. The assumption to
be fulfilled is that the concentration of the corresponding trap needs to be small compared with the total
concentration of the remaining space charges. This is however only valid for small imadiation fluences,
less than 10" cm?, regarding typical values of the defect introduction rates (» 1 cm™) and initial doping
concentrations (= 10" ¢m”). The particle fluences that the devices will be exposed to during the
operation in a future high-energy physics experiment are however considerably larger. Therefore, the test
structures used for TSC measurements in the literature are often found to not accomplish the above
presupposition. It will thus be explored here, how the TSC spectrum is deteriorated by high defect
concentrations and which way concentrations can still be derived correctly.

Fig. 3.37 shows simulation results of the TSC signal /ryc, of the active depletion width #,, and the
effective doping concentration Nguy as function of temperature, reflecting the major effects
encountered in 3 more or less realistic situation. A certain amount of shallow phosphorus background
doping and three filled defect levels, two decp acceptor electrons (F, N) and one deep donor (M) giving
sise 10 the TSC peaks, were taken into account. The occupation of the three traps with electrons and holes
as function of time was found from eq. 3.68 by numerical integration. The temperature was assumed to
be increasing at a constant rate of 0.183 K/s. Moreover, the trap occupation was taken to be
homogeneous, not only in the depleted region, but all over the sample thickness. This assumption is
however almost certainly seriously in emor since within the neutral bulk region, whose width also tums
out to be temperature dependent, the carriers emitted from a particular trap are very likely to be retrapped
into deeper levels. Taking the retrapping into account would however render the whole subject almost
intractable. The effective doping concentration has therefore been calculated at every temperature by
mere summation of all donors (phosphorus, M) occupied with holes, p,, minus all acceptors (F, N)
occupied with clectrons, n,, see eq. 3.36. Finally, the active depletion width was simply related to the
effective doping concentration by eq. 3.74. In conclusion the peaks are found to be distorted duc to the
contraction and widening of the depleted zone during the emission. The deterioration is found to be
enhanced for higher defect concentrations. It is worth noting that the effective doping concentration may
even change the sign, i.c., the junction of the diode may switch from the front to the back plane and vice
versa. Although the trap concentrations have intentionally been chosen to reflect this feature, the
degenerate shape of some TSC peaks frequently observed on heavily damaged samples is concluded to
arise from this phenomenon.

The deformation of peak shapes due to the variation of the depletion width can most instructively be
illustrated by the reverse bias dependence of TSC spectra, as for instance the measurements performed
on a weakly damaged device shown in Fig. 3.38 a). It is apparent from the saturation of the peak heights
that the detector is more or less fully depleted for the largest reverse bias chosen. In the other curves, the
temperature at which the current has its maximum appears to be shifted (peaks M and N). Consequently,
the evaluation of level parameters, especially those derived from the peak shape or position, would be
highly questionable. On the other hand, it is clear from the measurement obtained at 100 V that a large
bias voltage can lead to excessive leakage currents spoiling the spectrum. Therefore, the experimenter is
often forced to carefully chose a smaller reverse bias.
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Fig. 3.38 o) Reverse bias dependence of the TSC spectra measured on a detector that was exposed to a neutron
Sluence of 9.76x10" cm™® (device M20609). Filling of the deep levels was achieved by injecting a forward current of
1.75mA at S0K for 305 (heating rate 0.183 K/s}. The full depletion voltage as determined from the room
temperature CV curve was 72 V at the time of the measurement.

b) Corresponding results of a simulation reproducing all relevan: features of the measurement, compare Fig. 3.37.
Ny. Bi5. R 1y were chosen 1o be 107 em”, 1.5x10' cm”, 2x 10 cm?, and 10" cm™’, respectively.



The corresponding simulation results shown in Fig. 3.38 b) confirm that the shift of the peaks M and N
can be explained in terms of the variation of the depletion width. From the concentrations chosen for the
shallow doping and the three traps (see caption) it can be inferred that Ngqo» changes from a positive
value 1o almost zero during the emission of the hole trap M. Accordingly, the depletion width is growing,
resulting in a TSC peak signal shified to higher temperatures. Contrary, the depletion width shrinks
during the emission of the electron trap N, which shifts the peak to lower temperatures. it is only when
the applied reverse bias is sufficient to always fully deplete the device (100 V) that an undistorted peak
shape is observed.

In conclusion, sn overall reasonable agreement between measurement and simulation is found,
justifying the models and assumptions of the computation. Therefore, in the following a procedure
derived from those models will be presented, which can be used to obtain the concentrations of initially
filled traps from TSC spectra measured on devices that not always were in the fitlly depleted state. At
every temperature the effective doping concentration N gy is assumed to be given by the corresponding
value Ny,r, determined st room temperature from a CV measurement, plus the concentrations of all hole
traps and minus the concentrations of all clectron traps still being occupied at that temperature, i.c., all
traps exhibiting an emission peak at a higher temperature. On top of a particular peak the concentration
of the very trap causing the pesk is accounted for by the half of its own concentration, ¢.g., Nysx =
Ngar v + g - 1 /2 on top of peak F in Fig. 3.38. The active depletion width W, then is calculated
from Ngox by ¢q. 3.74. Finally, the initially filled concentration of the trap under consideration is given
by eq. 3.78. The peak integrals O of every trap are required as input data. Also it must be known,
whether the peaks arise from electron or hole traps, which can however be guessed from TSC spectra
when special modes of deep level filling are studied (see next Section). As the procedure involves all
pesks of the spectrum at the same time, the solution can only be found by an iterative numerical
calculation.

Application of the above program for the reconstruction of trap concentrations from the simulated
TSC curves presented in Fig. 3.37  1ups 370 Ratios b the ucted ations
demonstrates an overall accuracy of better  and the actual values used for the simulation a)-c) in Fig. 3.37.
than 20% (Table 3.10). However, for high

defect concentrations the algorithm does not Peak ) b <)
find a unique solution, rather is there an F 0.920 0.895 R
unresolved ambiguity as to whether a small M 1.007 1.083 .
peak is origimting from s small trap N 0.852 0.845 1174

concentration or a small depletion width.
Consequently, for heavily damaged devices

(®,, > 10” cm™) there is no evident way to 102
determine the concentrations of initially
filled defects.

Regarding a device imadiated to
3.82x10" ¢cm?, the peak heights have been
evaluated and are plotted as function of the
reverse bias in Fig. 3.39 (compare the
spectra displayed in Fig. 3.36). Bias
voltages higher than SO0V could not be
applied due to the resulting unstable current
signals reflecting a breakdown behavior. A
more or less square root like bias
dependence is observed in Fig. 3.39 in
agreement with a regular evolution of 2
space charge region and homogeneous trap 02 !
distributions. In respect to small reverse bias
voltages, all peak currents are significantly 01 ! . 10
larger than would be expected from the Reverse Bias [V ]
simple dependence on the width of the Fig. 339 Peak Aeight as function of the reverse bias evaluated
active depletion layer. Therefore; it must be  on the TSC spectra presented in Fig. 3.36 (device M20708, o,
concluded that the current flow arises from = 3.82x10” em?).

-
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diffusion and recombination processes, extensively studied in the literature in terms of the thermally
stimulated conductivity [BRA79]. The concentrations can only be evaluated from such spectn if very
much simplified physical models are assumed, being subject to the criticism raised in reference
(BRA79). However, for heavily damaged devices trap concentrations can hardly be determined anyway.
Thus, for such devices the highly resolved spectra obtained at small reverse bias voltages, which appear
1o supply more information compared with spectra measured under larger bias values (see. Fig. 3.36), are
a good choice to monitor the defect levels.

3.3.3.4 TSC Spectra for Various Irradiation Fluences and Filling Conditions

A set of 7 ion implanted detectors, listed in Table 3.11, has been used in order to study the TSC spectrum
at various irradiation fluences ranging from 10" cm? to 10" em?. Different modes of electrical trap
filling were examined and will be presented in separate sections,

® cooling down under zero bias,
¢ switching to zero bias at low temperature, and
* injecting a forward current of around 1.7 mA at 25 K, 50 K, and 80 K.

The focus will be on the qualitative understanding of the different trap filling processes which is gained
by a thorough discussion of the spectra. Chief considerations will be the decision, whether a particular
peak arises from an electron or hole trap and the determination of defect concentrations.

If not otherwise indicated, feakage currents have been subtracted. The corresponding data were taken
from dedicated TSC measurements obtained after intentionally omitting deep level filling". This practice
ensures reproducible thermal conditions, which is of prime importance as the leakage current exhibits a
strong exponential dependence on the temperature. Data gathered during the cooling of the sample is,
regarding the measured sample temperature, frequently found to be shifted with respect to the subsequent
TSC scan. Making use of these data can therefore introduce large systematic errors. In order to allow for
an casy comparison, the reverse bias was always chosen to be 50 V and the samples were always heated
atarate of 0.183 K/s.

Table 3.11 List of the devices exposed to different of diation and studied with TSC.
Except for M10610 all devices were irradiated at the PTB Be(d.n) sovrce, compare Table 3.1,

9.01x10' no
Mio12 || 266 274 2.99x10" no
M20609 4| 83,1 280 9.76x10" o
Mi1osI0[f 857 274 4.26x10% no
M20611 [ 8.1 280 9.67x10" 50
M20708 [ 754 280 3.82x10" yes
M207108 817 280 8.96x10” yes

 +90mis 50°C e ——
Cooling Down Under Zero Bias

First the filling of defects by cooling down under zero bias will be discussed (Fig. 3.40). The general
behavior can readily be explained in terms of the Fermi level. For the two devices irradiated to the lowest
fluence the obtained spectra look similar and the magnitude of the peak currents scales with the
corresponding ®,,. As indicated by Fig. 3.27, for larger defect concentrations the Fermi level pins at
some deep trap dunng cooling down under zero bias, e.g. level N in the case of the device M20609

'Forlbed:liOTlDd\ememlw-m d Therefore the | depend
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irradiated to a fluence of around 10" ¢m™. Finally, at very high fluences (>10" cm), there appears to be
one sole trap, peak R, located close to the middle of the gap that is filled under these conditions. This
signal might be related to deep traps at around 0.5 eV observed in studies using TCT, see Section 3.35.
It must however be bom in mind that the peak is found only afier subtracting a significant leakage
current. From the comesponding data obtained on the devices M20708 and M20710 at around 180 K one
may have objections to the validity of this method.

' device @,

M20610 9.01x10'° cm®
M10912 2.99x10" cm?
M20609 9.76x10" em?
M2061) 9.67x10" cm?
M20708 3.82x10" am?
M20710 8.96x10" em?

10F

L X XR R R

TSC Signal [pA]

0.1

25 50 75 100 125 150 175 200
Temperature [ K ]

Fig. 3.40 TSC spectra measured ofter filling defects by cooling down under @ V bias (thermal equilibrium). A
heating rate B of 0.183 K/s and reverse bias voltage of 50 V was used, except for M20710 (80 V). For better clarity
of the figure the M20710 curve has been shifted by 0.1 pA. The leakage current has always been subtracted, for
more details compare Table 3.11.

Fig. 3.41 Schematic representation of the
bands and the trapped charges afier the
diode has been cooled down to low
temperature under zero bias for the case
that no Fermi level pinning at one of the
defect levels under investigation has taken
place. Except for the shallow donor close
to the conduction band the levels in the
upper and the lower half of the gap are
assumed to be acceptors and donors,
respectively. The built-in voliage V,, is
close to the upper limit (w E /q,). In a
more rigorous freatmens the A region
would have 10 be defined for each defect
level individually.

This mode of defect filling is suitable only for very low defect densities. However, it has the advantage
of only filling majority carrier traps. Moreover, complete filling of a trap is achievable, provided the
Fermi level crosses the corresponding level. Therefore, the concentrations of the electron traps F, 1, and
L+N (L is only a small contribution to N) can be determined very accurately from the spectra measured
on the devices M20610 and M10912 by integrating the total charge emitted within those peaks (eq.
3.78). It is however necessary to exactly determine the active depletion layer width W,, which is

”

different from the device thickness because the diodes were not biased to full depletion during the
measurement, compare Fig. 3.32. In addition, the filling with electrons does not take place in the vicinity
of the p’-n junction because in this region a layer of width n virtually denude of free carriers exists due
to the built-in voltage ¥, , see Fig. 3.41.

Fig. 3.41 illustrates how numerical values of  can be estimated. If no Fermi level pinning occurs,
the built-in voltage V,, approaches E, /g, at low temperatures”. Given the charge trapped in the A region
is small compared with the effective doping concentration Ngop, the width W at zero bias can be
calculated from eq. 3.71, giving approximately 30 um. Moreover, for traps close to the conduction band
the A region is close to zero and becomes as large as 20 um for a level in the middle of the gap, resulting
in an average value of 10 pm for A. Therefore an average value of n = # - & = 20 um has been used for
the devices M20610 and M10912 in Table 3.12. Contrary, for the device M20609 the Fermi level pins at
peak N (A = 0) and according to the position of the level ¥¥® in the gap, the built-in voltage at low
temperature is approximately given by E,-0.4 eV. It can be seen that then an edge region of around n =
30 um has to be taken into account. Now, a total active width was defined by the particular region
depleted by a reverse bias of 50 V according to the approximate expression eq. 3.74, minus v, minus the
aversge width of the A-region. The trap concentrations and the active depletion width as function of the
temperature were determined by the iterative procedure introduced in Section 3.3.3.3, and the results are
listed in Table 3.12.

Table 3.12 Evaluation of the ions of the peaks F, I, L+N filled by cooling down under zero bias. The
effective doping concentration Ngyr was derived from the depletion voliage measured at room temperature
(compare Table 3.11). Special care was taken for the accurate determination of the active volume (see text). The
introduction rates g, were calculated using the fluence values given in Table 3.11.

Device Negar n (W(350¥)-w - N) [um]
[10”cm’) j(um]] F

mo610[ 143 J20| 200 | 203 | 192 0.185 2.08

iMooi2] 144 [ 20 | 244 § 248 | 210 | 0.202 [ 0207 [0.594 [0977] 0.691 ] 199 |

| M20609 1.20 30 250 250 250 0 0 1.04 - - > 1.07 II

While introduction rates for all three peaks can be given in the low fluence range (devices M20610 and
M10912), only a lower limit is available for the composite peak L+N for the case of the device M20609.
Regarding the latter it is kmown that due to the Fermi level pinning the concentration of all trapped
clectrons, m,;.y, must equal the effective doping concentration measured at room temperature, Ng,r.
Therefore, the accuracy of the above calculation can be assessed. The observed difference of about 15%
can in part be explained by the implicit assumption made in Table 3.12 that the device is fully depleted
during all of the emission period. This cannot be true as the depietion voltage measured at room
temperature is more then 20 V larger than the applied reverse bias. The corresponding systematic error
introduced by the temperature dependent width of the depletion layer is however assumed to be smaller
for the other two devices. Here it is reassuring to note that the data found for M20610 and M10912 agree
to within 3%, which is comparable to the accuracy of the irradiation fluence. In all cases the active area
was assumed to be 0.275 em? (floating guard ring) which might be in error since the value was obtained
on an undamaged device at room temperature in the state of full depletion (sce Section 2.4.4). The
overall error can be estimated conservatively to be of the order of 20%.

Finally, the averaged data obtained on M20610 and M10912 can be discussed in the light of the
chemical composition of the defects producing the TSC peaks F, I, and L+N (Table 3.13). First of all it
is clear that, according to the findings of [SO290), peak F is a superposition of the well known A-center
V0, and the bistable state (A} of the carbon pair C,C, anticipated when the defect is atlowed to capture
electrons at sufficiently high temperatures (see Section 3.3.1.2). The bistable state (B) of this defect can
only be prepared when the sample is cooled down under reverse bias or when minority carriers are
injected at low temperature (see the following sections). Therefore, only the sum of the introduction rates
of the two defects can be given. As argued in reference [FRE96], peak N is composed of the transition

n,[107 em”]

* The small ibution from the ionizath ies of phosph and boron has been neglected.
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from the singly negative to the neutral divacancy and an additional unknown defect (compare
Section 3.3.3.6). The introduction rate of the unknown component can be estimated to be the difference
between L+N and I, which is 1.32 em™. It is however assumed here that there is a one to one relation
between the concentration of divacancies seen in peak I and the fraction within peak N. Recently
Svensson and coworkers have provided evidence for the model that due to the influence of the lattice
strain on the divacancy bond switching frequency the signal of the transition from the doubly charged to
singly charged state is reduced compared with the deeper level Vv [SVE91,SVE93]. Consequently,
the introduction rate given for peak I should be considered as a lower limit for the divacancy.
Accordingly, 1.32 cm™ is the upper limit for the introduction rate of the unknown component in peak N.
Accounting for the small contribution given by peak L would further reduce this value.

Table 3.13 Best values of the introduction rates and the supposed chemical

composition of the peaks studied. Following the irradiation, the devices
were stored for around 400 d at room temperature.

Switching to Zero Blas

Cooling down the samples under 50 V reverse bias and switching to 0 V bias at 25 K results in the TSC
spectra displayed in Fig. 3.42. For the weakly damaged samples the filling process can be visualized as
follows. On a very short time scale after switching to zero bias a quasi-equilibrium condition will prevail
stabilized by the fastest processes active, namely, capture and emission from the shallow phosphorus
level. Evidently, as can be inferred by analogy from the calculations presented in Figs. 3.27 and 3.28, at
25 K the number of free electrons is already significantly reduced with respect to the total phosphorus
concentration. On a larger time scale the remaining free carriers will then be shared according to the
instantaneous trapping rate c,p, of each electron trap present. Due to the trapping of electrons the
phosphorus becomes compensated and the free carrier concentration n approaches zero. Initially all
electron traps are empty, i.c., in the beginning of the process p, equals N,, but then levels off as does a.
Hence, the trapping rate is time dependent and the mathematical analysis of the filling process is
complicated. It is however qualitatively clear that the free carriers will predominantly go into the most
abundant traps and into the levels exhibiting the largest capture cross sections. The latter are mainly
found for small ionization enthalpies, compare eq. 3.56, i.c., the peaks on the left-hand side of the
spectrum are filled predominantly.

Based on these arguments the following conclusions can be drawn from the data on the not inverted
samples (M20610, M10912, M20609, ®,, < 10" cm™) presented in Fig. 3.42. The peaks I and L are not
filled here, in contrast to Fig. 3.40. Therefore, the corresponding capture cross sections are assumed to be
rather small. It must however be bom in mind that some of the deep levels, for example those of the
divacancy, arise from motionally averaged states [SVE92]. It is thus not clear, whether the quantum
mechanical states corresponding to peak I and L do actually exist at 25 K.

Moreover two new peaks, A and C, are observed to appear (see Fig. 3.42). These electron traps are
however not seen in Fig. 3.40 although in respect to the Nz, value and defect concentrations given in
Table 3.12 it is clear that after filling of peak F during cooling down under zero bias enough free carriers
should be left, at least for one of the devices (M20610, M10912), to fill C and A. It is therefore argued
here that peak A exhibits a similar metastable behavior as does peak C. The emergence of peak C under
these filling conditions is in agreement with the previous assignment to the bistable state (B) of the C,C,
pair. Peak C would be awaited to occur here because in the space charge region state (B) is the stable
configuration which is frozen during the cooling under reverse bias. Accordingly, peak F is only due to

the A-center VO, i.e., in contrast to the 0 V cooling no C,C, in the state (A) is expected to add to the
overall peak signal here.

Ll L) T Al L

device @,
M20610 9.01x10" cm”
M10912 299x10" em?
M20609 9.76x10'" em’
M20708 382x10" em?
M20710 8.96x10" cm?
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TSC Signal [pA]
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Fig. 3.42 TSC spectra measured afer filling defects by cooling down under reverse bias and switching to zero bias

at Tyy = 25 K (M20710 Tq = 20 K) for 30 s. A heating rate p of 0.183 Kis and reverse bias voltages of 50 V was

used, except for M20710 (80 V). The leakage current has always been subtracted, for more details compare Table

3.11. The data measured on device M2061] was omitted for purpose of clarity of the plot.

Concerning the inverted devices il v Y s/
(M20708 and M20708, @, >
3x10” cm®) free holes rather
than free electrons are captured at
the filling temperature. In
addition to the peak M,
previously assigned to the donor
level of C,0,, also the peaks J
and K are thus clearly identified
as hole traps. It will be noted that
the negative space charge
required for the hole trap filling
does actually exist at low
temperatures. Models requiring
thermal  activation for the ~ ak —
negative charges to be loll loll Iol! ]0“
established, e.g. by a leakage -2
curent,  would therefore Dy [cm™]
contradict the results found in Fig. 3.43 Concentration of the filled defects evaluated
Fig. 3.42. from the spectra shown in Fig. 3.42.

Finally, the evaluated
concentrations of filled defects are plotted versus the irradiation fluence in Fig. 3.43. The previously
mentioned iterative procedure has been used to determine the active depletion layer, however, neither an
edge region 1 during the filling nor a A region during the measurement has been taken into account as
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no reasonable assumption could be made about these quantitics. As therefore the actual active depletion
layer width is likely to be smaller than the assumed volume, all quoted concentrations are expected to be
underestimated. Fig. 3.43 illustrates that at low fluences ®@,, the concentrations of filled electron traps
are increasing proportional to @, as expected. At around 2x10'"* em™ inversion of the sign of the space
charge takes place, i.e. Ngyyr = 0, and thercfore one observes a related drop of the filled electron trap
concentrations on the left, followed by an increase in the filled hole trap concentrations for larger
fluences on the right-hand side.

As far as the devices M20610 and M10912 are concerned, the trap concentrations normalized to the
fluence are more or less equal (Table 3.14). It is only for the device M20609 that the normalized
concentrations level off significantly although the amount of free electrons available for trap filling as
suggested by N,q,r is not exhausted by the sum of all filled electron traps, see Fig. 3.43. This is however
due to the previously mentioned freezing of the ionization of the phosphorus level st 25 K. It is therefore
reasonable to average the dats obtained on M20610 and M10912 in order to extract defect introduction
rates, see Table 3.14. Now, the sum of C,C, (peak C) and VO, (peak F) is found to be 0.115 cm’' +
0.610 em™ = 0.725 cm™ which is around 30% smaller than the more reliable data obtained in Table 3.13
(peak F). It must be concluded that this difference reflects the error in the assumed active volume. The
ratio between the concentrations of C,C, and ¥0O, as given in Table 3.14 should however in the first
approximation not be affected by the active volume and is therefore estimated to be {C,C,] / vo,) =
0.19 for the particular samples studied here.

Table 1.14 Fluence normalized concentration of the electron traps filled by switching to zero blas at 25 K.
Evaluaied Concentrations Normatized 10 the Irradiation Fluence Chemical

M20610 | MI0912 M20609 | (M20610+M10912)72]
P
A 0.094cm” | 0076cm’ | 0.052em’ 0.085 em!
I c | o123em” | 0.106em* | 0086 e’ 0.115 cm™ cc @™ ||
I F Jost6cm { 0674cm’ | 0411 em 0.610 cm’ o~ |
|| N || o4s0cm’ | 0395em' | 0243 em’ 0.438 cm” 7+ V¥ '
—

Injecting a Forward Cusvent 2t 23 K, 50 K, and 80 K

Injection of a forward current at low temperature is probably the least undersiood mode of trap filling.
However, it is commonly used in practice since for heavily damaged detectors only by this way s
significant occupation of defect levels, regardiess whether it is an electron or a hole trap, can be
achieved.

Theorstical Background snd Discussion of Forward IV Curves

Given the emission rates for electrons and holes of a particular trap level are sufficiently small at the
filling temperature, such that the reemission of captured carriers is negligible during the trap filling
pulse. This of course holds true for all defect levels that will give rise to a peak in the following TSC
temperature scan. In the steady state condition the concentration of traps occupied with electrons or holes
normalized 10 the total concertration (filling factor) can then be deduced by setting eq. 3.46 equal to zero

eq. 3.83 _!f"_N&l = _1._..;7 .
! 14+ (EL]
ne,
The filling factors are therefore depending on the overall hole injection ratio p / n and the ratio between
the capture coefficients for holes and electrons c,/c,, where the latier needs to be considered for each
trap. To the experimental end p /n can be adjusted by realizing appropriate values of the injected current.
Correspondingly, forward IV curves have been studied as function of temperature. They are presented in

Fig. 3.44 for an unirradiated control sample a), one weakly damaged b), and one heavily damaged device
c).

According to the standard Shockley model of the diffusion diode, the current / can be written as
function of the externally applied positive forward voltage ¥ [SZES1),

€q.3.84  I(V)=4 {p,o,,. 0 }Jm[m{qo(l' -n R V)!(V)QJ _ |] '

kT

Here p,, and n,; denote the minority carrier concentrations in the n- or p-type bulk material, and free
carriers are thought to be injected from cither the p° or the n” contact. D and 1. mean the comresponding
difTusion constant and minority carrier recombination lifetime. A series resistance R has to be taken into
account, in particular as the radiation damage-induced deep levels compensate for the shallow doping’.
Moreaver, if the amount of injected minority carriers comes into the order of the majority carrier
concentration, high-level injection takes over, which is easily accomplished in high resistivity material.
This condition is represented by an ideality factor y of 2 which otherwise would be expected to be unity.
Alsothenitis a =p in the vicinity of the junction. In general it has to be taken into account that the free
carrier concentration and also the hole injection ratio is varying with distance.
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10} ¥ J 7 1 1 y \
—
E 10" 11
St
10?
gm"r WK -mk ¥ 1
P Sk - 163K+ 203K
&) 104} = no | -k} © 233K~ 1K ]
- 192K - 200K - 1B =+ 2.IK
. -~ 162K | “+ 162K - 293K
10° — [ . . . R N .
0 1 2 3 4 5 0 2 4 6 80 5 10 15 20
Forward Bias {V]  Forward Bias [V ] Forward Bias [V ]
Fig. 3.44 Forward 1V ch d at I temperatures on devices that were not irradiated a} or
exposed (o a fluence of around 10 cm? and 4x10” em™® for b) and c), respectively (devices M10713 a), M20609 b),
M20708 ¢}). It should be noted that all measur Aave been ramped up and down in order 10 ascertain that the
wplex behavior rep a reproducible steady state condition.

Radiation damage-induced deep levels will mainly affect the recombination lifetime t... Assuming a
capture coefficient ¢ of 10°cm’s (o = 10" cem’, v, = 107 cm/s) and exploiting that 1, is
approximately given by' (¢ N,)", the following relation is obtained
10* scm?
eq.385 T g
g

It has been assumed here that the defect introduction rates are of the order of 1 cm™'. For the example of a
fluence of ®, = 10" cm?, eq. 3.85 yields v, = 1 ps, whereas in the undamaged devices 1,,, is of the
order of several ms according to the certification of the Wacker float zone material {[WAC]. In
conjunction with eq. 3.84 it is then clear that the forward current is increasing very much as function of

‘ 1t proves however very difficult to determine 2 unique value of R b of its inh depend on the ion of
injected free carriers which, on the other hand, is & function of the bias V.
ta ing an opth bination center, limited oaly by the trapping rate, compare eq. 3.46.
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the irradiation fluence in the range of small forward bias voltages, where the series resistance effect can
be neglected (less than approximately 0.5 V at room temperature)’.

An other characteristic quantity related to T.. is the recombination length L = (Dt..)'”. The
diffusion coefficient D is different for electrons and holes and depends on the temperature. At room
temperature D is of the order of 10 cm’s”'. Regarding lower temperatures, which is of chief interest for
the TSC filling pulse, use of the Einstein-relation and a crude estimate of the mobility (Sx10* cm’V"'s?
[SZES1)) gives a diffusion constant of around 200 cm’s" at 50 K. Thus it is roughly

cq. 386 L(SOK)w f2x10% /0,

which shows that the injected cartiers are expected to recombine on a distance of around 150 um when
®,, = 10" ¢m®. However, it will be shown below that the experimental dats suggests recombination
lengths one order of magnitude smaller than awaited from eq. 3.86. At times L can thus be found to be
well below the device thickness, demonstrating that inhomogeneous filling of traps in gencral needs to
be taken into account. It is noted that this problem may best be overcome by generating the free camiers
optically with a suitably chosen wavelength, such that the light penctrates all through the device [L1395),
compare Appendix A.

Now, application of eq. 3.84 is strictly valid only as long as L is smaller than the device thickness d.
This is for example not true for the undamaged device or in the lower fluence range. In those cases the
term (D /t..)"? = L /1. in eq. 3.84 should be replaced with d /t,,., where il is assumed that the width
of the space charge region is zero and that the injected carriers are extracted completely afier diffusing
through the device thickness 4 [SZE81]. However, the recombination velocity at the back plane contact
is very small as otherwise, upon full depletion, a large current would be injected, see Section 2.5.1.4.
Thus, the free carriers injected during forward biasing will pile up, resulting in a minimum variation of
their concentration with distance.

The Shockley model (eq. 3.84) would predict IV curves to be more or less straight lines (slope
proportional to g,/(ks T )) when plotted in semi-logarithmic scales. A slight leveling-off at large currents
due to the series resistance is however conceivable. Inspection of Fig. 3.44 reveals that this appears to be
a reasonable description for alt data measured on the undamaged device at temperatures greater than
23 K. Concerning the weakly damaged device (Fig. 3.44 b) ), the IV curves resemble those of the control
sample only when currents larger than 10° mA are injected. Now, at low temperatures all traps with
negligible emission rates will assume a charge state according to cq. 3.83 upon the injection of free
carriers. Mareover, there is obvicusly no significant voltage drop across the diode, that is, no electric
extended field zone exists. Accordingly, the charges trapped in the defects have to be absorbed in the
difference of the concentrations of free electrons and holes in order 1o maintain the approximate space
charge neutrality [LAM62). If it is possible to inject large amounts of frec carviers compared with the
deep level concentrations, a high injection condition with p /nequal to one is established. If on the other
hand the free carrier concentrations are comparatively small, the clectrons and holes trapped into the
deep levels have to cance) each other, and p/n is unlikely to be unity. A dependence of the
recombination lifetime on the injection level, as outlined in [LAM62), can then lead to a negative
differential resistance and unstable oscillating currents. While the former can for example be scen on the
173 K data in Fig. 3.4 b), the latter was observed on the heavily damaged device in the range from 40 K
to 150 K. To improve the visibility, the commesponding measurements were omitied in Fig. 3.44 ¢).

Further, it is noted that the Shockley model can then not be applied anymore, rather do the devices
behave like p’-i-n' diodes in which simultaneous injection of holes and electrons from the p’ and n’
contact takes place (double-injection). Moreover, the forward current is mainly controlied by the
recombination processes in the almost intrinsic bulk region. Since, on the one hand, the diffusion
currents exhibit a much stronger temperature dependence than those due to recombination and, on the
other hand, the compensation of majority carriers makes the bulk intrinsic, the p’-i-n’ diode model is
anticipated to take over at low temperatures. This can for example be observed on the heavily damaged
device in Fig. 3.44 c) where only at the highest temperatures a reasonable agreement with the Shockley
maode! is found.

* Itis noted that in the presence of significant amounts of recombination centers i would be expecied to be equat 1o two for the
smallest bias voltages, compare [SZEBI).
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Neglecting the charges trapped into the deep levels, the current flow ina p'-i-n’ diode can be deduced
as for example outlined in [SZE81). It is shown there that in the first approximation the voltage ¥,
dropping across the intrinsic layer i does not depend on the injected current

kT rexp(df2L,) d>2L,
‘"8 | @LY d<2t,’

Furthermore, 8 distinction is made between so-called short and long p'-i-n’ diodes, whichever is the
value of the ambipolar” diffusion length Z, compared with the device thickness d . Additional voltage
may drop across the resistance R, of the contacts

eq.3.88 V=V +R/[.

The forward IV characteristic would then be expected to be a T v T T
straight line intersecting the voltage axis at ¥ = ¥, when
extrapolated to / = 0. Fig. 3.45 demonstrates that this
characteristic feature has actually been observed on a
heavily damaged device at 50K (M20708, @, =
3.82x10" cm®). The plot presents the diode voltage versus
the corresponding filling currents averaged during a 20s
lasting TSC filling pulse. Evidently the contact resistance
can be neglected, and the diode voltage ¥ is always more or
less equal to ¥, = 4V. For V, = 4V, ¢q. 3.87 gives an
ambipolar diffusion length of 21 pm. Now, this is a factor of
ten smaller than what would be expected from eq. 3.86,
which is based on the approximate knowledge about defect
concentrations and cross sections. The recombination of
excess carriers appears to be enhanced with respect to the
standard Shockley-Read-Hall treatment’.

It is moreover shown in [SZE81] that the current flowing L L e
through the p’-i-n° diode is proportional to both the injected 0 2 4 6 8 10
free carrier concentration #’ and the voltage V, dropping Diode Voltage [V]

across the intrinsic layer,
yer Fig. 3.45 The voltage drop across the diode

eq. ).87

Filling Current [mA ]

84 gl plotted as function of the injected forward

€q.389  ImoZ DV cwrrent (50K, device M20708, ©, =

8 382x10” cm’, tyg = 203, Ry = 2220 3

It should however be noted that the derivation in [SZE81] ™monh annealing at room temperature, V., =
9OV, Vo = 43 V).

assumes high injection, ie, n° = n = p, and a spatially
constant free carrier concentration # . In the presence of large defect concentrations both presuppositions
cannot be fulfilied. On the one hand, the recombination length becomes significantly smaller than the
device thickness and, on the other hand, as previously stated the balance of the charges trapped into the
defects wil] govern the injection ratio as long as the concentration of the injected free carriers is smail.

Regarding the data presented in Fig. 3.45, eq. 3.89 yields a free carrier concentration of only about
2xt0°cm? for / = L.7mA (4 = 0.275 cm’, d = 280 um, D,(50 K) = 200 cm’s™). Despite the serious
simplifications in the model, the value obtained for " is in the right order of magnitude as will be
confirmed in Section 3.3.3.5 by the dependence of the trap filling process on the duration of the filling
pulse.

At the lowest temperatures (7 < 23 K) there is 2 very large voltage drop across the diodes irrespective
of the irmadiation fluence (Fig. 3.44). Now it has to be recalied that even the shallow doping impurities
would not be ionized at these temperatures. Concerning the defect free control sample it is clear that the

* L, md D, are special combinstions of the ponding bination lengths and diffusion constants for electrons and
holes, respectively. Since only the order of magnitude of those quantities is discussed in this section, they can be identified
with the previously introdeced £ and D .

! This has frequently been reported in the ti on fast damaged devices and was explained there in terms of chaster
type defects [VLIS?).




bulk is virtually neutral and, accordingly, also there a p'-i-n” diode like behavior is expected. The
reduction of the voltage drop at larger forward currents can consequently be understood to follow from
the injection level dependence of the recombination lifetime of the phosphorus donor level [LAM62].
Similar negative resistance curves have been reported very early by N. Holonyak et al. [HOL62]. It can
however not be excluded here that both contacts become blocking and a space charge region is
established. Further, it may happen that the current does not even flow through the bulk of the detector
but rather along the edges.

Qualitative Discussion of the TSC Spectra

Fig. 3.46 displays the spectra measured on the samples listed in Table 3.11 (10" em?< @, <
4x10" ¢m?). Traps have been filled by injecting a forward current of around 1.7 mA for 30s at 25 K
SO K, and 80K in figure ), b) and c), respectively. Let us assume that large concentrations of free
carriers are injected such that the injection ratio p/# is equal to unity. As outlined in the previous
section this presupposition is expected to hold true only for devices jrradiated by comparatively small
fluences and at high temperatures. Then one can see from eq. 3.83 that effective filling of an electron or
hole trap is only realized if ¢, >> ¢, or ¢, <<c,. However, inspection of data on the capture coefficicnts
from the literature, as given by [HAL96) (Appendix B), suggests filling factors of around 7%, 0%, 4%,
0%, and 100% at 50 K and similar values at 25 K and 80 K for the charge states VO;, VYV, ¥V, VV*,
and C,0,", respectively. It is therefore not clear why other peaks than the one arising from the transition
C,0"™ (peak M) are seen in the spectra gathered on the weakly damaged devices at all. However, in
[HALS96) the capture coefficients were measured with the C-DLTS technique, which fills the traps in-situ
at temperatures much higher than the filling temperatures under consideration here. It is thus highly
likely that the above estimates of the filling factors are not accurate, rather do the curves in Fig. 3.46
indicate targely different ratios between the capture constants at low temperatures.

1t should be noted that the removal of the injection current and successive application of the reverse
bias proceeds on 2 time scale of several 100 ms due to the RC-filter in the bias supply (Fig. F.3 in
Appendix F). Therefore, on weakly damaged devices, where the damage-induced deep levels do not
compensate for all of the shallow dopants, recombination of captured holes and additional electron trap
filling may take place during the switching process because free clectrons flood the diode when the bias
is close to 0 V", A corresponding examination in Section 3.3.3.5 will however show that this effect is
almost negligible on a device imadiated by a fluence of around 10" cm”. Regarding the heavily damaged
devices, the total concentration of charges trapped into the defects, i.e. Ngox, was argued to be close to
zero in the previous section because, compared to the defect densitics, only small concentrations of free
carriers can be injected. Accordingly, virtually no free carriers are available to alter the trap occupation
during the switching process. Therefore, an influence of the switching time would only be expected to be
active in the lowest fluence range (®,, < 10" cm™).

As for heavily damaged samples N oy is close to zero after the filling pulse, the depletion width
extends all over the device thickness upon reverse-biasing the diode. This explains the dominance of the
first peak in the spectrum (peak A in Fig. 3.46 2), peak F in Fig. 3.46 b} ) inasmuch as it is during the
emission of the first peak in the spectrum that the charge balance becomes distorted, which is
accompanied by a reduction of the depletion layer width. Since both peaks, A and F, arise from electron
traps, Ngsce Will become a positive number during their emission. Therefore, in the high fluence range,
all peaks at temperatures between the first peak and pesk M appear to be reduced in height M
comesponds to the hole trap transition C,0;" and therefore releases positive charges. If this proceeds
Ngscn is decreasing and thereby the depleted layer is widening. The resulting distortion of the pexk
shapes, especially M and N, has already been discussed in Section 3.3.3.3.

* For a conceatration of free carriers of around 10" em” the capture time coastant is of the order of only 100 ps given a capture
cross section of 10 cm’.
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Fig. 3.46 TSC spectra obained after fiiling the traps by injecting a forward current of around 1.75 mA for 30 3
(20 min in case of the device M20708) at 25 K a), SOK b) and 80 X c). A heating rate B of 0.183 K/s and o
reverse bias voltage of 50 V was used, except for M20609 in a) (75 V. 270 d annealing at room temperature).
The leakage current has always been subtracted, for more details compare Table 3.11.
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The C,0, donor level exhibits & particularly strong dependence of the hole capture coefficient ¢, on the
temperature, as will be shown in Section 3.3.3.5 which is devoted exclusively to this subject. This fact
accounts for the improved filling of peak M at higher temperatures, e.g. 80 K, imespective of the
irradiation fluence. Further, at low temperatures the trap is not filled at all, and the p’-i-n’ model governs
the fitling process with a small concentration of injected free carriess #'. As then the charges trapped in
the defects have to cancel out and the only dominant hole trap is inactive, also electron traps can not be
filled efTiciently. Moreover, it would be expected in such a situation that the hole injection ratio p / n is
becoming larger than unity in order to compensate for the diminished c, of the dominant hole trap. In
conclusion, at low temperatures the filling of some less abundant hole traps improves (peaks G, H, J),
while the filling factor of the dominant traps is small.

Evaluation of Defect Concentrations

From the statements above it is evident that great care must be taken if concentrations of defects are
derived from TSC spectra in which the traps have been filled with a forward injection current. Only ina
few selected cases an evaluation has been tried (Fig. 3.47). The data on peak M and pesk N were taken
from the 80 K injection curves, in which they are always isolated so that a unique integration of the
current is possible. The active depletion layer width was calculated by the iterative procedure described
in Section 3.3.3.3. However, any edge or A-regions were again neglected. The peaks A and F were
investigated on the 25 K and 50 K injection spectra, in which they appear as first TSC signal. Therefore,
it was assumed that N oy is close lo zero right afler injection, see above. The effective doping
concentration applied to calculate the depletion width from eq. 3.74 was therefore taken to be half of the
concentration of the peak under consideration, again requiring an iterative numerical computation to get
the final result. According to this procedure all devices would appear to be more or less fully depleted
during the emission of the two peaks studied.
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— +prk IJS'K Fig. 3147 Concentrations of
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E lol] L 4 + M 80K the TSC spectra obiained afler
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Provided the assumptions made about the depletion width are corvect, the results displayed in Fig. 3.47
indicate that the introduction of peak F levels off at fluences greater than 10" cm™. Since there is no
physical basis for a decreasing introduction rate of the A-center’, this observation is probably due to the
hole injection ratio p / » (see eq. 3.83) which, as argued before, at low temperatures is expected to grow
from unity to larger values as function of the fluence. Moreover, at higher fluences peak M seems to
grow more rapidly at the expense of peak N. But the data has to be taken with care, as for example the
algorithm used for the determination of the depletion width did not find a unique solution for the device
irradiated to 3.82x10" ¢m?

Oulylf:a;mﬁcml&mmofb:.umdommmuhnﬂdmulkkcmupﬂmk
PP d, which h [ lasger than 10" cm

.

In order to avoid systematic errors due to the poorly defined depletion width, Table 3.15 presents
concentrations normalized to the irradiation fluence only for the three devices exposed to less than
10" ¢cm™. The average is considered to be the lower bound of the introduction rate of the corresponding
crystal defect, assigned in the last column. Peak F does not contain a contribution from the C,C, defect
because injection of minority carriers should transform the defect into the bistable configuration B
[SO290]".

Table 3.15 Evaluated peak ations as shown in Fig. 3.47 normalized to the appropriate irradiation fluence.

i Evalawd Concentrations Normalized 1o the Irradiation Fluence I Chemical

The long switching time could strongly enhance the filling of the electron traps A and F since their small
ionization encrgy is comrelated with a large capture cross section, see eq. 3.56 (compare also the
corresponding compilation in Appendix B). The data found for A and F do probably therefore resemble
to the values found in Table 3.14. On the other hand, peak N is located deep in the forbidden gap and has
2 smaller capture cross section. Further, the C, O, level exhibits 2 remarkably small capture coefficient for
electrons. Thus, the peaks M and N are concluded to be mainly filled by the free carriers supplied during
the injection and are not affected by the switching process.

For the other peaks observed in Fig. 3.46 no reasonable assumption can be made for the depletion
width #,. Therefore, the data given in Table 3.16 were obtained by simply setting #, = d. Thus, an
ultimate lower limit of the introduction rates is obtained, given the traps are distributed homogeneously
throughout the bulk. The data were moreover derived from that particular TSC spectrum, in which the
peak in question exhibited the largest filling factor. Concemning peak C a continuous decrease of the
normalized concentration as function of the fluence is observed, which is in agreement with the view that
for heavily damaged devices the depletion width shrinks after the emission of the first peak in the
spectrum.

TableJldeMudm ions for the r ing peaks observed in Fig. 3.46. Since no other
r ible, the device thickness d has been assumed for the depletion width. Thus the
ultimate Iowa' limits of the corvesponding defect introduction rates are represented.

Evalusted Concentrations Normalized 10 the Irradiation Fluence :
L M20610 | M10912 | M20609 | M10610 | M20si) M20708 |
C, 25K [J0.10t cm*[0.058 cm™ | 0:057 cma” | 0.021 ¢ | 0.013 crm* | 0.006 e |
- - - 0.003 ¢cm™ [ 0.007 e | 0.009 e
1,80K ||o 180 cm'[0.160em* Jo.0S1 e[ - 0.010 em? [0.012 em']
J,35K . - |oo12em*[0.026 cm*[0.017 cm* [0.017 cm?

2(C™)

Peculiarities of the Pesk |

Regarding the origin of peak I, previously assigned to the transition ¥¥ ¢, the transformation of the
peak shape recognized at S0 K and 80 K injection suggests that for heavily damaged devices an other
trap is emerging at the same temperature. This is supported by the fact that the energy levels of the

* Even if the concentyation of injected holes were small and C, C, would therefore have 8 chance 1o reorient from state (B) to
stade (A), the ime constant for this process at 50 K is sround 300 £ { Scction 3.1.1.2). Howeves, the filling pulse length was
30 3, 30 that oaly small concentrations of state (A) would exist.
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divacancy arise from motionally averaged states, which do not exist below 25 K [SVE91]. Still a peak
around 100 K is observed, which then is unlikely to be due to the divacancy.

Now, it has been found in C-DLTS measurements that the C, P, defect introduces a signal close to the
doubly charged divacancy, compare for example the work of M.T. Asom et al. [ASO87]. Although the
expected introduction rate is relatively small, see Section 3.3.1.1, significant concentrations of this
complex defect of the order of several times 10" cm”, reflecting the exhaustion of all substitutional
phosphorus atoms, are anticipated in the most heavily damaged samples. Gilrer et al. have shown that the
C,P, pair exhibits a pronounced configurational metastability [GUR92). For purpose of clarity, only the
two commonly encountered configurations, namely 1A and 1), have been cited in Appendix B. Great
interest needs to be attributed to the finding that the state Il can be prepared by injection of free carriers
at low temperature. Regarding the mode of trap filling discussed here, it is clear that the corresponding
transition at £, - 0.23 ¢V should typicaily be observed. Further, since this essentially is the lowered
shallow phosphorus donor level, the defect is positively charged after emission of the electron, allowing
for a significant enhancement of the emission rate in the presence of an electric field by the Poole-
Frenkel effect, compare Section 3.3.1.4.

The latter can then account for the observation made in Fig. 3.48 a), which shows the reverse bias
dependence of the TSC spectrum measured on the most heavily damaged device studied. Obviously there
is % shift of the maximum temperature of peak 1, which has been evaluated and plotted versus the
corresponding reverse bias vottage in Fig. 3.48 b). As outlined in Section 3.3.1.4, the Poole-Frenkel
effect can be regarded as a reduction of the defect ionization energy, which according to eq. 3.79 would
correspond to a peak temperature decreasing as function of the electric field strength.
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Fig. 3.48 The reverse bias dependence measured on a heavily damaged device (M20710, D, = 8.96x10"” cm?, 7
months annealing at room temperature). a) TSC spectra obtained after injecting 2.5 mA a1 0K for 303, heating
rate p = 0.183 K/s. The sample was always cooled under 100 V. b) Maximum temperature of peak I versus the
reverse bias voltage applied during the TSC temperature scan.

Ifit is recalled that the concentrations of the dominant defects are very large (of the order of 10" cm™)
and therefore significant space charge densities Ngscx are expected during the TSC temperature scan, it
is reasonable that the clectric field strength, which in the first approximation is proportional to the
square-root of [Ngecx |, was sufficiently large only in this particular sample, so that the peak shift could
be noticed. From the first order approximation AH',, = 28 &, 7., derived in Section 3.3.3.1 it can be
concluded that a shift of 4K in 7__ corresponds to a lowering of the ionization energy of around
10 meV. Regarding the numerical examples given in Section 3.3.1.4 this is compatible with the Poole-
Frenkel effect.
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It could be argued that the shift observed on peak | supports its assignment to the doubly charged
divacancy. However, the trapping of the second electron at the singly charged divacancy requires a short
range potential minimum, typical of deep defect levels, which however has a repulsive Coulombic
character on the long range. In anslogy to the examination presented by P.A. Martin et al. [MARS1], it is
thus concluded to be unlikely that field enhanced emission could be observed on the transition ¥V,

However, the assignment of the transition C,P,({l1)*" to peak I is regarded as tentative as neither
accurate data on the emission enthalpy and the cross section were available which could have allowed for
a confirmation on the basis of the predicted TSC peak temperature, nor has any observation ever been
made which were in agreement with the expected dissociation of the defect by forward current injection
at room tempenature.

3.3.3.5 The C,0, Doner Level - Detailed Studies on the Trap Filling Process

The TSC peak M, which was assigned to the transition C, O/, exhibits a pronounced dependence on the
filling conditions. OF particular interest is the evolution of the TSC spectrum as function of the filling
temperature 7 shown in Fig. 3.49. For purpose of trap filling a forward current of around 1.75 mA was
injected for 30 s. In particular one notes the marked growth of peak M for increasing 7. Corresponding
observations have already been reported in the literature, for example [L1395] and {SCH95). However, so
far no explanation on a sound physical basis is available.

It will be argued below that the changes in the electron traps (peaks F, I, and N) are likely to be
second order effects related to the improved filling of the C,0, donor. For the particular case of the C,C,
pair it has however been held in earlier works that the transformation of the defect from the bistable
configuration B, which is frozen during cooling under reverse bias, to the state A could account for the
growth of peak F as function of Ty [SCH9S]. This argument follows from the evatuation of the thermal
activation properties of C,C, by Jellison [JEL82), see eq.3.28 in Section 3.3.1.2. This predicts the
transformation time constant to be equal to £y = 30s at 53.6 K. However, according to reference
[{S0290) injection of minority carriers inhibits the reconfiguration. Moreover, at 50 K, where the time-
constant would be expected to be around 300 s, no corresponding dependence of the peak height could be
observed as function of the duration of the injection filling pulse (1 s < £,y <1000 s) [HEY96).
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Fig. 3.49 Variation of the TSC spectrum as function of the filling temperature Tey Iy = .75 mA, tay = 3035, B =
0.183 K/s, bias = 75 V. Vo, = 72 V at room temp e after 6.5 hs of annealing (device M20609).
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Now, for the given fluence (®,, = 9.76x10" cm™), the concentration of deep levels present in the device
studied is of the order of 10" cm” (compare the defect introduction rates quoted in the previous section).
Consequently, according to eq. 3.70 the applied reverse bias voltage of 75 V can reasonably well be
assumed to always fully deplete the device and an otherwise possible variation of the depletion layer
width would not affect the spectra shown in Fig. 3.49. Further, the recombination length can be estimated
by eq. 3.86 to be of the order of 1.5 mm, that is, the trap filling will be assumed (o be homogencous
throughout the detector”.

According to eq. 3.83 the dependence of the C, O, filling factor on T, observed in Fig. 3.49 can
basically originate from the following two sources

o the hole injection ratio p / » (7)) and
o the ratio between the capture coefficients for electrons and holes ¢,/ ¢, (7).

In order to study the first item, the TSC spectrum has been recorded for various injection currents at Ty,
= 50 K, see Fig. 3.50 ). For the smallest injection current it is o/ a = 0, and the filling of the traps is
similar to the filling achieved when switching to zero bias (see Fig. 3.42). As outlined in Section 3.3.3.4,
complete filling of all electron traps can then not be achieved because their concentrations are larger than
the density of positive space charges, Ny, frozen during the cooling. As long as the concentration of
injected free carriers is companatively small (small injection currents), the approximate space charge
neutrality must be established. This promotes the filling of electron traps (e.g. peak N in Fig. 3.50 a))
upon a significant portion of the C,0, donors becomes occupied with holes. In analogy the filling of the
¢lectron traps improves when the occupation of C,0. varies as function of Tyin Fig. 3.49.

For the largest filling currents realized a saturation of the filling factor of C,0, is noted in Fig.
3.50 a). Inspection of Fig. 3.46 b) reveals that for the particular device studied here this saturated filling
factor is larger than the one obtained on the two more weakly damaged devices. As for the latter samples
a high-injection condition of the diffusion currents withp/n = 1 is expected to be realized, the hole
injection ratio must become larger than unity for the sample considered here (®,, = 9.76x10"' ¢cm”?). This
indicates that at 50 K the concentration of free carriers is not sufficient to achieve high-injection (s = p
>> N,) rather is the forward current flow a mixture of p'-i-n’ diode like double-injection and hole
diffusion.

So far we have p/a > | at SOK. In order to show that p/# 2 1 over the full range of filling
temperatures studied in Fig. 3.49, the concentration of filled defects have been evalusted from the
spectra. [t was thus possible to calculate the total space charge density trapped into defects (Ngar + pus -
Re - My = Ry) 2s function Tey(not shown). In the first approximation it was found that the charges cancel
out only for Ty < 70 K. Thus, this temperature marks the transition from p*-i-n" diode o diffusion diode
tike behavior, i.c., below 70 K itisp/n>1and above 70 K itisp/n =1,

As illustrated in Appendix F, different injection currents have always been realized by appropriate
forward bias voltages in conjunction with & suitable resistor for current limitation. Now, the startling
observation made in Fig. 3.50 a) is that the peak filling does depend on the forward bias voltage used for
the filling pulse rather than on the injected current. For example, the same filling factors were achieved
using a -100 V filling voltage although the correspondingly injected currents, 15 pA and 1800 pA, were
not even of the same order. [t is noted that it was possible to reproduce the experiment, indicating that it
is a real effect [HEY96). The observation does however contradict the physical understanding of the
filling process developed above. That is, the 30 s long filling period does not govern the trap filling but
rather do the switching processes at the beginning and at the end. For example, if the filling voltage is
removed and the reverse bias is reestablished the diode voltage will sweep through OV at 2 mate
determined by the RC filter in the bias line, see Fig. F.3 in Appendix F. In this particular moment free
electrons might flood the device and significantly alter the trap occupation.

* However, as the experimental data suggesied 2 few times smuller recombination kength, a stight variation of the initial trap
occupation with distamce might cxist.
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it has therefore been investigated
F rm -'mv v :.vlllleﬂ'ler u;‘hancenwnn of “I:e CiO'
illing with respect to value

Im Sk ian “"\' obtained for the largest filling voltages

N in Fig. 3.50 1) can be achicved when
N the switching time is reduced. For this
purpose traps have either been filled by
application of a forward bias of 10V
without the RC filter and any other
series resistor (fast), or by application
of a forward bias of 100 V and limiting
the current lo 1.75 mA by a resistor of
57 k2 using the standard electrical set-
up (slow). In the former case the
maximum current of around 2.5 mA is
limited by the voltage source protection
circuit (compare [SCH95] where this
kind of filling has been used). The
resulting differences in the TSC spectra
are shown in Fig. 3.50 b). Evidently the
filling is altered by less than 10%
irrespective of the filling temperature.
This suggests that the saturation value,
which always was realized in Fig. 3.49,
0 does not depend on the switching
-1 . speed”.
30 . 150 200 In conclusion, only the dependence
Temperature [K] of the ¢,/ ¢, on temperature can explain
Fig. 3.50 a} Filling currenv/bias dependence, device M20609 (®_, = the variations of the C, 0, filling factor.
9.76x10" cm?, 7 months room temperatwre storage, V., = 7/ V) However, according to the recent
using warious forward voltages and either a 5642 or a 68 MY measurements of Hallén et  al
resistor for the limitation of the forward injection current. Usi : :
30 Vasﬁﬁ;l'm voltage has ;{ﬂ rc:fufu il 10 100 ¥ ndlicating o %93‘};3:«1 " e:ml t':' '::
saturation. Thus the data have been omitted. The reverse bias and the PERP
Neating rate were 74 V and 0.183 Kis, respectively. b) Differences in  C+/c (T} = 0.1(Tae! 300 K)', which
the peak filling arising from the switching speed (device M20812, due 10 the particularly small electron
Vig= 684V, Vg = 874V, Vo = 50V, B = 0.183 K/s, 1g = 305).  Capture coefficient is only of the order
of around 10? at 100K and 10° at
10 K. This would suggest that, given p 2 n, all C,0, donors should be filled at all temperatures. However,
C-DLTS has been used in that study and the capture coefficients could only be measured there in the
range from 160 K to 238 K. It must thus be put in doubt that the extrapolation to lower temperatures is
valid.

For purpose of quantitative evaluation, the height of peak M in Fig. 3.49 which is proportional to the
initially filled concentration (eq. 3.81) has been plotted versus the comresponding filling temperature T
in Fig. 3.51. Integration of the current has not been tried as at the smallest Ty, peak M is not very well
resolved (Fig. 3.49). Corresponding results were obtained on the device examined in Fig. 3.50 b) and on
a heavily damaged, inverted detector. In the latter case the C,0, donor was filled by switching to zero
bias, see Fig. 3.52. This is noteworthy in particular, because the filling mode is very much different from
the injection filling. Still a similar temperature dependent increase of peak M i observed. It should
however be born in mind that in the presence of large defect concentrations the variation of the active
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1t should however be noted that the device used for this cross check is not the same as the one studied in Fig. 3.50 ).
However, &s can be learned by compasison of the TSC spectra, the defect concentrations are almost similar and also the
varistion of the C, O, filling with semperature is ideatical (see below). The iradistion fluence is wot exactly known becamse the
device was placed for one nun period as 2 control ssmple into the PLUG calorimetes, which is 2 part of the HI -experiment st
HERA, DESY. Although no bulk damage effects had ever been expected in that pasition the shift m the depletion voltage and
the leakage current increase suggest an equivalent 1 MeV neutron Auence of around 2x 10 con”.
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volume might distort the systematic dependence compared with the more weakly damaged samples (Fig.
151).

The data presented in Fig. 3.51 indicate that the ratio between the electron and the hole capture
coefficient is much larger than unity at low temperatures. Now, the electron capture coefficient is known
to increase as function of temperature in the range from 160 K to 238 K, and this trend is assumed to
hold at lower temperatures. Thus, the hole capture would be required to exhibit an even stronger
variation with tempersture, which for example is anticipated in the multi-phonon emission model
(Section 3.3.1.4). In this model an energetic barrier related to a change in the reconfiguration of the
complex defect needs to be overcome before the capture of a free carrier can succeed. In analogy to
eq. 3.55 the ratio between the capture coefTicients was therefore assumed to be given by

€q.3.90 L=aexp(d/T).
€
P

Accounting for the current offset, which is noticed at the smaller filling temperatures in Fig. 3.51 and
which arises from overlapping TSC peaks, the following parametrization can be given for the tota! peak
height as function of the filling temperature {(compare eq. 3.83)

|
eq. 3.91 Iy(Tgg)= Offset + Ampliude—é—).
1+aexp ITM

The variation of p / a with temperature discussed previously was assumed to be weak compared with the
exponential term and has therefore been neglected. It was possible to fit eq. 3.91 to the data displayed in
Fig. 3.51, finding an overall good agreement. The corresponding values found for the variable
parameters are given in Table 3.17. The average energy barrier for the two weakly damaged devices
(M20609, M20812), which appear to give more reliable data, is 35.1 meV. In the last column it has been
calculated which ratio between ¢, and ¢, would be predicted at a temperature of 160 K applying eq. 3.91.
This has to be compared to 5.6x10” which is the corresponding value deduced from the measurements of
Hallén et al. at the lowest temperature (160 K) they have been investigating (see Appendix B). Especially
the value obtained on the device M20609, which has given the most accurate fit, suggests that their
results and those reported here match at & specific intermediate temperature.

— * M20s09 Tre
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a 4 M20708 < 100K
— j0f} — Fu a [ - 0K
— -~—- 60K
§ = 2r - 0K
] g - 25K
.9_0 o — oo trap flling
] [7,]
T Ot
- (2]
S =~
O
Be 1 ]«
10 100 ?00 110 120 130 140 150 160 170 180
Tan [K] Temperature [K ]
Fig. 3.5! The height of peak M as functionof ~ Fig. 3.52 TSC spectra ed on a heavily d d

7 (3
the filling temperature derived from TSC  device (M20708, ®,, = 3.82x10" em?) as function of the
spectra measured afler injecting a forward temperature Ty at which the reverse bias of 50 V was
current (devices M20609 and M20812, removed and O V were applied for 30 s. Since the space
compare Fig. 3.49 and Fig. 3.50 b)} or charge is negative, only hole traps are filled giving rise
swiiching to zerc bias (device M20708, 10 the peaks J, K, and M.
compare Fig. 3.52). The solid lines are fits to
the data, see text.
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Table 3.17 Parameters of the fit to the daia displayed in Fig. 3.51.
bxky

c/c, = aexp(160 K)

|
343107 $.2¢107?
192 | 1omxie’ | 323 1.2x10" |

1.56 1.49x10 178 I! 5.4x107 !l

Ifit is assumed that the electron capture coefficient of the C, O, donor as measured by Hallén et al. (c(T)
= 3.9x10™° (T/300 K)** cm’s") were suitable even for low temperatures, then eq. 3.90 can be used to
calculate the coresponding hole capture coefficient according to ¢,(T) = c(T)a'exp(-b/T). At 50K
this gives ¢, = 3.5x10™cm’s" and ¢, = 1.7x10™, 1.6x10™, or 3.8x10™ cm’s”, whichever set of
parameters is employed”. On the onc hand, this indicates that in the steady state condition, which is
established during the filling pulse, less than half of all C, O, defects are occupied with holes. On the
other hand, both capture coefficients are very small and, as will be shown in the following, the time
needed for reaching the steady state condition during the filling pulse becomes very large.

In order to determine the fitling time constant of a particular trap, the rate equation eq. 3.46 has to be
examined. It will be assumed that the temperature has a small value, such that the electron and hole
emission rates (e,, e,) are both negligible. Given the concentrations of injected free electrons n and holes
p are constant, an anaiytical solution is possible. Regarding the special situation that the trap is empty
before the filling pulse, the result can be rearranged to give the hole filling factor (¢.g. of the C,0, donor)

€q.3.92 ;_:('ﬂ)= ' [l—ap([lc, +pc,] ‘*")]

nc
1+—=
pc,

The filling factor approaches the steady state value eq. 3.83 with a characteristic time constant

€q.393  tgy= @c, + pr:‘,)-l

which is of the order of 100 ps — Y
when a2 free i 200 b
concentration of 10 cm‘?‘":,:; ! Fig. 353 Influence of the
typical numbers for the capture M = 13s z:r:io: ofo::‘ ¢ ’;rgm;gg
coefficient (v, = 107 cmvs, o = : ==+ 10,30, 100 spectnum. In = 17mA,
10" ¢m?) are used. Employing 5 150 500, 2500 "] T =350K p=0183Kh,
the above estimates of the bias = S0V, ¥V, = 65V
capture coefficients of C,0, at  __ at room temperature after
SO K would then however give < a 7.5 months annealing
a vy of the order of ten ﬁ) 100 (device ,M‘wfo"' ®, -
seconds, which is alresdy 0 3.82x10" cm). Only ""’
temperature  range in
mmble o the commonly 8 which changes could be
used filling time 0': 30s. ~ s observed is shown. The
Systematic variation of the serious  distortion and
duration of the free carrier shift of the TSC signals is
injection pulse fg has only in due to the variation of the
one case been found to affect ) ) depletion  widih,  see
the TSC spectrum (Fig. 3.53) f30 150 10 oo Seendisz
Similar  observations were
already reported in [SCH9S]. Temperature [K]

Trap filling in this heavily
damaged device was achieved by forward current injection at 50 K. Only for filling times of the order of

The ponding capture cross sections would then both be of the order of 10! cm’.




understood if the free carrier concentration during the fitling period is of the order of 10" cm™. Now, in
the previous section a free carvier concentration of around 2x10° cm™ has been determined at 50K and
an injection current of 1.7 mA for the device considered in Fig. 3.53 (compare Fig. 3.45). Recailing the
various simplifications which were necessary to obtain that result, it must be concluded that the two
values are in reasonable agreement. Then, slso a consistent picture concemning the dependence on the
filling time emerges since the alteration of the spectrum in Fig. 3.53 does simply reflect the dependence
of the number of C,0; donors occupied with holes on the filling time fe, according to eq. 3.92. Due to the
comparstively small concentration of injected fiee carriers the total trapped charge must be
approximately zero. This requires more electrons to get trapped upon charging of the C,0, donor which
then accounts for the simultaneous increase of peak N observed in Fig. 3.53. Moreover, it is noted that
the variation with filling time was noticed only for a filling temperature of around 50 K but not at 20K
or 80 K. This is however in agreement with the above modeling. On the one hand, at 20K the hole
capture coefficien is so small that the hole filling factor would be expected to be clase to zevo, i.¢., C,0,
is not filled at all. On the other hand, at 80 K the hole capture coefficient is already quite large, which
leads to comparatively short filling times (eq. 3.93).

3.3.3.6 Isechreneus Annealing Study

Isochronous annealing has already been used in Section 3.2.3 for the investigation of the changes in the
macroscopic propertics. Regarding the description of the experimental procedure, the reader is refemred
to that section. For the two ion-implanted samples (M20609, M20708 see Table 3.4) it will now be
discussed in detail which related processes could be detected on the microscopic scale using the TSC
method. A correlation of these results with the macroscopic properties will be presented separately in
Section 3.4.

Spectra Obtained on s Weakly Damaged Device (®,, = 9.76x10" em?)

As outlined in the previous sections, it must be bomn in mind that the filling conditions strongly influence
the obtained spectra. In order to gain a comprehensive representation of all defect levels, various sets of
measurement parameters have been applied (compare Section 3.3.3.4). Fig. 3.54 a) displays the observed
variation of the TSC spectrum with the annealing temperature when electron traps were filled by cooling
down under zero bias. In the early stages of the anncaling experiment peak N always compensates for all
of the positive space charges. Thus, no deep traps but those causing the TSC signal N were filled. After
the 150°C annealing step, the left-hand side of the composed peak N started to anneal out and, following
the 210°C anneal, the remaining fraction N, was sufficiently isolated to allow for a thorough
determination of the deep level parameters AH' and o by the delayed heating method, see
Section 3.3.3.7, which are in very good agreement with thase well-known for the transition ¥¥ ., The
decomposition of peak N into two portions has originally been introduced in reference [FRE96], where
similar annealing studies were presented, however, using the C-DLTS method. Finally, at the 290°C
anneal, an electron trap causing a TSC peak at around 145 K emerges, which has been labeled L. The
annealing of peak N reduces the compensation and therefore enables the partial filling of traps further
away from the middie of the band gap. Whichever are the concentrations of the deeper levels (L' and N),
the heights of the peaks F and 1 are modified accordingly, which must not be confused with a real
annealing effect.

For comparison Fig. 3.54 b) shows the corresponding spectra where the electron traps have been
filled by switching to zero bias after cooling down under reverse bias. Several filling temperatures have
been used and the curves presented in Fig. 3.54 b) were combined in such a way that the optimum filling
of the deep levels is represented: A and C have been filled at 25 K, F at 50K, and all others at 80 K. In
addition to the more shallow peaks that were not filled in Fig. 3.54 a) it is worth noting the absence of
peak L' under these conditions indicating either a small electron capture cross section, as compared for
example to the doubly charged divacancy ¥¥  (peak 1), or a metastable behavior. Moreover, yet
another electron trap, H’, which anneals in is found on the left-hand side of peak 1.
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Fig. 354 Isochronous
annealing of the TSC
spectrum measured on the
device M20609 (O, -
9.76%10" em?).

Afier filling electron traps
by cooling down under zero
bias. While the annealing of
peak N and the emergence
of peak L’ is propery
represented by this figure,
the heights of the peaks F
and I do in the first place
reflect the varying filling
Jactor arising from the
different compensation
conditions, see text.

Composite TSC spectra
obiained  afier  filling
electron traps by switching
to zero bias for 30 s at an
appropriate  temperature:
25K for peaks A and C,
50K for peak F. and 80K
for peaks H' through N.
Peak F has been scaled
down by a factor of 3 for
better visibility.

Detection of electron and
hole traps by applying a
305 long injection puise of
1.7 mA at low temperature.
The spectra were composed
the same way as noted
under b).



Finally, electron and hole traps have v v ! '
been filled simultaneously by applying a | a) |
forward injection cwrent at low
temperature, Fig. 3.54 c). Agsin the
filling factor depends on the injection
temperature and therefore the spectrum
has been composed the same way s in
Fig. 3.54 b). The filling of the hole traps
J and Q, which are annealing in, is
actually improved for 20K injection,
which has however not been included in
the figure. It is noted that under these
experimental conditions peak N shifts to
higher  temperatures  during  the [ © F1TmA@50K ]
isochronous annealing experiment than 0
observed in Fig. 3.54 3) and b). It must et ——————
therefore be concluded that a hole trap, b )

N, , grows on the right-hand side of N at 3k
the later annealing stages. 03 1,1.7TmA @80K
A, 17TmA@25K

Evaluation of Defect Concentrations

and Discussion ClTImA@25K
Concentrations of defect levels were JLTmA@20K
derived from these TSC spectra by J, 0 V cooling
integrating the corresponding  peak L', 0V cooling
currents {eq. 3.78), however, omitting
those peaks, which were not sufficiently
isolated. Regarding the various filling
modes, for each peak only one of them
has been found to give the largest filling
factor and was thus used preferentially. 0
Accordingly, appropriate  procedures 169F
were  applied for the accurate 167
determination of the defect 165
concenirations. These have already been 1

outlined in Sections 3.3.34 for the
patticular device under consideration. 97
Here it should be noted that in order 1o ¥ 95 " L17TmMAG@R

avoid current injection from the back 1
plane contact duting the TSC 48r
measurement always a reverse bias of 47t
S0V has been used which is closely
below the full depletion voltage 50 100 . 150 200 250 300
measured at room temperature. The Annealing Temperature [ °C )
evaluated data have been normalized to Fig. 3.55 Ewaluated peak concentrations mormalized to the
the irradiation fluence and are presented :ol diatl ),‘ ne (open ;:.b) electron :mp,;. ﬁ"m:
in Fig. 3.55 2) and b) s function of the 7€ Iraps): pea peaks, varion ng
temperature of the preceding annealing uzrhad; m agplied as indicated. c) Temperature shifi of the
step. In some cases a significant shift of peaksN. 1. ’
the peak temperature has been observed which implies that those peaks do not originate from a single
defect, and that their composition is varying in the course of the annesling (Fig. 3.55 c)).

The shift observed on peak N in Fig. 3.55 c) suggests that N, anneals out at around 175°C. However,
the sum of N, and N, is diminishing continuously without marked stages (above 100°C)’, in agreement
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* Conceming peak N, 28 shown in Fig. 3.5 a), it will be noted that due to the compensation the jom quoted for the
first annealing ternperatures reflects the lower limit.

with the observations made in reference (MOL96) using C-DLTS. Conceming the divacancy level
V¥ it has however ofien been argued in the literature that the corresponding peak appears to be
broadened if the divacancies are located in strained lattice regions, i.c., in the vicinity of disorder which
is predominantly introduced by heavy particle damage (compare Section 3.3.1.1). In this field the work
of B.G. Svensson et al., who systematically studied the level as function of the energy and mass of the
particles used for damaging the crystal, is noteworthy in particular [SVE93]. There are therefore serious
objections to the view that peak N is composed of two different fractions (? + ¥V ), In this picture the
shift in the peak temperature, which also is observed on the ¥V “*/ transition (peak I), could reflect a
reduction of the lattice strain by suitable thermally activated rearrangements. Moreover, according to the
model developed in [SVE91), lattice strain significantly reduces the rate of the bond-switching, which is
crucial for the formation of the motionally averaged quantum-mechanical states of the V'V constituting
the energy levels in the forbidden gap. As the bond-switching is thermally activated this effect is more
pronounced at low temperature, i.c., below a certain temperature the levels do not exist. In particular this
accounts for the striking observation frequently made in C-DLTS studies that the concentration of the
doubly charged divacancy appears to be smaller than that of the singly charged. In analogy, upon
reduction of the lattice strain by the clevated temperature annealing, the apparent concentration of V¥ "
would be expected to be growing until a one to one ratio with respect to ¥¥ ® is accomplished. The
changes observed in the concentration of peak [ in Fig. 3.55 b) appear to be in agreement with this view.

As already discussed in the Section 3.3.3.4, the C, C, pair does not contribute to peak F for the specific
filling conditions chosen. The growth of peak F observed in Fig. 3.55 2) does therefore indicate an
increase in the YO/™ (A-center) concentration. It is thus highly likely that the annealing of peak N
liberates vacancies which consequently are captured at the dominant sink, namely, interstitial oxygen.
Peak M, which was assigned to the transition C, 0" exhibits a 25% reduction at around 150°C. As the
annealing temperature of C, O, is much higher (see Appendix B), it is concluded that peak M is composed
of C,0/" and another unknown transition. The marked increase in peak M at the end of the experiment
can not be excluded to be due to the emergence of the averlapping peak L', since L' might become filled
by the forward current injection.

The data on the smaller peaks in the spectrum have been compiled in Fig. 3.55 b). These are of
particular interest as in terms of the defect concentrations the changes in N,g,, were found to take place
in the same order of magnitude (compare Section 3.2.3). Except for the peaks C and I, which tentatively
were assigned to the transitions C,C(B)*™ and V¥ ), the chemical origin of the various TSC signals is
not known. Among the defects anticipated in radiation damaged silicon the C,C, pair is one of the least
stable and should anneal out at around 300°C (Appendix B). In fact, the annealing behavior observed on
peak C in conjunction with the shift of the maximum temperature detected in Fig. 3.55 ) indicates a
transformation of the defect close to 200°C.

Possible candidates for the defect giving rise to the peak L' which emerges at approximately 290°C
would be higher order ¥, O, complexes. However, obviously there is no corresponding reduction of the
YO, or ¥V concentration, which should be noticed upon complex formation with interstitial oxygen.
Since also none of the other peaks is annealing out, it is unlikely that the defect is arising from the
reconfiguration of radiation damage-induced defects at all. Finally, it will be noted that the peak
temperature of J° is similar to J, which implies that the concentration determined for J probably reflects
the sum of both.

Spectra Measured on a Heavily Damaged Device (0, = 3.82x10" cm™)
It has been discussed extensively in Section 3.3.3.4 that defect concentrations can hardly be determined
from TSC measurements on heavily damaged devices. In addition one has to envisage large leakage
currents deteriorating the spectra. However, the TSC method can stilt serve as a tool for monitoring the
defects which then at least allows for the qualitative correlation with the macroscopic properties. These
considerations are of particular interest since it has been found in Section 3.2.3 that the macroscopic
anncaling behavior is different for weakly and heavily damaged devices. It would therefore atso appear
to be difficult to predict the macroscopic properties, which are of practical interest chiefly in the high
fluence range, from the results obtsined on weakly damaged samples.

In inverted detectors one can exclusively fil! hole traps when the negative space charge is frozen
during the cooling and defects are filled at low temperature by switching to zero bias (compare
Section 3.3.3.4). Corresponding spectra have been recorded in the course of the isochronous annealing
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experiment (Fig. 3.56 3)). A comparatively large reverse bias voltage of 50 V had to be used in order to
obtain TSC signals significantly larger than the system noise. A strong increase in the leakage current
was noticed, and it was for example impossible to detect the C,0/* transition at the later annealing
stages. Still peak H and peak J are sufficiently remote from the temperatures where the leakage current
predominates and appear to grow. Here it needs to be recalled that also the negative space charge is
found to increase (see Fig. 3.10 8)), which then, for the particular mode of trap filling discussed here,
enhances the hole filling.

More reliable results were obtained when a 1.7 mA forward current was injected for 30 s at 20 K, see
Fig. 3.56 b). A reverse bias voltage of only 0.1 V was chosen as it is suitable to overcome the problems
arising from the leakage currents. Although leakage current data has thoroughly been subtracted, at the
later annealing stages a useful spectrum is still observed only for measuring temperatures below 150 K.
All peaks originating from hole traps (H, J, Q, and M) are growing in these spectra. It is of particular
interest to note that the two peaks J and Q, whose concentrations are known to be comparatively small
(see Fig. 3.54 c)), are becoming predominant regarding their peak heights. This feature, which must be
related to the specific experiments| conditions, is not understood. Nevertheless, at least in part would the
growth of the peak heights be expected 1o reflect an increase of the comesponding defect concentrations.

1t has been described in Section 3.2.3 that in inverted detectors elevated temperature annealing
generates 2 bulk defect which can be cycled reversibly between its two bistable states. The excited state,
which makes N 4oy more ncgative, can easily be prepared in the experiment by simply injecting free
carriers. This provides a means to unambiguously detect the corresponding deep levels in the TSC
spectrum: The sample in question has been stored at room temperature for at least one day afler
quenching from the isochronous annealing temperature. This allows for the settling of the depletion
voltage, i.c., the de-excitation of the bisable defect, compare Fig. 3.12. After recording the TSC
spectrum as described above, an excitation current of 1.7 mA was injected for 20 min at 290 K.
According to the systematic investigation into the transformation kinetics in reference (MOL9S], this
procedure is sufficient 10 entirely excite the bistable defect. On the thus prepared sample the TSC
measurement was repeated using identical experimental parameters.

Now, Fig. 3.56 c) shows the subtraction A/ of the TSC spectrum gathered before excitation from the
one after excitation. The above program was carried out successfully at the four annealing temperatures
indicated. It is evident that only peak J responds to the preparation of the excited state. This particularly
unique relationship between the change in 8 macroscopic property (.8 Nygacx) and a sole defect level
will be discussed again in Section 3.4.
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Fig. 356 TSC spectra
measured on the device
M20708 (® = 3.8210"
em) afier the indicated
annealing step.

Defec filling was achieved
here by switching 10 zero
bias at 20 K for 30 5 afler
cooling the sample under a
reverse bias of S0 V. Only
hole irps are filled

increasing very much in
this sample, was not
subtracted.

A 1.7 mA forward current
was injected for 30 s al
20K prior to recording
these TSC spectra using a
reverse bias of 0.1 V. The
leakage curremt has been
subtracted.

Difference of the TSC
spectrum measured before
the excitation and the one
measured aflerwards. The
parameters of the
measurements were
identical 10 b). The
modified depletion width
after excitation in
conjunction with the large
leakage currents cause the
increase of Al above
160 K.



3.3.3.7 Determination of Level Parameters AH'’ and

Numerous methods designed for the analysis of TSC spectra have been reported in the literature. They
are al! aiming at the extraction of the characteristic parameters AH* and o which for each defect leve!
determine the variation of the emission rate with temperature (eq. 3.51)". This is usually achieved by
measuring the emission rate at various temperatures and plotting these data in semi-logarithmic scales as
function of the inverse temperature (Atrhenius-plot). [n general there is a trade-off between the accuracy
of the obtined results and the required experimental effort. Here, the latter refers in particular to the
number of spectra that need to be recorded, i.c., the total measurement time.

Among those methods requiring only a single spectrum is the one put forward by J.G. Simmons and
G.W. Taylor [S1271], which was already sketched in Section 3.3.3.1. They simply make use of the
maximum temperature and the peak width at half maximum. In addition the defect concentration can be
inferred from the peak height. Moreover, frequently the so-called initial-rise method is used, which
exploits that according to eq. 3.77 the detected current is proportional to the emission rate as long as the
total number of emitted carriers is small compared with the defect concentration. An Arrhenius-plot can
therefore be constructed from the left-hand side of the TSC peak signal under study. Only recently T.
Schulz has suggested a refinement of this procedure, the integral analysis, in which he determines the
concentration of yet occupied traps in eq. 3.77 by integrating the peak current [SCH95). This then allows
the extension of the Amrhenius-plot towards higher temperatures. Finally, it is worth mentioning the
deconvolution method as described by M. Bruzzi in reference [BRU95). Basically, the full equation
derived for the TSC current signal, eq. 3.80, is fitted to the measured spectrum by simultaneous variation
of AH’, o, and also the concentration of initislly occupied traps. It is then possible to take into
consideration several traps and to resolve complicated signals originating from overlapping TSC peaks.

It should however be born in mind that all these methods depend crucially on the shape of the TSC
peaks which can be seriously distorted if for instance the depletion width is varying during the emission
of the trapped carriers. Further, the initial-rise method is suitable only if current signals orders of
magnitude smaller than the maximum peak current can be accurately measured. This is however often
hampered by the system noise or a base-line signal. Regarding the deconvolution method it must be
stated that the analysis of overlapping peaks cannot be done unambiguously, rather is it necessary to
make some reasonable suppositions for the capture cross sections of the traps.

A natural shortcoming of the TSC method lies in the fact that the temperature is not a constant which
renders the precise determination of the sample temperature very difficult (see Section 3.3.2). While also
the variation of the heating rate, one of the two methods used in this work, suffers from this problem, the
delayed-heating technique does not, and hence furnishes resuits of superior accuracy. Moreover, both
methods do not rely on the peak shapes but require the recording of several spectra under specific
experimental conditions, as will be described in the foltowing.

Variation of the Heating Rate

This method is traced back 1o M.G. Buchler, who has pointed out in reference [BUE72] that the peak
temperature 7, depends on the heating rate §, compare ¢q. 3.79. Minor rearrangements of the formula
leads to

eq. 3.94 |.{"A]-A”"' LI LY L )
B kg T 30-.,"’&‘.7/""0

where it has been assumed that the correction 27, supplied to the term AH”, /&, can be neglected, since
it arises from the weak T dependence of the emission rate (eq. 3.51). If thus the temperature of a
particular peak is considered in several TSC spectra measured with different heating rates, a plot of
In(T*.. /B ) versus 1/T,. is expected to give a straight line. Accordingly, the slope «, of a straight line
a, +a,/T,, fitted to the data furnishes the emission enthalpy AH". This then needs to be combined with
the constant ., in order to evaluate the emission cross section ¢ according to the term on the right-hand
side of eq. 3.94.

* In order to apply the appropriate value of the effective mass one has (o ascertain in advance, whether one is dealing with an
electron oc 2 hole trap.

ns

Such experiments have also been conducted in this work, and Fig. 3.57 presents the corresponding
specina obtained on a heavily damaged device (M20708,0,, = 3.82x10" cm™). The traps have been filled
by a 30s lasting injection of around 1.65 mA at 20 K. It was possible to vary the heating rate B over a
wide range of two orders of magnitude. The upper limit of around 1 K/s is imposed, on the one hand, by
the maximurn heating power provided by the temperature controlier and, on the other hand, by the heat
capacity of the sample mounting. The latter is an increasing function of temperature, which accounts for
the fact that the highest nate of around 1.4 K/s could not be obtained above 100 K. There are also two
natural limits for the smallest feasible heating rate. While the first concerns the total measurement time,
which for example was around five hours for the smallest B chosen, the second arises from the signal-
to-noise ratio, as sccording to eq. 3.81 the TSC signal is in the first approximation proportional to p .
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Fig. 3.57 A variation of the heating rate experiment conducted on a heavily damaged sample (M20708, o, -
3.82x10" em’’, 6.5 months room temperature annealing, Voo » 65 V, ¥, = 50 V). The various heating rates p are
indicated in the figure. Trap filling was achieved by forward current injection at 20 K(lpg= 303, lgn 1.65mA).

Now, conceming all TSC signals for which an unambiguous determination of the peak temperature was
possible, an analysis according to the aforementioned program has been tried, see Fig. 3.58. In addition
to the data presented in Fig. 3.57, for the peaks F, [, and J also similar TSC measurements in which the
traps have been filled at 50 K were taken into account. Moreover, some supplementary data points for
peak F were obtained on a weakly damaged device'. It will be noted that the heating rate is not precisely
a constant during al! of the temperature scan. Therefore, it was necessary (o determine appropriate values
of B in the neighborhood of the particular peak under study. This can be done off-line, as both time and
temperature are recorded.

The data plotted in Fig. 3.58 exhibit a significant scatter and deviations from the predicted straight
line relation. Further, the evaluations of the pesks F and 1 were not very well reproduced with respect to
the different sets of TSC spectra analtyzed. It has therefore been tried here, to give a first order estimate
of the statistical error for the individual data points. A chief source of uncertainty clearly must be sought
in the sample temperature. The reproducibility of the temperature between two arbitrary TSC
temperature scans has been assumed to be 1 K. This error is thought to arise from long term temporal
variations in the temperature distribution of the whole experimental set-up (Section 3.3.2). In addition, it

° Device M20609, ®, = 9.76x10" crr?, for details see [HEY96).
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has been asserted that there is a disagreement between the temperature of the sample and the temperature
sensor arising from the finite thermal conductivity of the mounting. Given the one is trailing the other
during the TSC temperature scan, larger differences are expected at higher heating rates. It is arbitrarily
put here that this emor is 1 K for a heating rate 0.183 KJs, the value which typically has been used.
Accordingly, the ermor oy, in the evaluated 7 data was cakulated by oy, = S464s x P + LK
Standard emror propagation then yields the comesponding error in the quantity T /B ), which is
depicted in Fig. 3.58.

24— Y T T {9t =t Y
sz- 4
mm
» 20} /{/1 1
@ 18tJ I H F 1

8
~E 16} 1
&

8 14} 1

124

8 012 4 0 a2 32
1000/(Thx [K ])

Fig. 3.58 Evaluation of the level parameters occording (o eq. 3.94  from the T, data evalucted on TSC spectra
that were obtained for various heating rates, compare Fig. 3.37. Concerning the error bars, see text,

Thus it was possible to make use of a weighted least-squares procedure for the calculation of the straight-
line fit (Appendix D), and the results are listed in Table 3.18. in the last column the comrespondingly
minimized  *’s normalized 10 the number of degrees of freedom (D.o.F) of the fit have been quoted. A
value larger than one does therefore indicate that the errors in the individual data points have been
underestimated. Accordingly, then also the emors given for the evaluated parameters are too small’.

Table 3.18 Level parameters evaluated with ihe variation of the heating rate method. o, and G, denote the upper
and lower error bound of the cross section. Regarding the reliability of the estimated errors, see text.

Peak f{ Type | AH' {meV] O G s Oy [cm] ¥’/ DoF. Transition
A n 10417 (0.2,2.4,37)x10" 09 ?
c " 10846 (1.3,538,27)x10" 14 C,C(BY™
3 . 18114 (2.3, 44,8510 2.7 Vo™
H p 26027 (1.4,38, 10)x10" 0 1%
K v |l » 22044 (1.0, 1.6,2.5)x10™ 9 C,PLy™?
) p 32124 (0.9, 1.5,2.3)x10™" 1.6 ?

In addition there are yet unrecognized systematic errors, which however have to be taken into account if
the presented results are compared with literature data. For instance, the variation of the depletion width
can shift a peak. For the given experimental conditions it is a specific difficulty met with peak A,
compare Section 3.3.3.4. Further, the position of peak { was found to depend on the electric field

* in the first approximation a better estimate of the error in A" cas be gained by mubtiplying the quoted value with the square-
root of the given normalized x °.
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strength, which accounts for the badly reproduced maximum temperatures of the two sets (20K and
50 K injection) of spectra studied. Moreover, the data evaluated for the peaks C and H seem not to be in
agreement with the sssumed straight line modet. The presented derivation of the level parameters
appears to be appropriate only for the peaks F and J. Thus, the overall performance of the variation of the
heating rate method is not convincing. Still, more reliable data would be awaited on weakly damaged
devices. Finally, it is noted that the temperature range which can be exploited for the construction of an
Arrhenius-plot is quite small, as for instance compared to DLTS, see Section 3.3.4. Consequently, it is
very difficult to accurately determine cross sections using the variation of the heating rate method.

Detayed Heating

The most powerful recipe regarding the deep level characterization by the TSC technique has been put
forward by J.C. Muller et al., who have described the method of delayed heating in reference [MUL74).
In a unique way they combine the advantages of an isothermal technique with the resolving power of
TSC measurements. The basic idea lics in the madification of the trap filling pulse.

Consider the end of the filling period and assume that the filling factor is equal to one, i.c., n{0) or
pA0) = N,, whichever is the type (clectron or hole trap) of the decp level under study. Upon reverse
biasing the diode the initial filling can evidently be altered in a very controlied fashion by simply
retaining the sample at the low temperature 7, for a certain delay period ¢, before the regular TSC
temperature scan is initiated. The filled defects are therefore allowed to emit the trapped carriers which
changes their initial occupation according to an exponential decay law

€q.395  {1,(0).p,0}= N exp(oe, (T

This relation follows directly from the solution of the rate equation eq. 3.68 when the temperature is
assumed to be a constant (isothermal decay) and one of the emission rates predominates. The height of
the peak under consideration, which is proportional to the initial occupation (see eq. 3.81), will thus be a
function of the detay time #,. This is demonstrated in Fig. 3.59 for the transition C, /'™ (peak M), which
among others has been studied here.
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Fig. 3.59 Delayed heating measurement on the C,0/ "™ donor level. The set of TSC curves shown was obtained for
a delay temperature T, = 126 K and for the delay times t, (device M20609, ®_ = 9.76x10" em”, 6 months room
temperature annealing, Ve = 74V, Ipg = 1.7 mA, 1= 305, Vo, =71 V. B = 0.19 K/s).

118



According to eq. 3.95 a semi-logarithmic plot of the peak height versus the delay time is supposed to
give a straight line. Thus, e,,(7,) can be derived from an appropriate straight-line fitting procedure,
which is presented in Fig. 3.60. The determination of the emission rate as function of temperature
requires the recording of sets of TSC spectra like in Fig. 3.59 at various delay temperatures 7. A
conventional Arrhenius-plot can then be employed to determine the level parameters (Fig. 3.61).
Evidently, the delay temperature 7, which r v v
has always been chosen equal to the filling
temperature 7y, must be sufficiently small
compared with the peak temperature 7, in
order to allow for an accurate assessment of the
considered peak. For typical heating rates, of the
order of 0.1 K/s, the emission time constants at
the delay temperature /e, ,(T,) are then found
to be much larger than one second. Delay times
t, should be chosen in the range from zero to
few times the emission time so as to recognize
the full exponential decay transient. In practice,
delays ranging from t s to 10000's (» 3 hours)
were realized, where the lower bound is due to
the assembly speed of the computerized set-up

—

Peak Height [ pA ]

and the upper bound duc to the tofal 30 2500 5000 7500
measurement time.

Regarding the use of the peak height as a ty [s]
measure of the initially filled trsp concentration Fig. 3.60 Determination of the emission rate at various

it is noted that the heating rate B is then delay remperatures by means of a straight-line fit {compare
implicitly assumed to be a consiant. However, Fig. 3.59).

as the variation of the sample temperature is

connected with a time constant characteristic of the temperature controller and the sample mounting, the
sample temperature initially trails the nominal temperature before it, sccompanied by some minor
oscillations, settles into the desired linear increase. Thus, if 7, is close to 7, fake peaks can sometimes
be observed which however merely reflect the modulation of the genuine TSC signal. It is therefore
recommended to utilize the integral of the TSC current instead of the peak height. The integration, which
must be started right afier the end of the delay period, does not depend on the temperature profile and,
according eq. 3.78, is proportional to the concentration of initially filled traps.
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Fig. 3.61 Arrhenmius-plots constructed from delayed heating experiments.

Besides peak M, the delayed heating method could in this work successfully be applied for the study of
two other transitions, namely the peaks J and N, and a compilation of all results is given in Table 3.19.
While in the case of M and J the trap filling was achicved by forward current injection, the trap
corresponding to N, has been filled by cooling down under zero bias (Fig.3.54 a)). Further, in the former
case the peak heights have been evaluated, whereas in the latter case the integrated cutrent was
employed.

1t has also been tried to analyze numerous other defect levels, however, only in the above mentioned
three cases a reasonable Arrhenius-plot did result. Those studies were chiefly canried out on heavily
damaged samples, and it must be concluded that the peak heights or integrals do not reasonably well
reflect the concentration of initially filled traps if the deep level concentrations are large. In particular it
is noted that the peak studied by the delayed heating method usually is the first TSC signal in the
spectrum, which was previously suspected to be seriously affected by the variation of the depletion width
encountered during the emission of the trapped carriers, see Section 3.3.3.4. Only the evaluation of peak
J was not affected by these circumstances, probably because the transition is located at a unique position
in the spectrum, next to the dominant hole trap peak M, which then essentially controls the width of the
depletion region. Regarding the more shallow levels (peaks A, C, etc.), it was at limes observed that the
apparent emission rate was more or less independent of the sample temperature. This unexpected
behavior can be understood, if the optical emission due to infra-red stray light is considered which is
expected to dominate the total emission rate at low temperatures. Also peak N, as presented in Fig. 3.59,
has been subjected to delayed heating. Although the defect concentrations were sufficiently small, a
reasonable evaluation was not possible. The peak temperature shifts upwards as function of the delay
time, reflecting the composite character of the peak. Only by means of the deconvolution technique a
decomposition into several peaks can be obtained, see [HREY96).

The error margins quoted for AH’ and o in Table 3.19 were derived from the fit as described in
Appendix D. They therefore reflect the agreement between the data presented in Fig. 3.61 and the
straight-line mode). The estimated standard errors in the individual data points have not been included in
Fig. 3.61, since they hardly can be distinguished from the symbols, confirming the high accuracy of the
Arrhenius-plots.

Table 3.19 Delayed heating resulis (devices M20609 / M20708 ®,, = 9.76x10" cm™ / 3.82x10"* cm’?).

m Device Annealing Stae IlType- AH’ [meV] Gy O, G, [cm’] || Transition
[ 5 || M20708 | 12 months room temperature 32612 (2.5,3.2,4.2)x10" | ?

h
M || M20609 | 6 moaths room temperature b 36317 (12,24,48)10% || o™
N, [§ M20609 | isochronous, after 90 min 210°C | ¢ 41318 (0.78, 1.5, L7)x10" vy

A major source of systematic errors is the limited accuracy of the used temperature sensor. Bearing in
mind that this has not been considered, the agreement between the data found on the transitions C, 0/
and V¥ and the corresponding values reported in the literature (see Appendix B) must be considered
excellent”. It will be noted that the resuits obtained by the C-DLTS technique on the same cryostat
system do match the data presented here even better [MOL96). Concerning the determination of level
parameters this emphasizes the role of the sample temperature, which stabilizes during the particularly
long delay periods applied in the delayed heating method and therefore is very accurately known.

* Inorderto complete the results gained by delayed hesting on the cryostat system shown in Fig. 3.33, the values obtzined by
T. Schulz on the A-center are cited beve: AH, " = 168 meV and @, = 7.7x10°"% cm? [SCH95).
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3.3.3.8 Summary of the Defect Studies Using TSC

It was shown that the deterioration of TSC spectra (e.g. peak shifts and kinks) observed on heavily
damaged high resistivity detectors can be explained by the variation of the depletion width as function
of the measuring temperature. An overall reasonable agreement between measurements and
simulations was found, leading to a simple recipe for the extraction of accurate defect concentrations.

TSC spectra were studied on samples imradiated by fluences ranging from 10" to 10* ¢m? using three
different modes of decp level filling. Chief considerations were the determination of the level type
(clectron versus hole trap) and defect concentrations.
1. Cooling down under zero bias.
Fills majority carrier traps until Fermi level pinning occurs.
Has given the most accurate introduction rates for electron traps.
2. Switching to zero bias at low temperature after cooling with reverse bias.

Fills with majority carriers, predominantly levels with large concentrations and cross sections.

The bistable defect C,C, is prepared in a specific state, which allowed for the determination
of the ratio [C,C, ]/ [¥0,] = 0.19 for the material studied.

3. Injecting a forward current of around 1.7 mA at 25 K, 50K, and 80 K.

Fills electrons as well as hole traps, however, depending on the injection ratio p/n and the
natio between the capture coefficients ¢,/ c, .

On weakly damaged devices (N, < N gyr) and at sufficiently high temperatures the injection
current obeys the Shockley-diffusion model. Otherwise a p-i-n diode like double injection takes
over, which was discussed in terms of the recombination length/lifetime in the presence of
variable defect concentrations and considering the charges trapped into deep levels.

A characteristic feature of the p-i-n model, namely, a constant voltage drop across the diode
independent of the injected current could be confinmed experimentally.

An electric field dependent enhancement of the emission rate was observed on one peak, which was
tentatively assigned to C, P, (111"

After sround 400 d storage at room temperature the following introduction rates (equivalent | MeV
neutron data) were found for the dominant damage-induced defects

Zcc, =016cm™, geq =106cm™, gy =084 cm™,
B,y =202cm™, and g, >07cm™.
N, is a defect related to the leR-hand side broadening of the peak arising from the transition V¥ ™,

The variation of the TSC spectrum as function of the filling temperature was found to be due mainly
to a temperature dependent hole capture coefficient of the C,0, donor, which was determined to be

35meV
‘pm(n‘ﬂl{- 5T ]

This was also shown to consistently explain the variation of the TSC spectrum as function of the
duration of the free carrier injection pulse encountered under specific experimental conditions.

TSC spectra wete recorded on one weakly (9, = 10' cm?) and one heavily (®,, = 4x10” cm™)
damaged device in the course of an isochronous annealing study. All modes of defect filling were
used.

A continuous reduction of the divacancy related peak N (N, + V¥ “®), 4 liberation of vacancies,
and a disappearance of the peculiarities of the spectrum characteristic of heavy particle damage was
observed.

On the heavily damaged device the height of a single peak was found to be increased after
injection of free carriers at room temperature. This was found to be connected with the
comresponding increase in the negative space charge related to the excited state of a bistable defect.
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¢ Deep level parameters have been extracied from TSC spectra using the variation of the heating rate
and the delayed heating method.
The accuracy of the variation of the heating rate method was found 10 be unsatisfactory due to
the experimental difficulty of determining the exact sample tempersture.
The following very reliable results were obtained with the delayed heating method,

COM™: AW, =0363eV,0 , =24 x 1075 em?
W Ate =0413eV,0, =11x10"% em?

The unknown hole trap giving rise to peak J has been characterized on a heavily damaged
device, which due to the variation of the depletion width might introduce large systematic erors in
the evaluated parameters: AH', =0.326 ¢V, 0, = 3.2x10" cm’.
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3.3.4 Current DLTS with Optical Filling

Deep Level Transient Spectroscopy (DLTS), as originally introduced by Lang {LAN79), is a very
powerful 100 for the study of defect levels in semiconductor diodes. Like TSC, DLTS is a so-called
space charge spectroscopy method, however, employing a unique technique for the determination of
emission rates as function of temperature. ionization enthalpies and cross sections are obtained by
constructing an Arrhenius-plot, compare for example the delayed heating method (Section 3.3.3.7). It is
the high accuracy and in particular the short time needed to analyze all traps in the sample (in modem
systems one temperature scan) which has made DLTS so popular.

This however is strictly valid only for the well-cstablished variant measuring the diode capacitance
(C-DLTS), typically at 1 MHz. For the instance of large trap concentrations N, > 0.1xN,, where N,
denotes the shallow doping concentration, o if a considerable series resistance exists duc to the neutral
bulk, which is a particular problem met with high resistivity samples as used for this work, the standard
C-DLTS theory that is based on several simplifications does not hold anymore and the accurate data
evaluation is rendered more difficult. Moreover, if the free carrier concentration freezes out due to
compensation (e.g. N, > N,, compare Section 3.3.1.4) it is not possible to apply C-DLTS at all as then
neither the high frequency capacitance can be used 10 probe the width of the field zone nor majority
carrier traps can be filled by changing the diode reverse bias.

Now, as already stated in the previous sections, large defect concentrations are frequently
encountered in radiation-damaged silicon detectors. Accordingly, there has recently been a growing
interest into the I-DLTS technique which utilizes the cwirent signal generated in the field zone by the
emission of carriers from the trap in question (no retrapping)’, as generally a current signal can be
detected irrespective of the concentration of defects present in the material. Further, optically generated
free carriers are used to accomplish the trap filling which has been found more reliable than voltage
pulse filling (forward current injection)' [LI395]. Semiconductor laser diodes are commonly used for this
purpose because of their good pulsing capabilities and essy instrumentation. However, more
experimental efforts are needed as compared to electrical pulsing and in addition the active volume
depends on the illuminated spot size which is not very well known. The latter hampers the extraction of
accurate trap concentrations, and therefore optical filling has not been used for TSC.

The following paragraphs will develop the theory for the level parameter evaluation, describe the
experimental 1-DLTS set-up that was used in this work, and present results for the most prominent deep
levels. Advantages and short-comings of the method will be discussed.

3.3.4.1 Theory

Basically the DLTS method records the transient signal reflecting the decay of an intentionally prepared
non-stationary trap occupation towards the steady state. Because the current signal, which will be
explored here, comes from the space charge region and the process takes place at a specific temperature,
which is kept constant, the electron accupation of a particular trap (¢ ) at the time ¢ can immediately be
deduced from eq. 3.68,

€q.396  n()-n =[,©0)-n fxo(He, +e,¥)

Here #,* and n,(0) denote the steady state and the initial electron occupation, respectively. Evidently the
trap occupation relaxes by both electron and hole emission. In practice, except for close to midgap levels,
one of the corresponding emission rates is however found to dominate.

If for example e, >> ¢,, which is true for 2 level in the upper half of the band gap given the capture
coefficients are of the same order, it is #,* = 0. That is, in the non steady state situation the trap is
occupied with electrons which are emitted into the conduction band during the relaxation. 1t is due to
these circumstances that such levels are called electron traps, compare the discussion in Section 3.3.1.2.

* Itis noted that this must not be confused with the PICTS (Photo-lnduced Current Transieat Sp py) technique whick
measures the variations of the conductivity i the seutral bulk, see for example (YO183).

! This is especially true for the surface barrier samples used for the DLTS studies in this work, as the Schottky berrier becomes
blocking at low temperatures and no curment injection is possible ot all.

1”3

Now eg. 3.96 can be substituted into eq 3.67 which generally holds for the current density j,, related
10 a single trap in the space charge region. Using the expression derived for the steady state leakage
current j,* from this trap (eq. 3.75), the resulting equation can be written in the following convenient
form

€0.397 ooy =—tg po- ""]; “p -7 ]exp(—(e,, +e, M,

Although the right-hand side of this equation can be cither negative or positive, the total current j,, must
always be negative, compare eq. 3.67. However, in some rare sitvations (e, » ¢,, appropriate initial
occupation) the total current can increase as function of time.

Next one has to determine the initial occupation established by the free carrier injection pulse
preceding the transient decay. Injection of very high concentrations of either electrons or holes would
just fill electron or hole traps completely, i.c., n,(0) = N, or p,(0) = N,, respectively. However, in the 1-
DLTS measurements presented in this work the free carriers were injected into the field zone, which can
lead to relatively small concentrations, see below. Also simuitaneous injection of electrons and holes has
to be taken into account. For the sake of conciseness we will restrict to a simple electron trap, i.e.,
assume e, ~ 0 and »,* w 0, 3 more general treatment is straight-forward though. Equivalent expressions
for hole traps can be found by simply exchanging the subscripts # and p in the expressions that follow.
Moreover let us assert that electrons 2 and holes p are present during the filling pulse with homogeneous
concentrations throughout the depleted zone. This premise is erroneous in particular, for example if onty
clectrons are injected at the surface the corresponding drift current j, o np, E is spatially uniform,
however, the electric field £ is linearly graded. Thus, the free carrier concentration generally varies with
distance. The simplified treatment given here therefore deals with an average value. Otherwise the
solution of the problem would be much more complicated and not valuable for the further usage.

Introducing the emission time constant © = 1/e,, the electron capture time constant 1, = 1/(x ¢, ), and
the electron filling factor £ = (1 + (p¢,¥(nc,))" (compare eq. 3.83), which is ranging from 0 to 1.
Neglecting hole emission, i.. e, = 0, the steady state solution of eq. 3.46 governing the trap occupation
can be written

n,(0) 1
398 Mo .
eq N, I-T]_'._Q_
T

Complete filling of an electron trap is therefore only achievable if the capture rate for electrons n ¢, is
much larger than 3) the comesponding hole capture rate p ¢, and b) the corresponding electron emission
rate e,. The current /,, which is measured in the external circuit during electron emission from a single
trap is given by

1 1
eq.3.99 ’M = quﬂ + ;qOSW'N,fmexp(-:/t )

Here /.., accounts for the steady state leakage currents from all other traps in the sample and any
additional source of leakage current. S is the area illuminated by the laser light and W, is the active
depletion layer thickness.

A schematic representation of eq. 3.99 for the idealistic situation where /1, is much smaller than t is
presented in the upper half of Fig. 3.62. Three different values for the emission time constant have been
used in order to illustrate the effect of the sample temperature on the measured signal. It is clear that this
systematic variation with temperature can be exploited in order to evaluate the deep level parameters. In
principle it is possible to fit eq. 3.99 to the measured transient data which would give an optimized value
of the emission time constant t© = l/e, at 3 particular temperature. Repeating this procedure at various
temperatures would then allow to construct an Arrhenius-plot. However, it is desirable to do the data
evaluation off-line which would then require 2 huge amount of transient data to be stored.
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Fig. 3.62 The upper half displays typical current signals observed during the I-DLTS measurement and the lower
half shows three of the 14 weighting functions wied for the data evaluation. A large photo current is flowing during
the pulse period {, when the optically genersted free corriers are injected. Afler the delay period 1, the transiems
data is recorded within the rate-window T, .

It is mainly for the purpose of data reduction that in DLTS only a reduced numerical representation of
the transient data is used. Generally the integral, also often referred 1o in terms of the correlator signal’,
is calculated over the transient using a specific weighting function. The set-up applied in this work uses
sine and cosine functions with different period widths 7.* and applied to different portions of the
transient data, see the lower half of Fig. 3.62. At every temperature and for every ratc-window T, a set of
14 coefficients is calculated from the measured current data 7™ according to the following expressions

Ja

';"'__ i Y
'{.',, (0)sin] 2x = .

Each coefficient carries a label related to the parameters 1,* and 7. as defined in Table 3.20. Since the
experimental transicnt data is recorded into an armay, eq. 3.100 and eq. 3.101 are essentially evaluated by
a summation procedure which, due to the use of harmonic weighting functions, can be derived from a
standard Fasi-Fourier-Transformation algorithm, for details see [WEI9!]. However, only first order
Fourier coefficients are used. Therefore, the method emulates a multiple lock-in DLTS technique rather
than it is of the FFT-DLTS type, which has been introduced by (IKE8S].

o g
¢q. 3.100 a,”"'-—:: f l:'(z)m{zu‘ 1“0
w ,.' w

eq.3.101 5 =

l.-‘l"'

* Historically this stems from the first DLTS set-ups which would not even have the possibility to store data ot all but rathet had
%0 wse box-car integrators of lock - amplifiers (o get am ou-line representation of the trasiests.
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Table 3.20 Definition of the b, and a, via the p te* and T,®, compare Fig. 3.62, &q. 3.100. and eq. 3.101.

a{T/4) a(T./16)
bAT/8) | bATB) | bL7./16)

T/4 TR T.J16
f [

bAT32)

In order to understand the method used for the off-line evaluation of the DLTS temperature scan data it
is now instructive to explore which values of the various coefficients are to be expected if the transient
signal £, (¢ ) were equal to the one deduced theoretically for a single trap by eq. 3.99. Making use of
the abbreviations for the angular frequency

€q.3102 o, =2F"

and the signal amplitude
eq.3.103 A= %q,SW,N,f

the analytical solution of the integrals eq. 3.100 and eq. 3.101 can be written

eq.3.104 @ -i—f.:-t *Iﬁo Cxp(-l;fti—cxp(— ;-;/,)l ‘t:wu _
eq.3.105 & 'ZF:;TIE“V("';/'I-EXP(-T;#)] -m:mo .

)t is of particular interest to note that any constant leakage current signal cancels out and does not
influence the DLTS evaluation. In contrast to TSC, I-DLTS can therefore study levels close to the middle
of the band gap. However, the initial assumptions do then not hold true, and a thorough data analysis
would require the exact expression according to eq. 3.97 to be used. In this case it should be bom in
mind that the DLTS signal is also allowed to become negative.

Now, for a given experimental situation, i.c., the rate-window 7., , the delay period 4, and f't, are
fixed to & specific value, eq. 3.104 and eq. 3.105 can be shown to exhibit a unique localized maximum at
1, if plotted as function of the emission time constant t. As t = /e, = 1/(0, T exp(-AH /K, T)) isa
monotonically decreasing function of the temperature, the experimental values obtained for the various
cocfficients eq. 3.100 and eq. 3.101 plotted versus tempersture display a peak for every trap. Thus, for a
particular trap the pesk temperature T, can be evaluated for all considered coefficients and can be
related to the unique cmission time constant 1. calculated by numerically maximizing eq. 3.104 and eq.
3.105. Finally, an Arthenius-plot In(,. T, ) versus 1/T__ is constructed to obtain o, and AH',.

Although there are other ways to obtain the emission time constant as function of the temperature, for
example by evaluating the ratio of 5, and a,™, the so-calied maximum-temperature method as
described above is the most widely used and has been found very reliable. The major short-coming of the
situation analyzed in this work is that it was not possible to neglect the term f't,, i.e. the capture time
constant, as due to the comparatively small concentration of injected free carriers f'v, frequently was
found to be of the order of the emission time constant t . However, f't,, which must be known in order to
maximize eq. 3.104 and eq. 3.105, is not known a priori. Therefore, initial values t’,,, have been
determined using the DLTS evaluation computer program, which assumes 1, = 0. That is, in the first
approximation the amplitude A in eq. 3.104 and eq. 3.105 absorbs the neglected term according to
q.3.106 4t - ot )= A,

q At'+ft. A4S > A Al+ﬁ.,/t'
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resulting in an amplitude 4° that depends on the emission time constant t". The right-hand side of eq.
1.106 was therefore fitted to the data reported by the DLTS computer prognm for 4’ and t'g which
gives estimates of the true amplitude 4 and the term f'1,. A constant relative error has been assumed for
the amplitude, i.c., In{4°..) has been used for the fitting procedure. Corrected values of the time
constants ¥ were then found by maximizing eq. 3.104 and eq. 3.105, however, now taking the obtained
term £ t, into account.

3.3.4.2 Experimental Considerations

A block diagram of the 1-DLTS system representing the electrical circuitry and the used apparatus is
shown in Fig. F.3 of Appendix F. Light with an energy above the band gap from three different lasers has
been used for optical filling: 670 nm, 830 nm, and 980 nm. Corresponding absorption lengths in silicon
and a discussion of the losses in the gold layer of surface barrier detectors is given in Appendix A. While
the 670 nm light is absorbed within a short distance below the front contact, the 980 nm light penetrates
very deeply into the silicon bulk material. In the presence of an electric field below the front electrode
(reversebi:sed.notinvemddawwr)elmwillbesmuum@lﬂnmchrgenﬁmin the
former case whereas in the latter case electrons and holes are available for the filling of traps.

The cument signals were fed into a current-voltage converier (preamp) which fumishes an
amplification of around 10° V/A. Any further signal processing was done by the DLTS equipment
[COH]. In this system the input voltage signal is first adapted to the following electronics by a varisble
gain amplifier. An anti-aliasing filter (cighth-order Bessel [WEI91)) is then used to remove high
frequency noise from the signal before digitizing it in the ADC. Finally, the signal is digitized and stored
in s transient recorder at up W 1024 points. Also averaging of several transicnts is possible which
significantly improves the signal-to-noise ratio. The operation voltage of the laser diodes is supplied by
the pulsing unit that also triggers the transient recorder. The preamp electronics was modified to a DC
coupled configuration” because otherwise the AC coupling time constant would have intetfered with the
averaging process in an uncontrolled fashion.

For a given rate-window 7, the coefficients a, and &, act on the whole transient and b,(T_/32) on the
initial 7,732 fraction. One of the most valuable functions of the DLTS sysiem used is that the rate-
window can be changed during the temperature scan of the sample, thus, obtaining very accurate
transient information within 3 minimum time period. The useful range of rate-windows is however
restricted. A lower limit is given by the minimum time required for one digitization by the ADC in the
transient recorder hardware (2 ps). If all coefficients given in Table 3.20 are to be exploited at least 64
points should be recorded per transient, which makes the minimum rate-window equal to 128 ps. A rise-
time of 30 ps has however been noticed in the voltage amplifier, and rate-windows smaller than 640 s
were not found suitable. To the other end the limit is imposed by the signal-to-noise ratio. Let us assume
the emission time-constant t were of the order of the rate-window and thus close to the value which
maximizes the a, or b, coefficients. The total signal amplitude is inversely proportional to t and
correspondingly the absolute current is the smaller the large T, . Also measurement time becomes an
important issue then, in particular since a large number of averages would be desirable in this situation.
While severa) hundred times averaging was possible for the smallest rate-windows, no more than 2
transients were averaged for the largest rate-window of around S s. In order to ensure complete filling,
pulse periods ¢, were mostly chosen of the order of 100 milliseconds, irrespective of the size of the rate-
window. The number of digitization points per transient was always chosen as large as possible, chiefly
the maximum value 1024 has been used. Rate-window variations were then accomplished by adjusting
the conversion time of the ADC. Both the accuracy of the transient digitization and the rise time due to
the anti-aliasing filter, which depends on the ADC conversion time, benefit from this way of operation.

As can be seen from eq. 3.99, the amplitude of the current signal is growing for decreasing 1, i.e.,
increasing temperature (cf. Fig. 3.62). The evaluation of decp level parameters from I-DLTS data
therefore puts considerable weight to the initial fraction of the transients. Accordingly, the preamp
should recover very swifily from the overflow condition which due to the large photo-current may occur

* The capacitor coupling the current-to-voltage convertee unit and the voltage amplifier unit was short-circuited. The small
difference between the DC levels in these two units could be eliminated by a regular offset-compensation applied 10 one of the
op-amps.
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during the free carrier injection pulse. Related problems were overcome by applying a convenient delsy
period ¢,. There is however a trade-off between the signal-amplitude and the reduction of the signal
distortion. It is noted here that the time elapsing from the end of the filling pulse to the beginning of the
transient record must be very accurately known. Especially the analog signal delay due to the Bessel-
filter has to be taken into account, see [WEI91). Moreover, regarding the specifications of the preamp in
addition to a large bandwidth which allows for a bigger range of emission rates to be studied also a large
dynamic range is desirable.

An overview of the various samples studied, mostly surface barrier detectors with a very thin gold
layer establishing the Schottky-contact (40 pg/em’), is given in Table 3.21. Typically the diodes were
operated under a large reverse bias in order to activate a considerable fraction of the detector volume.
The mounting of the samples in the closedcycle helium cryostat was similar to the TSC set-up, sec
Fig. 3.33 in Section 3.3.2. As outlined there, minor modifications were necessary to allow for optical
filling.

Table 3.21 Samples investigated with 1.DLTS. Regarding the particle sources, compare Table 3.1.

937K03

937K09
[937){”
937K29
935G23

a ,PTB
235 z', 192 MeV 10 830
[] - 3% 50 830
2.86 x,236McV| 39 50 670, 980
372 %, 236 MeV 129 30 830
935G26 45.7 »n,PTB 329 20 830
935G30 $3.0 |p,CERNPS| 329 30 830

| M210§2 0 - 280 50 830

670, 980

3.3.4.3 Results

General Characteristics of the Spectrum

Fig. 3.63 compares two [-DLTS spectra measured on a weakly damaged detector using cither 670 nm or
980 nm light for trap filling. The tabeling of the peaks is in agreement with the one introduced for the
TSC spectra as will be demonstrated below. There are indeed large differences observed in the filling
factor of the individual deep levels. Especially the peaks A, C, F, which, as was shown in Section 3.3.3.4,
are all arising from electron traps can not be occupied effectively if both electrons and holes are injected.
According to the above statements this indicates that in terms of the capture coefficients ¢, > ¢, at the
temperatures where those peaks are observed”. Moreover, other peaks, e.g. M, are found only in the
980 nm data. Comespondingly, those signals stem from hole traps. Further, some peaks are found to be
filled by both lasers, for example X, Z, and O. For these cases it must be assumed that ¢, is comparable
or even larger than c,. Employing different wavelengths for trap filling is therefore valuable in
determining the type of & trap (c-, h-trap) and leaming something about the ratio between the capture
coefficients.

* It has been asserted here that 2 is of the order of p which is true if electrons and holes are generated more or less
homogeneously throughout the active volume.
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Fig. 3.63 Current Deep Level Transient Spectroscopy spectra measured on a weakly damaged device using
optically generated free carriers with two different penetration depths for trap filling (device 937K03). The inset

wpares the low temp ¢ part of the spectrum to a similar measurement performed on an undamaged device
fabdcmdoulkmndaﬂﬂk’u)

Compared with the TSC spectra measured on samples in the same fluence range additional signals are
seen in Fig. 3.63. Firstly, the I-DLTS method inherently removes the constant leakage current baseline
which makes levels close to midgap (e.g. peak O) accessible. Secondly, also shallow levels to the left-
hand side of peak A, which was the first peak in the TSC spectra, are observed. The insert in Fig. 3.63
gives a magnified view of the corresponding data measured before and after irradiation for a more
suitable, i.e., smaller rate-window. While in I-DLTS the traps are detected at temperatures where their
emission time constants t are of the order of ms, the corresponding TSC peaks require t to be several
orders of magnitudes larger, given typical heating rates. For this reason, the TSC spectra are shifted to
lower temperatures as compared to the corresponding I-DLTS spectra, and accordingly, in contrast to
TSC, the optical emission of trapped carriers due to the black body radiation and infrared stray light (see
Section 3.3.2) does not affect I-DLTS. However, the constant base-line signal observed at the lowest
temperatures in Fig. 3.63 is thought to reflect mere optical emission from the shallowest levels.

There are question marks assigned to several peaks in Fig. 3.63 whose level parameters could not be
analyzed using Arrhenius-plots, see next section. In part the questionable signals might be related to the
Schottky-contact on these diodes whose thermal stability is not well understood. In general, more
reliable data are obtained on ion-implanted detectors. However, some of the peaks could originate from
device processing-induced defects as already discussed on similar samples in reference [FRE96). In
particular, it was not possible to clearly identify the transition ¥ which probably is hidden within
the structure observed around 150 K of the spectrum using 670 nm laser light.

For heavily damaged samples the shape of the peaks, especially in the temperature range in which
CO/"™ and V¥'™ are expected, was found to become severely distorted. An explanation as given in
Section 3.3.3.3 in conjunction with similar effects observed on TSC peaks applies, i.c., the variation of
the depletion width during carrier emission. In addition it should be recalled that for large trap
concentrations it is not always easy to tell on which side of the sample the junction is located. Also, the
differences between spectra obtained after filling with light of various penetration depths are much less
pronounced. In the presence of high defect concentrations the trap filling appears to be established by
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diffusion currents and the current signal obtained approaches the one realized in the PICTS method,
measuring the conductivity of the neutral bulk. Only on weakly damaged devices an accurate analysis of
all traps throughout the band gap was possible. On the more heavily damaged samples reasonable level
parameters could however sometimes be obtained in the low temperature range on the left-hand side of
peak F.

As already stated for TSC, the evaluation of trap concentrations in the high fluence range (>
10" ecm*) can not be performed in a unique way and is therefore highly questionable. Optical filling
renders the extraction of trap densities even more difficult because the illuminated area S defining the
active volume must be accurately known. Since S in this work was quite small, lateral diffusion effects
and the mechanical stability of the diode laser fixture become important issues. An effort to exploit the
peak amplitudes A has not given reliable results and for all the above reasons concentrations derived
from [-DLTS measurements will not be given. Finally, it is noted that the investigation of the spectra
measured on samples irmadiated by different particle types, see Table 3.21, did not exhibit significant
qualitative differences, i.c., always the same peaks were found, as expected (compare Section 3.1).

Evaluated Level Parameters

Emission enthalpies A/#/* and cross sections o, that is, both parameters of the emission rate written in
the form of eq. 3.51 have been determined according to the previously described maximum temperature
method. Regarding the assumptions made to reach at eq. 3.51 compare the discussion in Section 3.3.1.4.
The type of the trap (electron or hole trap) has previously been inferred from the qualitative observations
made using different wavelengths for optical filling and determines the appropriate value of the effective
mass. In order to illustrate the first order correction that was applied to the original evaluation furnished
by the DLTS computer program, the bottom of Fig. 3.64 shows the signal amplitude A4 ' as function of the
corresponding inverse peak temperature for one particular case. The reasonable fit to the data reassures
the validity of the above model based on the incomplete filling of the traps due to the high emission rate
compared with the capture rate. In addition to the uncorrected Arrhenius-fit, the upper half of the figure
displays the corrected data points with the corresponding fit. Both the cross section and the enthalpy
derived from the uncorrected data were generally larger than the corrected values.
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Fig. 3.64 Evaluation of peak A on the sample an JG!Cocnlnﬂono[lheaw:mlmmdlk
937K03, 670 nm filling, compare Fig. 3.63. Top: halpies as evaluated for peak A on
Arrhenius plot, bottom: signal amplitude. uveral mples

Moreover, all cross sections obtained for peak A from seven evaluations have been ploued versus the
enthalpy in Fig. 3.65. The error bars of the individual points were esnnuled from the y * of the straight-
line Arrhenius-fits assuming a constant error in the corresponding In(t..., 7°...) data. Taking these error
bars for granted, the individual evaluations do evidently not deliver lhe same cross sections and
enthalpies but rather does the apparent linear relation between these values indicate a hidden

which was not taken into account. Corresponding observations were made in [SCH95], and it was shown
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there that this effect is duc to the uncertainty in the measured sample temperature. Therefore, a point
representing the unweighted average of the logarithms of the cross sections and the enthalpies has been
calculated, and the overall variation of the level parameters has been expressed in terms of the standard
deviation errors, see Fig. 3.65. Obviously, these errors are strongly correlated, that is, an experimenter
who finds » larger enthalpy for peak A than the average value quoted below necessarily aiso would have
to find a larger cross section in order to be consistent with the data presented here.

Finally, all results are compiled in Table 3.22. The number of evaluations that have been averaged per
peak is given in the second column. Lower and upper limits of the cross section, o, and ay,, have been
calculated from the standard deviation error that was obtained for in{c ), compare Appendix D. In order
to demonstrate that the assignment of the peak labels is in agreement with the TSC data (compare
Table 3.9), the corresponding peak temperature Tow roc awaited in 8 TSC measurement with a heating
rate of 0183 K/s has been calculated from the average level parameters (second-last column) using
¢q. 3.79. Most valuable are the results given for peak A and J which have at times been observed in
radiation damaged detectors but which have so far not been accurately characterized and whose origin is
unclear. Moreover, the shallow peaks W and Z have not been reported before. Since they are present in
the unirradiated samples they have tentatively been assigned to thermal donors, compare for example
[BENS3). Although such defects would only be expected in Czochralski type material with large
concentrations of oxygen it is argued here that the very small concentrations that have been observed in
this experiment could be introduced by the thermal oxidation process. Peak X almost certainly arises
from the phosphorus doping impurity Mlichiuuppomdbyboththequmedentlulpywﬂnﬁcnhnil
is present before irradistion. Peak Y in the insert of Fig. 3.63 could not be analyzed. However, the level
is seen only for the 830 nm light filling which penetrates significantly into the silicon and therefore also
fills hole traps, and the signal might therefore reflect the boron acceplor level. it must however be stated
that the transient current for those shallow traps was not always a simple exponential decay (see next
section). Finally, it is noted that it is not clear whether peak O is introduced by the radiation damage or
bythepmecsingoflhedeviee.ﬂ:elmermlobelheusensllnmmmwaymmaciledwlevcl
parameters and the finding that it is an clectron trap with the data obtained with TCT measurements on
the deepest levels introduced by radiation damage, which will be presented in 8 Section 3.3.5. The
corresponding I-DLTS signals could however be hidden in peak O.

Table 3.22 Evaluated trap parameters using the I-DLTS method.
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Shallow impurity Levsis in Unimadiated Devices

As outlined in the previous section, the 1-DLTS method also provides a convenient tool for the
investigation of shallow impurity levels. This is especially noteworthy as the absolute concentration of
the shallow dopants phosphorus and boron in the unirradiated material is not well known. Only the net
effective doping concentration N,y can be determined, for example using CV measurements. However,
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the degree of compensation has hardly ever been determined exactly and accordingly there has always
been much room for speculations regarding the radistion-induced remova! of phosphorus and boron
atoms from substitutional sites and the corresponding annealing behavior.

Table 3.23 Unirradiated sampl died with I-DLTS.

In order to demonstrate that the 1-DLTS method can be applied to resolve the above questions, basic
work was performed here by studying the shallow levels on three differently doped unirradiated devices
(Table 3.23). The level spectra, which have all beent obtained using a rate-window T, = 640 s, a 830 nm
optical filling pulse of duration ¢, = 1 ms, and a delay period t, = 25 ps are displayed in Fig. 3.66. The
reverse bias voltage was always equal to 50 V, which due to the varying doping concentrations depletes
different fractions of the detector volume. If now free carriers are generated within the undepleted layer
by the deeply penetrating 830 am light, the excess minority carriers will recombine with a lifetime,
which at room temperature typically is of the order of ms for unitradiated float zone material.
Accordingly, a transient recombination current is resulting, giving rise to an I-DLTS base-line signal.
This is found to be slowly growing as function of tempenature, reflecting the varistion of the
recombination lifetime (Fig. 3.66). The effect is more pronounced on the lower resistivity samples as a
Iarger fraction of the detector volume was not depleted by the used bias voltage. Only in the highest
resistivity material the applied bias was sufficient to fully deplete the detector, and then the small peak
W is resolved from the base-line. However, the most striking feature observed in Fig. 3.66 is thata large
effective (n-type) doping concentration does not only correlate with s growth of peak X refative to peak
Y, but also results in a larger concentration of pesk Z relative to peak X. The former is in agreement with
the previous assignments of peak X to phosphorus. If the tentative assignment of peak Y to boron is
correct the data presented in Fig. 3.66 suggests that peak Z must be related to a shallow donor level in
order to make the material n-type.

The curves shown in Fig. 3.66 must however be taken with care because, as is displayed in Fig. 3.67,
the current transients were not always simple exponential decays as expected from eq. 3.99. It was even
observed that & current peak emerges in the transient at 33.8 K. Inspection of the corresponding DLTS
temperature scan in Fig. 3.63 (T, = 51.2ms) reveals that the transient is due to the emission from peak
Z. A similar phenomenon has already been studied on the phosphorus and boron levels by Rosencher et
al. who could consistently describe their data taking an enhancement of the emission rate by the electric
field into account [ROS84). Thereafter the electric field strength is growing in the vicinity of the junction
of the reverse biased diode during emission of the trapped carriers which then increases the emission rate
at those places. As argued in Section 3.3.1.4 2 field enhanced emission would in the material studied in
this work only be expected to arise for a Coulombic potential, i.e., a trap level which is charged after
cartier emission. In conclusion, the observation of the peaked transient supports the previous assignment
of peak Z to a thermal donor.

Since the evaluation of the DLTS spectra is based on the assumption of exponential decays the
determination of concentrations is not straight-forward for the situation described above. I-DLTS can
therefore so far only give some qualitative results regarding the shallow levels. Using integrated TSC
currents should however give accurate data, whichever is the functional dependence of the emission rates
on the temperature or the electric field strength. Given the experimental problems arising from the black
body radiation and infrared stray light can be overcome, a combination of the two methods would be
very suitable to systematically investigate the shallow level densities as function of irradiation fluence.
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3.3.4.4 Summary of the Defect Studies Using I-DLTS with Optical Free Carrier Generation

The models underlying the current-based deep level transient spectroscopy in conjunction with
optical defect filling using a Fourier-DLTS system were outlined.

o [t was found that the free carrier capture rate can become small compared with the emission rate,
resulting in incomplete defect filling. A procedure has been proposed to correct for the comresponding
ermors in the Arrhenius-plot used for the extraction of the deep level parameters.

o It was shown that using different wavelengths for optical injection of free carriers the type of the
defect levels (electron/hole trap) can be inferred. Further, in contrast to TSC, levels close to the
middle of the band gap and very shallow levels can be assessed.

e Deep level parameters (no concentrations) were determined on bulk-damaged detectors and are
compiled in Table 3.22.

o Shallow impurity levels in unimradisted samples were investigated on materials with different

vesistivity. [t was found that besides the phosphorus level also other impurities, tentatively assigned to
thermal donors, might contribute to the doping.
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3.3.5 Investigation of Deep Levels Using TCT

An additiona! tool for the characterization of defect levels has recently been introduced by V. Eremin et
al. in the references [ER294} and [ER295). It is basically based on the determination of the variation of
the total density of charges in the depleted region, Ngeq, 28 function of the temperature using laser-
induced current putse shapes (TCT Transient Cutvent Technique). TCT measurements have already been
described in Section 2.6, and for purpose of orientation the reader may again notice the block diagram of
the electrical set-up shown in Fig. F.4 in Appendix F. Also a detailed presentation of the mounting of the
samples in the cryostat has been given previously, see Section 3.3.2. The recording of the data typically
requires several waveforms to be averaged, and in general there will be a continuous stream of laser light
pulses for a certain period of time. The laser light wavelength for al! data presented in this section was
830 nm which according to Appendix A penctrates only around 10 pm and 30 pm into the silicon at
300K and 77 K, respectively. As therefore predominantly one type of carriers is drifting through the
field zone, electrons and holes can be studied separately, depending on the electrode which is exposed to
the light.

It is now important to realize that under these experimental conditions N gy is not given by eq. 3.63
anymore, but rather is affected by the trapping of the injected free carriers. Corresponding observations
on 3 neutron damaged device reflecting the dynamic hole trapping process at 160 K are presented in Fig.
3.68. The transformation of the waveform is a function of the illumination time, and a steady state

" situation is reached after several minutes. The slope of the current signal in the center of the pulse

reflects the gradient of the electric field, see Section 2.6. After 0.34 min illumination the pulse is more of
less flat, i.e., the space charge is close to zero. After longer filling times the drifting holes are sensing a
larger electric field strength at the end of their passage through the detector, which indicates a positive
space charge. This is understood to arise from the accumulation of positive charges by the trapping of the
drifting holes. It should be noted here that the free camriers used for probing the electric field and for
filling the defect levels are identical. This is the simplest way to set up the experiment, however, utilizing
different laser pulses for trap filling and induction of current pulses is conceivable.

1[uAl

t {ms]

Fig. 3.68 Current pulse shapes ed as function of the iltumination time at 160 K (device 504_81).
Holes were injected at the rear comtact using a laser repetition frequency of { = 100 Hz. A reverse bias
0f Vi ™ 100 ¥ has been applied and in onder 10 guarantee reproducible initial conditions the sample
has beer warmed up 10 240 K afier each filling process. Thick lines: measurement data, thin lines:
simulations. The waveforms have been shified on the i-axis for better visibility,
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Now, as will be argued below, the steady state current pulse shapes reflect a dynamic equilibrium
between carrier trapping and emission. The emission process exhibits an exponential dependence on
temperature, and sccordingly the steady state waveforms vary with sample the temperature, as is shown
in Fig. 3.69. Holes and electrons have been used for probing the field and filling the defects in Figure a)
and b), respectively. Obviously, more charges can be trapped at low temperature. Also it is obvious that
the analysis of electron trapping becomes very difficult due to the high electron mobility at low
temperature which results in relatively short pulse lengths compared with the electronic risetime.
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Fig. 3.69 Steady state current puise shapes ed for temp es ranging from 150 K to 300 K (device
304_81). The thick lines present the waveforms observed afier a 5 min lasting illumination period, the thin
lines ore the corresponding simulations. The device was warmed up after each measurement.

a) Hole injection at the rear contact (f = 100 Hz, ¥, = 150 V).
b} Electron injection at the front contact (f = 100 Hz, Ve, = 100 V).
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The measured data have always been analyzed by fitting simulated current pulses to the recorded
waveforms. This method yields very accurate estimates of Ngax because the dependence of the drift
velocity on the electric ficld and temperature, the variation of the laser light penetration depth with
temperature, and the deformation of the pulse by the electronic circuit can be taken into account. The
good agreement between the simulated pulses (thin lines) and the measured data (thick lines) in Fig. 3.68
and Fig. 3.69 demonstrates the reliability of this approach.

All samples studied with the TCT method in this work are listed in Table 3.24. They are all p'-n-n’
ion implanted pad detectors fabricated from initial 3 k{2 cm n-type float zone refined silicon. While the
device M21012 was supplied by the semiconductor laboratory of the MPI Munich [MP1], the two other
samples were produced by the BNL Instrumentation Division's Silicon Detector Development and
Processing Lab [BNL). In order to allow for the injection of the 830 nm laser light, a hole of around
2mm diameter was left in the sluminum metallization on the front and rear plane contact of each
sample.

Table 3.24 List of the devices on which laser-induced current puise shapes have been studied as function of
temperature. Reganding the particle sources compare Table 3.1. N 4, and N g ar denote the room temperature
value of the density of space charges Ny oy before irradiation and at the time of the experiments, respectively.
Dose Annealing
History
I ' P, =3.4x10" cm? | 66.5 hat 80°C

i D, = 4.0x10” cm? | 66.5 b at 80°C
D =502 MGy

3.3.5.1 Modeling

Suppose that electrons or holes are injected into the electric field zone of a diode by illuminating the
front or rear contact with continuously repeated pulses of short-ranged laser light. Let each pulse
introduce N free carriers which drift through all of the diode within a time much smaller than the inverse
repetition frequency 1/f. The corresponding average photo current is then given by

€Q.3.107 D =GN = qoS{np}va nps

which on the right-hand side has been identified with the common expression for the drift current, and
the illuminated area is denoted by S . Since, on the one hand, the total current must be spatially constant
and, on the other hand, in general the electric field and thus also the drift velocity vary with distance, the
average free carrier concentrations, cither electrons n or holes p, are a function of distance 100. The
same then also holds true for the concentration of carriers trapped into defects, which renders the
amlytical approach to the subject very difficult. For the sake of convenience it will therefore be
presupposed in the following that the frec carrier concentrations can be represented by a constant average
value. This in part is justified by the fact that the typically encountered electric fields are quite high such
that the drift velocities are close to the saturation value. Moreover, always a good agreement was
observed between the simulated current pulses and the corresponding measurements, demonstrating that
the electric field strength stays linearly graded, i.e., charges are trapped homogencously.

As outlined in Section 3.3.1.5, in the space charge region and in the steady state the levels in the
upper half of the band gap are devoid of electrons, i.c., by analogy filled with holes, and the ones in the
lower half are completely occupied with clectrons. While thus only the former can trap electrons, only
the latter can trap holes. Injection of cither free electronsholes will therefore change the occupation of
each electron/hole trap according to the differential equation

eq. 3.108 a—%‘l= {"-P}“.,p(”: - {"lvpl })‘ €np {”r-Pﬂ }'
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which has been derived from eq. 3.46. It has not been taken into account here that levels very close to the
middle of the band gap can have significant emission rates for both electrons and holes. The solution of
eq. 3.108 can be given very easily,

€q.3.109 {8, (D.P(0}= Py mmr P i - X0t/ 7)

where the initial value before the itlumination must be zero sccording to the above statements. The
effective filling time constant 1, ¢ is

k, ! AH, p
¢ 3.110 "-'-'P‘ﬂ ={np)ns tens =X,,‘,c..,[ X Fs Ney .;p(' h';' ]].
np

and the occupation approaches the steady state value

€ 3L {1y Py J= N (0P Yyt = N,[l +£{‘5’% Ney exv(- %;_LD' .

ineq. 3.110 and eq. 3.111 the emission rates e,, were substituted from eq. 3.48.

Qualitatively these relations express the folowing. While at high temperatures there is a very high
chance for the trapped carriers to be reemitted immediately, resulting in an occupation close to zero, at
low temperatures the carriers stick in the traps and permanently change the occupation to the maximum
value. There is & characteristic intermediate temperature for each trap at which both rates for capture and
emission are equal and the level is half full.

The resulting total density of space charges, which now is a function of illumination time and
temperature, can be written

eq. 3.112 N,,ﬂ(r,:).udﬂx{ Y a1, Zn,(T,l)},
Aole raps ocwon rape

where Ng,r denotes the steady state value without free carrier trapping as it is established at room
temperature according to eq. 3.63. As will be shown below, one can employing eq. 3.110 and eq. 3.111
derive the trap concentrations N,, enthalpies AH, ,, and capture coefMicients c,, from systematic studies
of the functional dependence of Nyyy on the temperature and filling time. It will be noted that the
capture cross sections are not assumed o be a constant here. That is, the result of the evaluation is the
correct value for the enthalpy, rather than AH', ,, compare eq. 3.51.

3.3.5.2 Data Evalustion

According to the above equations any quantitative evaluation requires the knowledge about the free
carrier concentration » or p established by the continuous illumination of the sample with laser light
pulses. Rearrangement of eq. 3.107 gives

I f”
eq. 3.113 pim—te . ST
b } QOSVG.-.’ svl.a.p

which indicates that one can either exploit the correspondingly induced average photo current I, or the
total number of electron-hole pairs N generated by one light pulse. Here the latter is a variable parameter
of the current pulse shape simulation and therefore known'. In any case is it necessary to insert
sppropriate values for the illuminated area § and the drift velocity v, ,. Using a graph paper, § was
roughly determined 1o be 0.01 cm’. As previously stated, the average injected free carrier concentrations
are assumed to be spatially constant. Thus, the average electric field strength which is given by
Vie/d (compare Fig, 2.19) has been used in eq. A.l1 (Appendix A) to calculate the corresponding
average drift velocity in eq. 3.113.

"N can also easily be calculmed by the integral of the curvent signal over time divided by the clementary charge, see eq. 2.27.
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In this work only the photo current method has been used, and its extraction from the total leakage
current / as function of the temperature 7 is illustrated in Fig. 3.70. The coordinate system was chosen
such that in the first approximation the thermally activated bulk generation leskage current falls onto &
straight line, see eq. 2.18. According to eq. 3.107, /,.., is virtually independent of temperature as it only
depends on the light pulse repetition frequency / and the intensity of the laser light controlling the total
number of generated electron-hole pairs . The average of the total current at the lowest temperatures
has therefore been identified with the photo current.

10—
hole injection
10}
— f =100 Hz
i leakape Via= 100V
— 107 current 1
= hoto
. ol
10°} current |
@,y = 1.4x10" em?
10-4 A A e A 1
35 4 4.5 s 55 6 6.5
1000(T (K ))
Fig. 3.70 Exploiting the photo for the deter ion of the

density of free carriers (device 504_82, see Fig. 3.71c)).

Determination of Trap Concentrations and lonization Enthalples

The next step of the data evaluation makes use of the steady state current pulse shapes, see for example
Fig. 3.69. The sum of all trapped electrons or holes, whichever type of free carrier is injected, is
calculated from the Ngyy(7) dats using eq. 3.112 and is then plotted versus temperature. For five
different experimental conditions this has been done in Fig. 3.71. Now, regarding the theoretical
modeling in eq. 3.111, each plateau is related to a specific trap level. Taking no more than two traps into
account, a reasonable fit to the dats was possible by mere variation of their concentration N, and
enthalpy AH,,. Free camier concentrations were determined as discussed above for each evaluation
independently. Evidently, the characteristic temperature of the dynamic filling process can be controlied
by the pulse repetition frequency, compare Fig. 3.71 d) and e). As the entropy factor X, is not known
and there is not enough experimental data to unambiguously determine its value, X,, has been assumed
to be equal to one. All results, i.c. trap enthalpies and concentrations, have been compiled in Table 3.25
and will be discussed below.

It was not possible in any of the experiments in Fig. 3.71 to saturate more than one trap. Here it must
be bomn in mind that the transformation of the space charge also modifies the full depletion voltage
(eq. 2.7). Thus, for the quoted reverse bias voltages V.., the diodes were not fully depleted at low
temperatures which made the determination of Ngoy impossible. The reverse bias could have been
adjusted correspondingly, however, the resulting average electric field is very high giving rise to a very
short and hard to analyze current pulse shape. It will however be shown below that the saturation of the
second trap level at lower temperature would require bias voltages of the order of several thousand volts
and it is therefore without prospects to analyze further trap levels at lower temperatures in these heavily
damaged samples.



a) o ..:' Fig. .71 Steady state concentrations of srapped holes
—_ 2 °b _"oz MGy a)-c) and electrons d). ) as function of temperature.
- device M21012 Two traps have been taken into account in order to fit
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Determination of Capture Cosflicients

Finatly, the N go» data cvaluated as function of the filling time (¢.g. Fig. 3.68) can be used to cakculate
the corresponding variation of the total concentration of trapped carriess, Ip, or In, by eq. 3.112. Fig.
3.72 shows corresponding experiments which have been conducted on one particular sample for hole
injection at four different temperatures. The corresponding steady state measurements shown in Fig.
3.71 b) show that the 170 K and 180 K curves in Fig. 3.72 can reasonably well be ascribed to the 0.51 ¢V
level, whereas the other two result from a superposition of both traps. However, apart from a small
constant offset the 150 K data is dominated by the 0.36 eV trap. The functional dependence expected is a
sum of terms like eq. 3.109. Therefore, in order to extract the characteristic overzll time constamt t
goveming the filling process, the experimental data have been amanged into the form Xp, = Ip,... -
asexp{-t/t) by putting Lp ... equal to the value of Ip, established at the longest filling time and
employing a straight-line fit to the quantity IN((2p, e « Ep, VEP .z ) = In{a,) - £ /1 . Except for the 160 K
curve, the agreement between the fitted model (solid lines in Fig. 3.72) and the experimental data is
reasonable. [t will however be noted that the fitted lines allow Zp, to be distinct from zero at 1 = 0 which
according to eq. 3.109 is not adequate. Still it was found advantageous to evaluate the data this way
because it was not easy to accomplish short filling times, in particular there might be an offset in the
time-axis.
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Fig. 3.72 Filled hole trap concemtration as function of the filling time,

compare the corresponding current pulse shapes at 160 K in Fig. 3.68

and the variation of the steady state values with semperature shown in
Fig. 3.71 b). The solid lines were fitied 10 the data, see text.

The obtained time constants may now be used in conjunction with eq. 3.110 to evaluate the capture
coefficients c,,. It is necessary to know the trap enthalpy, which has been determined before, and the
free carrier concentration, here p . X,, was again assumed to be unity. For purpose of easy comparison
the relation between the capture coefficient c,, and a supposedly temperature independent capture cross
section o has been employed (eq. 3.49): X, , ¢, = 6,,Va.,- Only the 150K and the 180 K data appear
to reflect the isolated 0.36 eV and 0.51 eV traps, respectively. Thus, only these curves have been used for
the evaluation of the cross sections given in Table 3.25.

3.3.5.3 Results and Discussion

Table 3.25 compiles all results from the above data evaluation. Trap concentrations have been
normalized to the appropriate irradiation fluence or dose, compare Table 3.24. Moreover, the activation
enthalpies have suggested the indicated arrangement scheme and in two cases allow for the tentative
assignment of the chemical nature. Regarding the latter it has slso been exploited that ¥V ¥ and C,0/*®
are expected to exist in these samples. The annealing history depicted in Table 3.24 does not remove all
of the unknown portion (peak N,) in the left-hand side of the divacancy signal, compare for instance the
isochronous annealing study in Section 3.1.3.6.

Table 3.25 Compilation of the results which were derived from TCT measurements, compare Fig. 3.71.

Device | f [kHz} AH,, (V]| o, [cm®], st T | Normatized N, Avenage I
504 81 | 0. 040 - Léem' | tasem’ || 7+ rvm
504_81 0.40 - 1.5 cm’
504_81 0.50 - 0.030 cm* 0.031 em* ?
504 81 0.52 - 0.032 cm”’
504_81 036 | 1.2x10%, 150K Llem! 2.3 cm® c,0™
504_82 0.36 ) 35em’
504_81 ) 051 | 10x10% 180K | 0.035 cm® 0.0295 cm'* ?
504_82 ) 051 - 0.024 cm™

l M21012 | o 0.54 - 3.0x10° cm’Gy" | 3.0x10° em Gy ?




With respect to the refiability of the results it is noted that an unambiguous deduction of the trap
concentrations and enthalpies is only possible when the steady state occupation can be altered over the
full range from zero to its maximum value, see Fig. 3.71. For the given samples this was however only
possible for the deepest levels with enthalpies greater than 0.5 eV. Further, the electron trap around
0.51 eV is not well resolved from the divacancy signal. Thus, the characterizations of the deep hole traps
around 0.51 ¢V and 0.54 eV in the neutron and “Co-gamma irradisted samples, respectively, are more
accurate than all other quoted results. Still the introduction rates presented here on the neutron irmadiated
samples for ? + ¥V and C,0; are close to the data obtained with the TSC method (2 and 1 cm”,
respectively). The comesponding concentrations are of the order of 5x10" ¢cm”, which would require a
reverse bias of around 3000 V to fully deplete the detectors, given those levels were entirely occupied,
compare eq. 2.7. It is thus obvious that in the investigated range of fluences the TCT method can only be
applied to traps with comparatively small introduction rates and which in addition must be located close
to the middle of the band gap.

Concerning the “Co-gamma irmadisted sample, the corresponding introduction rates found in
reference [MOL96] predict the concentration of the ¥¥ and C,0, 1o be around 8x10?cm” and
2x10" em”, respectively. The latter indicates that a significant portion of the total initial oxygen
concentration is removed already. Therefore, higher order defect complexes, e.g. ¥,0, are anticipated
and might be discussed in conjunction with the observed unknown deep hole trap. Also in this sample is
a reasonable investigation of ¥¥ and C,0, not possible with the TCT method.

As mostly two evaluations of the same levet are given in Table 3.25, the statistical emor in the data
can crudely be estimated by the deviations from the corresponding average. However, the systematic
errors would be expected to be much larger, and here a chief source is the value assumed for the
concentration of the injected free carriers, sce eq. 3.113. Neither is the illuminated area S well known,
nor is the assumption of a constant drift velocity v,,., strictly valid. Regarding the latter, also the
procedure employed to find the spatial average could be improved if the electric field profile furnished
by the simulation of the current pulse were used to average v, , (£ ) over distance rather than to employ
the drift velocity for the average electric field strength £,,, = ¥, /d . Moreover, it is not always possible
0 uniquely extract the photo curremt from the total leakage current of the diode, see Fig. 3.70. Instead it
were advantageous to make use of the number of electron-hole pairs N in eq. 3.113, as for example was
proposed in reference [L1396]. Finally, it will be noted that the developed theoretical modeling is only
correct as long as the photo current is larger than the thermally activated bulk leakage current since
otherwise significant concentrations of electrons and holes would be present and the corresponding
trapping processes for both camriers would have to be taken into account simultaneously. This difficulty
would in particular be met with the deepest levels, where furthermore both electron and hole emission
would have to be considered. However, this problem did not exist in the evaluations presented here.

The above systematic influences mainly affect the determination of the capture coefficients, which
therefore have to be taken with some care. Nevertheless, the result for the transition C,0/" is in good
agreement with the TSC and DLTS data presented in the previous sections. Therefore, there is also some
confidence into the particularty large cross section quoted for the 0.51 ¢V hole trap in the neutron
damaged samples. While the evaluation of the emission enthalpy is also weakly affected by the ervor in #
or p , the concentrations are not and therefore are supposed (o be very accurate. This is however only true
for the instances, where the trap under consideration could be saturated, i.e. the > 0.5 eV levels.

The most valuable finding of the TCT studies is the observation of the hole trap levels deeper than
0.5 eV, which so far have not been detected so clearly by other methods. In this context it is noted that
virtually no trap levels could be observed on the device M21012 before imadiation and on a control
sample fabricated from the same material as the devices 504_81 and 504_82. Therefore, these decp
levels unquestionably originate from the high-energy particle irradiation. It is reassuring that using a
similar TCT set-up Z. Li et al. have found a similar leve] in neutron damaged samples (LI396]. This trap
is of particular interest as it might contribute significantly to the generation of the bulk leakage current.
In this work it has been demonstrated that also in “Co-gamma imadiated sample a clase to midgap hole
trap exists, which appears to be slightly shifted with respect to the neutron damaged samples. Except for
the concentrations there is however no reason why qualitatively different results should be obtained on
the differently damaged devices. In this respect annealing studies would be heipful and might give more
insight into the chemical constitution of the corresponding defects.
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Moreover, the following suggestions can be made for the future development of the TCT method.
Given the determination of the free carrier concentration can be improved considerably, also the
unknown entropy factor X,, could be derived with reasonable accuracy when it is considered to be a
further variable parameter for the fitting of the concentration of carriers trapped in the steady state as
function of temperature, compare Section 3.3.5.2. Furthermore, in conjunction with the corresponding
functional dependence predicted by the sbove modeling, additional information regarding the deep levels
can be gained by experimentally controlling the free carrier concentration via the pulse generator
repetition frequency. In order to demonstrate the accuracy of the level parameters derived from TCT
studies it would be valuable t0 investigate weakly damaged samples, which then would allow for an
inter-calibration with TSC and DLTS measurements. For the presented experimental set-up this would
require the analysis of current pulse shapes at very low temperature, which is hindered by the short pulse
length arising from the large drift mobilities. It is therefore recommended that a distinction is made
between the laser pulses applied for the filling of trap levels and for the induction of the current pulses.
Due to their lower mobility preferentially drifting holes should be used for the probing of the electric
field. Trap filling should then be accomplished by independent light pulses aiming at comparatively large
concentrations of the injected free carriers, which shifts the characteristic temperatures upwards.
Moreover, employing appropriate pulsing schemes for the preparation of a specific initial occupation of
the considered trap would allow for the measurement of both electron and hole capture coefficients.

3.3.5.4 Summary of the Defect Studies Using TCT

¢ The transformation of curent pulse shapes at low temperature due to the trapping of optically
genensted free camriers at deep levels was studied. The models describing the space charge
concentration as function of temperature and illumination time were developed from first principles,
and methods of extracting the deep level parameters (concentration, ionization enthalpy, capture
coefficient) were proposed.

* Besides the well-known C,0/*®level, a deep hole trap at around £, + 0.5 eV with compantively
small introduction rate was discovered in both neutron and “Co-gamma damaged samples. On one
neutron damaged device the capture cross section was determined to be 10 cm”. Also the divacancy
level ¥ and a deep electron trap at around £ - 0.5 eV were found, however, with less reliability,
see Table 3.25.

o It was found that the method becomes difficulty to apply if for decreasing temperatures short pulse
shapes result due to the increasing drift mobility. An other shortcoming is the small range of
accessible defect concentrations limited by the poor sensitivity (1x10" cm™) and by the large reverse
bias voltages needed to fully deplete the device (3x10" ¢m”). Suggestions were made for future
developments improving this situation.
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3.3.6 Summary of Microscopic Defect Studies and Comparison between the
Spectroscopic Methods

In the following it will be summarized which aspects were considered in order to gain a deeper insight
into the macroscopic deterioration of high resistivity silicon detectors by damage-induced deep levels.
The used spectroscopic methods will be compared with respect to their ability to furnish valuable
information in this field. For more detailed summaries of the results obtained with the TSC, I-DLTS, and
TCT methods see the Sections 3.3.3.8, 3.3.44,and 3.3.5.4, respectively.

Hints from the theoretical background:

o It was shown that in the simplest approach the negative space charge introduced by bulk damage is
related to small concentrations of defects exhibiting an acceptor level in the lower half of the band
gap and that levels close to the middle of the band gap are required for generation of leakage current.

o The coect notion of the level energy was found to be inevitable for the accurate extrapolation of the
defect properties to room temperature from the values determined by spectroscopic studies at low
temperature.

» Defects charged in the space charge region exhibit a large capture cross section and possibly an
clectric-field enhancement of the emission rate (Poole-Frenkel effect).

« The nevtral bulk was found to become strongly compensated by the damage-induced decp levels and
Fermi level pinning occurs close to the middle of the band gap upon cooling.

Experimental considerations related to the examined high resistivity material:

o It was shown that large defect concentrations compared with the shallow doping require current rather
than capacitance-based spectroscopic methods.

o Optical rather than electrical filling was argued to provide better control of the initial defect
occupation in some situations, however, it is more difficult to handle experimentally.

o The severe distortion of TSC and I-DLTS spectra on heavily damaged samples was found to be due to
the variation of the depletion width as function of the measuring temperature.

o Defects causing the device deterioration were shown to have comparatively smail concentrations and
might thus be hidden under the dominant peaks in the spectra.

o Studies on the levels constituting the initial doping, e.g. phosphorus / boron, require low temperatures
and good infrared stray-light shielding.

Benefits and shortcomings of the employed spectroscopic methods:

o A highly resolved and unique representation of the defect levels present in the sample is provided by
TSC at the smallest experimental effort.

o Due to the leakage current, close to midgap levels can not be studied with TSC but with I-DLTS and
with TCT. The latter is particularly well-suited for characterizing the deepest levels.

e Very shallow levels are the domain of I-DLTS. However, given a very good stray-light shielding also
TSC is applicable and furnishes more reliable defect concentrations.

o The most accurate defect concentrations are obtained from the integral over the TSC peaks, however,
only if complete filling is achieved (e.g. O V cooling) and if the width of the space charge region is
known (small defect concentrations). Also the values determined with TCT are very reliable,
however, the method is less sensitive than TSC. I-DLTS is the least accurate, in particular if optical
injection of free carriers is used and a large systematic emor arises from the poorly defined active
volume.

o With respect to the characterization of defect levels by the enthalpy AH' and emission cross section
o DLTS is the most suitable method as it assesses all levels throughout the band gap in a single
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temperature scan. Results of similar accuracy can be obtained with TSC delayed heating and with
TCT, however, requiring much more experimental effort. In general, reliable results can only be
determined for the instance of smail defect concentrations compared with the shallow doping.

o In onder to accurately calculate the contribution of a particular trap level to the leakage current or
space charge it is necessary to determine the corresponding capture coeflicients for electrons and
holes as function of temperature. This requires special defect filling schemes and has so far only been
done with C-DLTS. However, optically generated free camiers for defect filling might also enable
such measurements with I-DLTS and TCT.

o The specific modes of defect filling used with TSC make it an interesting tool for the investigation of
metastable defects.

3.4 Relation between the Macroscopic Detector Properties
and the Microscopic Features of the Radiation Damage

A major objective of the microscopic defect studies is the 7Fable 3.26 Introducrion rates of dominant
explanation of the deterioration of the detector performance in  defects measured after around 400d
terms of the microscopic features of the radiation damage. In room lemperature storage on meusron-
particular it is desirable to relate both the absolute magnitude and  domaged = devices fabricated  from
the annealing behavior of the doping changes and the leakage 340 cm Wacker float zone material.
current increases to the features of the recognized damage- f
induced levels. A discussion of these subjects will be given in the |
following, based on the defect concentrations found in this work.  [|_G.C. 0.16 cm”
A compilation of alt dominant defects and their introductionrates | G0, || 1.06em®
determined with the TSC method in Section 3.3.3.4 is given in voo §  osacm’
Table 3.26. The values for C,C, and VO, were calculated from the '? 7% || 2,02 et i
sum of their introduction rates obtained from the studies using 0 V . -
cooling for defect filling and the ratio between them determined in [ I >orem |
the studies using switching to 0 V at low temperature.

The first step towards a deeper understanding is to review the properties of the well characterized
dominant defect levels at the reference temperature 20°C, see Table 3.27. Reliable data regarding the
level parameters have recently been reported by Hallén et al. on proton irradiated samples after a 30 min
lasting annealing at 150°C [HAL96], sce also Appendix B. The values obtained for the enthalpy of the
transition ¥V in that reference and in this work by the delayed heating method in Section 3.3.3.7 are
similar. It is therefore concluded that their annealing was sufficient to remove the apparent broadening of
the corresponding peak towards lower temperatures and other peculiarities of the divacancy levels which
are only observed after heavy particle damage. The second ionization state of the divacancy was
neglected in Table 3.27 because it can hardly be occupied with an electron in the space charge region.
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Table 3.27 Parameters of the de rad damage-induced deep
level transitions at 293.16 K according io reference [HAL96).

¢, [em’s"') | 237x107 | 3.46x10™ | 5.25x10* >>¢,
I e lem's!) Ia.u.w‘ 383x10° [ 3.62x107 | 6.49x10"

AH [eV] -0.164 +0.339 -0.421 +0.194
“ X | CES 0.89 033 0.56
I E-Efvi || o036 0222 0.113 -0.355
I e, [s'] I 2870 | 3a7<10* | 2.76x10°
I e, [s') 126x10° | 1.51x10° | 2.48x10' | 5.00x10’

Il O+ e || 438x10" | 2.09x10* | 897x10°
dee.e, fe.+e,) [A)]| 2.02¢10" | s.08x<10® | 3.97x10"

The Gibbs free energy positions E, were calculated by eq. 3.38 and are referred to the intrinsic Fermi
level E,, compare Fig. 3.27. In order to be consistent with the evaluation presented in reference
[HAL96], the effective masses and the band gap energy were taken from the review given in [GRE90).
Assuming an entropy factor X equal (o unity for the ¥¥ “ transition, as typically is done if X is not
known, places the level at £, + 0.141 eV. Then the quantity quoted in the last row of Table 3.27 would
assume a value of 1.3x10™"" A, emphasizing the importance of the correct notion of the trap energy.

3.4.1 Effective Doping Concentration in the Space Charge Region

Regarding the changes in the full depletion voltage ¥, of a detector it is inevitable to recall that ¥, is
determined by the concentration of space charges N goy in the depleted zone (eq. 2.7) associated with a
corresponding ionization state of the defect levels, which has been explored in Section 3.3.1.5. It was
shown there that

N, N,
L3114 N, = - L,
- 10 L el e ey

and, due to the strong dependence of the emission rates on the trap energy, in the first approximation
only donors in the upper and acceptors in the lower half of the band gap contribute to Ngscx, see
eq. 3.63. Very rarely a fractional occupation of close to midgap levels is encountered when the emission
rates for electrons and holes e, and ¢, are of the same order of magnitude. In the presence of deep defect
levels Ngscx is usually different from the value of the effective doping concentration N4 established in
the undepleted bulk material.

Another crucial point is the question, whether Ny can be evaluated properly from CV curves by
means of the full depletion voltage (Section 2.5.3.1). This has been verified in this work by the
examination of current pulse shapes (TCT), showing that irrespective of the annealing time only a small
discrepancy of around 0.01 cm” x ®,, exists. However, in general the TCT data confirm the observations
made with CV measurements, and in particular TCT shows that the damage-induced change in the space
charge is distributed homogeneously throughout the detector bulk.

3.4.1.1 Origin of the Negative Space Charge

An increase in the negative space charge is generally observed as a consequence of the exposure to bulk
damaging radiation, for heavy particles as well as for “Co-gammas. Therefore, at least a fraction of the
negative space charge is related to randomly distributed point defects, rather than to the closer spacing of
point defects encountered at the end of the displacement damage cascades initiated by heavy particles. It
is now interesting to note that all of the predominating defects (VO,, C,0,, V¥, C,C,) do not contribute
10 Ngsx according to eq. 3.114. This results from the position and the character (donor/acceptor) of
their levels in the band gap, compare the corresponding ionization factors in the second-last row of Table
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3.27. Now, the macroscopically noticed change in the concentration of space charges normalized to the
“Co-gamma dose given in Table 3.7 is around a factor 200 smaller than the introduction rates found in
the low dose range for ¥O, and C,0, in reference [MOL96]. It is therefore very difficult to
experimentally detect the traces of acceptor levels in the lower half of the band gap which possibly could
account for the negative charge. The same holds true for heavy particle damage, it will however be noted
that there the corresponding factor between the introduction rates is only of the order of ten (space
charge: 0.1 em™, defects: 1 cm™).

In general the small introduction rate of the negative charge points to an acceptor level related to a
higher order defect complex. However, it is also conceivable that one of the components of the defect in
question is related to a rare impurity, which then should lead to a saturation of the negative charge
buildup at high fluences. In this context it is noted that within the experimental errors no influence of the
initial resistivity on the introduction rate g, of the stable acceptors could be observed, implying that the
initial doping impurities can not be incorporated in the responsible defects. Also the stable damage
concentration N, does not level off at high fluences, and even at fluences as large as 1.7x10" cm® was
no saturation of the negative space charge noticed [L1296]. Therefore, the defects in question are likely
to be higher order complexes of intrinsic displacement damage defects (agglomerates of
vacancies/interstitials) and possibly include impurity atoms like oxygen and/or carbon which are present
in the material in large concentrations (a few times 10" cm?). Finally, it will be noted that the similarity
of the results obtained on various heavy particle sources (Section 3.2.4) excludes that there is negative
space charge resulting from daughter nuclei of nuclear reactions, which potentially can introduce shallow
acceptor levels,

One possible candidate has been discovered by the TCT measurements in Section 3.3.5, namely the
hole trap at around E, + 0.5 eV observed in both neutron and gamma irradiated samples. The trap
exhibits a large hole capture cross section of around 10 cm’, which is considered to be a fingerprint of
an acceptor level as the Coulombic attraction enhances the capture. Also the quoted introduction rates
(0.03cm” (n), 3x10’ cm”rad” (gamma)) would be in agreement with this assignment. However, the
obtained level parameters do not unambiguously point to an identical chemical composition for the two
considered imadiation sources. Further, so far no systematic study on the variation of the trap
concentration as function of fluence or on the annealing behavior has been carried out. This could help to
confirm a direct relation between the negative space charge and the defect, which up to now is only
tentative.

However, not only damage-induced shallow acceptors can result in negative space charge, but rather
are there also two ways, by which a thermally activated space charge can be established. That is,
clectrons are trapped in the steady state condition of a reverse biased diode on an acceptor level in the
upper half of the band gap, which would not be charged in the 7 = 0K limit. It can be inferred from
€q. 3.62 that in fact the precise division of the band gap is given by the energy E, - % k, TIn(c, /c, ), and
therefore for each trap slightly depends on the ratio between the capture coefficients for electrons and
holes.

Firstly, any kind of leakage current, not necessarily related to the bulk generation current, can give
rise to a sufficient number of free electrons and holes drifting through the field zone, such that the steady
state occupation of a specific trap might be affected by the capture of the free carriers. Inspection of the
differential equation governing the trap occupation (eq. 3.46) in conjunction with the definition of the
emission rates (eq. 3.47) reveals that for close to midgap levels, which due to the relatively small
emission rates would be most sensitive to this effect, the free carrier concentration must be of the order
of the intrinsic carrier concentration to make this an efficient process. Otherwise the occupation is only
controlled by the carrier emission rates. Now, if the damage-induced leakage current is identified with a
drift current it can be computed that at full depletion and typical damage constants the average free
carrier concentration is much smaller than the intrinsic carrier concentration and thus excludes the
proposed mechanism.

Secondly, as was stated above, traps can according to eq. 3.114 exhibit a fractional occupation if e,
and e, are of the same order, which usually is accomplished for trap energies a few k,7 (25 meV at
room temperature) away from the band gap division at E, - % ks TIn(c,/c,). As the corresponding
occupation function (eq. 3.62) is similar to a Fermi distribution, the trap ionization as well as N.gsca then
usually depends strongly on the temperature. Such ionization ratios are displayed in Table 3.27,
demonstrating that even for the divacancy, one of the levels discussed in this field, the ionization at room
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temperature is Jess than 1/£000. Full numerical simulations of these subjects confirming the above
statements have been presented by G. Lutz in reference [LUT96), who for purpose of itustration has
placed an acceptor level at E, + 50 meV.
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Fig. 3.73 1V a) and CV b) characteristics as function of temperature for a heavily damaged device afier storage at
room temperature for around one year (device M20708, ®, = 3.82x10" em?, f= 1 kHz).

Regarding the well annesled state reached after around one year storage at room temperature it can be
confirmed experimentally that the negative space charge is not activated thermally’. While the leakage
current in Fig. 3.73 a) is reduced over orders of magnitude by the cooling, the corresponding full
depletion voltages in Fig. 3.73 b) do not vary with temperature. The change in the CV characteristics is
essentially only due to the increasing series resistance of the undepleted bulk, see eq 2.20. Also the TCT
measurements on both the gamma irradiated sample and the 80°C annealed neutron irradiated samples fit
into this picture as no variation of the space charge as function of the temperature is seen in Fig. 3.71
unless the occupation of the deepest of the trap levels is altered by the capture of the injected free
carriers. In this context it is noted that the particular TSC trap filling mode of switching to zero bias at
low temperature discussed in Section 3.3.3.4 confirms the presence of negative space charge in inverted
detectors at temperatures as low as 20 K.

Levels close to midgap are according to eq. 3.76 slso good candidates for the generation of bulk
leakage current, which has been exploited for the correlation of the short term anncaling behavior in the
doping concentration and the leakage current in reference [SCH95). Such a correlation would then
indicate that acceptor levels close to the middle of the gap are introduced by heavy particle damage, and
that they disappear during the short-term annesling period.
3.4.1.2 Donor Removel
There is still an ongoing discussion concerning the question, whether the phosphorus atoms are removed
by the displacement damage events in high resistivity silicon, or not. The dependence of the donor
concentration on the fluence is generally assumed to be given by

©q 3115 Np(® )= Npgexpf-c® , ) Nm[-wq}

where Np, is the initial donor concentration and the right-hand side gives the approximate result valid for
cd,, << L. As was outlined by B. MacEvoy in reference [MEV96), the removal constant ¢ can be
estimated from the VP, (E-center) introduction rate g,p if the formation of E-centers is considered to
account for the donor removal. Based on the works of Z. Su et al. [SU90] it was shown in Section 3.3.1.1
that for the investigated material (¥, » 102 em?) g, is expected 10 be 350 times smaller than the
introduction rate of the A-centers (VO,, see Table 3.26). If now cNj, in eq. 3.115 is identified with g,,,
one gets ¢ = gy /Npg % (17350 cm™) / 10" cm” = 3x10™"* cm?, which is two orders of magnitude smaller

* Note that the device is heavily & . ensuring considerabk ions of defects compared with the initial doping.
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than the typically observed experimental value. Even if it is taken into account that the formation of C, P,
consumes approximately the same number of phosphorus atoms as VP, (see [ASO87)) can the
macroscopic result hardly be explained by these processes. Only in heavily damaged samples would
significant amounts of these rare defects be produced. This accounts for example for the larger change in
Ngocx noticed on the lower resistivity sample at high doses of “Co-gamma radiation (Fig. 3.19). Also
this enables the tentative assignment of the C, P, pair to a certain TSC peak in Section 3.3.3.4.

As was demonstrated in Section 3.2.5, only a fraction of around 30% of the initial doping
concentration appears to be removed permanently after a short exposure to a high fluence of fast
neutrons. It could therefore be speculated that other donor-like impurities might exist, which exhibit a
much larger capture cross section for vacancies or {(carbon) interstitials. However, so far no clear picture
of the responsible microscopic processes has been gained and as stated in Section 3.2.5 qualitatively
different results might be observed after low and high flux imsdiations. The I-DLTS measurements
performed on unirradiated samples are considered to be basic work in this respect, see Section 3.3.4.3. In
principle the method allows for the determination of the concentrations of shallow doping impurities, and
thus might serve to monitor them as function of the imadiation Auence directly. Also the trap levels W
and Z, which are not well understood and were tentatively assigned to thermal donors, could turn out to
be important in this field.

3.4.1.3 The Bistable Behavior Observed on Heavily Damaged and Annealed Samples

The finding that only peak J is growing in the TSC spectra presented in Fig. 3.56 ¢) upon excitation of
state B of the bistable defect (see Section 3.2.3), which leads to an increase in the full depletion voltage
(i.c., the effective doping concentration in the space charge region becomes more negative) reflects a
correlation between a macroscopic quantity and a microscopic defect of outstanding clarity. This is again
illustrated in Fig. 3.74, showing the increase in the peak current resulting from the excitation as function
of the comesponding concentration of bistable defects N, nommalized to the fluence &, =
3.82x10" cm™. One data point was obtained after each of the four annealing steps at 110°C, 130°C,
150°C, and 170°C. Bearing in mind the experimental errors, a one-to-one relation is fulfilled reasonably
well, irrespective of the particular experimental conditions realized in the TSC measurements.

In conclusion the results suggest that peak J is

related to a shallow acceptor. Now, it is known 0 sFilling,  Bias
that the C, donor level would give rise to a TSC 10F * 1.7mA@20K, 10V
peak at virtually the same temperature and ® 1LTmA@20K, 0.1 V

examples for C, complexes breaking up under L0V@20K S0V

current injection have been reported in the
literature (e.g. C,P, [GOR92]). However, besides
the donor level, liberated C, also exhibits an
acceptor level in the upper haif of the band gap
(sce Appendix B) displaying a TSC peak at
47.7K, which is not observed in Fig 3.56 <).
Moreover, the level parameters found for peak J
by various methods (Table 3.28) are others than

AIJ,max [ PA ]

expected for the transition Cf**, see Appendix B. (1% / )
Especially the large capture cross section would 0.01 0.1
appear to be in agreement with the assignment to a
an acceplor level. The level parameters could N/, [cm ]

however only be evalusted under difficult rp 574 fncrense Al of the peak J in the TSC
experimental conditions, and sccordingly the data specinum resulting from a 20 min lasting forward curvent
are subject to a considerably systematic injection ar 290 K. compare Fig. 3.56 ). plotted versus
uncertainty. The agreement between the results the ation of the bisiable defects B, see
compiled in Table 3.28 is however striking. It will Fig. 3.10a).

be noted that it is very unlikely that isolated C,

atoms could have been present in the studied samples, because the measurements were performed on
devices, which had been stored at room temperature for an extended period of time, but which were not
annealed at elevated temperatures. Accordingly, C; should have disappeared a long time ago with a time
constant of the order of a few ten hours at room temperature. Unfortunately so far no results regarding
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the level in question are available on sampies that were anncaled at elevated temperatures. In particular
no efforts have been undertaken to cvaluate the level parameters on peak J in the excited state, a
laborious but crucial task to unambiguously clarify the subject matter.

Also in agreement with the assignment of an
acceplor 1o peak J is the observation that the pesk is Tabl I'L :&zznp%”:;::" of the W results
growing during the isochronous annealing of the e o
weakly damaged sample while the space charge is
becoming more negative (compare Fig. 3.55b) and

13
Fig 3.108)). It is noted that the concentration of | 1.5x10° .
peak J cannot account for all of the change seen in 3.2x10°
N_gsx- However, it is possible that the level was not 1.7x10™"
filled completely in the TSC messurements. | 120910

Moreover, the hole traps Q and N, which are found
to anneal in (Fig. 3.54 ¢)), could also tum out to be
acceptors, but additional studies are necessary to characterize these new traps.

Concemning the bistability of the defect in question it is known that the dissociation of the excited
state B into the two components A, and A, does virtually not take place in the depleted region of the
diode, see Section 3.2.3.4. Moreover, no equivalent transient effects were observed on weakly damaged
devices for which Ngey > 0 during the isochronous annealing, i.c., where in thermal equilibrium free
clectrons, a, are more abundant than holes, p . Only in the neutral bulk of inverted detectors where p >
n, as recently was confirmed by Hall-measurements [BIG95), does the dissociation occur, which
consequently seems (o be mediated by the capture of free holes. This would also explain why the amount
of the change in Ngo observed on the weskly damaged sample in Fig. 3.10 a) during the Iater stages of
the isochronous annealing study is larger than on the move heavily damaged sample. In both cases is the
bistable defect generated during the isochronous annealing, however, in the n-type sample state B, which
accounts for the negative space charge, is the stable configuration.

3.4.1.4 Reverse Annesling (1" Stage)

The first stage of the reverse annealing in the effective doping concentration (see Fig. 3.10a))
corresponds to the long term annealing behavior observed on samples stored at room temperature. As
this annealing effect is missing after high doses of “‘Co gamma rays (Fig. 3.18 b)), reverse annealing
must be related to the peculiarities of heavy particle damage, i.e., higher order agglomerates of intrinsic
displacement defects or a couple of point defects in the vicinity of each others Iattice strain. Moreover, it
has been demonstrated in this work that the parameters in the reverse annealing model function do not
depend on the starting material. Further, no saturation could be noticed up to concentrations of Np, »
5x10" ¢cm™. Hence, reverse anncaling is neither related 1o the initial doping impurities nor to other
defects present in the starting material with small concentrations in the 10'2 ¢em™ range. However, as
genenally holds for the damage-induced defects giving rise to negative space charge, incorporation of
carbon and/or oxygen can not be excluded.

With respect to the investigation presented in Section 3.2.6, the microscopic understanding of the
reverse annealing processes should be based on first order kinetics. Concerning the quite large value
obtained on the corresponding frequency &, 8 simple dissociation process appears to be most likely. It
is then either possible that the dissociating defect has a shatlow donor level, or one of the fragments
introduces a shallow acceptor level in the band gap.

Peak J might also play a role in the 1“ stage reverse annealing. However, as on weakly damaged
samples (®,, lower than approximately 10” cm?) this annealing stage is missing (see Fig. 3.102)), a
direct corvelation between the concentration of peak J and the reverse annealing concentration N, can
only be achieved using a detector exposed to higher fluences. Unfortunately, due to the large defect
concentrations TSC could not be used to determine accurale concentrations of peak J on the heavily
damaged sample (d,, = 4x10" cm™) studied in this work.
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3.4.2 Leakage Current

According to the simple Shockley-Read-Hall theory the increase in the volume leakage curvent at full
depletion normalized to the sensitive volume is related to the emission rates e,, and the concentrations
N, of the diation damage-induced defects by

e
eq.3.116 Al/{(Ad)= Y Ngg——L-nx Y Ngee..
simgs  ntCp  pllrps

which essentially is eq. 2.17 when the inverse generation lifetime 1/1, is replaced with a corresponding
sum employing eq.3.76 for each trap and W, = d. The term on the right-hand side is a good
approximation if one of the emission rates, namely e, is much smaller than the other. While eq. 3.116
holds for any temperature, it will be considered here only at 20°C for purpose of comparison with the
experimentally observed leakage current increases. These are generally presumed to arise only from the
radiation damage-induced bulk generation centers. However, the IV curves are not always
unambiguously in agreement with this view, in particular beyond the inversion fluence (Section 3.2.1.3).
Moreover, the current related damage constants quoted in this work were obtained on devices cither
manufactured without guard ring, or otherwisc leaving it floating. Its connection usually reduces the
overall current. However, typically only by a small fraction of the total current on devices damaged by
heavy particles, as compared to high dose “'Co-gamma immadiated samples, where a reduction by a factor
of two was possible (Section 3.2.4.3).

3.4.2.1 Magnitude of the Current

The amount of leakage current that is to be expected from the dominant defect levels introduced by
displacement damage is basically given by the numbers in the last row of Table 3.27, which according to
eq. 3.116 merely have to be multiplied with the appropriate defect concentration. Otherwise, if the
current related damage constant is to be deduced, the numbers need to be multiplied with the
corresponding defect introduction rate. It turns out that besides the divacancy transition ¥¥** hardly any
other level can contribute significantly. With respect to the C, O, donor this is duc to the particularly
smali electron capture coefficient. Indeed, the much more shallow A-center YO/ appears to be the
second-most efficient generation center. It must however be born in mind that the emission rates were
experimentally determined at much lower temperatures (compare Appendix B), and that the results given
in Table 3.27 are basing on a noleworthy extrapolation introducing a serious uncertainty. .
Table 3.29 gives the current related damage constants a. to be expected afier long annealing times at
room temperature for exposure to either “Co-gammas or fast neutrons if only ¥¥® is taken into
account. While the introduction rate quoted for the “Co-gammas was determined with C-DLTS in
reference [MOL96]), the value for the PTB Be(d.n) source was taken from Table .26, reflecting the state
reached afier around 400 d room temperature annealing and providing the ultimate upper limit by
referring to the overall concentration of the broadened peak N.

Table 3.29 Contritnion to the leakage curvent related damage constant
expected from the di cy transition VV '™,

T T T

BNL “Co-gammas H 1.6x10* cm Gy’ [MOL96] | 6.4x16" Acm Gy
PTB Be(d,n) ncutrons

<7.9x10™ Acm’!

Compared to the experimental value 3.9x10"" Acm>Gy" found in Section 3.2.4.3, it can be concluded
that for “”Co-gamma irradiation the divacancy can account for around 15% of the overall measured
current. However, a major fraction was argued to be due to surface leakage, and it is noted that on the
ion-implanted device operated with a grounded guard ring an experimental value for o, of only
1.4x10™ Acm?Gy™. This shows that the divacancy can probably contribute half of the total volume
current in “Co damaged samples.

On neutron damaged devices o, is around 30x10" Acm™ for the room temperature annealing state in
question, as can for example be seen in the beginning of the isochronous annealing study on the weakly




damaged device in Fig. 3.10b) (compare Table E.7 in Appendix E). In contrast to the “Co damaged
samples this value is not affected by surface leakage and therefore the theoretical value quoted in Table
.29 shows that the divacancy can not account for more than around 25% of the volume current. Taking
into account the splitting of the level into N, and N,, where only the latter arises from ¥V, would
further reduce the portion to around the half of the above number, compare [MOL96).

Although the divacancy can therefore always account for a considerable fraction of the total volume
leakage cutrent, there seem 1o be additional sources. Defects closer to the middle of the band gap would
therefore be expected to exist. A deep electron trap, labeled O, has been observed with I-DLTS
(Fig. 3.63). It is however not clear, whether this defect levet was introduced by the irradiation or by the
processing of the device. The previously mentioned hole trap around £, + 0.5 eV observed in the TCT
measurements would appear to be a good candidate for both neutron and gamma damaged samples. It
was however so far not possible to determine all of the required capture coefficients, which is crucial for
the accurate derivation of the current. However, with respect to the divacancy it must be born in mind
that the numbers displayed in Table 3.27 have been derived from level parameters measured by C-DLTS
in a temperature range of 182K ... 266K, sce Appendix B. That is, the extrapolation to room
temperature might be afflicted with a serious error, and detailed studies on the level parameters at room
tempenature are inevitable to determine the contribution of the divacancy to the leakage current
generation.
3.4.2.2 Isochremous Annesling of the Leakage Current
As shown in Fig. 3.10 b), the bulk generation leakage current anneais out continuously for temperatures
ranging from 70°C to 190°C and then stays more or less constant. Only one defect level in the TSC
spectrum, namely N, , the leR-hand side of peak N, is found to anneal out at approximately the same rate.
This behavior is in good agreement with the findings of S. Watts et al. in reference [WAT96). Moreover,
neither was leakage current annealing observed in this work (Fig. 3.18 1)), nor does peak N, exist in
*Co-gamma irradiated devices [MOL96]. In conclusion the data found here support the view that N,
correlates directly with the particularly large bulk leakage currents observed after heavy particle damage,
which can not be attributed to the divacancy alone [WAT96]. Moreover, as outlined in that reference,
simple Shockiey-Read-Hall statistics is then unlikely to explain the generation processes.

So far the origin of the pesk N, is not clear. However, it is of particular interest to note that also the
maximurm temperatures of the peaks N and I, which are both related to the divacancy, exhibit a jump at
around 175°C (Fig. 3.55 ¢)) accompanied by the disappearance of N,. Thus, N, might not originate from
a defect qualitatively distinct from the divacancy ¥V, but rather could just arises from a lattice strain-
induced broadening of the ¥¥“® transition, see [SVE93). However, a further smart interpretation has
been given in reference [MOL96] pointing towards a silicon interstitial related composition of the crystal
defect corresponding to peak N,. If it is recalled that the displacement damage events always create
vacancies and interstitials in pairs, and if it is further claimed that all interstitials and vacancies escaping
the recombination are forming more complex defects within the volume under consideration, there
should be a subtle balance between all interstitial and vacancy related defects. Besides the small
contribution of C,C, pairs, a dominant sink for the interstitials is C, O,. Further, there are VO, defects and
divacancies, where the latter have to be counted twice and whose introduction rate is surely greater than
0.699 cm”, see Table 3.26. Therefore it is on the one side (VO] + 2 (VV]Y®,, > 2.23 ¢cm” and on the
other side ([C,C,] + {C,0.]¥®,, = 1.22¢cm", i.c., the missing N, in this compilation is likely to be
interstitial related. This defect might be stable only in the vicinity of a strained-lattice as it is encountered
in the terminal regions of the displacment damage cascades initiated by heavy particle damage. [ndeed,
the close connection with the divacancy peaks could then indicate a small distance between a divacancy
ard this unknown interstitial-related defect.

In this context it is interesting to note that the total vacancy concentration appears to be decreasing
during the elevated temperature annealing of neutron-damaged high resistivity silicon, as was observed
by means of Positron Annihilation Spectroscopy (PAS) in reference [L1296]. The current understanding
is that vacancies are liberated from the dense defect zones present afier heavy particle damage. This
would be in agreement with the observation made in Fig. 3.55 a) that the ¥O, concentration is slightly
increasing in the course of the isochronous annealing. However, also dissociation of the interstitial-
related defects in the neighborhood of divacancies could annihilate divacancies.
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With respect to the final stages of the isochronous annealing, where the divacancy is a clearly isolated
defect with [VV)®,, = 0.5 cm™ (sec Fig. 3.55 a)), a normalized current of around 2x10™"* Acm” would
be resulting from the transition ¥¥ . This is a fraction of 40% of the experimentally observed value in
Fig. 3.10 b). Now the missing 60% might be attributed to the 0.51 ¢V trap found in the neutron damaged
sample after 66.5 h annealing at 80°C. Its hole emission rate at 20°C is e, = 2.6x10°s” and the
introduction rate is approximately 0.03 cm”, see Table 3.25. According to eq. 3.116 an electron emission
mate of e, = 8203 would then be sufficient, which appears to be conceivable if for example the
corresponding values quoted for the divacancy in Table 3.27 are considered. However, the annealing
behavior of the E, + 0.51 eV hole trap has so far not been investigated, and further studies are inevitable
to assess its role in the current generation. Also it will be noted that according to the above estimates
e,/e, would be equal to sround 0.3, resulting in a temperature dependent Ngoy which might give
important clues concemning the clectron emission rate.

3.43 Charge Collection Deficiency

The concentration of electron-hole pairs created by the passage of an ionizing particle through the
sensitive field zone of a detector is typically very small, such that in the first approximation their
trapping at defect levels can be regarded as a negligible disturbance of the steady state level occupation
maintained in the depleted zone. It is thus justified to employ eq.3.62 in the continuity equation
(eg. 3.57) so that the overall trapping time constant for electrons and holes can be defined by

N,
eq.3.117 1l = P ter.
i dl§p¢ 1+ /s i

This relation accounts for the circumstance that only levels devoid of electrons can act as electron traps,
and vice versa for holes. In the first approximation this holds true only for the levels in the upper and
lower half of the band gap, respectively. The experimentally observed charge collection deficiency
caused by carrier trapping’ is however not affected by those electronvhole traps exhibiting a sufficiently
high detrapping rate e,,, such that the captured camriers are released within the shaping time of the
electronic readout. Regarding reasomable shaping times of the order of a few 10 ns this is for example
realized for the A-center YO, (compare Table 3.27), and certainly also for the shallow impurity levels
arising from the phosphorus or boron doping. It is then clear that only the divacancy ¥V ™ level can
efficiently trap electrons, while both the divacancy V¥ and the C,0,”"® donor levels may be taken
into consideration as hole traps. Application of the upper limit of the divacancy introduction rate (see
Table 3.26) gives the following upper limits of the inverse electron and hole trapping time constants
normalized to the fluence (compare eq. 3.22),

7, < L1x107 cm’s” and v, < 1.7x10* cm’s™.

While the result for the electrons is only a factor of around 2 smaller than the value 2.4x107 em’s™ found
in reference [WUN92] (see also Appendix E), a discrepancy of at least one order of magnitude is noticed
for the hole trapping. In this context it is noted that the previously discussed deep hole trap at E, +
0.51 eV is expected to contribute approximately 0.5x10* cm’s" using the cross section ¢ = 10" em’
quoted Table 3.25 and a thermal velocity v,y » 1.6x10” cvs in ¢, % 6 vy p.

An equation for the ical calculation of the charge collection defich valid for migs is presented in Section 5.2.3.
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3.4.4 Resistivity of the Undepleted Bulk Material

According to eq. 2.2 the cakculation of — - - —— Ec
the resistivity p of the undepleted bulk 05 P
material requires the knowledge of the yyi-+
zero field mobility pa,,, given a8 _ o3} { vor»
function of  temperature  in > ‘m
Appendix A, and the free camier © 4 F** yvt
compentrations n and pesuablished in = hinas NG
the state of thermal equilibdium ina 5 o+ | e W Aud
Ry -0.1

neutral region of the semiconductor. cor®
These subjects have already been [ 441 ]
addressed in Section 3.3.1.3. Here a - Er(293.16 K)
similar investigation is presented, osh £,
however, as function of the irradiation
fluence  exploiting the  defect
introduction rates given in Table 3.26.
In fact again the upper limit has been

for ¥V in order to

account for the full concentration of
peak N, while the lower limit has been
assigned to the second ionization state
of the divacancy. However, its donor
level was omitted as it would not
affect the results. Further, the deep
hole trap at E, + 0.51 eV denoted by
Z was assumed to be an acceptor in
order 0 account for the radiation

introduced at the average mate
2.95x10% cm™ quoted in Table 3.25.
Moreover, an initial effective donor
concentration of 1.42x10" ¢m” has

been chosen, of which the portion Ng 10°h
=  0.60x10%cm® is removed
permanently with the donor removal
constant ¢ = 24x10Vem’, see 10'}

eq.3.11. As holds true for the

introduction basicall - "
:l':cdmm'r:?'mﬂ::‘l:;mphnm: T T A
devices supplied by the MPI, sec O, [10%cm?}]
Section 3.2.5.
Fig. 3.75 shows the variation of the /8 3.7 Ferm! level o), trap ionization b) and resistivity c) in the

Fermi level £, 83 function of the o s function of see lext

imadiation fluence at room temperature (20°C). £ is initially positioned slightly above the first acceptor
level of the divacancy, enters the lower half of the band gap at around 10” cm?, crosses the £, + 0.51 eV
level, and eventually settles at an intermediate position between Z*? and C,0/*®. The ing
concentrations of free carriers and of ionized defect levels are presented in Fig. 3.75 b). Fimally, Fig. 3.75
) shows the resistivity p , which sdditionally has been determined at 0°C and -20°C. In agreement with
the behavior of » and p seen in Fig. 3.75 b), the resistivity is sweeping through a maximum at around
the inversion fluence and settles for large fluences at a value in the 100 kf2 cm range. While in the low
fluence range the resistivity is decreasing with decreasing temperatures due to the increasing mobility, a
significant increase in p is noticed for larger @,,. The latter reflects the strong dependence of the free
carrier concentration on temperature (related to the one of the intrinsic cartiers), in contrast to the case of
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2 weakly damaged sample, in which the free electron concentration essentially is equal to the constant
effective donor concentration.

The qualitative results presented here are in very good agreement with corresponding experimental
data from Hall measurements reported in reference [BIG95]. In the presented model the resistivity at
large fluences is only determined by the damage-induced deep levels, rather than the initial shallow
doping concentration. Also this circumstance has been observed experimentally in reference [WU196].

3.4.5 Summary of the Relation Between the Macroscopic and Microscopic
Features of the Bulk Damage

¢ The origin of the damage-induced negative space charge was discussed in general. At a well-annealed
state after around 1 year storage st room temperature the negative charge was found to be related to a
randomly distributed point defect which does not include atoms from the initial doping but rather is
comprised of higher order intrinsic defects and possibly carbon and/or oxygen. The deep hole trap at
around £, + 0.5 ¢V observed with the TCT method was discussed as a possible candidate.

o The relation between the bistable defect governing the decay of the depletion voltage after quenching
from the annealing temperature and a single peak in the TSC spectrum was examined. It was shown
to be unlikely that the peak is relsted to the transition C/**. The role of the defect in the isochronous
annealing of weakly and heavily damaged ssmples was discussed in conjunction with its bistable
properties.

e As was found for all annealing effects, reverse anncaling is related to the peculiarities of heavy
particle damage, namely, & closer spacing of intrinsic defects and/or higher order intrinsic point
defects.

e Based on the correct notion of deep level energy it was found that the divacancy transition F¥* can
contribute significantly to the overall leakage current. The decp hole trap at around E, + 0.5 eV was
discussed as a possible source for the missing portion. However, heavy particle-damaged samples that
were not annealed at elevated temperatures exhibit a particularly large bulk generation leakage
current which can not be explained by those defects. In this situation also a characteristic leRt-hand
side broadening of the peak arising from the transition ¥#* exists, which appears to be related to the
excess leakage current.

¢ While for electrons the experimental data of the trapping time constant was shown to be of the order
of the value expected from the divacancy, the correspording calculation for the hole trapping time
constant underestimates the actually observed trapping effect by one order of magnitude.

» The resistivity of the neutral bulk material was calculated as function of fluence and it was found to

be progressively growing up to around the inversion fluence, afler which the resistivity slowly
decreases and approaches a large (sever 10 k€2 cm at room temperature) saturation value.
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3.5 Summary of the Studies on Bulk Damage

The NIEL hypothesis basing the normalization to equivalent 1 MeV neutron fluences was discussed,
and hardness factors were compiled for all sources encountered in this work.

The models describing the changes in the macroscopic device properties (depletion voltage, leakage
current, and charge collection deficiency) were reviewed. Critical tests were performed on the current
understanding of the reverse annealing of the doping concentration. The damage constants in the
models were compared between various particle types (fast neutrons, 24 GeV protons, 236 MeV
pions, ®Co-gammas) and materials of different initial resistivity (0.6x10'cm” p-type to
2.5x10" ¢cm™ n-type). A summary of the most important results is given in Section 3.2.7.

Properties of defect levels in silicon were discussed in detail. TSC, 1-DLTS, and TCT were used to
chanacterize the microscopic features of heavy particle damage. The influence of large defect
concentrations and various modes of defect filling were studied on the TSC method. A more detailed
summary and a comparison of the methods is given in Section 3.3.6. Further, summaries of the results
obtained with TSC, [-DLTS, and TCT can be found in the Sections 3.3.3.8, 3.3.4.4, and 3.3.5.4,

respectively.

The doping concentration in the space charge region, the leakage current, the trapping time constant,
and the resistivity of the neutral bulk were related to the parameters of defect levels. Using the defect
concentrations found in this work, the macroscupic damage effects to be expected were cakulated
and compared with the expesimental data. The results of those calculations are summarized in Section
345.
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4 lonization Damage in the Oxide

Amorphous Si0,, a very good insulator, can be regarded as a semiconductor with a large band gap of
8.8 eV [BRAB9). Therefore free electrons/holes can be trapped into very deep levels associated with
defects in the oxide from which the emission back into the conduction/valence band is very unlikely at
room temperature. This is basically the rcason why, in contrast to crystalline silicon, the oxide is
sensitive to ionizing radiation. In the fotlowing it will be explored, which changes in the device
properties related to the MOS region of the studied surface barrier detectors are observed after exposure
to chiefly ionizing radiation, i.c., where bulk damage effects can be neglected.

4.3 Experimental Procedure and Observations

Various surface barrier detectors fabricated
on (111)-oriented Wacker float zone n-type
material according to the process outlined in
Section 2.2.3 with different electrode
designs have been investigated. The dry
thermal oxides were all deposited by the
Ketek company [KET], and they are
classified here only by the oxidation date
and the oxide thickness, see Table 4.1.

Electron-hole pairs were created in the
oxide by exposure to 20 keV electrons from
a scanning electron microscope (Leitz-AMR
1000) provided by the Gruppe
Umweltanalytik of the [ Institut fir
Experimentalphysik, Universitit Hamburg,
for details see [SC195]. In addition, a cross
check was possible by an irradiation with
“Co-gammas at the BNL source, also
encountered in  Section3.24. A small
change in the silicon bulk properties must
therefore be taken into account, whereas the
20 keV electrons cannot displace any silicon
atoms. The gamma irradiations were done in
normal air atmosphere and the electron
exposures were carried out in vacuum
(107 Pa).

The dose D is the ionization energy per
mass measured in units of Gray (1 Gy =
1 J/kg = 100 rad). While the “Co-dose was
determined with a calibrated ionization
chamber, the clectron dose was inferred
from the electron fluence ® and the

stopping power S by

Tieom!,
eq.41 D=SO=stoe®

GoA,
where @ has been calculated from the
electron beam current /... the exposure

time ¢,,, and the scanned area 4,. /. ,
which was of the order of a few 0.1 nA,

Table 4.1 Basic properties of the studied wafers.
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Fig. 4.1 Magnified section around the flat-band voliage of a)
CV and b} IV curves as function of the ionization dose. While
initiatly no reverse bias was applied, 30 V have been used
during the last irradiation (device 932G01).
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could accurately be measured with a Keithley 610 C electrometer by focusing the electron beam onto 2
Faraday-cup.

The stopping power § is related to the differential energy loss by p S= - d E /dx, where p denotes
the density of the material in question (2.32 and 2.33 g/cm’ for SiO, and Si, respectively). Employing the
compilation of the energy dependent stopping power of electrons in reference (BER82), and accounting
for the average encrgy lost by the 20 keV electrons in the 20 nm gold electrode (about 200 eV), the
average stopping power in a 220 nim oxide layer was found to be [SC195)

S =10.8 MeVem®g? = 1.73x10” Gyem®.

As the range of 20 keV clectrons in SiO, and Si is 4.7 and 4.9 um, respectively, the impinging electrons
leave 2 homogeneously ionized trace in the oxide layer before they are stopped in the silicon bulk. For an
area 4, of around 1 cm? the typically realized dose rate follows from eq. 4.1 to be a few 100 Gy/min.
Exposure times of several minutes were thus necessary to achieve doses in the kGy range.

Fig. 4.1 2) shows the evolution of CV curves as function of the ionization dose. The data have been
plotted in linear scales in order to improve the resolution of the features related to the MOS region.
Regarding the analysis of the device characteristics see Section 2.5.3. The initial imadiation under zero
bias causes a continuous increase in the flat-band voltage ¥, however, approaching a saturation value.
Strikingly the subsequent exposure to a comparatively smzll dose of clectrons under a reverse bias of
30V leads to a significant further increase in ¥, . Moreover, a significant stretch-out of the curve is
noticed. Fig. 4.1 b) displays the corresponding IV curves, also reflecting the variation of ¥, . In addition,
the interface generation current /., is found to be increasing as function of the irradiation dose, evidently
also sstunating at high D . However, contrary to ¥, the subsequent irmadiation under reverse bias hardly
affects 7, .

4.1.1 Mechanism of the Oxide Charge Buildup

The varistion of the {lat-band voltage is understood to be arising from the trapping of ionization charges
and therefore can be expressed by the change AN, in the concentration of oxide-trapped charges O, /A,..
According 10 ¢q. 2.9 and eq. 2.10 it is

42  Aavp=—To AN,

where x, is the center of gravity of all oxide charges which will be assumned to be a constant and to be
equal to the oxide thickness d,. . Thus it is implicitly presupposed that all oxide charges are located in the
direct vicinity of the Si-SiO, interface and that also all additional charge trapping takes place at that
position. This is in part justified by the fact that the trapping centers, for example the oxygen-vacancy
discussed in Section 2.2.2, are indeed related to substoichiometry and imperfectly grown oxides mainly
realized close to the interface (around 5 nm). Regarding further defects capable of trapping positive as
well as negative charges the reader is referred to the review given by R. Devine [DEV94).

Fig. 42 Schematic
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As Vy is found to be increasing, hole trapping must predominate over electron trapping. This is
qualitatively explained by Fig. 4.2, which also addresses the saturation of Vs at high imadiation doses
and the dependence on the reverse bias voltage spplied during exposure. The free clectrons and holes
created in the oxide are driven by the electric field towards the oxide-silicon interface and metal
clectrode, respectively. Now, the drift mobility is quite large for the electrons (20 cm’Vs's” at room
temperature) while the holes move very slowly by a hopping process (2x10° em’V-'s’) [BRAS9).
Therefore, the electrons have only a small chance to stick at a defect or to recombine with a hole. More
likely will they reach the interface, where they are emitted into the silicon bulk. Contrary, holes created
close to the interface will easily get trapped there. If thus the concentration of trapped holes is
progressively growing, there will also be an increasing chance for the electrons to recombine with them
(Fig. 4.2 b)). Moreover, the positive charge buildup will cause a change in ¥, until the applicd biss
voltage is not sufficient to deplete the siticon below the oxide and an electron accumulation emerges.
Similar to the unbiased detector, the electric field strength in the oxide becomes quite small, as do the
carrier drift velocities. This results in enhanced recombination of electrons with holes and thus inhibits s
further increase in the positive oxide charge (dynamic equilibrium). Therefore, depending on the actual
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\!'Ihere a two-dmtemlom_l ‘?m“ Fig. 4.3 Proton micro-beam study of a surface barvier detector damaged
simulation (ToSCA) indicated wirh a dose of 1.99 kGy of 20 ke¥ electrons (100 s shaping time).

ffm":h"i:":,":zzz:zmﬁ‘:': a) Left strip damaged without bias (911128, Ve, = 71 ¥, Vy = 9.6 V),

considered bias voltages of 0 and b) Right strip damaged under 80 V bias (911R28, Veg= 92V, Va=38V).
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80 V, see [WUN96). Thus a pronounced sccumulation of positive oxide charges has occurred al these
positions during the exposure to the ionizing radiation, corresponding to spatially varying flat-band
voltage. Accordingly, upon reverse biasing such a device the depletion of the oxide region will not
progress homogeneously, but rather do the device simulations predict a local potential minimum for
electrons at the position of the maximum oxide charge density. For sufficiently large reverse bias
voltages this results in the formation of an isolated accumulation layer on the otherwise fully depleted Si-
Si0, interface accounting for the localized energy losses observed in Fig. 4.3.

4.1.2 Changes in the Si-S10, Interface Properties

In Section 2.5.1 the interface generation current has been related to the surface recombination velocity S,
and accordingly a change in /_ will be regarded as being due to a variation of 5,,

€q. 43 Al =godun A,

For n, the value 6.005x10° cm™ has been used at 20°C, as follows from the review presented in [GRE90}.
The different MOS areas A_ realized for the different sample designs are given in Table 2.1.

Usually low temperature (450°C) hydrogen annealing is employed to neutralize the dangling bonds
on the as-grown oxides [SZE8S): Si, m §i- H. This results in a possible source for the radiation
sensitivity of S,, because the ionizing radiation can destroy the hydrogen passivation. However, in
genenal the actual processes governing the increase in the density of the interface states are not well
understood, but there seems to be a direct relation to the oxide charges trapped next to the interface
[BRAS9).

In addition to the resulting increase in the interface generation current interface states are also
expected to cause & stretching of the CV curve around the flat-band voltage, see Section 2.3.2. In regard
to the iradistion under reverse bias, the CV data shown in Fig. 4.1 a) would thus suggest an increased
number of interface states, in disagreement with the virtually unchanged interface generation current
(Fig. 4.1 b)). Therefore, on the devices studied, the stretching is not considered to be a reliable indication
of the density of the interface states, but rather may arise from the peculiar expansion of the depleted
zone underneath the interface, as discussed on the proton micro-beam investigation.

4.2 Quantitative Evaluation of the Experimental Data

4.2.1 Fiat-Band Voltage V),

Shifis in the flat-band voltage have been determined on various devices cither irradiated under a reverse
bias voltage of a few 10 V or without bias (Fig. 4.4). A scale representing the oxide charge concentration
has been calculated with eq. 4.2 and employing a value of d,, = 220 nm. The results obtained on the
reverse biased diodes exhibit a similar dependence on the irradiation dose, irrespective of the particular
voltage chosen. It must therefore be conchuded that the electric ficlds established in the oxide were
always sufficient 1o reach the saturation in AV, via the exhaustion of all hole traps, in contrast to the
devices irradiated without bias. In both cases could the experimental data reasonably well be fitted to the
relation

€q.44 AN, (D)=by[i-exp(-ayD)).
Assuming a constant relative error in AN,,, a least-squares procedure gave (solid lines in Fig. 4.4)
by (0 V) =0.947x10" em?, q, (0 V) = 1.68x10” Gy,

by (240 V) = 3.42x10 cm?, ay (2 40 V) = 1.50x10” Gy™.

The saturation Jevel is reproduced slightly better when a constant error is assumed in AN,,, giving
by (0 V) = 1.01x10” cm? and by (2 40 V) = 3.45x10' cm™, which might serve as an estimate of the
y ic error introduced by the simplified model function eq. 4.4. Regarding the dose calibration, it is

reassuring to note that the *Co-gamma values are in good agreement with the 20 keV electron data.
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Fig. 4.4 Increase in the flas-band voltage as function of the ioni; dose.

While the damage-induced change in ¥, on the devices irradiated without bias was found to be
decreasing only slightly within a storage period of several days at room temperature, a significant
annesling effect was observed on the devices exposed under reverse bias, see Fig. 4.5. The data obtained
after the 2 kGy exposure could be fitted to the relation

AVp(£) =41V -0.8V x Ins [h]).
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Fig. 4.5 Room temperature annealing under 0 V bias of the flat-band voltage shift measured on
two devices that were irradioted under a bias of 80 V (devices 911R28 and 91 1L31).

This characteristic dependence on the logarithm of the annealing time is in agreement with the
observations made by many experimenters and may be explained by the first order tunnel detrapping
model, the thermal emission model, or a combination of both, as discussed by P.J. McWhorther et al.
{(MWHO90]. In this context it is important to note that the devices were stored in thermal equilibrium,
allowing for the formation of the clectron accumulation layer. A more rapid reduction in AV, is
observed on the more heavily damaged sample, indicating a dose dependence of the annealing rate. After
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around 30 days one sample has once more been exposed to @ small dose, and the subsequently measured
data cannot reasonably be assigned to the previous annealing curve. However, plotting the measurements
with respect to the annealing time elapsed since the second irradiation gives again a straight-Tine on the
logarithmic time scale which is in agreement with the mentioned models. However, the second
imadiation has reduced the total amount of trapped positive oxide charges, highly likely by
recombination with the free electrons created by the ionizing radiation.

4.2.2 Interface Generation Current J,,

The evaluated interface generation current data are shown in Fig. 4.6, and as for the flat-band voltage
shiﬁitissufﬂci«ubdininglﬁshbdmndndeviouimdiltedundenwuinmbiuvolugeorin
thermal equilibrium. It is noted that after normalization to the MOS area A,, all dats points exhibit the
same functional dependence, although the device designs are largely different (see the device names and
Table 2.1). This reassures that the interpretation of the interface generation current is correct and that the
applied method of extracting the /,, values from the 1V curves outlined in Section 2.5.3 is relisble. As for
the oxide charges the change in S, 83 function of the dose has been written

eq. 4.5 AS,(D) =b,[1 - exp(-a,D)),
and the corresponding least-squares fits depicted in Fig. 4.6 yield the parameters
by (OV)=291x10°cm 5", a (0 V) =2.20x10" Gy,

by (240 V) =241x10°cm s, a, (240 V) =~2.62x10" Gy,

Again constant errors in AN, give more relisble estimates of the saturation levels: b, (0V) =
1.91x10°em s and b, (2 40 V) = 2.08x10° cm 3. Here the assumption made about the crrors has a
larger effect because the saturation is not reached in Fig. 4.6 and evidently requires higher doses than
encountered with AN,,. Moreover, as opposed to the flat-band voltage, the saturation level of Al_ does
not depend on the biasing conditions realized during the exposure, indicating an upper concentration
limit of the surface states contributing to the interface generation current.
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Fig. 4.6 Change in the interface generation current as function of the iont dose ed on devi

were manufactured with various designs and that were exposed under different reverse bias voliages.
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4.3 Summary of the Studies on lonization Damage

* The radiation sensitivity of the thermally grown oxide passivation (d,, » 220 nm) on high resistivity
(Ngo = 0.65x10" em™) (111) n-type silicon has been examined using 20 keV clectrons and “Co-
gammas for the generation of the ionization damage.

* The peculisrities of the IV/CV characteristics of the investigated surface barrier devices have been
discussed in conjunction with proton micro-beam measurements for different doses and biasing
conditions during exposure.

¢ Flat-band voltages were found to be increasing as function of dose and to reach a saturation level
cormesponding to concentrations of positive trapped oxide charges of 0.947x10' cm? (no bias) and
3.42x10" cm? (reverse bias > 40 V). Annesling proportional In(r ) was observed.

. Alsoimerfwegemnioncmnumfomdloheimingmdwnmtuulevelcurupaﬂin;

to a surface recombination velocity of around 2x10° cm s, regardless of the biasing conditions.
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5 Damage Projections for HEP Experiments

After it was realized that the high radiation levels in the inner detector regions of the experiments
planned for the LHC can substantially damage the silicon modules comprising the barrel trackers,
reliable predictions of their lifetime as function of the position and the operational parameters have
become a key design consideration. In the light of the upcoming Technical Proposals it was thus decided
to review the bulk damage models, compile the parameters in the model descriptions from all available
experimental data, and to develop an appropriate numerical simulation program. While the first task has
been accomplished in Section 3.2.1, the other points will be addressed in the following with special
emphasize on those subjects, which due to the limited space could not be presented in detail in an earlier
publication [CHI9S).

5.1 Compilation of Damage Constants

The parsmeters in the models describing the radiation damage effects were either compiled from
literature references or were extracted from experimental raw data available in our own lab or supplied
by various groups active in the field ({CAMB,CERN1,DORT,IMPCO,LANL]). The damage constants
were determined for different particle types (neutrons, protons, pions) independently, as even after
normalization to equivalent 1 MeV neutron values the data might have indicated differences arising from
imperfections of the NIEL hypothesis or from insufficiently known damage functions, compare
Section 3.1. Fusther, care was taken of those long term properties being sensitive to the temperature, for
instance the leakage current or the annealing rates, as an operation at reduced temperatures is foreseen at
LHC. Finally, the gathered data allows for a critical discussion of the errors in the damage constants.

5.1.1 Doping Concentration

Considerable efforts have been made to examine the long term behavior of the radiation damage-induced
changes in the effective doping concentration Nygy because the related variations in the full depletion
voltage essentially decide on the operability of the detectors. A large number of long term room and
elevated temperature isothermal annealing curves measured by various groups around the world have
been subjected to the evalustion procedure outlined in Section 3.2.1 in order to obtain the corresponding
parameters N,, Ny, and &y .

Employing the hardness factors quoted in Table 3.1 all Ny, data were normalized to the equivalent
1 MeV neutron fluence giving the individual introduction rates g, (see eq. 3.14), which further were
averaged for the different groups”. These averages as well as the comresponding world average of gy for
each particle type can be found in Table E.1 of Appendix E. The quoted errors are the uncertainty in the
averages, compare Appendix D.

As the parameter N, depends on the type of material predominantly used by a specific group, a
straight line was fitted to the N, versus ®,, data for each group to obtain their N,,, compare. eq. 3.12. Of
course only those data were taken into account, where the donor removal term could be neglected (©,, >
1/¢). The removal constant ¢ had been compiled previously for each particle type from values reported
in the literature at various annealing stages and temperatures, see Table E.2. N, was subsequently
utilized to calculate individual g, values by (N, - No)/®,,. These data were averaged as it was done with
the gy, see Table E.1. The g, data could also have been taken from the straight-line fit directly. However,
then it would have implicitly been assumed that the error in the N, does not depend on the fluence @,
whereas the method presented here makes the more reasonable assumption that the etror scales with @,
, see Appendix D. The quoted world average values of N, are simply the unweighted averages over the
different groups, and the range of N, values encountered is given rather than its statistical error.

* The hardness factor assumed for the PTB Be(d,a) and the CERN PSAIF source were however 1.53 and 1.18, rather than the
now revised values of 1.45 and 0.78. While the former basically affects the Hamburg results, which comprise the bulk of the
neutron data, the latter concems the CERN1 neutroa values, see Appendix E.
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Finally, the reverse annealing rate constant,

which characterizes & microscopic process and -38 0+
therefore was not assumed to depend on the T [°C
particle type, has been averaged at every -40 1]

encountered annealing temperature (sce Table
E3). From these data an Arhenius-plot
according to relation eq. C.2 was constructed
(Fig. 5.1), and the least-squares straight-line fit
gives the activation energy E,, the frequency
factor k,, and the corresponding errors (Table
E.7). Note that the error in the individual
In(k, [cm'/s]) data was not known and thus was
estimated from the x * of the fit to be 0.272, see
the error bars depicted in Fig. 5.1. In addition,
the cross-hatched area reflects the extrapolation .
error (see Appendix D) associated with the full 30 3.2 34 3.6
covariance matrix of the fitted parameters. As -1

the fitted paameter is In(k,), standard error IOOO/T [K ]
propagation was not found suitable to estimate Fig. 3.1 Global Arrhenius-plot of the reverse annealing
the uncertainty in k,, and accordingly only a rate consiant. The data point marked with a solid circle

t 1i : was omitted in the siraight-line fit. Regarding an
lower and uppet is quoted in Table E.7. explanation of the ervor bars and the cross-hatched area,

see text.

&
N

In( ky [cm’s™'])
2 &

;'S
o

~ (520 em’s") - 1.31 cVAke)

3
Wy
(=3

5.1.2 Leakage Current

Due to its strong intrinsic dependence on the temperature excessive leakage currents can very efficiently
be reduced by cooling. The crucial parameter is the effective band gap E, in eq. 2.18, and an average
value has been determined from the few values reported in the literature on radiation damaged silicon
detectors in the range of temperatures in question (-10°C ... 20°C), see Table E.6.

Further, experimental values of the volume leakage current referring to a long time of annealing (a
few months at room temperature) were extracted from various annealing curves according to the
procedure outlined in Section 3.2.1. These leakage current data have been assumed to be proportional to
the fluence ®,,. According to eq. 3.19 average damage constants a,, were determined for each group
providing raw data, see Table E.S.

Finally, the activation energy of the leakage current annealing was determined on & few annealing
curves measured by [CERN1] and [DORT) at low temperature. For this purpose the intrinsic dependence
on temperature was removed by multiplying the currents with the scaling factor R (7°), employing the
value for £, mentioned above. Moreover, the dats have been normalized to the active volume 4d and
the fluence ®,, and were scaled by g (=)o, employing the a. value found abave. The resulting
quantity y = Al R(T J(Ad®,,) g (0Va, is according to eq. 3.20 an experimental determination of the
normalized annealing curve at a low temperature where the scaling factor 8 is larger than unity. Given
£ () is the room temperature anncaling curve and # are the times at which the low temperature
annealing data has been taken. A least-squares method of the determination of the scaling factor @ can
then be derived from the minimization of

east =Y, -0 :,)] )
J
That is, we are looking for the roots of the so-called normal equations £ (6 ) = 30%/00

eq.5.2 f(0)=Z[, g@1) {rj -g® -,)}]’0'
J

which can easily be found with Newton’s method as also the derivative of f with respect to 8 can be
written analytically
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€q.5.3 %f@)-?}[{y,-g(o:,)}g"m,)— {g'(es,)}z].

Here, the derivatives of g (1;) are of course given by (sec eq. 3.18)

eq.54 :'(c.)-?[—%exv(%)} s'(r.)-;[f:,-«p[-:—‘:)].

Fig. 5.2 shows a plot of the y, as function of the 1
¢ divided by the fitted 8 for three different
annealing curves that were measured on heavily
damaged and thus inverted samples by F.
Lemeilleur et al. [CERNI1]. The x-axis can be
visualized as the ‘equivalent room temperature
time’, and the reasomable agreement with the
room lemperature annealing curve (solid line)
justifies the modeling of the slow-down of the
annesling rate at Jow temperatures by a
stretching of the time axis. Further, one

o
1)

e
o

Al R(TY(A4dDy) g(w)/Oe
=)

annealing curve measured on & weakly damaged 4 M33 -20°C -
sample (JDORT]) has been analyzed using the 02 « M40 o0°C
panmeters of the leakage cusrent annealing e« Md4 10°C

curve valid for not inverted devices, sce 0 " " k. ok
Table 3.2. Fimally, Table E4 lists all cument 10° 100 102 10 100 10°
annealing activation energies E; that have been 0 .
determined from the obtained © using eq. 3.21. t/9(7) [min]
Fig. 5.2 Normalized leakage curvent as fimction of the
rescaled time /0 (T). see text. Annealing data kindly
provided by F. Lemeilleur et al. [CERN1].

5.1.3 World Averages and Representation of the Spread in the Raw Data

Table E.7 summarizes sl) evalusted world average damage constants, and in addition the parameters in
€q- 3.22 determining the dependence of the trapping time constants t, on the fluence have been cited
from reference [WUN92). Regarding the quantities g, , gy, and a. it will be noted that within the quosed
errors the average values found for the different groups are not always compatible, and accordingly the
error estimated for the overall weighted world averages is too small. This problem arises from the
omission of sl sources of systematic errors. They are mainly located in the difficulties met with the
determination of equivalent 1 MeV neutron fluences and the differences in the methods employed by the
various groups for the extraction of the full depletion voltages and leakage currents from the CV and IV
characteristics. With respect to the Jeakage current related damage constant a. also the quality of the
used test devices plays a role, in particular beyond the inversion fluence.

In this context it is noted that the bulk of the pion and neutron data were provided by our own group
and were thus mainly determined on surface barrier detectors. Afier inversion of the space charge sign
these devices do cven in the long term exhibit an enhanced leakage current increase as function of the
irradiation fluence [WUN92), as opposed to the observations made on ion-implanted devices with
properly connected gusrd rings [BAT96). Moreover, it should be bom in mind that the analysis
employed on the leakage current annealing curves provides only an upper limit of a., compare
Section 3.2.1.

The data evaluation on the pion irradiated devices shown here is only in a preliminary state, and an
error of the order of 20% in the damage constants g,, gy, and a. can be estimated from the updated
results presented in Section 3.2.4. In conclusion, the differences between the different particle types are
not found to be significant, rather are the resuits in conjunction with the quoted errors misleading and the
reader should refer to Section 3.2.4 for 2 more rigorous investigation of the subject. Although the data
are therefore not valuable for a systematic examination of the fluence calibration problem, they still
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represent the knowledge about the bulk damage in silicon detectors available around the world at the
time of the ATLAS Technical Proposal [ATL94].

As only the failure of a small percentage of the silicon modules is acceptable in order to guarantee an
accurate performance of the tracker, it is necessary to ask for the variation in the prediction of the silicon
detector properties that arises from the spread in the damage constants. For this purpose, if possible, the
standard deviation errors have been quoted in Table E.8, covering around 70% of all inspecied data
points. An additional difficulty was met with the parameter k since its value needed to be extrapolated
towards & low temperature from the experimental data chiefly obtained at room or elevated temperature,
see Fig. 5.1. An overall error in the extrapolated In(k, {cm’/s]) was defined by adding the extrapolation
error (cross-hatched area) and the error in the individual In(ky [cm'/s]) values (error bars) in quadrature.
As the resulting uncertainty is comparatively large, the error propagation law was not found suitable, and
therefore the average value of &, and the appropriate range is given in Table E.8 at the three
temperatures considered in the simulations.

5.2 Numerical Implementation of the Damage Models

The mode) descriptions of the damage-induced changes in the full depletion voltage and the leakage
current reviewed in Section 3.2.1 are valid only for a single short term imadiation. However, the
prediction of the long term behavior in a Jow flux environment demands for a simultaneous consideration
of the buildup of the damage effects and their annealing. Moreover, variations in the operational
temperature have 0 be taken into account. The numerical simulation assumes the particle flux and the
temperature to be constant during certain time periods, i.c., they are both given by step functions. It is
then possible to write down analytical solutions valid during these periods, which can be proceeded
continuously in the succeeding periods by evaluating the equations at the particular point in time at
which the operational parsmeters are changed, and using these numbers as updated initial values. For the
sake of convenience the time ¢ will be assumed to be zero at such a point”.

5.2.1 Doping Concentration

Regarding the stable damage portion N,, the numerical treatment is straight-forward because N, depends
only on the total absorbed fluence ®,, that simply needs to be accumulated for the calculation. Short
term annealing has been neglected due to the reasons outlined in Section 3.2.1. In sccord with the
original understanding, reverse annealing has been visualized as a second order reaction of two neutral
defects X forming an acceptor Y. Note that then according to the example given in Appendix C the
introduction rate and annealing rate of X have to be written g, = 2g, and £ = k,/2. Moreover, while

¢q. C.7 is valid during the beam-off periods, the term g, 4., needs to be added to the right-hand side of
the differential equation eq. C.1 if the 1 MeV neutron equivalent flux §,, is distinct from zero. The
solution is then given by

€q.55  Ny()=Ny ush(¥ihr + b (¥ o /N7 ))
where the stationary value reached after long times is

.56  Ny=JiRafE-

Here Ny always denotes the accumulated concentration of defects X at the time ¢ =~ 0. Conceming the
calculation of the concentration N, it has been exploited that the defects Y account for the difference
between the actually present number of defects X and the concentration Ny, of X, which would have
been obtained if no anncaling were to occur. It is Ny, = g,®.,, where @, is the total absorbed fluence,
and Ny(t) = (Mo - Ny (1))2.

° 1 will be nosed that the proper assignment of the contineous simulation time requires the istroduction of a time offect.
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5.2.2 Leakage Current

Since the annealing curves are different before and afler inversion of the sign of the space charge the
volume current has been considered to be composed of two fractions. The first anncals with the
parameters quoted before inversion and is only introduced as long as Ngsax > 0, whereas the other
portion takes over otherwise. As for the reverse annealing, quantitative results with respect to the
simultaneous introduction and annealing of the leakage current requires an assumption about the relation
between the current and the comesponding microscopic origins. For the sake of convenience it has been
asserted here that every term of the sum of exponentials comprising the annealing function eq.3.18
corresponds (o a specific defect introduced in proportion with the flux and, besides the stable term,
exhibits a first order decay. For purpose of illustration the solution of eq. C.1 is given here fory = 1 after
adding the term g, ¢, to the right-hand side,

eq. 5.7 Nx(l)=ix—:-5-[|-exp(-h)]+ Ny exp(-k).

This result is generalfy valid, also for the instance of ¢., = 0. The rate constant k¢ may now be identified
with the individual inverse time constants 1/t,, and the introduction rate of each term is proportional to
the relative amplitude a,, see Table 3.2. The variation of the annealing rate with temperature has in this
context been taken into account by multiplying all time constants t, with the scaling factor 8 (eq. 3.21).

5.2.3 Charge Collection Deficiency

A deficiency in the collected charge arises from trapping and small electric field strengths, causing
collection times larger than the recognition period of the electronic readout. The cument pulse signal

cq. 5.8 1,,0)= &Qo [a +1) exp(- th l’)— -1y expé/v -.;)]

np

originating from a mip as determined in reference [BAT93] has been used here in order to estimate the
influence of these effects. In eq. 5.8 O, is the lotal charge Ng, related to the N' created electron-hole
pairs, a is the ratio between the operational voltage and the full depletion voltage (« =V /¥,,), and 1,,
is the transit time constant for electrons/holes given by eq. 2.33. The simplifications made in [BAT93]
for the derivation of eq. 5.8 are the presupposition of a constant drift mobility and the omission of the
built-in voltage. In this mode, the time 1., needed to collect all electrons/holes is given by

eq.59  t,, =1, hf@+i@-0)

In order to calculste the charge Q' that in the presence of trapping centers is collected within a certain
time period 7, €q. 5.8 needs to be multiplied with exp(-f /t,..,), sec €q. 2.22, and has to be integrated
over the time, compare eq. 2.27,

T T
eq.5.10 Q= ]’dt'exp(-t/t"),(t’)lr ]dt' elp(-f,t,.’)P(l').
° °

The upper bounds of the integrals are given by 7, = min(t,,,, 7, ). Using the abbreviations
eq. 5.1 & =lrt,fr ., and G =1, 0t ,,

the solution of eq. 5.10 for & > 1 is given by

T, 2 T, T,
KT =2 ey, 2,
eq.5.12 ga(aq»l)z[]_g e Jlze ’ +@"l)l[l’e" S’ ,
QO 8 [ gn 5, 8 [ c. c’

and for operation below full depletion (a < 1) the full collection times «,,, diverge (7,,, =T.), and it is
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Note that here Q, denotes the charge created by the traversing mip in the activated volume, which is less
charge as compared to full depletion. For the calculation of the transit time constants by eq. 2.33, the low
field mobility and its functional dependence on temperature has been taken from [SZE81)

cm? ( T K)-z.u cm’{ T )-uo
€q.5.14 ., (N=1450 Ve \300 M p(T) =450 Vs \300K .
Trapping tlime constants were calculated according to relation eq. 3.22 and depend only on the total
absorbed fluence.

A comparison between experimental dats on the charge collection efficiency as function of the
irradiation fluence and the results of the above calculation is shown in Fig. 5.3, demonsirating &
reasonable agreement. However, the simulation tends to give a pessimistic view at large ®,,.

Fig. 5.3 Accuracy test of the model
developed for the simulation of the
charge collection efficiency as function
of fluence (data kindly provided by F.
Lemeilleur et al. [CERNI], for details
see [LER93], device M4, d = 317 um).
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5.3 Simulations for the ATLAS SCT at LHC

§.3.1 Particle Fluxes

Calculations’ of the particle fluxes in the ATLAS SemiConductor Tracker (SCT) were provided by G.
Gorfine [GOR9S) for a single Transition Radiation Tracker (TRT) design study of the inner detector,
which includes a forward calorimeter and is close 1o the layout presented in the ATLAS Technical
Proposal {ATL94), see Fig. 1.1. For those calculations a p-p cross section of 71 mb, a solenoidal
magnetic field of 2 T, a full luminosity of 10™ cms”, and an operation time of 10°s per year were
assumed. Further, the fluences were considered for all involved particle types individually in order to
allow for the accurate normalization to equivalent 1 MeV neutron fluences. For this purpose, the Van
Ginneken proton damage function has been employed for kaons and anti-protons (VGI89], and otherwise
the damage functions as shown in Fig. 3.0. The numerical data shown in Table 5.] are barrel averages

* A Monte Carlo simulation with the FLUKA code in conjunction with DTUJETS0.
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over the quoted z-range, and a plot of the radial distribution is presented in Fig. 5.4. While for small radii
the damage is mainly caused by pions, the albedo neutron background predominates in the outer regions.

Table 5.1 Annual equivalent damage fiuences in 10° cm’ for numerous particle types in the ATLAS SCT (single
TRT design configuration B, p-p cross section 71 mb, integrated luminosity 10! cm”, from [GOR9S}).

Radius z Proton Pioa Kaon Antip | Neuton | Charged || Total

NScm{23semf 52 35 7.0 3.1 12 50 62
145cm| t40cml 33 1 43 20 || 93
hm 255em]l 19 " 22 10 || 82

30cm |295emfl 12 76 | 09 | o471 || 62

40cm |£95cmll 075 | 49 | os4 [ o027 H 60

50 cm 052 | 34 | o3 [ o0u7 59

60 cm 035 | 24 | 026 | on 5.0

1.7 0.080 4.6

" N N I 2 :

10 20 30 40 SO 60 7080
Radius [cm ]

Fig. 5.4 Barvel averages of the annual equivalent | MeV nestron fluences at full
tuminosity as function of the radius for various particles, compare Table 5.1.

5.3.2 Operational Scenarios, Detector Parameters, and Benchmarks

In order to obiain a realistic picture of the operation of the silicon detectors at LHC the variation of the
luminosity, the operational temperature, and the applied bias voltages have been considered. In the first
three years the luminosity was assumed to be 10 cm’s”, followed by seven years at the full luminosity
10* cm®s”, that is, the annual fluences during the initial period are one tenth of the values given in Table
5.1. Morcover, the experiment was assumed to be running only during the first seven months of each
year, and the comesponding constant particle fluxes have been determined by dividing the quoted
fluences by 7 months. Further, a modestly low temperature, typically 0°C, was assumed to be established
during all of the ten year operation except for a maintenance petiod at 20°C (warm-up) in the beginning
of the 9° month of each year. Three lengths have been considered for the warm-up: 1 month, 3 days, and
0. Operational voltages ¥,, were assumed to be variable within certain limits, and, if possible, over-
biasing of the devices was realized to ensure fast charge collection,

100V Vap +50V <100V
eq.5.15 Vo =1Ypmu Vap +S0V> Vg r .
Vi +S0V  else

Maximum operational voltages ¥, .. of 200V and 300 V have been used. Regarding the leakage
current I per channel, the total active area in the three pixel layers (radii 11.5 ¢m ... 20 cm) was assumed
to be 50 um x 300 pm, while 12cm x 112.5 pm has been used for the strip modules (radii 30 cm ...
69 cm), see reference [ATL94). Moreover, to make the plots more distinct the device thickness was fixed
te 300 pm. While this is reasonable for the strip detectors, smaller values of d have been proposed for
the pixels. Concerning the full depletion voltage this is a scaling with the factor (4 /300 pm)’, see eq. 2.7.
Further, even if the actual operational voltage was not sufficient to fully activate the detector has the full
volume Ad been used for the calculation of the leakage current I, also to make the plots more distinct.
The initial doping concentration was assumed to be N4, = $x10" cm>.

Besides the mentioned maximum operational voltages, benchmark figures have also been suggested
for the other detector properties [ATL94). Regarding the leakage current per channel a limit of 2 pA was
deduced from power dissipation considerations and the related difficulties met with thermal runaways.
However, for the pixel system also the leakage current related noise needs to be taken into account.
Further, 70% of the charge deposited in the detectors should be collected at the electrodes. However, if
the operational voltage is not sufficient to fully deplete the detector (partial depletion) the sensitive
volume and thus the total charge Q, is decreasing, which is the prominent effect regarding the
deterioration of the signal to noise ratio.

5.3.3 Results and Discussion

For the simulation of the radiation damage effects a distinction was made between charged-hadrons and
neutrons. The total damage-induced change in a certain property was assumed to be the sum of two
portions calculated from the charged-hadron and neutron fluences using the pion and the neutron damage
constants (Table E.7). This ensures that the simulation result reflects the experimental observations
underlying the extraction of the damage constants as close as possible.

Fig. 5.5 shows the simulation of the damage-induced changes in the relevant electrical properties for a
10 year operation sequence at LHC using the fluences quoted for the strip layer at a radius of 30 cm. An
operation temperature of 0°C, a one month warm-up, and 2 maximum operational voltage of 300 V has
been assumed. Only a minor varistion is observed within the initial three years of low luminosity
running. Type inversion and a progressively increasing full depletion voltage V., is anticipated after the
first year at full luminosity. During the maintenance periods reverse anncaling takes place, adding up to
the change in V., related to the stable damage portion. Contrary, the leakage current per channet /
exhibits beneficial annealing in the warm-up cycle, accompanied by much larger numbers due to the
strong intrinsic temperature dependence. A plateau is noticed for the charge collection deficiency 1-0/Q,
in the years S through 8. This is due to the increasing amount of trapping centers compensated for by the
simultanecously increasing operational voltage, see eq. 5.15, which shortens the collection time and
reduces the influence of trapping. Although not relevant for the detector operation, it is interesting to
note the increased collection deficiency during warm-up arising from the smaller mobility, which results
in slower charge collection. If the maximum operational voltage is not sufficient to fully sctivate the
device, charge collection loss becomes significant.

Fig. 5.6 2) shows the influence of the operating temperature and the length of the warm-up period on
the values obtained on the same strip layer sfier ten years of operation. Low temperature operation in
combination with s short maintenance period can significantly reduce the reverse annealing of the
depletion voltage. Regarding the benchmark quoted for the leakage current, cooling of the detectors is
found to be inevitable. Therefore, also a natural regulation of the reverse annealing is given and the
difficulty met with excessive depletion voltages is then found to be chiefly related to the stable portion of
the radiation damage-induced change in the space charge concentration. In this context it is noted that
even at the lowest temperature operation without warm-up examined the anncaling of the leakage current
is not found to be significantly frozen. As there seems to be a cormelation between the short term
annealing of the leskage current and the doping concentration (e.g. [SCH95]), the same would also be
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expected (o hold for the depletion voltage. In any case could the beneficial short term annealing be
propelled by warming up intentionally. Therefore, for an optimized operation schedule the projected
change in the depletion voltage and the leakage current can be calculated straight-forward from the
accumulated fluence by simply using the relations eq. 3.11 and eq. 3.20.
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Fig. 5.5 Evolution of the d induced changes in the electrical properties for the strip
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Hllustrated in the inset, showing the Vo, data for the last year (V o o = 300 V).

Fig. 5.6 b) presents the evolution of the radial distribution of the silicon detector properties during the
10 years LHC operation for a constant operating tempemature of 0°C. Concemning a maximum operation
voltage of 300 V, the strip layers (radius 2 30 cm) would susvive all of the ten years in this scenario. The
pixel layers are becoming partially depleted after a certain time. However, choosing a device thickness of
150 pm rather than 300 pm would reduce the depletion voltages by a factor of 4, which significantly
improves the situation. On the other hand, leakage currents are still becoming quite large, recommending
a further reduction of the operating temperature.

So far only the barrel averages of the particie fluences have been used. According to Fig. 1.2 there is
however a significant variation over the z-direction which results in a corresponding distribution of the
damage projections. For the operation at a constant temperature of 0°C the final depletion voltages are
plotted in Fig. 5.7 as function of the radius and the z coordinate in a quarter-section of the inner detector.
In regard to the z-extent of the layers quoted in Table 5.1 it can be seen that all of the 30 cm and 40 cm
strip layer can be fully depleted with 300 V and 200 V, respectively. However, at the position of the
MSGC's (see Fig. 1.1), which have been replaced by silicon counters, more damage than would be
awaited from the results obtained on the barrels at the same radius is expected.

Finally it will be studied, which uncertainty is introduced in the damage projections by the spread in
the raw data (Table E.8) and the errors in the flux calculations. Regarding the latter a conservative
estimate of the lower and upper limit of the charged-hadron and neutron fluxes has been quoted in
reference [GOR94] to be the average value either divided or multiplied with a factor of 1.6 and 2,
respectively. The crosshatched regions in Fig. 5.8 depict the comesponding variations in the device
properties reached after a 10 year LHC operation at constant 0°C. Concerning the damage constants,
only onc parameter has been changed for each simulation and the resulting deviations from the average
in the considered quantity were added in quadrature. This is the correct procedure given the comrelation
between the parameters in the model descriptions is negligible. Evidently, the major uncertainty is
arising from the flux calculations and s survival radius can be estimated only very crudely.
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detector properties as function of the radius for a
constant operating temperature of 0°C (no warm-up).



Fig. 5.7 Depletion voltage afier ten years of operation
at constant 0°C in the r-z-plone of a quarter
section of the inner detector (d = 306 um).

There are further aspects of the radiation damage
which have not been taken into account, although
they might be significant. For example, also the
ionization doses in the considered environment will
be very large, and therefore an increase of the
concentration of oxide charges and interface states
up to their saturation level is expected. While in
usual device designs the interface is not depleted
and therefore no contribution to the leakage current
would be awaited, the fine segmentation of pixel
and strip detectors could result in an enlargement of
the voltage required to fully sctivate the detectors
by as much as the flat-band voltage (compare
[RIC96]) which, depending on the oxide quality, can
become of the order of several ten volts. Moreover,
considerable improvements regarding the problem
with the depletion voltages could be achieved if
lower resistivity material were employed for the
manufacture of the detectors, inasmuch as the
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Fig. 5.8 influence of the spread in the row data on the
final state of the radial distribution (comsiamt 0°C
operation). The inner, Aorizowally crosshaiched
region is due to the spread in the raw data. The ouder,
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5.4 Summary of the Damage Projections

The parameters in the models describing the damage-induced changes in the doping concentration
and the leakage current were compiled from literature references and from the analysis of raw data
supplied by various groups.

An extension of the models accounting for simultancous buildup of the damage effects and their
annealing has been presented in conjunction with the corresponding numerical implementation.

Various simulations of the damage-induced changes in the depletion voltage, leakage current, and
charge collection deficiency to be expected in the ATLAS SemiConductor Tracker during 10 years of
operation were shown, exploring the influence of the operational parameters and the position within
the experimental environment.

It was found that:

® Cooling is inevitable to reduce leakage currents.

e The most likely failure mode of a silicon detector is the loss of sensitive volume due to
progressively growing depletion voltages beyond reasonable values of the maximum operational
voltage.

¢ Ifa maintenance warm-up period is scheduled, it should be short to prevent reverse annealing.

* For the inner detector design and operational parameters considered, only layers at radii grester
than about 30 cm remain fully depleted all of the 10 years.

experimental data presented in Section 3.2.5 suggest that not all of the initial n-type doping is removed,
but rather that there is a reservoir of not removable positive space charges. Further, the examination on
the rate constant &, presented in Section 3.2.6 suggests that the reverse annealing time constant does
indeed not depend on the irvadiation fluence. This would reduce the danger related to the warm-up
period, in particular for the pixel detectors.
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6 Summary

This thesis describes original work in the area of the radiation hardness of particle detectors fabricated
from high resistivity (p > 3 kf%cm) float zone silicon. In the perspective of their application in present-
day and future high-energy physics experiments, bulk and surface damage effects have been studied for
equivalent 1 MeV neutron fluences ranging from 10" cm? to 10 cm® and ionization doses up to
approximately 100 kGy. While the radiation sensitivity of the oxide passivation has been addressed only
bricfly, detailed studies were carried out on the microscopic and macroscopic features of the bulk
damage. Special interest was always paid to the parameters determining the long term annealing
behavior, as in practice it is necessary to guarantee the reliable operation of the silicon detectors over an
extended period of several years. This refers to the leakage current and the change in the doping
concentration, which are both known lo grow as function of the imradiation fluence. The latter has
become a major issue as it determines the minimum operational voltage and, as opposed to the leakage
current, exhibits 1 long term increase (reverse annealing). Microscopic methods well-suited for the
characterization of damage-induced defect levels in high resistivity silicon have been explored in detail.
A chief objective was the correlation of the microscopic features of the damage with the macroscopically
cbserved deterioration of the detectors.

Changes in the Macroscopic Properties and Damage Projections for ATLAS at LHC

The models describing the bulk damage-induced changes in the effective doping concentration, the
volume leakage current, and the charge collection deficiency as function of the irradiation fluence and
annealing time have been reviewed and were illustrated by experimental examples. The long term
damage parsmeters related to the doping concentration and the leakage current were compared for 5.3
MeV neutrons, 24 GeV protons, and 236 MeV positive pions. All investigated samples were taken from
one wafer, and identical methods were applied for the annealing of the samples and the subsequent data
analysis, ensuring & maximum accuracy. The NIEL hypothesis underlying the normalization of the
irradiation fluences to equivalent 1 MeV neutron values by means of the hardness factors was found to
be appropriate for the imdiation sources and damage constants studied. However, while a good
agreement was found between the normalized damage constants for neutrons and pions, objections were
raised against the hardness factor currently used for the CERN PS proton source. Thus, an experimental
hardness factor was determined by referring the damage constants observed at the proton source to the
comresponding values found at the very reliable Be{d,n) neutron generator of the Physikalisch-Technische
Bundesanstalt at Braunschweig with a hardness factor of 1.45,

K copConn ps = 058220028,

Moreover, the variation of the pion damage as function of the pion energy has been examined, finding no
significant excess of the damage effects around the A resonance, and also no difference between
positively and negatively charged pions. This detailed assessment of the pion damage is of particular
importance as virtually no studies had been performed on this subject before aithough e.g. at LHC the
deterioration of the silicon detectors close to the interaction point will chiefly be due to pions.

A systematic study was carried out on the influence of the initial doping concentration (0.6x10'? ¢cm’
p-type to 2.5x10" ¢em” n-type) on the long term annealing effects. In order to avoid fluence calibration
errors all devices were exposed at the PTB Be(d,n) neutron source. These data are listed in Table 6.1 in
conjunction with the corresponding values obtained in a global survey. Regarding the Iatter, data from
various heutron sources were used resulting in a large spread due to insufficient normalization to
equivalent | MeV neutron fluences. In this work only the total amount of permanently removed donors
N., was found to depend on the initial doping concentration Nz, , and the relation quoted in Table 6.1 is
of particular interest as it indicates a *reservoir of non-removable donors’. With respect to the difficulties
met with excessively growing depletion voltages at large irradiation fluences beyond inversion this
shows that the radiation hardness of n-type material can be improved if the initial resistivity is lowered.
Further, the rate of the long term reverse annealing in the effective doping concentration was found to be
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a function of the irradiation fluence, and the relation given in Table 6.1 for the frequency factor &, holds
for an activation energy of £, = 1.31 eV. It was concluded that the microscopic processes underlying the
reverse annealing are in fact first order reactions, in contrast to the second order model suggested by the
currently accepted parametrization of the reverse annealing function.

Table 6.! Damage constants obtained from a global survey and
refinement of the damage models achieved in this work.

Parameter Global Survey This work (PTB BT(d,n). x = 1.45)
o [100am] | 46816 | 5.6620.11 |
2 [10%cmt) 1.7740.35 2.68£0.14 |
¢ [10"cm?) 2.2930.63 2414 |
Ne [ 107 cm®] 0.197 (0340.1) x N[ 107 em* ) + (0.120.07 ||
k [cm's') 520{128..2110} { (1.941.2) x 10% cr's x (®,, [cm? )"

Finally, the details of the numerical simulation of the damage projections for the ATLAS SemiConductor
Tracker at LHC carried out for the Technical Proposal were presented. For this purpose the parameters in
the macroscopic damage models have been compiled from literature references and from the dedicated
amlysis of raw data supplied by various groups. It was moreover necessary to extend the models to
account for the simultaneous buildup of the damage effects and their annealing. Various simulations of
the damage-induced changes in the depletion voltage, leakage current, and charge collection deficiency
to be expected during 10 years of operation were shown, illustrating the influence of the operational
parameters and the position in the experiment. It was found that cooling is inevitable to reduce the
leakage curvents to an scceptable limit. Further, it was concluded that if a maintenance warm-up period
is scheduled, it should be short in order to prevent reverse annealing. In conclusion, for the inner detector
design and operational parameters considered, only layers at radii greater than about 30 cm were found
to remain fully depleted all of the 10 years.

Microscopic Defect Studles

A close inspection of the properties of defect levels in silicon has been presented, focusing on their
action in the space charge region of a detector. Further, the forma! theory behind defect characterization
tools like TSC (Thermally Stimulated Current), I-DLTS (Current-Deep Level Transient Spectroscopy),
and TCT (Transient Current Technique) was developed. In comparison to the otherwise frequently used
Capacitance-DLTS these methods have the advantage of remaining applicable even in the presence of
large defect concentrations compared with the shallow doping. This situation is typically encountered on
nd'intionzidmged silicon detectors made from high resistivity float zone silicon (e.g. for @, >
10% cm™).

However, it is not straight-forward to unambiguously analyze the spectra under such conditions, and
substantial efforts have been undertaken to resolve the corresponding peculiarities in TSC measurements.
One of the major problems is that the width of the space charge region becomes a function of the
measuring temperature, resulting in distorted peak shapes. A simple model was proposed that accounts
for these effects and which is capable of predicting the TSC spectra, e.g. the shift of the peak
tempernatures. The model is valuable in particular as the developed procedure for the accurate extraction
of defect concentrations is based on it.

Further, concerning TSC three different modes of defect filling have been examined on a couple of
samples irradiated by fluences ranging from approximately 10" to 10’ cm™. These were: cooling under
2ero bias, switching to zero bias, and injecting a forward current at low temperature. It was shown that
by a thorough study of the filling processes it is possible to infer the type of the transition (electron or
hole trap) causing a certain peak signal. Only by forward current injection can a significant occupation of
ali traps be achieved. Thus, forward IV characteristics were systematically studied as function of
irradiation fluence and temperature. The data were discussed in terms of the standard Shockley treatment
of the diffusion diode and a p-i-n diode model.
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The gained insight into the TSC spectra chiefly aids the accurate determination of defect
concentrations. Table 6.2 lists the introduction rates (concentrations normalized to equivalent | MeV
neutron fluences) at a well-annealed state afler about one year storage at room temperature if not
otherwise indicated. The Table also contains the deep level enthalpies AH" and emission cross sections
o evaluated with TSC, I-DLTS, or TCT. N, represents a defect related to the left-hand side broadening
of the peak corresponding to the transition ¥#**”. The broadening is observed only on heavy particle
damaged samples but e.g. not after “Co-gamma exposures. The level parameters of the peaks with
smaller concentrations (peaks A, J, and the £, + 0.5 eV levels observed with TCT) that so far have not
been reported in the literature are of special interest as the dominant defects (VO,, C,0,, C,C,, V¥)
cannot account for the deterioration of the macroscopic properties of the detectors due to the energetic
posummddumwofnmrkveh.mlupcrmssecnonobservedonpuk.lpmmstowmhl
Coulombic acceptor level capable of accounting for damage-induced negative space charge. However, it
was found that reliable level parameters can be determined with TSC and I-DLTS only if the defect
concentrations are comparatively small, which was not always realized. Therefore, the data on peak J
might be afflicted with a considerable systematic error and it cannot be excluded unmistakably that the
peak indeed arises from C/*.

As noted in Table 6.2, systematic studies of the TSC spectrum as function of the temperature at which
deep levels are filled have shown that the hole capture (c,) of the C,0, deep donor level requires an
activation energy of approximately 35 meV to be overcome. Further, on the most heavily damaged
device an electric field enhancement of the emission rate was observed on one peak, tentatively assigned
to the shallow donor level CP(II1Y™". In this context it is noted that with I-DLTS very shallow levels
can be investigated. Besides phosphorus, some of the levels found in unirradiated material were
tentatively assigned to thermal donors, and such studies might once reveal the puzzling interaction
between the shallow dopants with the damage-induced defects.

Table 6.2 Results of the microscopic defect studies using TSC, I-DLTS, and TCT. If not indicated otherwise all data
refer to a well-annealed stated reached afier about | year storage at room temperature.

[ Tramst [ o [em’] | g [em?) Comment
2.4x10" 1.06 ¢, = exp(-35 meV/k, T)
I 4 ddad TSC 04137 | L1x10™ ] 0.481”
Il peak N, + v 2.02
I (Cinsd 0.70
| ceamy™ Poole-Frenkel, ®,, = 10" cm®
1 ccey” I-DLTS 0113 | sox10® | 0.6
Vo™ +CCAY®| 1-DLTS 0169 | 6.1x10" | 0993
Vo™ 0.84
peak A I-DLTS 00785 | 1ox10* | o0.085
peak J TSCA-DLTS | +0321 | 2.1x10™ | 0.095
TCT 30519 | 1.0x10 | 002957
TCT +0.54 3.0x10’ em”Gy"', “Co-gamma
—

—_————
After 130 min at 290°C.

Y After 130 min at 290°C, ®,, = 10 cm®.
) After 66.5 h at 80°C.

Correlation between Microscopic and Macroscopic Features of the Bulk Damage
Insights into the correlation between the microscopic and macroscopic features were gained by two

crucial experiments. Firstly, samples were exposed to “Co-gammas because contrary to heavy particle
damage the average energy imparted to the PKA (Primary Knock on Atom) is only of the order of the

m

threshold energy required to displace a single silicon host atom. Accordingly, the generated crystal
defects are randomly distributed, and higher order defects (VV etc.) are hardly encountered. Secondly, a
weakly and a heavily neutron-damaged device were subjected to isochronous annealing and the evolution
of the defect spectra and the macroscopic properties were monitored simultaneously using TSC and
IV/CV characteristics, respectively.

Regarding high doses of *Co-gammas (a few MGy) an increase in the bulk leakage current and
introduction of negative space charge (also type inversion) was observed. Most strikingly no annealing
was found to take place neither in the effective doping concentration nor in the leakage current, allowing
for the conclusion that all annealing effects observed after heavy particle damage are originating from
the closer spacing of the intrinsic point defects (e.g. ¥¥) in the terminal regions of the displacement
damage cascades and/or from higher order defects.

As negative space charge is introduced in both heavy particle and gamma-damaged samples,
however, always at a rate much smaller than the dominant defects, it was concluded that the negative
space charge in general is related to a higher order intrinsic point defect, i.c., a complex defect composed
of few silicon vacancies and/or interstitials. However, an incorporation of oxygen or carbon cannot be
excluded as these impurities are always present in large amounts, both of the order of several times
10" cm” in the float zone material studied. Further, since the linear term of the stable damage-induced
change in the doping concentration was found to be independent of the initial resistivity and also no
saturation of the increase in the negative space charge has so far been noticed even for the highest
fluences, an incorporation of the initial doping atoms (phosphorus, boron) or any other impurities with
similarly small concentrations was ruled out. The hole trap at around E,+ 0.5 eV observed with TCT was
discussed as a possible candidate for the negative space charge because the large cross section would be
in agreement with the assignment to an acceptor level and the quoted introduction rates fit the
macroscopically observed values. Moreover, the possibility of thermally activated space charge has been
discussed, which in the Shockley-Read-Hall treatment requires a trap very close to thé middle of the
band gap. No thermally activated negative space charge was observed on well-annealed (one year at
room temperature) samples heavily damaged by neutrons.

On inverted samples a bistable defect is known to be introduced by elevated temperature annealing.
This is manifested in the macroscopic properties by a decay of the depletion voltage (i.e. the negative
space charge) after quenching from the annealing temperature. The time constant is several 100 min at
room temperature. This process can be reversed, for example by injecting a forward current. This has
been exploited in this work to unambiguously relate the negative space charge in the excited state to one
particular trap signal in the TSC spectrum, namely, peak J. The corresponding defect could also be
connected with the reverse annealing in the effective doping concentration, inasmuch as its concentration
was found to be growing in the later stages of isochronous annealing experiments. On the basis of its
bistability and its interaction with free carriers, an explanation was given for the large differences
observed in the annealing behavior of weakly and heavily damaged samples.

The reverse annealing introduction rate was found to be independent of the initial doping
concentration. Thus, the initial dopants are also unlikely to be a constituent of the defects playing a role
in this solid-state transformation. Moreover, the revised modeling of the reverse annealing rate constant
points towards a dissociation process.

Regarding the volume leakage current, a large fraction can be attributed to the ¥¥* level in heavy
particle damaged samples after elevated temperature annealing (e.g. 90 min 290°C) and in “Co damaged
samples. Again a possible candidate for the remaining fraction is the above mentioned £, + 0.5 eV level.
Contrary, in heavy particle damaged samples which have been annealed only at room temperature for an
extended time the divacancy can definitely not account or the observed large volume generation currents.
However, isochronous annealing reduces this excess leakage current accompanied by the disappearance
of the left-hand side broadening of the peak arising from the transition ¥¥*. The data presented in this
work support the view held in the recent literature that the corresponding defect (N, ) is related to the
leakage current, which then requires an extension of the simple Shockley-Read-Hall theory. Further, it
was confirmed that this defect is likely to be silicon interstitial related and is stable only in the presence
of lattice strain as anticipated around terminal clusters.

From the knowledge gained about the defects in the studied samples also the damage-induced change
in the trapping time constants and the resistivity of the material in thermal equilibrium (neutral bulk)
could be calculated. While half of the macroscopically observed electron trapping could reasonably well
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be ascribed to the divacancy transition ¥¥®  a discrepancy of one order of magnitude was observed for
the hole trapping. The resistivity was predicted to be maximized around the inversion fluence and to
saturate at a large value for increasing fluences.

Outiook

This work is understood to be just a first effort towards the understanding of the relation between the
microscopic features of the bulk damage and the deterioration of the detector performance, which once
might lead to more radiation tolerant silicon material. Numerous studies on damage-induced defect
levels in silicon have already been reported in the literature. However, it was shown here that it is not
straight-forward to adapt those results, but rather is there a compelling need for further microscopic
defect studies in this field. In particular peak J and the £, + 0.5 eV hole trap, both candidates for the
introduction of negative space charge, are worth to be considered in more detail, €.g., with respect to the
annealing behavior and the level parameters (capture coefficients and ionization energies). Conceming
the Jeakage current it is also important to assess the behavior of the divacancy transition V¥ at room
temperature more clearly, i.e., without relying on the extrapolation from spectroscopic data obtained at
low temperature. This could for example be done with the TCT method, provided suitable procedures for
injecting large concentrations of free carriers are developed. In this work important conclusions were
drawn from the differences observed between “Co-gamma and heavy particle damage, and more
interesting results in this direction would be expected from irmadiations with electrons with variable
energics. This would enable a study of the transition between randomly distributed point defects and
damage characteristic of heavy particles. Further, insights into the chemica) nature of the defects
accounting for the detector deterioration could be gained by the study of silicon with modified impurity
content, especially oxygen and catbon. As the microscopic composition of the defects in question is not
known, a correlation with other spectrascopic methods like EPR, IR, PL (see Appendix B) providing
structural information would be very helpful. Finally it is noted that also the damage-induced changes in
the macroscopic detector properties need further study, for example with respect to the behavior of the
reverse annealing introduction rate at low fluences or with respect to the amount of permanently
removed donors which might depend on the irradiation flux.
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Appendix A: Material Properties and Constants

Table A.1 Constanis. Table A.3 Electrical properties from .
P R [SZE8I), unless otherwise indicated. o P
me|9.109x10” kg ay S43A = -
€ [8.854x10™ CAVem) | |2 84 B i —
k, | 1.381x10% K Eaoe 39 pos e
6.626x10™ Js E,(00K) [h12eV Ww—
¢ 12.998x10% mvs E,0°Cy |1126ev R
7,(20°C)*  |6.005x10° em® 10? 77K
Table A.2 Densities. 0. 20°CP | 1.48:10° cmivs {
Pe 233 gaw’ 1, (20°C) ]4.86x107 co?V-1y! i
Paar |2.32 gle?® I
* from [GRES0) and references thercia. '
Pu 270 g ¥ Grom cq. A.3. 'L
P |18:88 o' * from eq. Ad. ) L el
0 15 20 28 30 35
Table A.4 Optical absorption data for three wavelengths 3. Photon Energy [V ]

A | hoh |’ (77K) | o’ (300K) a b Fig. A.l Optical absorpilon constant in
(nm) { [eV] | [sm) (em] | [em'K"] | [om] intrinsic silicon a1 77 K and 300 K as finction
670 | 185 | 77 13 7.6 720 of the photon energy, from [DASS5].

830 | 149 32 13 215 145
os0 | 127 | 290 63 056 81
Optical Absorption

The spatial distribution of electron-hole pairs created by an optical injection pulse (¢.g. DLTS or current
pulse shape measurements) is determined by the absorption constant a . The light intensity is reduced as
function of the depth z in the absorbing medium as exp(-a z). Fig. A.] shows the absorption coefTicient
as function of the photon energy after Dash and Newman [DASSS). In the range of photon energies
encountered in this work (compare Table A.4) the light absorption in silicon takes place by indirect inter-
band transitions, i.c., a lattice phonon is incorporated in order to conserve the crystal momentum.
Accordingly, the sbsorption constant reflects the dependence of both the band gap energy and the
phonon spectrum on the temperature. This dependence has been parametrized by

eq. Al aT)saxT +b,

and Table A.4 gives the derived values of a and & as well as the penetration depth 1/ extracted from
Fig. A.1. As the studied devices are about 300 pm thick it is thus clear that the 670 nm light generates
carriers mainty close to the illuminated surfaces. However, the penctration depth is just a reduction in the
intensity to 1/ of the initial value, i.c., significant amounts of free carriers are generated at larger
distances. In this sense the 980 nm Jaser acts throughout all of the sample thickness, however, except for
very low temperatures the injected free carrier concentrations cannot be regarded as homogencous.

A portion of the incident laser light generally will be reflected at the illuminated surface and, given
metallizations are present (e.g. Schottky/ohmic contacts), absorption in thin layers of gold and aluminum
needs to be taken into account. The latter is an important subject when surface barrier detectors
fabricated according to the standard Hamburg group process are used (see Section 2.2.3) and has been
studied for the instance of 820 nm laser light in reference [UHL95). There it was found that about 20%
of the initial intensity can pass through the standard gold metallization of 40 pg/em’ (= 20 nm).
However, the used 100 pg/cm’ (= 400 nm) aluminum metallization on the back plane contact does
entirely block the light. The transmission improves to about 5% if a2 4 pg/cm’ (x 15 nm) layer is used.



The Drift Velocity in Silicon

In silicon electrons and holes drift with different velocities v, ., in a given electric field. Moreover, v, .,
dependsmdntempa:mﬂnmulebcﬁcﬁeldmmh.mdﬂ:aymlmmuﬁmmmajor
mechanisms hindering the drift are phonon scattering, predominating at high temperatures, and ionized
impurity scattering. Regardingﬂ!ldghpwitymwialsmdiedinlhiswutonlyunfmmdswbc
taken account. While at low absolute values of the electric field strength |E | the drift velocity v, grows
in proportion with the electric field (va = polE ), v approaches a constant value v, related to the
lhermalvebcilynhighﬁelds.mhuetixdneloﬂ:highkimﬁcemxyofﬂnﬁeean'ias.which-t
graded hot in this condition and thermalize with the silicon host lattice.

C. Canalli et al. have employed a time of flight technique on high resistivity float zone silicon
nmpulommulydewmimﬂndﬁﬂvebcityinnnmmmmrmge‘nl(-ml(md for electric
fields up to 50kV/em [CANT71]. For purpose of easy numerical evaluation their data have been
approximated here by the following functional relation

Bonp( T)|E| -
(1 Gony EPm ) ="

which is related to the theoretically expected dependence [SZES1). Fitting the above relation to the
experimental data on the drift velocities as function of the electric field has furnished an optimum set of
the parameters Jia,, Va,, and b,, at seven temperatures. Their variation with temperature was
subsequently approximated by a combination of polynomial and exponential functions. Taking the
umpeaninmiuofdeamxelvin.lheeonupwdiumdufonhelowﬁeldmubili(yu.m

A2 vau,08D=

2
eq. A3 o (T)=2712x |0'£"‘Wr“” and

2
€ A4 g, ()=854x w’%—r'-"’ exp(l - T/124).

At 300 K this gives o = 1.41x10° cm*V"'s" and ji,, = 4.48x10° em*V''s”, which is close to the most
data found in the literature, e.g. [SZE81). The saturation velocities are given by

e AS v (T)=1586x10 -i':ﬂap(- 7/7236) and

€ A6 v (N)=1445x10" %up(- T/4359),

which gives v, = 1.05x10” cm/s and v,, = 7.26x10* cm/s at 300 K. Finally, the variable parameter b is
written
eq A7 b(T)=-8262x10"T° +6817x107° 17 1847 x 107 T+ 2.429 and

eq. A8 b,(N= 2.49exp(-7/2703).

The overall difference between the above approximation and the experimental data is around 3%,
typically less below 160 K. Only in one case is the agreement worse, namely 6% for the electron data at
245K

Appendix B: Compilation of Defect Parameters

Numerous studies on impurities and defects in silicon have been reported in the literature employing
various spectroscopic methods. Among the most widely used regarding the disclosure of the microscopic
defect structure are the Electron Paramagnetic Resonance (EPR), Infrared Absorption (IR), and Photo
Luminescence (PL). Nowadays these tools are often combined with electrical characterization techniques
like the very popular Capacitance-Deep Level Transient Spectroscopy (C-DLTS). Taking into
consideration the effect of intentionally varied concentrations of oxygen, carbon, or shallow dopants
(phosphorus, boron, arsenic, aluminum, etc.) and the observations made in clevated temperature
annealing experiments, an unambiguous assignment of the chemical nature of the unknown defect in
question is often possible. However, a large fraction of all publications in this field focus on only one
particular characterization tool, and one is thus forced to combine the information dispersed over many
references. It is then inevitable to be familiar with the various notations used for one specific defect. A
corresponding compilation for all impurities anticipated in silicon before and after exposure to bulk
damaging radiation is therefore presented on the next pages.

EPR, IR (vibrational modes refer to the most abundant isotope), PL data were taken from [LB89] for
the shallow impurity levels, from [SO190,S0290] for C, and C,C,, from [JON92] for C,0, from
[SVE92] for ¥V, and from [EWE9S5] for ¥, 0,. However, the focus is on the electrical level parameters
as they are of chief importance for this work. If available the enthalpy AH (positive/negative for
hole/electron traps), the corresponding entropy factor X', and both capture coefTicients for electrons ¢,
and holes ¢, have been quoted along with the appropriate literature reference and the temperature range
in which the transition was studied (AE, and 8 denote the Gibbs free energy relative to E. and the
normalized absolute temperature 7'/300 K, respectively). For purpose of easier comparison the data have
been refitted to an Arrhenius-plot according to the simplified expression for the emission rate given in
eg. 3.51 yielding the uncorrected emission enthalpy AH',, and the corresponding emission cross section
©,,- This is helpful as most references, ¢.g. this work, quote only AH"and o , and frequently even the
cross section is omitted. Further, for the instances where AH' and o were available the associated
maximum temperature 7., of a TSC peak was calculated by eq. 3.79 assuming a heating rate § =
0.183 K/s which has typically been used in this work. Except for C,C,, the most reliable information
with respect to radiation damage-induced defect levels has recently been provided by A. Hallén et al.
[HAL96]. It is noted here that they have taken the quantities n,, N, Ny, and £, from the review given by
M.A. Green [GRE90]. For the multistable defect complex C,P,, which was fully characterized by E.
Girer et al. [GUR92], only the two mostly encountered configurations have been taken into account.
C,P, 1A is the stable configuration and C,P, Il emerges after injection of free carriers at low
temperatures. There are three further configurations that can be observed after a combination of
appropriate injection and successive low temperature annealing. Injection of free carriers at temperatures
higher than 260 K would dissociate the pair and liberate interstitial carbon C,.

Regarding the annealing behavior, frequency factors k,, activation energies E,, and annealing
temperatures 7, are listed in the last column, compare Appendix C. The arrows indicate whether the
defect anneals in (1) or out (4) or whether it starts migrating (¢»). Note that in general the annealing
characteristics depend on the defect charge state. The value cited for the neutral C, refers to the reverse
bias annealing of the C/* transition [SO190]. Corresponding data in p-type material (transition C/*”)
are slightly different k, = 10" I/s, E, = 0.75eV, and T, = 30-70. Moreover, considering VP,, when
minority carriers are injected the activation energy can be decreased (recombination enhanced annealing:
E, =048 eV, k,=8.2x10's", [BARS6]). Finally it is noted that the annealing processes can be complex
and the rate might depend upon the total impurity concentration. For example, while the data quoted for
the A-center pertains to a ‘slow’ component, there is also a faster stage which may account for more than
50% in low oxygen materials [SVES6].
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Appendix C: Analysis of Annealing Data

Annealing is the alteration of a specific material property as function of time taking place at a rate that
typically is strongly increasing with temperature. In a solid-state material these processes are visualized
to be arising from quasi-chemical reactions between the various ingredients, for instance dislocations,
impurity atoms, or crystal defects. In the following it will tacitly be assumed that we are dealing with
defects, however, the basic concepts are more general. Given the concentration of a defect is denoted by
Ny , then the disappearance of X is usually governed by the differential equation

eq.C.1 "—Z&- KN},

where k (T) is the temperature dependent rate constant. The order of the reaction y assumes the values 1
or 2 for monomolecular or bimolecular reactions, respectively. While the latter requires two components
X, and X, with similar concentrations Ny, » Ny, or X, and X, to be identical, the former is observed
when the concentrations are largely different. [n addition to these diffusion limited reactions, which have
been worked out by T.R. Waite [WAIS57), also a simple dissociation of X may take place, resulting ina
reaction order of y = 1. In any case is the dependence of the rate constant on temperature given by an
Arrhenius-relation

E
eq.C2 k(n=l.u{—-*—:’-_].

Here E, denotes the characteristic activation energy, which is the energy required to either dissociate X
or, for diffusion limited processes, 10 enable a migration of X over a distance of one lattice site. The
generalized frequency factor &, is related to the attempt-to-escape frequency that reasonably well can be
estimated by the most sbundant phonon frequency &, T/A [CORG66]. It is of the order of 10" s" for
elevated annealing temperatures (200°C). In conclusion it is justified to write

T
eq.C.3 A.-c-'-:—.
where for the case of y = 1 & value of ¢ close to unity is characteristic of s dissociation, requiring only a
single jump, while ¢ << { indicates a long range migration. In the latter case 1/c is considered to be the
number of jumps necessary before the reaction that removes X can succeed, and moreover ¢ is
proportional to the concentration of the dominant sink, in silicon usually interstitisl oxygen or
substitutional carbon. Regarding & second order (y = 2) diffusion limited process, it can be shown that ¢
is related to the effective capture radius R and the lattice constant @ by
¢q.C4  c=4na’R.
While for neutral defects R = a, significantly enlarged values can result from attractive Coulombic
forces on charged defects. Then R can be estimated by
22,43
skl
The solution of eq. C.1 with the initisl value Ny (¢ = 0) = Ny is straight-forward. Fory = 1 itis
¢q.C.6  Ny(r)= Nygexp(-k(TX),
and fory=2

eq.C.5 R=

eq.C.7 Ny()= Nxo-l-;-—k-(%ﬂ—'"’—

The annealing rate depends on the concentration Ny in the latter case, e.g., the half-life of X is t,, =
*k(T)Nn)".

While the temporal variation of the reaction products for y = 1 can be deduced very easily from eq.
C.6, it will be noted that for a second order reaction X + X = Y, where 2N,(f) + Ne(t) = Ny, the
evolution of the concentration of Y is given by

1
«a.C8 ”""=”r-(“m"»«7.::)-

with Nyo = Nyp/2and &y = 2k .

Annealing experiments are aiming at the evaluation of the activation energy E, and the constant ¢ (or
the frequency factor &,), i.e., the unknown parameters in the Arrhenius relation eg. C.2. it is therefore
necessary (o measure & at various temperatures in order to extract the psrameters from fitting s straight-
line to a plot of In(k /(k, T/h)) versus 1/T. In practice the weak dependence of the most abundant
phonon frequency on the temperature can often be neglected. That is, &, can reasonably well be assumed
to be a constant, and it is sufficient to analyze In(k ) versus 1/T. Now, the evolution of a certain defect
concentration can be monitored during the storage of the sample at a specific elevated temperature
(isothermal annealing). It is then possible to determine & at the considered temperature by fitting the
functional dependence eq. C.6 or eq. C.7 to the measured data. Repeating the isothermal anmealing at
various temperatures T thus gives the desired & (T') values.

More frequently used is the isochronous annealing procedure, which considers the defect
concentration as function of a progressively augmented annesling temperature and employs a fixed
storage period Af (a typical value is 15 min). Reaching the so-called defect annealing temperature 7, 2
strong decrease of the concentration is observed. For 2 reaction order y = 1 this can be identified with
the particular temperature at which the concentration drops by a factor exp(-1), i.c., where £ (T,) At = 1.
According to eq. C.2 the activation energy is thus related to 7, and Ar by

¢q.C9  E, =kT, explios).

Therefore, if a reasonable assumption can be made about &, (c.8. ¢ = | for a dissociation, see eq. C.3)
¢q. C.9 can be used to obtain £, . It must however be born in mind that the defect annealing temperature
depends on the storage period Ar, which however frequently is not given in publications. As was outlined
by S. Dannefaer et al. [DAN76], an Arthenius-plot can also be constructed from isochronous annealing
data, giving much more accurate estimates of £, and also fumishing the constant ¢ (or &,). Consider s
sequence of annealing steps (T, Af,, Ny) where N, denotes the concentration measured after the i*
anncating. Then the quantity ¥,, computed sccording to

N kpT, E, 1

€10 ¥, = AL) -1 LLA,)H _E1

eq.C u |I{|l{ Ny ) A n{(c) kT,
fory = 1 or according to

Ny N kyT, E, 1
LC.Al Yy, =] —”-—"“)-n.(_'.l.a). N ) ot —
q 24 Ng Ny M In(cNyp) ks 7,

for y = 2 should settle on a straight line if ploited versus the corresponding 1/7, values. That is, standard
least-squares straight-line fitting may be employed to obtain E, and ¢ . Note the usage of the initiat
concentration of defects N,y in eq. C.11 arbitrarily introduced for purpose of removing the dimension
from the arguments of the logarithms. If care is taken of the units of the considered quantities N, can be
put equal to unity in eq. C.11.



Appendix D: Statistics

Frequently one searches for the unknown parameters [ 10 v r
of a model f (x;&) that is supposed to describe the S =a; 4 x
functional dependence of & certain physical quantity y on ¢ (xayd and emoe O

an other quantity x, see Fig. D.1. Note that G is meant to

be a vector of dimension r. Given N data points y, have — st

been measured at specific x, and there is also some 5

knowledge about the uncertainty o; of each datum, then 'g o
optimal values of the paramcters can for example be o) Yo
found by minimizing the following expression with > 4l

respect to @

Ry

,

-

o’ '\
s

w2
e D1 xl= ﬁ[——” - i ) . S -0
tat %, S o .
-5 0 s 10
This is the celebrated method of least-squares which has, x [ arb. ]

as holds true for all items addressed in the remainder of
this section, extensively been studied in the literature, sce
for example {(EAD71].

If correct values of o, have been furnished, it is evident that the average of the terms of the sum in eq.
D.1 is close 1o one such that 3 is expected to be of the order of N. A more refined statistical treatment
reveals that the minimum of x? obeys the so-called % * distribution function, which has the mean value #
= N - r. also referred to as the number of degrees of freedom. The reliability of the given emors can
therefore be tested by calculating the minimized x ’ and comparing with a .

The optimum vatues of G obtained by the minimization of eq. D.1 are a function of the y,. Their
error a; will thus result in a comesponding uncertainty in @, which can be calculated by means of error
propagation, see below. Regarding the two most widely used mode! functions, namely, a constant and 2
straight-line, analytical expressions for the parameters & and their errors will be given in the following.

Data with a Common Mean

Ifalldatapoimsuesupposedtohveaconunonmnﬂnmodelfdounoldependmxmditcmbe
written f (x:& ) = a,. The unique value of a, minimizing eq. D.1 is’

iy,/as
Sya?

=

also called the weighted average or mean value of the y,. Due to its close relation to the analyzed data
this quantity is often denoted by 7 . Standard emor propagation yields the statistical error of the
weighted average

Fig. D.1 Schematic illustration of the stasistical
terms encountered on a straight-line fit.

eq.D.2 a =

eq.D.3 S, =77 .
;;‘):';l/cf

If the individual errors @, are not known, it is necessary to assume a common errof o, = o, for each
datum. Then eq. D.2 simplifies to the well known equation of the (not-weighted) average

1 ¥
eq.D.4 u|=72y,.

sl

° Note that no extra symbols have been introduced for the particul values of the parameters minimizing x ’.
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Since now also c, is an unknown parameter, its optimum value must be inferred by minimization of eq.
D.1, yielding the so-called standard deviation errot”

eq.D5 o,= ’N—I_l-g(y, —u,)’ .

Evidently the error in the average a, can now be equated by (compare ¢q. D.3)
eq. D.6 o,, =c,/«,ﬁ.

Straight-Line Fit

A straight-line fit supposes the model f (x:d ) = @, + a; x, see Fig. D.1. The optimum values of the two
parameters can be calculated by

eq.D.7 @, =(5,8; -5,5,)/ D, a;=(55,-5,5,)/ D,
where the following abbreviations have been used

N
eq.D.8 s(‘d.r—“ﬂf Z {,x‘,y,,xf,x,y, yc,’. D=S§S,, —Sf .
tat

Error propagation (see below) is used to determine the covariance matrix ¥ of the fitted parameters

K‘iﬂl ¥

1({Sq -S,

.D.9 V:( """]=—[ = ‘]

a KIF: Kl:'x D\-5; S
where the diagonal elements denote the squared error, i.e., the variance of the fitted parameters,

eq.D.10 °a.‘1mm' o.’-,’!{,‘,,,

and the off-diagonal elements, which must be equal, the corresponding comelation coefficients.

If now, as often is the case, the errors o, are not known and a common error ©, needs to be assumed,
the evaluation of eq. D.7 and eq. D.8 is still possible because @, cancels out. In analogy to eq. D.5 by the
common error can be determined

1 N
©q. D.1 0’.=JN—-2-Z‘6"-P|+GII,DI.
I=

It will be noted that the term in the root is just the x * according to eq. D.1 for the instance of o, = 1. It
will therefore sometimes be stated that the error has been estimated from the x’. Regarding the numerical
computation, it is s1so advantageous to put o, = 1 for the tentative calculation of the covariance matrix
according to eq. D.9. After eq. D.11 has been evaluated, the correct ¥ is then readily obtained by
multiplication with ¢,’.

Error Propagation

Consider a function f{G ) of a set of variables & whose covariance matrix is V. The law of error
propagation says that the error in f is given by the quadratic form

«q.D.12  q =J(°af) v(as)

which in one dimension simplifies to

* Note that this relation 2lso can be obtained by assuming eq. D.1 to be equal 10 its mean value s = N -r.
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However, the law is basically derived from the first order term of the expansion of / into a Taylor-series, Tabie E.1 Parameters determining the variation of N gsry as function of the equivalens 1 MeV fwence.
and therefore only holds true for sufficiently smalt o,,. Particle o T emy! Py 0 P
The difficulty which one meets when the etror of a cross-section determined by an Arthenius-plot is Source g [10%em’}  # | g [10%em’) N, (10" em”)
quoted may serve as an example. Suppose a function f(a; ) = exp(a, ). Then it is a; = f(a, )o.,. If the Neutrons Hamburg 5.140.2 21 1.7520.07 19 33110.22 14
€Ior Oa, i larger than 1, the range f 1 a, allows for negative values which is not compatible with the (IMPCO} 1.140.6 6 1.8330.22 6 0.6242.37 6
definition of f. It is then better to quote the upper and lower bounds sccording to f?l;:.xp(a, 1 04)). i (CERNI) 24 i
An other important application of the error propagation is the determination o interpolation r Mean Vake 46203 - 77007 7 Tie7 3
extrapolation ervors in a fitied model. That is, we are asking for the error in f (x;G ) at an arbitrary point e e | 0007 28| 1THO07 2 |19Tiee. 33
x. Conceming the straight-line fit from above we get Protoas (LANL) 5.910.3 20 12440.10 34 | 6492151 34
y [CAMB) 0.98£0.09 4 4.0813.99 4
eq. D4 T f(x:d)= U . [CERN1} 44 1 0.7940.05 4 6.8530.96 4
: Mean Vale 5.810.3 21 1.15£0.09 42 |6.29{4.08..685} 3
Further, using eq. D.12 and eq. D9 it is Pions Hamberg 7.540.5 6 2.090.06 7 3.8740.53 7
s( s T [CERNI) 9.810.4 2 1.89£0.03 4 39210.20 4
eq.D.IS  a,(x)= J Vou, + Ve, X+ Var, X' = D(x - Sn) + 5 Mean Value 8.110.5 2.01£0.0 11 3900387392, 2
which has been used in Fig. D.1 to calculate the curves f(x) £ o,(x). It must therefore be bom in mind
that a number predicted by a model a a point x outside the range covered by experiments can be afflicted Table E.2 "Donor Remowval” constant. Table E.3 Reverse annealing rate constant.
with 8 large error. Mt_um.llisermun only be calculated accurately, if the full covariance matrix of Partcle Source TLC] cfio” ca] Somce TeCl pape— :
the fitted parameters is known. _——]_-——
Neutrons [ANG93) 20 147 [LANL] 10 246x10" 3
[LEM92] 25 187 {IMPCO] 6
[WUNS$2] 21 14 {CERNI] 25 2.89x10°® 2
Mean Value 2.2940.63 [LANL) 4
[21054) lZf' ;;: 50 4.70x10°" 4
(BARS3] 2 116 Hamburg 21 1.87x10 9
2% 082 398 382x10" |
1.5 L 419 1.26x10°" 1
[PIT92] 24 0.51 4938 LSIx 10 2
24 0.42 56.9 7.50x 107 1
[BATY4) 25 0.50 689 2.47x10" 4
Mean Vale 0.9610.19
| —— — —— —— — —
Pioms” P.A. Aamio et 231
al, Helsinki 2.10 Table E.4 Current annealing activation emergy.
University 3.09 Source T(°Cl E [eV)
K.T. Knopfle et 9 0.86 K
al., MPI 25 IRES [CERNIIM33 | 20 122
Keraphysik, 0 083 [CERNM40 | o 1.40
Heidelberg 25 068 [CERNI)M44 | 10 0.74
CERN ECP 20 226 [DORT] UA2 0 1.01
CERN PPE 20 0.74 Mean Value 1.09£0.14
Mesa Vahie ).6410.29

*! Prelimimary results presented on the post irradiation
SIRAD meeting, sce Section 3.2.4.



Table E.S Reverse current normalized 1o the fiuence.

Table E.6 Effective band gaps.

Partick Source a. {10 Alem) ¥
Neutrons Hamburg 3.6340.33 16
[IMPCO] 1.6420.13 9
{CERNI} 2.35 1
Mean Value 2.8610.18 23
== |
Protons {CAMB] 1.9210.06 9
[CERN1} 285 1
Mean Value 2.2210.10 15
|
Pions Hamburg 3.6410.20 7
[CERN1) 4.3240.38 4

Mesn Value 1.8910.20 1

Source E, [eV)
[GIL92) 1.34
(BAR93] 1.23
Hamburg 1.14

Mean Vale 1.2410.06

Table E.7 World averages of the damage constants and the error in the averages.

£r [10%em™) 46103
g [10%em] 1.77:0.07
Ne [10" em?) 1.97{0.62...331)
¢ (10" em?] 2.2940.63
E, [¢V]
& [em’s')
a. {10" AJem] 2.8610.18
E, {eV]
E; {eV]

Y. 1.5, [10° em'ls)

58103 8.140.5
1.15£0.09 2012005
6.29{4.08...6.35} | 3.90{3.87...3.92}
0.9620.19 1.642029
1.3120.04%
$20(128..2110}%
| 2220000 3.8940.20
1.2410.06
1.09£0.14
0.24, 1.01,0.24

* Covarimce matrix of the fittied paramciers In(t, (cn'/s]) and £, /k, (K):

( 1973 -slgsxlo']
—6195x10%  1952x10° )’

Table E.8 Standard deviation and extrapolation errors.

kp(273.16 K) (102 em’s")
k,(283.16 K) (10 cm’s”]
ky(293.16 K) [10™ em’s’)
a. (107 Alem) 1095
E, [¢V)
E, [eV]

Paramewer Neutrons Protons | Pions
5 [10%cm’) || 16 114 s |
& (107 em") 035 061 1016

3.48 (2.43...4.99)
246 {1.76...1.42)
1.5 {1.15...2.10}
| 039 | 1067
£0.10
1028
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Appendix F: Block Diagrams of the Experimental

Set-Ups
PROTON MICRO-BEAM
] [Tawe] | Protosen McroSesm Contro
Bipoler Bipolsr
Power Supply| | Power Supply
. ) 3 }
X-Scan Y-Scan X- Y-
Magnel Magnet ADC K{ aoc
£_| [ —
*
Prown .
Micro-Seam A
Prospiier Ampiier| | Gated Biased
20041 P Ovtac 572 Ampliow
e
sncmmlmttrukwbm

Fig. F.1 Proton micro-beam steering control ;nd_s;a-;dc;n; ez_crr_;n;c _re;dout o; a-si_lic-on_d;rwor

CVAND IV

Fig. F.2 Electrical set-up employed for the recording of capaciiance and current-voltage characteristics.
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DLTS AND TSC

Fig. almumpmdunmhmmwmwnmmquun
can be progr d 1o perform a specific number of averagings, 2 up to 1024 have been used.

nunhloﬂ-nt-eﬂhm is approximately 20 fA, which is close to the resolution of the current meter.

mmﬂdﬁvh“hﬂnﬁ,bhwm(t\v)-ﬁc

CURRENT PULSE SHAPES (TCT)

Ressarch TRY T-3000
u"r'm-—-—-(-'m

Fig. 0.2 Electrical set-up of the current pulse shape measurements (TCT) as constructed by
V. Eremin [ER295]. The used glass fibers have a 62.5 um @ core and a 125 um @ cladding.
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