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1 Introduction

The HI detector described in this paper is one of the two detectors built around the interaction
regions of the first ever constructed electron-proton storage ring- HERA at the DESY laboratory
in Hamburg, Germany. In this accelerator 27.5 GeV electrons collide with 820 GeV protons at
a centre of mass energy of 300 GeV. At HERA a new kinematic region becomes accessible for
deep inelastic lepton scattering. Such experiments have played a crucial role in understanding
the fundamental forces of nature and in providing first evidence for the pointlike constituents
of the nucleons [1]. Compared to previous fixed target conditions, [2], experiments at HERA
provide an increase by one order of magnitude in resolving power, with values of the momentum
transfer squared Q2 reaching 4 x 104 GeV2, an increase of at least two orders of magnitude. In
contrast to previous experiments the unique kinematics at HERA makes it possible to observe
the hadronic recoil and to study the weak neutral and charged currents at high momentum
transfer.

The extensive discussions of all aspects of HERA physics at the three workshops held before
the experimental program started [3, 4, 5] led to a detector designed for good identification of
leptons (especially electrons), high granularity and resolution for jets and good hermiticity to
recognize missing transverse energy. These requirements follow from the fact that the final states
will contain several leptons accompanied by quark and gluon jets. The inclusive measurements
of neutral and charged current interactions also demand the best possible hadron calorimeter.
In addition electron identification and charged particle reconstruction within jets require a high-
resolution, large solid angle tracking system. The efficient use of all these tools must rely on a
sophisticated trigger system to overcome the adverse background conditions met at an electron-
proton machine.

The differential cross-section measurement at a collider such as HERA requires the recon-
struction of kinematic variables as close as possible to the parton level. The most relevant
kinematic quantities in the deep inelastic electron scattering process are Q3t the fraction x
(Bjorken scaling variable) of the proton momentum carried by the struck quark and the frac-
tional energy loss y of the electron. These are given in terms of the energies of the incoming
electron Ee, the scattered electron E'e, the incoming proton Ep, the hadronic recoil jet Eh and
the corresponding polar angles Be and 9h (both measured relative to the proton direction 9 = 0,
positive z~ direction) as:

ni A r r, 2 *« Q- £eE'e(l + cos8e) E'e . 2 9t
Q = 4EeEe cos- — ; x = = - — - — ; y = ye = 1 - — sin —

4EeEpy Ep(2Ee - E'e(\ cos0,)) Ee

2 E*ain 0it Cw$w) - •Q = - = — - ; y = yh
2Et

Q? and x can be reconstructed from measured electron or hadronic quantities or a combina-
tion of both. Figure 1.1 shows contour plots of fixed 8e and E'e in the x, Q~ plane for Ee = 30
GeV and Ep — 820 GeV and illustrates the influence of finite angle and energy resolution using
the actual design values of the Hi detector. The resolution in Q~ is determined by the electron
energy resolution except for large scattering angles, where the angular resolution becomes the
dominant term. The latter term only influences the x resolution for large x and small Q~. At
low y the x resolution is quite poor. The areas in the z,Q2 plane where a reliable s t ruc ture
func t ion measurement is possible are also indicated in Figure 1.1. Here the effects of migra-
tion and the systematic errors are also included. Migration is the process where a fraction of
events move from one bin in x,Q* into a neighbouring bin as a result of measurement errors.
For the control of systematic errors the energy calibration, and its stability are of particular
importance. Since event rates at high Q~ are qui te low, long term stability is clearly required.
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Systematic shifts of the outgoing electron energy measurement can generate large shifts in the
differential cross-section because there is an amplification factor roughly proportional to y~l,
e. g. for y ss 0.1, x < 0.5 an energy shift of 1 % results in 10 % cross-section change. Since
angles are measured both by the calorimeter and the tracker, alignment errors influencing angle
measurements are less important.

On the hadron side the above formulae implicitly make use of the Jacquet-Blondel method
[6]. It is possible to measure x and Q~ by using only the outgoing hadrons, without using
jet identification or assumptions concerning the proton structure. Furthermore, for HERA
kinematics y and Q~ are more suitably expressed in terms of laboratory variables using the
energy-momentum balance between the leptonic and the hadronic system (as done above) and
then deducing x. Because hadrons emitted in the forward direction contribute little to y/, or
Q2, the unavoidable dead areas along the beam pipe have only a minor impact. Reconstruction
errors depend on the size of the beam hole, the uncertainties on the angles and the energies of
the outgoing hadrons. Use of the hadron information alone or in combination with the electron
information, e. g. by using 8e and 8h without direct energy information as in the so-called
double angle method [7], extends the measurable regions to considerably lower values of y as
shown in Figure 1.1.

The largest contribution to the event rates at HERA stems from low Q2 photoproduction.
For example the high cross-section for producing charmed quark-antiquark pairs makes HERA
a prolific source of D — mesons with cleaner background conditions than obtained with hadron
beams. This makes the study of rare and forbidden decays feasible. The momentum of a tagged
Dm± is correlated with that of the charmed quark produced in 7 gluon fusion [8, 7] so that the
gluon momentum can be reconstructed knowing yh. Thus the gluon density within the proton
may be measured. If forbidden decays such as D° — p.+^~ or e+e~ are to be studied it is
important to have good muon identification, and good electron identification at momenta near
1 GeV/c, because the D meson spectrum peaks at rather low energies in particular in the central
rapidity region, where these low multiplicity events can be reconstructed.
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Figure 1.1: Top left: contour plots of fixed 0e and E't in the x,Q2 plane for £e = 30 GeV and
Ep = 820 GeV. The dashed lines bracketing the isoenergy lines at E'c = 30 and E'f = 25 GeV show
the energy resolution of the backward electromagnetic calorimeter (BEMC, 151° < 6e < 176°)
at these energies, the dashed lines bracketing the isoeiicrgy Unc at E'f = -10 GeV the resolution
of the l iquid argon calorimeter (LAr , 4" < 9C < 153°). Similarly the dashed isoanglc lines
indicate the angular resolution at 0, = 165° and 6t = 90°. respectively. Bottom right: domains
in the Q-,x plane, where the systematic errors on d-a{(dxdQ-) arc below 10%. The dotted
lines correspond to constant y. The contours correspond to areas where different kinematic
reconstruction methods have been used (from reference [9]). The area in the lower right corner
corresponds to the range accessible to previous experiments.
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2 General description of the Hi detector

In the design of the Hi detector prime attention has been given to the clean identification of
electrons and to their energy measurement. To facilitate this we opted for a large coil, which
encloses the electromagnetic and the hadronic calorimeters. With this choice the amount of
dead material in front of the calorimeter and its total weight are minimised. Choosing a liquid
Argon calorimeter we further benefit from the proven stability of this technique, the ease of
its calibration, and the fine granularity which allows to separate electrons from pions to a hi^h
degree. Lastly the homogeneity of the response and overall hermiticity are helpful for energy
flow measurements as well as missing energy detection. The calorimeter is supplemented by
high resolution tracking on the inside and an instrumented iron yoke on the outside for muon
detection. In these aspects the HI detector does not differ strongly from the detectors at e+e~
colliders, or pp colliders built in the past. Specific at HERA are however the high resolution
required for hadronic calorimetry as well as the imbalance in the energy of the two colliding
beams, which requires an asymmetric detector. Different also is the microstructure of the two
beams, which leads to short intervals (96 ns) between two subsequent bunch crossings, and
also the high background level, as proton induced background arises from beam line vacuum
conditions.

The main elements of the detector are shown in Figure 2.1. This figure shows as well the
reference frame adopted in this experiment.

Since the centre of mass for e-p collisions at HERA is boosted along the proton direction with
7cm = 2.86 the Hi detector is considerably more massive and highly segmented in this direction.
This is apparent from Figure 2.2, which shows a cut along the beam axis. In the following we
often refer to electron direction as the backward direction (negative z—values relative to the
center of the interaction region and & = TT), and the proton direction as the forward direction
(positive z and 8 = 0).

Starting the description outward from the interaction vertex the detector consists of a central
and a forward tracking system, each containing different layers of drift chambers and trigger
proportional chambers. The liquid argon cryostat surrounds the trackers. It houses the lead
absorber plates and readout gaps of the electromagnetic section, which are followed by the steel
plates of the hadronic section with their readout gaps. A superconducting cylindrical coil with
a diameter of 6 m and a length of 5.75 m provides the analysing field of 1.15 T. The iron return
yoke of the magnet is laminated and filled with limited streamer tubes. The small fraction
of hadronic energy leaking out of the back of the calorimeter is registered there, and muon
tracks are measured. Muon identification further benefits from additional chambers inside and
outside of the iron. Stiff muon tracks in the forward direction are analysed in a supplementary
toroidal magnet sandwiched between drift chambers. The remaining holes in the liquid argon
(LAr) calorimeter are closed with warm calorimeters, a silicon-copper plug at very forward
angles, a Lead-scintillator calorimeter backed by a tail catcher (part of the muon system) in the
backward direction and lastly an electron tagger at z = -33 m from the interaction point not
shown in Figure 2.2. The tagger marks the energy of an electron with very small scattering
angle inducing a photoproduction event and, taken in coincidence with a corresponding photon
detector at z = -103 m upstream from the interaction point, monitors the luminosity by the
bremsstrahlung process. Two scintillator walls in backward direction are installed to recognize
background produced by the proton beam upstream of the HI detector. A survey of detector
parameters is given in Table 2.1.

2.1 Electron detection

Scattered electrons are observed in the backward electromagnetic calorimeter (BEMC) for
Q- < 100 GeV2, in the LAr calorimeter for larger values of Q-, and for photoproduction events
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Calorimetry
Main calorimeter: liquid Argon (LAr)
Granularity
Depth (number of channels)
Resolution (r(Eeh)/Ee,h
Stability of electronic calibration
LAr purity (decrease of signal)
Noise per channel
Angular coverage - dead channels
Backward calorimeter: Pb-scintillator
Angular coverage - granularity
Depth - resolution a(£e)/£e

Tail catcher: iron-streamer tubes
Angular coverage
Depth - resolution a(Eh )/Eh

PLUG calorimeter: Cu-Si
Angular coverage - granularity
Depth - resolution a(Eh )/Eh

Electron tagger: Tl(Cl/Br)
Angular coverage - granularity
Depth - resolution a(Ee}/Ee

Electromagnetic part
10 to 100 cm2

20 to 30 XQ (30784)

< 0.2% over one month
< 0.2% over one year
10 to 30 MeV
4° < B < 153°

151° < e < 176°
21.7 X0(l AflA,)

Hadronic part
50 to 2000 cm2

4.7 to 7 A-^ (13568)
« 50%/\X^Te 2%

< 0.3%

16 x 16 cm2

4° < e < 176°
4.5 An f e s 100%/%/ET

0.7° < B < 3.3°
4.25 A (44.6 X0)

B > 179.7°
21*o

5 x 5 cm2

2.2 x 2.2 cm2
f^j i rtCr^ / / zp /r\ cr/
**"* X \j / Q / \/ f-if g tjj -*- / 0

Tracking
Coil: radius - field
Central tracking
Angular - radial coverage
Jet chamber: spatial resolution
^-chambers: spatial resolution
Momentum - dE/dx resolution
Forward/backward tracking
Angular - radial coverage (f)
Spatial resolution (f)
Angular coverage - resolution (b)
Trigger proportional chambers
Angular coverage - channels

3 m - £ = 1.15T, &B/B <

25° < 0 < 155°
<7r^=: 170pm
<7r^ = 25 and 58 mm
<rp/p2< 0.01 [0.003] GeV1

7° < 0 < 25°
arit, = 170pm (ar = 29 mm)
155° < 9 < 175°

r < e < 175°

2%

150 < r < 850 mm
at = 22.0 mm
er, a 350 pm
cr(d£)/dE= 10 [6]%

120 < r < 800 mm
<7ri9 = 210pm
aIiV ~ 1 mm

3936

Muon detection
Instrumented iron
Angular coverage - total area
Number of channels
Spatial resolution
Angular - momentum resolution barrel
Forward muon toroid
Angular coverage - resolution
Overall size (x,y,z)- weight

4° < 6 < 171°
wires: 103700, strips: 28700
awire = 3 — 4 mm
<7*(<^) = 15(10) mrad

3° < 9 < 17°

12 x 15 x 10m3

4000 m2

pads: 4000
ff strip = 10-15 mm

[0.25 < <7p/p < 0.32]

2800 t

Table 2.1: Summary of Hi detector parameters.
Alternatively, design and test beam figures are given in brackets [ ]. Energies are given in GeV.
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(Q2 as 0) in an electron tagger which Is part of the luminosity measuring device.

The BEMC is a conventional lead-scintitlator sandwich calorimeter wi th photodiode readout,
providing an energy resolution sampling term of 10%/\/£. The diodes are located in the as 1 T
magnetic field. The backward proportional chamber (BPC) located just in front of the BEMC
provides the angular measurement of the electron together with track and vertex data given by
the central tracker. The kinematic peak in the energy spectrum of the scattered electron at a
value corresponding to the electron beam energy allows a precise overall calibration.

The LAr calorimeter covers the polar angular range 4° < 9 < 153° in a single cryostat.
The electromagnetic calorimeter with lead absorber plates of total depth of 20 to 30 radiation
lengths provides an energy resolution cr/E = 12 %/VE, Electron identification is based on fine
transverse and longitudinal shower shape measurement and a cross-check of the absolute energy
calibration of the calorimeters is provided by comparing the calorimetric energy measurement
of electrons to the corresponding momentum measurement in the central tracking chambers.

Further electron pion discrimination is available by a dE/dX measurement in the central jet
chamber (CJC) and by using the transition radiation detectors incorporated into the forward
tracker.

2.2 Hadron and jet detection

The hadronk calorimeter with stainless steel absorber is located within the same cryostat as
the electromagnetic calorimeter and supports the latter. Both calorimeters together provide
the energy measurements of hadrons. Their total depth ranges between 5 and 7 absorption
lengths, depending on the polar angle 8. Events with energy leaking out of the LAr calorimeter
are efficiently tagged by the tail catcher consisting of the analog readout of the pads of the
limited streamer tube system in the iron instrumentation to improve the calorimeter energy
resolution. Measurements in a test beam show that the expected resolution a/E = 50 %/y£J
has been achieved, with an energy independent term of 2%. Here too combining the calorimetric
information with the momentum information from the central tracking chambers provides a
cross-check of the absolute energy calibration. Further intercalibration between calorimeters is
possible by checking the balance in transverse momentum between the electrons and the hadrons.

Low energy hadrons may also be identified by the dE/dX of the CJC.

2.3 Muon detection

An important source of prompt muons at HERA is semileptonic decays of charm- and bottom
mesons, therefore the muon system was designed to identify muons within jets. In the large
coil solution of HI the calorimeter serves to absorb the hadronic activity. It moreover allows to
detect penetrating single ionizing tracks while the high field provides sufficient bending power
for a momentum measurement. The necessary spatial resolution, matched to the dispersion due
to the multiple scattering in the material in front of the instrumented iron, is reached with a
total of sixteen streamer tube layers with a basic cell size of 10 x 10 mm2, a triple layer each in
front and after the iron, a double layer after four iron sheets of 75 mm thickness, and eight single
layers in the remaining gaps in between the ten iron sheets. The mul t ip l e layers arc equipped
with pads and cathode strips for the measurement of the coordinate perpendicular to the wires.

In the barrel part muons wi th energies below 1.2 GeV do not reach the first layer, while
muons with energies below 2.0 GeV stop wi th in the iron. In the forward direction the effective
threshold is 2.5 GeV, but here the muon energy is usually large enough for muons to traverse
all 16 layers of chambers. An independent track segment is then measured which can be linked



to forward tracker segments. The comparison between momentum measurement in the tracker
and through the muon system reduces misidentification and also allows to discriminate against
muons from TT and K-decay.

In the extreme forward direction the central tracker and the chamber system in the flux
return iron are not adequate for measuring muon momenta with sufficient accuracy. This is why
a toroidal magnet with an average field of 1.6 T was added. The driftchambers are constructed
in such a way, that correlated angle and position measurements are possible. This is needed
because the hadronic activity from secondary interactions of the target jet is quite high. The
spectrometer is useful in the momentum range between 5 and 200 GeV/c- The lower limit is
determined by the amount of material traversed, while beyond the upper limit the muon charge
can no longer be measured unambiguously.

2.4 HERA beam features

The electron-proton colliding beam facility HERA consists of two independent accelerators stor-
ing respectively 820 GeV protons and 27.5 GeV electrons and colliding the two counter-rotating
beams head on in four interaction points spaced evenly along its 6.3 km circumference. Electrons
are injected at 12 GeV and are guided by a warm magnet system at 0.165 T, while protons are
injected at 40 GeV into a ring with superconducting dipole magnets at 4.68 T. The accelerator
was designed for 210 circulating bunches with 760 ̂ A protons and 290 ^A electrons each [10, 11]
and a luminosity of 1.5 x 1031 cm~2s~1. The bunches are separated in time by 96 ns. In the early
phases of operation in 1992 and 1993 only 10 and 90 bunches were circulating, respectively. An
indication of the HERA performance in 1992, 1993 and 1994 is given in Figure 2.5. Since July
1994 the electron beam has been replaced by a positron beam which has considerably improved
the beam lifetime at high currents.

Between the last two beam focussing quadrupoles 11.3 m of free space is available for the
detector. The beams pass the detector at a height of 5.9 m above floor level (zz 20 m below
ground) at an inclination of 5.88 mrad. Presently a 190 mm inner diameter beam pipe is installed,
with a wall of 150 p. Al on the inside backed by 2 mm carbon fibre reinforced plastic comprising
1 % radiation length. Details of the beam line are shown in Figure 2.4. The beam pipe is cooled
with nitrogen gas, which also circulates on the outside of the central tracker to avoid bui ldup of
larger amounts of inflammable gases leaking from the chambers. Incorporated into the beam pipe
are a capacitively coupled proton position monitor [12], synchrotron radiation shielding masks
(see below), getter pump connections and a flexible bellow to absorb temperature dependent
variations of the beam pipe. For the future upgrade of the tracking near the beam pipe [13, 14]
a smaller beam pipe with an inner diameter of 90 mm (150 /*m Al backed by 0.75 mm carbon
fibre) will be installed.

While the radial extension of the beams is small, the finite time spread of the bunches and the
zero degree crossing leads to total length of the interaction zone of as ±50 cm. The zero degree
crossing was chosen to reduce e - p beam coupling, which could result in beam blow up. The
width of the interaction zone is apparent from Figure 2.5, which shows the projection of central
drift chambers tracks onto the beam axis for a background free sample of photoproduction
data. Typical vacuum conditions in the beam pipe during the initial running phase lead to a
residual gas pressure of =s 1 — 2 x 10~9 hPa pr imari ly consisting of atomic hydrogen and carbon
monoxyde. Assuming nitrogen as an average representation of the residual gas and a reaction
cross-section for protons at 820 GeV (^/s = 39 GeV) of =z 200 mb [15] one expects one proton
nitrogen interaction in 104 bunch crossings at design luminosity along the interaction region (1
m) compared to one genuine e-p event every 105 bunch crossings. The physics rate is dominated
by photoproduction giving a visible event rate of about 200 Hz at design luminosity, the beam
gas rate given above corresponds to a 1 kHz. Beam gas background is not restricted to the
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interaction zone proper and can originate from the whole proton path through the detector.
Furthermore beam halo protons hitt ing apertures contribute, too. Monte Carlo simulations and
measurements from the first data taking period indicate roughly a factor 50 higher rate for
the latter process than for beam gas events from the interaction zone. These contributions are
however more easily removed in the different trigger and filter levels.

The actual tuning of the luminosity optics for the two beams relies partly on the Hi lumi-
nosity system. It makes use of the ep — epf bremsstrahlung process and hence is sensitive to
electron interactions with the residual gas. By filling both electron and proton bunch sequences
in such a way that there is always at least one bunch of each type with no partner for a collision
(pilot bunches) background subtraction can be made. During the filling phase the trigger scin-
tillators of the time-of-flight wall can be remotely removed from the beam pipe. The integrated
rate in these counters provides an efficient means for monitoring the quality of the beam tune.
Only when a lower value for this rate has been reached the counters are moved back in, and the
high voltage on all drift and proportional chambers is raised. While proton fill lifetimes well
exceeding 24 h have been reached, the lifetime of the electron ring fills during the HERA startup
phase was limited to about 6 hours; since July 1994 when positrons were used, this lifetime has
increased by a factor ss 2.

2.4.1 Synchrotron radiation shielding

The e~ beam is accompanied by a strong flux of synchrotron radiation photons which are
produced in the last bending magnet before the interaction point. Synchrotron radiation from
the arcs is absorbed before the HI detector and need not be considered. At a beam energy of 30
GeV and a stored current of 60 mA we expect a flux of 1018 photons per second with an energy
above 5 keV into the interaction region. This flux represents a radiated power of 3.6 kW. The
critical energy is 42.4 keV. In order to protect the detector elements a system of masks inside
the beam pipe is installed.

The synchrotron radiation absorbers were designed such that only photons which have un-
dergone at least two scatters can reach the central detector region. In order to reduce the photon
flux the aperture of the collimators should be as small as possible. The width is thus determined
by the requirement for sufficient aperture at injection. Masks which are hit by synchrotron ra-
diation are sources of secondary photons. Therefore the albedo of all surfaces has been reduced
by coating the tungsten absorbers with 0.5 mm silver and 0.2 mm copper. For 100 keV photons
the albedo is reduced from 10% for pure tungsten to 1% with the appropriate coating. The
geometry of the absorbers is shown in Figure 2.6. The collimators Ci, C2 and C3 are hit by
direct synchrotron light and have to stand a radiated power of about 1 kW each. These collima-
tors are movable and water-cooled. The synchrotron radiation which misses C3 passes through
the detector area and hits an absorber 24 m behind the interaction point. The collimators C4,
and C5 have a fixed horizontal aperture of +30 mm -25 mm and ± 50 mm, respectively. They
protect the detector elements against secondary photons originating from edge scattering at
the collimators Ci - C3 and backscattered photons from the absorber at 24 m. The collimator
C6 is movable and provides an additional shield against photons from 24 m downstream. The
aperture can be set between 65 mm and 25 mm with respect to the beam.

The present arrangement of synchrotron radiation masks cuts down the number of photons
which enter the central part of the detector to a level of 106 photons per second with an energy
above 20 keV. Thus at nominal beam conditions we expect about 10"1 spurious synchrotron hits
in the central tracking chamber per bunch crossing. Due to the low currents and the reduced
electron energy of 27.5 GeV we did not observe synchrotron radiation hits in the tracking
chambers, consistent with the estimates.
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2.5 Detector upgrade

This paper describes the Hi detector as it was up to the end of 1994. During the HERA winter
shutdown of 1994-1995 some major upgrade work was done to the detector. It is not the scope
of this paper to describe these upgrades, but the subdetectors involved will be enumerated at
the end and appropriate references given.

11 Beam pipe and beam magnets
2| Central tracking device

3 J Forward tracking device

4J Electromagnetic LAr calorimeter
5) Hadronic LAr calorimeter
6] Superconducting coil (1.15 T)

_7J Compensating magnet
8| Helium supply for [ 7 j

91 Muon chambers

Instrumented iron yoke

Forward muon toroid

10

11

12

14

15

Backw. electromagn. calorimeter (BEMC)
PLUG calorimeter
Concrete shielding
Liquid argon cryostat

Figure 2.1: Schematic layout of the Hi detector.
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Figure 2.2: Longitudinal cut through the I I I detector along the beam line.



Figure 2.3: Front view of the HI detector with the southern and the northern shells of the iron
yoke opened.
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Figure '2.4: Cross section of the beam pipe in the Hi detector. IP: interact ion point , GP: getter
p u m p , M: beam profile monitor, C6: synchrotron radiation mask (see also Figure 2.G). The
lower part shows an enlarged view of the forward part wi th the flexible bellow connections and
synchrotron radiation mask C4 (right).
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Figure 2.5: Performance of the HERA storage ring in the first three years of operation. Left:
beam currents ( top) and luminosity (bottom) measured dur ing a typical run . Right: integrated
luminosity accumulated by HI over the running periods 1992 - 1994.
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3 Magnet

The magnet consists of a superconducting solenoid and an iron yoke producing an almost uniform
field parallel to the HERA beams. The field has only a few percent variation over the region of
the tracking chambers. Within that region, 3600 mm in length and 1600 mm in diameter, the
field has an average value 1.15 T.

3-1 The Iron yoke

The iron yoke has the shape of an octagonal barrel with its axis parallel to the beam axis and
to that of the solenoid which it encloses, plus flat end caps. In overall size it is similar to the
ALEPH [17] and DELPHI [18] magnets at CERN. The requirements on uniformity of field are
less stringent than for those experiments, which have chambers very sensitive to radial field
components. Thus reentrant end caps are not needed for the HI magnet and a much simpler
opening mechanism is possible.

The yoke of the HI magnet is separated into three parts, the northern and southern shells
and the base structure (see Figure 2.3). The latter consists of the three lower faces of the
octagonal barrel, and supports the superconducting coll. The northern and southern shells are
mirror images of each other, symmetric about a vertical plane through the beam. Together they
form all the rest of the octagonal barrel and the two end caps. Thus each shell is a rigid s t ructure
consisting of half of the western endcap and half of the eastern endcap, connected by 2.5 of the
8 faces of the octagonal barrel. Each of the three parts of the iron yoke moves independently on
rails.

The iron of the octagonal barrel is made of 10 laminations each 75 mm thick, separated by
air gaps of 25 mm accommodating a single layer of limited streamer tubes (LST), except for one
air gap of 50 mm to accommodate a double layer of LSTs. The iron of the end caps is made up
of 10 laminations each of 75 mm, separated by air gaps of 35 mm except for one air gap of 50
mm.

3.2 The superconducting coil

The main solenoid consists of four separate coaxial coils powered in series, symmetrically placed
about the median vertical plane. The two coils nearest to the median plane ('central') are single
layers, each of 201 turns, extending from 400 mm to 1420 mm from the median plane. The
two coils farthest from the median plane ( 'peripheral ' ) are double layers and have each 418
turns, extending from 1520 mm to 2580 mm from the median plane. All four of these windings
are housed in one cryogenic envelope wi th an overall length 5750 mm, inner diameter 5180
mm, outer diameter 6080 mm. The superconductor, bonded in to its a l u m i n i u m substrate, was
manufactured in indus t ry [19]. The coils were fabricated from this conductor in modular form
of length up to 1.5 m for both double and single layers on n. custom built machine using the
inside winding technique [20]. Liquid helium is supplied by the central plant at DESY. The
parameters of th i s superconduct ing coll assembly are given in Table 3.1.

3.3 The magnetic field measurements

The general similarity in size and shape of the HI magnet to those of the A L E P H and DEL-
PHI magnets [17, 18] made it possible to use the same apparatus for the field measurements
th roughout a cylindrical volume of radius T = 1775 nun and length L = 5200 mm. The t rack ing



chambers occupy only a smaller volume (r = 800 mm, L = 3600 mm. -1125 < z < 2500 mm)
asymmetric to the median plane of the magnet (z = 1100 mm). The axial component B. which
needs to be known over the tracker volume w i t h an accuracy of 0.3 % is shown in Figure 3.1 as
function of radius and axial distance to the median plane. The average value over the volume is
1.15 T at the nominal magnet current of 5514 A, and the maximum departure from this value
is 4.5% at the extreme backward end of the central tracker.

The longitudinal field integral /B,dz for the Hi magnet was evaluated to be 8.32 T.m at
the nominal current.

3.4 The forward muon toroid

The toroidal magnet for the forward muon detector consists of 8 solid iron modules bui l t into
two mobile half-toroids for access purposes. The inner radius of the toroid is 0.65 m, the outer
radius 2.90 m, and the length between the flat ends 1.20 m, The weight is 250 tons.

There are 12 coils wound on the toroid, each consisting of 15 turns of water-cooled copper,
carrying a current of 150 A. The copper windings are square in cross-section with side 11.5 mm,
with a 8.5 mm diameter hole for water-cooling.

The magnetic field wi th in the iron toroid has been measured by the change in flux, as the
magnet is turned on or off, through loops of wire threaded through small holes in the iron. The
field varies with radius, from 1.75 T at a radius of 0.65 m to 1.5 T at a radius of 2.90 m.

3.5 Compensating magnet

The compensating coil is located at the proton entrance side of the HI magnet with its center
at 4.4 m from the interaction point. Its purpose is to provide a longitudinal field integral / B.dz
equal and opposite to that of the main HI magnet. This is required if longitudinal polarization
of the electron beam is to be achieved. It also avoids horizontal-vertical coupling and minimises
closed orbit shifts in HERA due to any misalignment of the Hi magnet [21]. Its downstream
end extends into the endcap of the main magnet. This 1.8 m long superconducting coil was
manufactured in industry [22] from NbTi cable embedded into a copper matrix insulated by
glass fiber epoxy. The magnetic field is shielded by an iron yoke, with both iron and coil
mounted inside a pressure vessel, which is cooled by liquid He from the main DESY transfer
line. The relevant parameters are also given in Table 3.1. The field integral and the magnetic
field axis have been determined by means of a rotatable Hall probe described in detail in ref.
[23].
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Solenoid parameters

Superconductor
Dimensions
Type

Length (weight)
Winding geometry
# of coils
# of layers (turns)
# of turns: total
Inner radius
Outer radius
Cooling
Vacuum chamber
Inner/outer diameter
Length/thickness
Material
Radiation shield (50 K)
Inner/outer diameter
Length/thickness/material
Overall weight (rad. length)
Operational performance
Power supply voltage
Current nominal (max.)
Run up (down) time
Cooling time
He flow (4.5/50 K)
Cryogenic losses (4.5/50 K)
Total stored energy
Fast discharge time constant
Fast discharge voltage
Field on axis (integral)

Main Hi magnet

26 x 4.5 mm2

Rutherford cable on high
purity Al (RRR 500) substrate
22.5 km (7.7 t)

2 ('central')/ 2 ('peripheral')
1 (201)/2(209)
1238
2750/2750 mm
2800/2850 mm
support cylinder, forced flow

5200/6080 mm
5750/10 mm
stainless steel

5330/5950 mm
5370 mm/5 mm/Al
74.5 t for coil (1.2 A'0)

12 V
5517 (6000) A
80(120) min
168 h
40/3 gs-1

60/420 W
120 MJ
60s
750V
LIST (8.32 T.m)

Compensating magnet

3.1 x2.1 mm2

ABB-Zurich cable

4.5/4.5 km (0.49 t)

1
14 (534)
7576
320 mm
429 mm
cryostat bath cooled

238/870 mm
2270/6 mm
stainless steel

268/800 mm
2135 mm/1.2 mm/Cu
6.8 t

7 V
870 (1000) A
40 (40) min
168 h
1.3/1.3 gs-1

12.2/34.6 W
1.87 MJ
40ms
860V
4.83 T (8.74 T.m)

Table 3.1: Parameters of the superconduct ing magnets.
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Figure 3.1: Main coil field map over the tracking volume. Here z denotes the distance to median
plane, see text.
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4 Tracking

The tracking system of Hi provides simultaneous track triggering, reconstruction and particle
identification for the event topology particular to HERA electron proton collisions. It has been
designed to reconstruct jets with high particle densities and to measure the momentum and
angles of charged particles to a precision of &p/p~ « 3 X 10~3 GeV'1 and a9 a 1 mrad.

Because of the asymmetry between the electron and proton beam energies many charged
particles are produced at small angles 9 to the incident proton (forward) direction. To maintain
good efficiency for triggering and reconstruction over the whole solid angle, we divide the t racking
system between the central and forward regions (see Figure 4.1). Two mechanically distinct
tracking detectors have been constructed, the central (CTD) and forward (FTD) tracking devices
respectively. Each is optimised for tracking and triggering in its angular region.

Track reconstruction in the central region (see Figure 4.2) is based on two large concentric
drift chambers, CJCi and CJC2. The chambers have wires strung parallel to the beam axes
(z-direction) with the drift cells inclined with respect to the radial direction. We have measured
a space point resolution of 170 fj,m in the drift coordinate (r<t> plane) and can, by comparing
signals read out at both wire ends, achieve a resolution of one percent of the wire length in z.
From the signals recorded in these chambers the transverse track momentum is determined and
in addition the specific energy loss dE/dx is used to improve particle identification.

Two thin drift chambers, the central inner (CIZ) and central outer (COZ) z-chambers mea-
sure the z coordinates with better accuracy than charge division and complement the measure-
ment of charged track momenta in the central chambers. The CIZ chamber fits inside CJCl, and
the COZ chamber fits in between CJCl and CJC2. These two chambers deliver track elements
with typically 300 /zm resolution in z and 1 to 2% of 2?r in <f>. This requires a drift direction
parallel to, and sense wires perpendicular to the beam axis.

Triggering over the full solid angle is based on multiwire proportional chambers with pad
readout in the central and forward region and wire readout in the backward direction. They
provide a fast first level (LI ) trigger decision which can be used to distinguish between successive
beam crossings. Furthermore, in the central and forward region, combinations of pads hit in the
central inner proportional chamber (CIP), the central outer proportional chamber (COP) and
the forward proportional chambers (FVVPC) are used to trigger on tracks coming from a nominal
interaction vertex. First level track trissers are also derived from the central drift chambers.'oo1

Each of the central chambers has an independent gas volume and separate electrostatic
shielding. They were built and tested separately, and then assembled and locked to one me-
chanical uni t . The detector walls are t h i n to reduce photon conversion, and in particular its
effect on identification of primary electrons. Neighbouring volumes share a thin (1.5 mm) cylin-
der of carbon fiber reinforced epoxy with a 50 /im aluminium coating on each side. The complete
system of central tracking detectors is housed in a single a lumin ium cylinder of 4 mm wall thick-
ness. The assembly also provides a precise alignment of the chambers relative to the outside
support .

Charged tracks produced at polar angles 0 close to the beam axis (forward 0 < 30°, backward
0 > 150°) no longer traverse the fu l l bending (r<f>) plane radius of the solenoid magnetic field.
Consequently in the CTD both track pattern recognition and accuracy of track reconstruction
deteriorate as the measured track length and the number of precision space points decrease. A
way of rectifying this loss is to compensate for the reduct ions in track length and the number
of points in the central region by means of a higher radial density of accurate space points
obtained using wires s t rung in the bending plane closely spaced in z. This is provided by
the forward tracking detector which consists of an integrated assembly of three nearly ident ical
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supermodules. Each supermodule includes, in increasing z: three different orientations of planar
wire drift chambers designed to provide accurate B measurements, a mult iwire proportional
chamber (FWPC) for fast triggering, a passive transition radiator and a radial wire drift chamber
which provides accurate r<? (drift coordinate) informat ion, moderate radius measurement by
charge division and limited particle identif ication by measuring the t ransi t ion radiation produced
immediately upstream.

The FTD and CTD are linked together, aligned and surveyed prior to installation into the
calorimeter cryostat.

The description of the individual components of the tracking detector below is followed by
sections which describe the features common to all drift chambers, namely the readout and pulse
shape analysis and the gas systems used for all chambers.

4.1 Central jet chambers: CJCl and CJC2

4.1.1 Design criteria

The design of CJCl and CJC2 [24, 25] follows that of the jet chamber used in the JADE
experiment at PETRA [26]. The wire pattern characteristic for a jet chamber is a plane of
anode sense wires parallel to the beam line with two adjacent cathode planes shaping the dr i f t
field. In the CJC's the latter planes are also made of wires.

A jet chamber cell extends azimuthally from the sense wire plane to both adjacent cathode
wire planes, and radially over the full radial span of CJCl or CJC2 each with no fu r the r sub-
division, as shown in Fig. 4.2. This minimises the disturbing influence of field shaping wires at
the inner and outer radii.

The jet cells are tilted by about 30° such that in the presence of the magnetic field the
ionization electrons drift approximately perpendicular to stiff, high momentum tracks originating
from the center. This not only gives optimum track resolution, but also leads to additional
advantages. The usual dr i f t chamber ambiguity is easily resolved by connecting track segments
of different cells. The wrong mirror track segments do not match, as demonstrated in Figure 4.3.
They also do not point to the event vertex and therefore obstruct only small parts of a real track
in the opposite half cell. Each stiff track crosses the sense wire plane at least once in CJCl and
in CJC2. From the fine match at the crossing, the passing time of a particle can be determined
to an accuracy a of ~ 0.5 ns. This allows an easy separation of tracks coming from a different
bunch crossing. The drift ing electrons from stiff tracks arrive at neighbouring sense wires wi th
a time shift of about 100 ns, and therefore produce only negligible disturbance by cross-talk.
Every track traverses several regions of uniform driftfield ins ide the cells. Systematic errors of
drift time measurement, which are known to arise in the nonuniform fields near the cathode and
sense wire planes, reverse sign at the crossing, and therefore cancel in good approximation.

Adjacent sense wires are separated by two potential wires (see Figures 4.2 and 4.3). This
reduces both the surface field and the cross-talk by nearly a factor of two as compared to a
single potential wire. Most important, it allows to adjust drift field and gas amplification nearly
independent ly. The actual positions of the sense wires are staggered off the nominal sense wire
plane by ±150 /nn, such that adjacent wires are pulled by the electric field to def in i te positions
on opposite sides of the plane.

A cell is azimuthal ly l imi ted by two cathode wire plnnes, and at the inner and outer radius
by the field wires. The cathode wires are set to a voltage proportional to the distance from
the sense wire plane in order to create an uniform drift field and hence a constant drift velocity
over almost all the cell. The voltages for the cathode wires are supplied by a resistor network
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(cathode chain) on the adapter cards connected to the cathode wires. The field wires shape the
field at the inner and outer end of the cell such that the deviations from a uniform drif t field
are minimal. The sense wires are connected to a positive voltage and are AC coupled to the
amplifiers. The potential wires are set to ground. To prevent ageing of the chambers due to
high electric surface fields, the diameters of the potential, cathode and field wires were chosen
conservatively large : 127, 180 and 500 f i m . This limits the surface field to < 2KV/mm. The
anodes are 20 ^m (25 fj.m at the cell ends) gold plated tungsten wires with 3 % rhen ium, having
a resistivity of 300 fi/m.

The electrostatics of the cells have been studied in detail by computer simulations. Figure
4.3 shows drift lines and isochrones in CJCl for a Lorentz angle of 30°. In most of the dr i f t
region the electric field is constant to better than 1 %. At the first and the last sense wires the
wire geometry produces local distortions of the field which, however, do not exceed 2 %. This
introduces only negligible variations of the drift velocity, in part icular around the maximum of
the drift velocity.

The parameters of the jet chamber are listed in Table 4.1. All sense wires are read out at
both ends and yield via charge division a z—measurement.

4.1.2 Mechanics

The volume of each jet chamber is defined by two endwalls perpendicular to the beam line and
an inner and outer cylinder concentric to the beamline. The volume has to be gas t ight and to
support small overpressure with respect to the atmosphere.

The bulk material of the endwalls was chosen to be 10 mm glass fiber reinforced epoxy [27],
combining excellent insulation with good mechanical properties. The fact that there are two jet
chambers allowed relatively thin endwalls, because the support lengths between inner and outer
cylinders are small and thus the bending under the summed wire tension could be kept below 1
mm.

To facilitate installation, insulation and HV testing of all connections, the signal- and HV
leads are integrated into the endwall structure by means of multilayer printed circuit (PC)
boards. One board (2 mm thick) covers one drift cell. Of its four layers, one provides a nearly
complete electric shield of the chamber, while the others make the contacts between the wire
feedthroughs and the (signal and HV) connector sockets. A second PC board inside the chamber,
0.8 mm thick, carries strips for shaping the end fields.

Optimum precision of the wire positions is achieved by first g lu ing 3 mm thick massive brass
pins into pre-bored holes in the endwalls, and then drilling precision holes into the brass. The
precision of the sense wire positions, ±15 //m within one cell is determined by small excentric
holes in the brass. Details of the wire supports can be found in ref. [24].

The endwalls are kept apart by four cylinders. For the inner and the outer cylinder of
CJCl and the inner cylinder of CJC2 carbon fiber reinforced epoxy (1.5 mrn th ick) has been
chosen because of its excellent mechanical stability (Young's modulus f — 80 kN/mm") and very
long radiation length (A'0 = 230 mm). The chamber volume forms a Faraday cage in order
to be screened against external electromagnetic noise. Since the conductivity of the carbon
fibers is not sufficient in all directions, an a l u m i n i u m coating of the inner and outer surface
was mandatory. The thickness of 50 //in of the Al surface liner was a compromise between
electromagnetic screening down to low frequencies (skin depth at 20 MHz in Al is s: 20 / f in )
and m i n i m u m material. The outer cylinder of C.IC2 is made of a l u m i n i u m (4 mm thick) and is
the main support vessel for all tracking detectors. It has feet which slide on rails positioned on
the "inner warm wall of the l iquid argon cryostat and which are the mechanical l ink to the rest
of the III detector. At both ends the Al cylinder has thicker flanges (Ar = 12 mm), which are
machined to 0.1 mm tolerances in order to house the endwalls precisely. At final assembly the
stability and shape of the Al cylinder is guaranteed by the insert ion of the endwalls.
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active length A.r
active zone starts at z
total length A^[I]

mechanical length AJ
inner radius R{

outer radius R0

active radial length
number of cells (rings)
number of sense wires per cell ( r ing)
number of potential wires per cell (ring)
number of field wires per cell
number of cathode wires per cell
sense wire distance
maximum drift distance at Rf

maximum drift distance at R0

sense wire tension
mean wire length
drift velocity ̂
ffr+

ff»

double hit resolution

unit
mm
mm
mm
mm
mm
mm
mm

mm
mm
mm
N

mm
mm /fa

mm
mm
mm

CJC1 CJC2
2200
-1125
2500
2230

203 530
451 844
224 296
30 60
24 32
50 66
10 10
49 65

10.16
22.9 28.5
44.5 43.1

0.65
2200
« 50
0.170

22
2

CIZ
1SOO

-10SO
2467
2254
173.5
200
20
15
4
3

5.6(7.0)
61.25

0.2
1120
52
28

0.26
4.6

COZ
2160

-1105
2590
2230
460
485
24
24
4
6

6.0
45

0.9
2970
48.5
58

0.20
3.5

Table 4.1: Central jet and z— chamber parameters.
•l Incl. preamplifiers; ̂  for the gas mixtures given in Table 4.6.

4.1.3 Calibration and performance

The accurate measurement of the track parameters is limited by the intrinsic resolutions, namely
<7rtf ~ 150 /^m for drift time measurements with a gas mixture of Ar-C02-CH,, (89.5 : 9.5 : 1.0),
<7t =s 1% of the wirelength for the charge division measurements (limited by pulseheight and
noise), and crdE^dx % 6%. With this gas the drift velocity at nominal HV is 50 mm/fis.

A large variety of constants is involved to determine the coordinates of a hit from the t iming
(t) and pulse-integral (Q) of a drift chamber signal (see Section 4.4.5 for (Q,t} analysis). We
distinguish overall and wire dependent constants.

The overall constants - event t iming, average drift velocity and average Lorentz angle - are
sufficient to determine the track parameters wi th moderate accuracy, e.g. ar^ ~ 350 f t m . They
are determined and continuously monitored by f i t t ing them as additional parameters to long,
high momentum tracks (see Section 4.1.4). The use of an average effective wire length and gain
gives resolutions of a, as 5 cm and crdE/dc ^ 17%.

The wire dependent constants - timing, signal propagation, absolute gain, relative gain and
position of both wire ends - have been determined in two steps. The first step consists of the
evaluation of data where the 4 odd/even wires of an 8-channel amplifier card on both chamber
ends are pulsed separately and simultaneously. This gives the relative t iming of the 4-wire
groups, the timing difference, and the relative gain at the two wire ends. The start values for
the effective wire length are determined, apart from an overall factor. In the second step the
residuals of hits for reconstructed and fitted tracks are evaluated to obtain the absolute values
of the ind iv idua l wire constants. This improves the resolution to CTr^ = 170 f i m , a, = 2.2(3.3)
cm for protons (pions) and ffdE/dx = 10% (see Figures 4.4 and 4.5 and Table 4.1).

The resolution achieved in the z—coordinate depends on the deposited ionization (Figure
4.4). Data from ep collisions were analysed [28]. The dependence of the specific ionization on
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the particle momentum is show in Figure 4.5. There are clearly visible bands for pious, proton
and deuterons , where the latter two particle species are mainly produced by protons colliding
wi th the residual gas in the beam pipe.

4.1.4 Track reconstruction

4.1.4.1 Track parametrization Tracks of charged particles are characterized by the five
helix parameters: the signed curvature (K = ± r~ I , positive if the direction <j> coincides wi th a
counter-clockwise propagation along the circle), the signed closest distance from the z—axis in
the ( x , y ) — p l a n e dca, positive if the vector to the point of closest approach and the trajectory
direction form a right-handed system), az imuth and polar angle (q> and #), and the z—position
(ZQ) at the point of closest approach. The first three parameters are determined by a circle fit
to the data in the ii/-projection using the non-iterative algorithm of Karirnaki [29]. The circle
equation is expressed in polar coordinates (r, 9) as

-«(r2 + <*eJ + (1 -Kd«) r s in (<£ - 9)- dea = 0

For a track traversing both rings of the CJC a single parametrization for both rings is usually
sufficiently accurate. Due to multiple scattering in the material between the two rings (2 % A'0)
for some tracks two separate sets of parameters are determined, which are constrained to join
in a point between the two rings under an angle compatible with the mean multiple scattering
angle.

The other two parameters are determined by a linear least-squares fit of Z{ = zQ + S * y ( d z / d S ) ,
where S?y is the track length for the point z± in the zy-projection, with 5ry = 0 at dea. The slope
parameter (dz/dS) determined by the fit is converted to the angle 0 by 0 = arctan(l/(cte/rfS)).

The track finding is followed by fur ther modules to determine the zy-vertex for a given run ,
and to perform track fits to the primary and secondary vertices. The track parameters in this
stage are K, <p and 0, together with the it/z-coordinates of the vertex and the error matrix.

4.1.4.2 Track finding Two versions are used for the track finding and fitting. A fast version,
efficient for tracks originating from the primary vertex with a momentum > 100 MeV/c, is
used on the fourth trigger level filter farm (see Section 8.5) for background rejection and fast
classification of events. It is roughly a factor ten faster than the standard version, which is
efficient for all kinds of tracks and is used within the normal reconstruction.

The first phase of track finding, the search for short track elements (curvature negligible),
is done independently in the angular cells with 24 (CJC1) and 32 (CJC2) radial wires. Wi th in
angular sectors track-element finding does not depend on parameters like the Lorentz angle or
the drif t velocity. However accurate values of these parameters are necessary when hits from
more than one angular cell are combined. Track finding is based almost exclusively on d r i f t t ime
data in the i?/-plane and includes removal of outliers, which would distort the circle fit. Only in
a later stage the measured z-values are used; here it is again necessary to remove outliers before
the data are fitted.

For the fast track finding it is sufficient to determine the b u n c h crossing time tQ for an event
from the threshold in the drif t t ime histogram. The first step involves the search for track
elements defined by three hits w i th in angular cells found on three wires with a wire distance of
two. The algorithm starts by t ry ing all pairs of hits at wires n ± 2 (7: = wire index) . Possible
values of drift distances J" at the wire n are calculated by (d'-~- + d^+-)/'2 and/or \d"~: -dJ+a|/2
(i,k = hit indices) and stored in a list, if the direction of the pair does not deviate too much
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from the radial direction. Very dense regions with many hits are not analysed. This list is then
compared with the measured values rf" and for small differences \dj - dn\e indices of the hits
at the three wires are stored as a possible track element. From these hit t r iplets the curvature
K and the angle <pm can already be determined with sufficient accuracy assuming dca = 0. The
parameter <pm is the track angle at the mean radius rm of the CJCl and the CJC2, respectively.
No attempt is made at this stage to resolve the drift sign ambiguity; triplets wi th a large value of
|K| are rejected, otherwise both solutions are kept. A z-value and a value for dE/dx are assigned
to the triplets from the median of the three single-hit values and later used to determine the
2-sIope and -intercept z0 and the mean dE/dx value of the track.

Tracks from the origin cluster in the plane of the two parameters K and 0m of the triplets,
with a width of typically only one degree for <pm. These clusters are sufficiently separated, that
after finding them a first track definition is achieved. The coordinates of triplets within the
clusters are then used in a circle fit, now allowing dca / 0, and by a z-fi t . Track candidates with
large \dca\d \K\s are rejected.

The track candidates are then checked in the order of decreasing number of triplets (decreas-
ing significance) rejecting tracks with several triplets already used before for an accepted track.
Drift sign ambiguities are normally resolved at this stage, since most tracks traverse several cells
and the correct solution has a much larger number of triplets than the wrong one. The fast track
finding is in general efficient enough to allow sensitive recognition of background or classification
of physics events.

The standard track finding starts from the results of the fast track finding and first improves
the time reference value t0 for an event by fits to the drif t length values of long tracks. For a
given track the values of the circle parameters are used to calculate the expected drift length for
all possible wires. The difference between the measured and the expected drif t length is then
calculated for all hits, taking into account the sign of the drift length. To these differences an
expression is fitted, which in addition to a parabolic dependence on the track length (to allow
for a small inaccuracy in the track parameters) parametrizes the effect of a t0 difference (which
depends on the sign of the drift length) and of a small difference of the drift velocity. This fit
yields an accurate value for t0 and allows in addi t ion to detect changes of the dr i f t velocity. At
the same time the method improves the definition of tracks, since often the range of the hits
found is extended. Another circle fit is performed to all long tracks traversing more than one
cell (drift sign ambiguity resolved). If the x~ value of the track fit (after removing single bad hits
eventually) is acceptable the complete set of track parameters is stored already at this stage,
the hits assigned to the track are flagged and not used in the following steps.

The first phase of standard track finding again searches for track elements defined by three
hits, but now on adjacent wires. All possible wires are considered, except for very dense regions.
Triples with common hi ts are connected by pointers and when all hits of an angular cell are
analysed, chains of hits are extracted. These chains of hits are then checked by a fit to the drift
times for effects like kinks; eventually long chains of hits are split into two shorter chains. For
long chains the staggering of wires sometimes allows already to resolve the drift sign ambiguity;
otherwise both solutions are kept. Chains accepted at th is stage are stored as track elements
with parameters from the f i t .

Short track elements are merged to larger ones first within the same or neighbouring angular
cells, then wi th in one ring and lastly from both CJCl and CJC2. The merging algori thm starts
with a comparison of pairs of track elements with similar helix parameters. If the distance
between them is not so large tha t they could belong to the same track, a x2"^ in the xj/-plane
is performed. The list of all acceptable pairs is sorted in the order of an increasing ' 'distance",
assigned to each pair. The distance is constructed from the \-3-value and other parameters (e.
g. the length of the track element). The list of pairs is then checked sequentially, s tart ing with
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the "close" pairs. Two elements from a pair are combined to a new (longer) track element, if
acceptable. If in this sequence one element of a pair has already been used in the construct ion
of a new element, the fit to the modified element(s) is repeated and rejected eventually. By this
process longer and more accurate track elements are formed, s tar t ing wi th the simple and clear
cases, thus avoiding with high probability a wrong combination of short track elements.

For the final improvement of the track finding efficiency and precision the expected d r i f t
length is calculated for all possible wires and for all track elements ordered by the i r length. Hits
at the expected wires which are not already used by another track are collected. The differences
between measured and expected drif t length are analysed to reject incompatible hits. Tracks
found are allowed to contain rather large gaps of several wires, since parts of tracks may be
invisible, especially within jets, due to the limited double track resolution. The fits for the track
parameters are repeated using all acceptable hits.

Very short track candidates are rejected, unless they start with the first few wires of a
ring. The energy loss dE/dx for a given track is determined from the mean of single-hit values
\j\/Ki = l/\/(dE/dx)i, excluding hits which are close to another track. An analysis based on a
likelihood method has improved the dE/dX to below 10 % {see [30]).

4.1.4.3 Vertex determination The e — p—interaction vertex region in the zy-plane extends
over a few hundred ^m with a rather stable mean position for a sequence of runs. The mean
vertex coordinates (xv , yv) are determined using long high momentum tracks with a small value
of dca from a few hundred events and minimizing the sum of squares of the distance of the tracks
to the vertex.

The known (xv, yv) position of the run vertex can be used as a constraint to improve the
parameters of tracks originating from this vertex, if the effect of multiple scattering in the beam
pipe and the CJC wall for low-momentum tracks is taken into account. Since the standard
deviation of the curvature value is roughly inversely proportional to the track length squared,
the track precision is significantly improved by this vertex fit in the x(/-plane. A z-value of the
primary interaction vertex in an event is determined from all tracks fitting to the a: y-vert ex.
The polar angle 0 for these tracks is changed accordingly .

Within the standard reconstruction program a search is made for neutral particles decaying
into a pair of oppositely charged particles wi th tracks in the CJC; in addition to A"J, A and
A particles also e+e~-pairs from conversion are found by this module. Candidate pairs are
determined using simple geometrical cuts. For each candidate pair a fit is performed applying
geometrical (common secondary vertex of the charged particles) and kinematic constraints. Use
is made of the known position of the primary vertex. Momentum balance perpendicular to the
direction of the neutral particle is used as kinematic constraint, but no masses are assumed.
For a very small opening angle of the pair the transverse momenta in the xi/-plane are both
constrained to zero, to improve the stability of the fit for e*e~-pairs. Pairs with an acceptable
X2-probability are stored.

At later stages of the analysis al ternat ive methods for reconstruct ing secondary vertices are
also employed (see references [31, 32] and Figure 12.5). Kalman filtering techniques have also
been shown to be useful [33].

4.2 Central z— chambers

The central inner and outer z-chambers (CIZ, COZ) sur round the inner ha l f of the jet chamber
and complement the measurement of charged track momenta in the latter chamber. These two
chambers deliver track elements w i th typically 300 /zm resolution in z, which can be linked to
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those obtained from the jet chamber for the final accuracy on both the longitudinal as well
as the transverse momentum components. The polar angles covered by CIZ and COZ are
16° < 8 < 169° and 25° < 0 < 156°, respectively. Since the CIZ uses the inner carbon fiber wall
of the CJC for closing its gas volume, and the COZ uses the outer carbon fiber cylinder for its
basic structural element, the thickness of both chambers could be kept small, namely 0.6 % A"0

for CIZ and 0.7 % A"0 for COZ in the active zones and 1.2 % and 1.5 %, respectively averaging
over the cell wall material. Furthermore the total amount of dead zones in azimuth imposed
by readout channels and wire supports is only 7.7 % and 5.3 % of 2r respectively. The basic
parameters of both chambers are given in Table 4.1 and the gas mixtures used are given in Table
4.6. A first level, background rejecting trigger [34] combines CIZ and COZ hits to trigger on
straight tracks pointing to the interaction region (see Section 8.3.1.7).

4.2.1 CIZ

For CIZ a laminar construction technique similar to that described below for CIP was used,
starting from a steel mandril with an inner diameter of 347 mm. Successive layers include
25 fim Kapton with a 2.5 fim Al coating for electrical shielding, a 6 mm thick Rohacell [35]
cylinder with its outer surface machined and polished to produce 16 flat surfaces forming a
regular polygon in cross-section (see Figure 4.2), and a 25 fim Kapton foil with 10 fim Cu
field forming strips on both sides. The 15 independent cells are separated by printed circuit
boards, 1.6 mm thick with 5 fj.m Cu on each side serving as cathode planes. The cells are closed
electrically with another Kapton foil identical to that on the bottom of the cell, here backed by
1 mm Rohacell. The end flanges of the CIZ are sealed against the CJC end plates with 0-rings.
Further constructional details, e. g. on the specially designed wire feedthroughs, can be found
in references [36, 37, 38].

Figure 4.6 shows the geometry of the drif t cell. The sense wire planes are tilted by 45° with
respect to the normal to the chamber axis, with the first nine cells in the backward direction t i l ted
backward and the last six in the forward direction tilted forward, i.e. following the direction of
the tracks crossing the respective cells. As explained in ref. [36] this t i l t produces a distortion
of the equipotential lines resulting in a non-uniform distr ibution of the charge collected on the
four wires and an equivalent tilt of the isochrones. This unusual wire arrangement solves the
left-right ambiguity automatically without a need for wire staggering and furthermore eliminates
the dependence of the resolution on the crossing angle. The wires are soldered to both side walls
of a 23 mm wide cable channel at ^ = 0°. Here the signal wires are connected to line drivers
and the potential wires to HV cables. The tine drivers provide the impedance matching to the
preamplifiers mounted on the end plate. A high resistivity alloy (Elgiloy [39], 3 kfi/m) was
selected as sense wire material (0 20 ftm) to improve the measurement of the 4> coordinate
along the wire by charge division. The potential wires are made from Au (0 120 f i m ) . To save
space the HV cables to the electrodes and cathodes are buried in the Rohacell chamber body
and the miniaturized 10 Mfi resistors (1.25 mm x 2 mm X 0.5 mm), which supply the field
forming strips are embedded in the printed circuit board chamber partit ions. The s t ructure of
the field shaping electrodes is indicated in Figure 4.6. For the gas mixture listed in Table 4.6
the chamber is operated with a cathode voltage of 4500 V, a potential wire voltage of 2250 V
and a field gradient of 53 V/mm.

Since the CIZ is the drift chamber closest to the interaction point, a dedicated current
moni tor ing system (see ref. [40] for details) was inc luded in to each potential wire supply line.
It allows to measure the currents in the nA range. These wires control the gas amplif icat ion in
the chamber. In this way the act ivi ty introduced by interaction products or stray beam can be
monitored. Typically we found 10 nA current increase per ring for a luminos i ty of 20 inb"1*"1.
This corresponds to an accumulated charge of 10 Cb/m per wire for an integrated luminos i ty of
100 p6-'.
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Apart from a narrow str ip near the celJ walls the chamber efficiency was measured to 98 %
in test beams at PSI [37]. From test beam data the resolution was found to be a. = 320 /:m
independent of the drift distance and the crossing angle in the range 10° < & < 110°. These
results could be confirmed with cosmics ray data, where central jet chamber tracks were extrap-
olated into the Z-chambers and then linked to the corresponding t rack elements. The average
deviation from a straight line fit (in the r — z plane) is a. = 260 /*m for CIZ internal track
elements and 400 pm for linked tracks. For the 6-projection a resolution of 2.4 % of the wire
length was measured. Double pulses can be resolved, if their separation exceeds 90 ns, which
converts into 4.6 mm spatial separation in s [37].

4.2.2 COZ

This chamber was also built on a Rohacell body with the cross-section of a regular 24-edge
polygon (Figure 4.2), but resting on a cylinder of carbon fiber reinforced plastics. The Kapton
foils with field shaping copper strips were glued to the Rohacell surfaces. Guided by a mechanical
positioning device the wire supporting rods (GlO with Cu strips, double sided) were placed and
soldered to the Kapton foil. Between these rods planar cathodes were introduced made of
GlO/Cu with holes to enable the gas flow through the chamber. The top cover of the drif t cell
structure consists of a Kapton-Rohacell sandwich which is fixed at the cathodes. The chamber
has a cylindrical shape due to its GlO-Cu gas cover held by the endflanges. Further details can
be found in references [38, 41]. Figure 4.7 shows a schematic view of the COZ. The dead zones
for the wire readout are distributed in azimuth which allows a corresponding distribution of the
preamplifiers at the end flanges and minimises the dead area of the chamber. The anode signals
are transmitted by twin readout b'nes (signal-ground signal, length 20 to 120 cm) from the wire
ends to the preamplifiers on both chamber ends.

Each drift cell is 24 mm high, the maximum drift length is 46 mm which limits the drift
time to about 1 /is. Each cell has four sense wires (Stablohm [39], 0 48 pm, 0.6 kil/m) in
the symmetry plane of the cell and three pairs of potential wires (CuBe, 0 127 /Jm). The wire
feedthroughs in the support ing rods are kept in their nominal position to about 30 ;zm ( a ) . No
wire stagger is implemented. Mirror tracks can be removed in the analysis since they do not
point to the vertex.

The COZ is typically operated with a cathode voltage of 3000 V, a potential wire voltage
of 2250 V and field gradient of 82 V/mm. For the gas mixture listed in Table 4.6 this gives a
drift velocity of 48.5 mm/^sec, as determined from tracks crossing the sense wire plane and the
cathode plane, respectively.

Inefficiencies along the cell walls and other performance parameters were studied in test
beams (3 GeV electrons at DESY and low energy pions and electrons at PSI, see references [42,
41]). Apart from a small region near the sense wire feedthroughs the efficiency was determined
to be 98 % over the full dr i f t cell. For a 90° crossing angle the resolution measured at HERA
is about 200 /tin, deteriorating to 500 /*m for low crossing angles. The az imuthal angle is
determined by charge division to an averaged accuracy of 7.2 °, i.e. 2 % of the wire length.
Double pulses can be resolved if their separation is larger than 70 ns which corresponds to 3.5
mm distance. For a discussion of the opt imum method to resolve double tracks and a comparison
of different a lgori thms for (Q, t) analysis we refer to [41, 42, 43].

4.3 Forward tracking detector

The forward tracking system is designed to provide an accurate measurement of charged par-
ticles in the forward direction (momentum resolution O"p/p2 < 0.003 GeV"1 and track a n g u l a r
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resolution a9^ < 1 mrad), track information on individual particles within jets, electron identi-
fication by means of transit ion radiation detection and a fast forward ray track trigger. Details
about track finding and fitting can be found in [44].

The layout of the FTD is illustrated in Figures 4.8 and 4.9. Key parameters are listed in
Table 4.2. The drift chambers have different wire geometries - the planar ones contain parallel
wires whereas the radial ones have wires radiating outwards from the beam pipe - all wires being
strung perpendicular to the beam direction. The planar module consists of three drif t chambers,
each four wires deep in z and rotated at 60° to each other in az imuth . It is located closest to the
central tracker in each supermodule, since its homogeneous spatial precision in x and y is most
suitable for linking to tracks in the center. For practical reasons the FVVPC (Section 4.5.1) is
mounted directly behind the planar drift chambers in order to share the same gas mixture and
maximise the geometrical trigger efficiency of the FTD. After the FWPC the particles traverse
a transition radiator consisting of 400 polypropylene foils contained in its own gas volume. The
transition radiation photons pass through a t h i n mylar window and are detected in the radial
chamber which produces up to 12 accurate space points from ionization drift timing and charge
division. To improve double track resolution the second and third radial modules are rotated
by 3.75° and 2.5° (1/2 and 1/3 of a wedge) relative to the first. The interleaving of planar and
radial chambers provides the optimum lever arm for momentum measurement.

The indiv idual chambers were assembled and tested separately. The components for a single
supermodule were installed into a three section tank consisting of aluminium outer cylinders
(0max = 1700 mm) and glass free carbon fiber inner cylinders (0min = 243 mm, 4 mm thick,
lined with Al foil), each tank section forming an independent gas volume and electrically isolated
environment. Each chamber is bolted to the rigid central U-shaped outer cylinder using a set
of precision dowels for alignment. Assembly was carried out on high quality surface tables with
dimensional tolerances kept to < 30/jm throughout the bui ld sequence. After commissioning
each supermodule on a cosmic ray test facility the three supermodules were then bolted together,
separated by th in gas tight Kapton windows, and the end faces closed with stiff plates made
from a sandwich of 1.2 mm thick Al alloy and 17.6 mm thick Nomex honeycomb [45]. The
final alignment of the whole FTD was measured using cosmic rays after installation into the
HI experiment. Water at constant temperature (±1 °C) is circulated around each tank section
through copper pipes in order to maintain dimensional stability and provide cooling for the
preamplifiers. As well as maintaining the relative alignment of the tracker elements and support
for the various services - water, gas, cables, preamplifiers, position monitors etc., the tank
provides an electromagnetically sealed environment and serves as the common ground for the
chambers. The HV and signal cables access the tracker volume via the outer cylinder using
hermetically sealed feedthroughs where they are grounded. The HV cables are also filtered
before entering the tank.

Three different gas mixtures are used, two working gases for the chambers and one purge
gas for the transition radiation (TR) volumes. Gas is fed into each supermodule volume via
the U-shaped channels in the outer cylinder, two feed pipes and one pipe for local pressure
sensing, a total of nine pipes per supermodule. Gas tightness is maintained by rubber 0-ring
seals at the outer and inner flanges. The gas is supplied at atmospheric pressure from three
computer controlled closed loop gas c i rcu i t s (sec Section 4.6) which mainta in ga.s pur i ty and
provide the accurate pressure control, ±10 / fbar required in order to prevent damage to the
fragile TR windows. Dur ing HERA operation the oxygen level in all volumes has been kept to
< 50 ppm.

The whole tracker is mounted on four insulated feet and rests on the cryostat rails in stress-
free condi t ion. It is electrically isolated from the central tracker and the cryostat.
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Parameter
number of cells per supermodule
inner (outer) active radius
total number of sense wires (per cell)
sense wire diameter (resistance)
sense wire material
sense wire spacing Az (stagger)
sense wire tension
total number of grid wires (per cell)
grid wire [Cu-Be(2%)] diameter
grid wire tension (surface field)
sense voltage
bulk (grid) field gradient
maximum drift distance (B = 0 T)
drift velocity (B = 0/1.14 T)
Lorentz angle (B - 1.14 T)
z planar (x), module 0/1/2 ̂
z planar (u), module 0/1/2 [3]

z planar (v), module 0/1/2 ̂
z- radial, module 0/1/2 &
cY$(ov)/ffr ,y from track segments
double track resolution

u n i t

mm

fim (fi)

mm
N

//in
N (kV/cm)

V
kV/cm

mm
mm//is

0

mm
mm
mm
mm

fim (cm)
mm

Radials
48

150 (750)
1728(12)
50 (450)

StablohmM
10 (0.28)

1. 75M
1584(11)

125
2.80(21(170)

+2228
1.2 (-6.9)

50
v/3 x 37/37

45

Planars
32

^ 150 (750)
1152(4)

40
\ (Au plated)

6 (0.30)
1.20[2]

2880(10)
125

4.00^ 135)
+ 1575

1.0 (-5.0)
28

43.5/42
41.8

1324.4/1746.4/2168.4
1367.0/1789.0/2211.0
1409.6/1831.6/2253.6
1593.0/2015.0/2437.0

180 - 200 (3)
2

150- 170
2

Table 4.2: Forward tracker drift chamber parameters and positions.
E I ] alloy from ref. [39]; ̂  60 % of the limit of proportionality; ̂  position of first wire in plane.

4.3.1 Planar drift chambers

Each chamber is constructed as a self-supporting module containing 32 drif t cells of identical
rectangular cross-section with wire lengths between 460 mm and 1410 mm as shown in Figure
4.9. The chamber walls are formed from two circular discs wi th an outer diameter of 1.57 m and
a central aperture of 280 mm diameter. They are composed of a low mass composite of Fibredux
skinned Nomex honeycomb 3.4 mm thick, manufactured to be parallel and flat to wi th in 100
fj.m. A 0.8 mm thick double sided printed circuit board carrying the dr i f t field forming strips
and voltage bus on opposite faces is bonded onto one side of the honeycomb laminate, the dr i f t
cells are defined by parallel sets of copper clad PCB's, 0.8 mm thick by 32 mm high, mounted
perpendicularly and bonded at 57 mm intervals into precisely machined slots in the honeycomb
panels, resulting in a multiple box section structure of high mechanical strength and rigidity.
The vertical PCB's constitute the cathode planes and define the maximum drift distance as
28.1 mm (for B = 0). Each cell contains four sense wires un i fo rmly spaced in z and staggered
alternately 300 ;im each side of the median plane of the cell. Each sense wire is surrounded by
four grid wires Cu-Be arranged on a 6 mm square matrix. Significant benefits arise from the
double grid design inc lud ing reduced cross talk, lower wire tensions, improved cell isochronicity,
and reduced grid wire surface fields. All wires are crimped under tension in pins which are held
in position by means of high precision extruded Noryl templates at each end of the cell. The
principal source of error in the wire position (% 20 fim) arises from the inherent inaccuracies in
the crimping technique. The cell ends are closed by PCB's containing electrodes which cleanly
terminate the electrostatic field of the cell. A l u m i n i u m foils covering the outer surfaces and
connected to the tank provide electromagnetic isolation between the i n d i v i d u a l planes. A set of
precision dowels fix the relative orientation of each plane (to < 0.06 mrad) , the orientation of the
planar supermodule with respect to the FWPC and the planar charnber/FVVPC combination
wi th respect to the tank.
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The cell electric field distribution is controlled by seven different voltages: the sense voltage
defines the gas amplification, the central strip voltage affects the sense field homogeneity, four
drif t strips and the cathode voltages determine the field gradient. The grid wires are grounded.
All voltages are supplied directly from the HV supplies, after suitable fan out , wi thout the use
of resistor chains at the chamber. Field optimization and chamber operation are considerably
aided by the fact that the double grid geometry produces a strong decoupling between the sense
field (gas ampb'fication) and the drift field. The operating conditions of the chambers for the
gas mixture given in Table 4.6 are listed in Table 4.2.

The outer end of each sense wire is AC coupled in to a current sensitive preamplifier (two
drift cells per preamplifier) and the signals transmitted via 40 m of 50 fi coaxial cable to the
FADCs. Pulse profile (Q, t) analysis in the front end data acquisition system yields one drif t t ime
coordinate measurement perpendicular to the sense wire and one pulse integral measurement.
Resolutions achieved on e — p data are typically 150 —170//m for the single point spatial resolution
and < 2 mm for the double track resolution.

4.3.2 Radial chambers

The radial wire drift chambers cover 360° in 4> with 48 separate sectors of 7.5° width . Each
sector is a drift cell having 12 sense wires staggered alternately 287 /zm each side of a plane
which bisects the sector. The sense wires, which are all parallel within one of these cells, are
separated by 10 mm. Between adjacent sense wires, and positioned on the plane which bisects
the sector, are field wires parallel to the sense wires and half way between them. All these
wires are supported by crimp pins. At the small radius end (r = 152 mm), the crimp pins
are mounted in a cylindrical Noryl hub, and at the large radius end (r = 760 mm), in Noryl
templates precision bonded into the cylindrical wall of the composite structure which contains
the whole 48 cells of the radial chamber as one rigid uni t . The s t ructure of these radial d r i f t
chambers has been described in references [46, 47, 48].

The wedge-shaped drift cells are separated from each other by cathode planes which consist
of voltage graded copper strips on each side of thin paper-epoxy material (PCB technology).
The electrostatic field cage for each drif t cell is completed by voltage graded shaped conducting
strips bonded onto the plane inner surface of the composite s t ruc tu re (for the high z end of the
wedge), and onto a complex window assembly, described below, which is affixed as a lid to the
composite structure (for the low z end of the wedge).

Detailed design of this window, forming the plane surface of the radial chamber towards low
z was determined by the requirement to detect the transition radiation (TR) entering the radial
drift chamber. The X-ray component of TR produced by an ultra relativistic charged particle
contributes to an enhanced track ionization, hence to enhanced charge collected on one or more
of the sense wires, provided that all ionization deposited anywhere in the cell is collected onto
the sense wires and not onto field wires. The window of the radial chamber is thus designed
to be as X-ray transparent as possible, and to ensure maximum X-ray detection efficiency as
close as possible to it inside the drift cell. Because of the imperfect nature of the field grading
close to the V shaped strips, ionization deposited w i t h i n about 2 mm of the window cannot be
collected onto the first sense wire. Such a loss of X-ray sens i t iv i ty is s ignif icant at the TR entry
(low z) side of the radial chamber, where most of the X-ray photons photo-ionize the chamber
gas. For this reason the V shaped strips to create the d r i f t field are of a l u m i n i u m on mylar
and are supported on Rohacell [35] spacers which position them 5 mm from the th in mylar
window which isolates the chamber gas volume. Tfie effect of this window assembly on the
electrostatics is to move the d r i f t field inhomogeneit ies out of the sensitive gas volume. Then
at the mylar wall closing the gas volume the drift field is uniform and parallel to the surface,
except directly opposite the sense wire. Charging effects on the mylar window are then m i n i m a l .
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and the ionization collection efficiency on the first sense wire is optimal right to the edge of the
gas volume.

Because all the sense wires are in the radial direct ion, a coarse" determination of the radial
position of a track may be made from charge division if a wire is read out at both ends. However
it is not physically possible to have preamplifier cards at the small radius end. For this reason

the sense wires of one 7.5° sector drift cell are connected at the inner hub to the sense wires
of another 7.5° sector drift cell, actually 105° away in azimuth, so that when sense wires are
read out at the outer radius charge division is possible along this double length of radial wire.
Current sensitive preamplifiers are at each end of these sense wire pairs, each channel of which
drives approximately 40 m of cable to the FADC system. Pulse profile (Q,t) analysis gives the
drift coordinate perpendicular to the sense wire plane, and two pulse integral measurements Q^
and QR from the two ends give the radial position by charge division.

The spacing in the z direction between the sense wires of the radial chambers, between the

three modules, and the sets of planar drif t chambers and the radial drift chambers may be seen
from Table 4.2. Concerning the azimuthal position of the radial chambers, the plane which
bisects a 7.5° sector cell (and about which the sense wires are staggered) is at <£ = 3.75° in the
first module, at 4> = 7.5° in the second module and at <j> = 6.25° in the th i rd module. The

resolution achieved with the 50 % argon, 50 % ethane gas mixture used so far is 150 - 200 pm.
The gas mixture which is intended to use for optimal detection of transition radiation is given
in the following section.

4.3.3 Transition radiators

A passive array of polypropylene layers provides a sufficient number of dielectric interfaces for
useful transition radiation (TR) X-ray emission. The dielectric constant, the layer thickness and
the mark to space ratio of the polypropylene sheets determine the X-ray yield and the energy
spectrum. For the values chosen the spectrum peaks around 6 keV for 20 GeV electrons. The

interface between the TR and the radial wire drift chambers has been optimised for transmission
of these X-rays. As described in the previous section the radial wire drif t chambers are designed
and operated both for optimal track point measurement and efficient X-ray detection. The
combination of TR and radial wire d r i f t chamber is designed for electron-pion discrimination, at
the level of 90% electron acceptance with less than 10% pion contamination, up to 80 GeV for
tracks passing through all three modules of the FTD. To achieve this, it is planned to operate
the radial wire chambers with a gas containing xenon which has a high photoionization cross-
section at 6 keV. A 20 % xenon, 40 % helium, 40 % ethane mixture satisfies the requirements
of TR detection with acceptable charged track dE/dx ionization density, and also suitable drift
velocity for the requirements of the dr i f t chamber. Data taken with a radial drift chamber in a
test beam at CERN have shown that the design discrimination between electrons and pions can
be achieved with this gas [49, 50].

The assembly of polypropylene sheets is self supporting but is enclosed in its own gas envelope
in order to isolate it from the gases used in the rest of the FTD. The helium-ethane mixture
surrounding the polypropylene sheets is chosen to give the same partial pressure of hel ium as in
the radial dr i f t chamber. This is important because the interface is the th in mylar TR window
of the radial d r i f t chamber section which could be damaged by pressure differences in excess of

about 100 //bar.

4.4 Drift chamber electronics, readout, and front end data processing

4.4.1 Introduction

All d r i f t chambers in HI are connected to one of the three independent branches of the central
data acquisition system (CDAQ). The analog signals are digi t ized and processed in a number of
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Chamber

Radial
Planar
CJC1 and CJC2
COZ
CIZ
Forward muons 0

Branch

# -
5
5
4
4
4
6

#of
crates

9
6

23
1
1
4

#of
channels

172S
1152
2640

96
60

1024

Raw data
[Kbyte]

20.5
28.5
33.2
3.41
5.14

( Q , t ) data
[Kbyte]

2.4
4.1
5.4
0.5
0,9

Table 4.3: Summary of d r i f t chamber readout data.

front end crates, the trigger connection is based on the Hi standard subsystem trigger controller
crate and interface cards and local logic produces and distributes control signals to the front end
crates. A master crate collects the complete data from the branch and sends it to the CDAQ.
Crates for local data monitoring can be added. Figure 4.10 shows the general layout of each
drift chamber branch.

The drift chambers are distr ibuted between the branches according to position in the detec-
tor. The inner and outer jet chambers and the inner and outer z chambers form branch 4 (CTD).
The forward radial and planar chambers form branch 5 (FTD). The 9- and <p- chambers of
the forward muon spectrometer form branch 6 (FMu). Table 4.3 shows the sizes of the various
components, and the typical size of the zero suppressed digitizations (raw data) and processed
summary data ((Q,t) data).

4.4.2 Operation of the readout

The analog signals from the preamplifiers mounted on the detector are received by 104 MHz
FADC cards which continually digitize and store the data - at this point we are recording data
at a rate of over 600 Gbyte/s over all drift chambers. On receipt of a first level trigger (Ll)
signal the digitization is stopped so that the data recorded in the FADC card memory includes,
for each detector, all digitizations which could have occured between the time of the event and
the maximum possible drift t ime for that chamber.

At a second level trigger (L2) signal the full 2.5 Mbytes of raw data for an event is copied by
the scanner controller cards into the second level buffer at a speed of 3.3 Gbyte/s. At a th i rd
level trigger (L3) signal, the processor card in the FADC crate reads the data from the scanner,
and writes an off-line format data bank into an intermediate buffer which contains blocks of
significant, zero suppressed data with an event size of approximately 100 Kbyte. The output is
written into a triple ported buffer memory on the intercrate connection (VIC8251 [51]). When a
complete event is available from all front end crates the master processor collects the data from
this buffer memory and writes the complete event to the mul t i -event buffer of the optical fiber
VMEtaxi link (see Section 10.1.2).

4.4.3 Amplifier and FADC

The sense wires of the tracking drift chambers are connected to amplifiers either at one or at
both wire ends. The eight-channel ampli f ier cards are mounted directly on the chamber vessel.
The sense wire and the grounded potential wires serve as differential input . The sense wire is at
positive HV and therefore it is coupled to the amplifier via a capacitor (1.5 nF). The sense wires
(in some chambers) and amplifier are protected by a spark gap, and a pair of crossed diodes to



ground. Each amplifier channel consists of two stages of video amplifiers. The amplif icat ion is
large enough so that no fur ther amplification is needed on the readout card. This gives opt imum
noise rejection and minimises the influence of pick-up on the cable to the readout card. The
amplifier card has two test inputs which allow the application of test pulse signals to the inputs
of odd or even amplifier channels.

The 9520 signals from the drift chamber are digitized by FlOOl-FADCs [52]. The sampling
frequency is 104 MHz, generated by an oscillator phase locked to the bunch crossing clock of
the HERA storage ring of 10.4 MHz. The differential outputs of the amplifiers are connected
to the FADC cards with multi-coaxial cable of about 28 m length. This cable also carries the
power and test lines to the preamplifiers. The FADC-chips used have a resolution of eight bits
[52]. The combined signal is fed to the FADC chip through a transformer eliminating DC offsets
and via a resistor network that includes feedback of the input signal to the voltage reference,
providing a non linear response with 8 bit accuracy for small signal amplitudes and a 10 bit
dynamic range. Each FADC-chip is connected to one 256 byte deep memory which serves as
circular buffer. During the active sampling phase of the FADC system signals are continuously
digitized and stored in the memories. This recording process is stopped by a trigger signal
that freezes the history over 2.5 fj,s in the memory. Sixteen FADC-channels are housed on one
FlOOl-card and up to 16 F1001 cards are housed in a F1000 crate. It has a VME backplane
used for fast 32-bit wide readout of the digitized signals from the FADC-memories. The signal
risetime at the sense wire is a few ns. It is deliberately degraded by the amplifier band width,
cables, and coupling transformer to 18 ns (20 % to 80 % of pulse amplitude) at the i n p u t of the
digitizing FADC. This is the optimum for a time measurement with a FADC sampling at 100
MHz.

4.4.4 The scanner and the front end processor

In each F1000 front end crate there is an M1070 scanner card that acts as a sample controller
for the FADCs, and provides fast readout and zero suppression of the FADC data. The scanner
supplies the 104 MHz clock to the FADC cards, and at a Ll trigger gates this clock such that
the circular buffers of the F1001 cards contain the required time segment. At a L2 trigger signal
it copies the data from the FADCs into a local buffer in a series of synchronous bursts over
the VME bus, in this way a transfer speed of 80 Mbyte/8 is achieved, and the data for a full
crate can be copied within the 800 fj.s requirement of HI. During the copy the data is compared
with programmable thresholds and any significant transition (presently two subsequent time
bins above or below threshold) is recorded in the hit table.

At a L3 trigger signal the scanner interrupts the front end processor (24 MHz FIC 8231
[53]) present in each F1000 crate. The interrupt handler reads the hit table from the scanner,
calculates the required blocks of raw data, and copies these blocks into a multievent raw data
buffer in an off-line format data bank. Each block includes four pre-samples before the hit starts
to allow dynamic calculation of the pedestal, and blocks are merged in cases where a block would
influence a subsequent block on the same wire. An output bank is written into a multievent
output buffer in the memory of the VIC 8251 interconnect card, using the VSB bus connecting
the processor and the interconnect, since the VME bus may be occupied by the scanner reading
a subsequent event. The input raw buffer and output buffer both typically hold 30-40 events,
and this allows derandornization over many events of the large range in processing times caused
by localised high track density.

4.4.5 Determination of charge and time ( Q , t )

The relevant parameters of a signal pulse from a d r i f t chamber wire are signal t iming ( ( ) and
the pulse integral (Q). These signal parameters are determined by a program which runs on the

43



L4 farm (see section 8.5). In this way the amount of raw data is reduced by a factor of about
five. The zero suppressed data provided by the scanner are treated in several steps. For the
CJC. CIZ, COZ and the radial chambers the first three steps consider the data of both wire
ends separately, while the fur ther steps use the combined information.

In the (Q, *) —algori thm the FADC data are first linearised. The leading edge of a new pulse
is found by a search for a maximum in the difference of successive samples above the threshold.
The average of the six digit izations before the pulse start is used to evaluate the pedestal to be
subtracted from the pulse. Hits from the two ends of a wire are combined if the leading edges
differ by less than or equal to two clock bins.

The essential information for the drift time determination comes from those electrons which
arrive first at the sense wire and which are produced along the track in the region tangential
to the isochrones. These electrons contr ibute to the sharp rise of the pulse, which is, however,
smeared out by diffusion, chamber capacity, and amplifying electronics. The remaining off-
tangential electrons arrive at later times and fluctuations of their ionization density influence
only the trailing edge of the pulse, otherwise determined by the differentiating electronics.

The drift time is determined by chamber specific algorithms. For the CJC e. g. the time at
half the full amplitude is determined by linear interpolation, averaged over both wire ends and
used with the average risetime to extrapolate to the arrival time of the first electrons, taken at
10 % of the pulse amplitude. The average pulse consists of about 20 digitizations, while 10.4
MHz noise pulses extend typically over 5 bins and can therefore partly be rejected at the scanner
level. The pulse integral is determined by summing some fraction of these digitizations. Most
important for the CJC (and radial drift chambers) is the relative error of the integral for the
Z(T] determination. It is minimised by choosing a rather short integration interval of eight time
bins. The timings of the pulses from the two wire ends differ because of different cable length
and signal propagation along the wire. Therefore the phase of the integration interval has to be
properly adjusted in order to guarantee the integration over the same part of the pulse on both
wire ends.

If a pulse is recognized on the tail of a previous one it is analysed after effects from the
previous pulse have been subtracted on the two wire ends independently. For this subtract ion
a standard pulse shape is determined by averaging a large number of pulses, and then matched
in phase and normalised in height to the preceding pulse.

4.4.6 Implementation

The subsystem trigger controller crate (STC, [54]) provides a standard interface to the central
trigger electronics (see also Section 8.3.5). The STC in the DC readout is supplemented by a
104 MHz phase locked loop (PLL) card providing an accurate (±1 ns) clock and a logic card
acting as sequence controller. Although responses from the scanner could by simple combination
be used directly to respond to the central trigger, inclusion of the logic card in the path allows
better overall performance by overlapping some stages of processing with refill and other delays
of subsequent events. This places much of the response t ime of the DC systems in second or
even third order dead time, and allows the DC systems to be run at almost full throughput with
l i t t l e or no actual dead time.

The master crate contains interfaces to the CDAQ (VMEtaxi l i n k ) and to other crates in that
branch (VIC8251) consistent with the common HI archi tec ture (see Section 10.2.1). On s tar tup ,
the master processor loads all other processors wi th code and data stored in nou volatile ram.
Once the other processors are r u n n i n g , all communica t ion is made through the buffer memory of
the VIC boards connected to each of the remote processors. D u r i n g a run the master processor
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operates asynchronously, wait ing for an event to be signalled by the trigger processor, and then
polling the front end processors unt i l the complete event is ready to be bui l t . The events are
not buffered or processed by the master processor.

A monitoring crate provides access to the readout branch for chamber specific control and
monitoring systems. A small fraction of the event data can be passed to the monitoring crate
for local monitoring, especially that which requires raw data that might be unavailable in the
CDAQ monitoring systems. Data is collected from a dedicated memory in the master crate using
a differential VSB extension [55] - the VICS251 connection is not used for technical reasons.
Data may also be fed back from the monitoring system into the data stream, to allow important
slow control information (e. g. HV, currents) to be recorded together wi th the event.

The drift chamber readout uses processors of the Motorola 68000 family throughout. These
CISC processors are relatively easily programmed at the native instruction level, and all the
readout code was w rritten in assembler. By splitting the workload between many processors
each fulfilling a specific task it has been possible to avoid the use of an operating system on any
of the readout processors. This has minimised response times and maximised performance.

4.5 Proportional chambers

Between 5" and 175° the solid angle seen from the interaction region is completely covered
by multiwire proportional chambers. Six independent planes in the forward direction, four in
the central and also in the backward direction serve three different functions: to deliver a fast
t iming signal with a time resolution better than the separation of two succeeding HERA bunch
crossings, to provide moderately accurate space points for charged particle track reconstruction
at the first level trigger and lastly to add an accurate track element in the backward direction,
where the drif t chambers fail to provide enough space points.

The planar forward chambers (FWPC) are interspaced between the driftchambers of the
FTD described above and are exposed to high particle rates increasing towards the beam pipe.
Hence minimum overall thickness and minimal amount of material traversed, sufficient ageing
prospects, and cathode pad size adapted to increasing rates near the beam pipe became the
primary design criteria. These points do also apply for the two cylindrical chambers in the
central region. The inner one (CIP) is closest to the interaction region and covers the largest
solid angle. In order not to degrade the track reconstruction of the surrounding drif t chambers,
the CIP and its outer partner (COP), were fabricated with low mass materials and a narrow
active gap. Since the main purpose of the FWPC, COP and CIP is to provide space points
for the first level trigger, a pad segmented cathode readout was chosen with graphited surfaces
as in other chambers built for high rates [56, 57]. From the reconstructed tracks the event
vertex can be deduced and other detector data such as calorimeter and muon information can
be validated. Since the trigger logic requests three space points per track, spurious background
hits from uncorrelated noise and synchrotron radiation are removed.

In the backward direction the reconstruction of the scattered electron in low momentum
transfer events calls for an accurate track segment. This is given by the signals from the four
differently oriented anode wire planes of the backward chamber (BWPC). Several wires can be
combined for triggering purposes. Standard planar chamber cons t ruc t ion techniques sufficed
here, since more than one radiation length of electronics and cables from the central tracker
separate the BWPC from the interaction region. The BWPC covers the front surface of the
backward electromagnetic calorimeter (BEMC) and hence also serves to discriminate electrons
and photons.

The properties of all four chamber types are summarized in Table 4.4. The front end elec-
tronics and readout system is identical for all chambers.

45



active length Az/Ar131

active zone starts at z/rW
mechanical length A*/ArP'
total length Az/Arf1 '3!
thickness Ar/A^3'6]

chamber starts at j/rt1-"
position of first anode r/^3J
number of anode planes
number of wires
wire separation
gap width
number of cathode pads
cathode resistivity
length of pad Az/Ar[3j

width of pad A<£
anode wire tension
plateau length
plateau starts at

u n i t

mm
mm
mm
mm
mm
mm
mm

mm
mm

kn/a
mm

0

N
V
V

CIP
inner/outer

2190
-1125
2254
2467

21.5 (25)
-1376

157/166
1

480
2.1/2.2

3.0
480

=400
36.6
45

0.63
200/250

2425/2375

COP
inner/outer

2172
-1107
2262
2360

30 (34)
-1270

501/514
1

1574/1615
2.0
4.0
288

= 200
120
22.5
0.60
200

2900

FWPC
# l/# 2/# 3

583
167
665
665
40
135

1451/1874/2297
2

724
2.5
4.0
384

=300
13 to 54^
45 (22.5)N

1.5
300
1900

B\VPC

515
135
597
708

52 (60)
110

-1423
4W

2496
2,5
4.0

=400

0.98
200

2800

Table 4.4: Proportional chamber parameters. The separate columns for CIP and COP refer to
the two planes, for the FWPC to the whole module containing two planes.
M Inclusive preamplifiers; PI only for the four outermost of the 20 radial pads;
[3] first coordinate for CIP and COP, second for FWPC and BWPC; (4] width increases with
radius, Ar, = 0.0782r,-, where r, is the inner radius of the pad; ^ the anode wire of each
successive plane are rotated by 45°; '7] in active zone (and at end flanges).

4-5.1 Forward proportional chambers (FWPC)

Each of the three chambers in the forward tracker volume consists of two wire planes interleaved
with three cathode planes. The gap between the two adjacent cathode planes is 4 mm wide,
as indicated in Figure 4.9. All chamber frames are made of glass fiber epoxy. To reduce the
mass in the active area a laminated structure consisting of the following layers is used: 100 ftm
graphited mylar foil serving as cathode plane, 250 fj,m printed circuit board carrying 10 fim Cu
readout pads, 3.3 mm Nomex [45] mesh, another 250 fim printed circuit board covered with 10
fim Cu for the strips leading from each pad to the preamplifiers on the chamber ends, a fur ther
100 fim of graphited mylar foil in the central plane or aluminized mylar foil on the external
planes for electromagnetic shielding. The graphite layers are produced by spraying a mixture
of DAG 5466/DAG 213 [58] at 5 bars giving an initial surface resistivity of 1 MH/D, which
was reduced to 300 kfi/Q by polishing. Each chamber is strengthened by a backplane, 12 mm
thick, wi th two layers of 250 ftm glass fiber epoxy sandwiching 11.5 mm Nomex. The overall
thickness is 1.7 % of a radiation length. The mechanical tensions of the wires and the foils are
supported by 24 and 8 axial rods on the external and internal frames, respectively. The anode
planes contain gold plated tungs ten wires (0 25 ftm) spaced by 2.5 mm. They are crimped on
pins fixed on the frames. Each wire is connected to the following one through 1 Mfi resistors
and to ground through 330 nF capacitors. Groups of 15 wires arc connected to separate HV
lines, which allows degrading of mal func t ion ing sectors if necessary. The cathode pads arc ring
shaped arid cover an az imutha l angle of r/S each, except for the four outermost of the 20 rings
where they cover Tr/16. The radial pad wid th increases w i t h radius in geometrical progression
from 18 to 37 mm. Two consecutive cathode planes are offset by one half of a ring, such that the
effective polar angle resolution is halved: r,nin pt-+1 = rmir lp; x 1.0382 with 1G7.5 < r < 750 mm.
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The Pluto gas mixture (see Table 4.6) was chosen, because the FWPC share their gas volume
with the forward drift chambers and transition radiation detectors.

A track crossing all three or at least two modules of the FWPC has to fall in to the polar angle
range 6.6° < 8 < 18.0° or 5.1° < 0 < 21.6°, respectively. For such tracks an effective t iming
resolution of 20 ns (FWHM) and 47 ns (base width at 10 % of the maximum) was measured
using Hi data, well below the required resolution to separate two bunches.

4.5.2 Central proportional chambers

4.5.2.1 CIP The laminar structure of the CIP called for special construction techniques
which are described in detail in reference [59].

The double layer of chambers consists of three concentric cylinders. During construction each
chamber cylinder was formed on a steel mandril milled to a precision of 25 fim over the full length.
The innermost layer of the first cylinder, a 25 /im thick Al-foil provides the electromagnetic
shielding. The next layer - 2 mm thick Rohacell foam [35] glued onto the Al-foil with 20 g/m2

epoxy-glue [60] - gives the chambers the necessary rigidity. The Rohacell surface was polished,
and a second 25 pm Al-foil glued to it served as the inner cathode. After cutting the cylinder to
the right length the Al-foils were connected to Cu-foils, at the ends and the glass fiber epoxy [27]
end flanges were added. These carry the printed circuit boards for the anode wires, which are
supported further by glass fiber epoxy rings at 1/3 and 2/3 of the chamber length. The active
gap is 6 mm wide. The anode wires (gold plated tungsten, 0 25 p.m) were transfered to the
axially prestressed cylinder from planar frames.

The middle cylinder forms the outer cathode of the inner chamber and the inner cathode of
the outer chamber. Here the innermost layer, a 20 /im Kapton foil is coated wi th high resistive
graphite (400 kQ/D) on one side and 0-5 ^m Al on the other side. The Al layer is segmented
into pads on which the induced charge on the cathode is collected. The graphite layer in front
guarantees a fast disappearance of the accumulated ion charge. This has the advantage, that
the readout wires of the pads can be mounted outside the gas volume. After several tests on
prototypes [59] the graphite layer in the final chamber was produced by spraying a mixture of
DAG213, DAG305J5S] and isobutylmethylketon ( I B M K ) in a ratio of 20 : 1 : 7 onto the Kapton
foil with 3 bar. The cathode foils are again backed by 2 mm Rohacell. The readout wires (150
/im Al) are embedded into 250 fim deep grooves in the Rohacell runn ing along the z—axis from
the chamber end (— z side) to a hole centered over the pads. The wires were contacted onto
the pads with silver paint and soldered at the flange end. Another 20 fim thick Kapton foil
with Al-coating is glued onto the Rohacell, which forms together with the wires a wave guide
of ~ 70 fi impedance. The Kapton foil again backed by 1 mm Rohacell with a polished surface
is covered by another 25 /*m Af foil serving as the cathode for the outer chamber. End flanges
and connections are similar to those of the first cylinder and the sequence of layers for the third
cylinder is identical to that of the second.

Gas sealing is provided by two 0-rings at the end flanges (2 mm 0). The overpressure in the
chambers has to be kept small and needs to be monitored carefully in order not to distort the
gap. The two chambers have independent gas dis t r ibut ions and are rotated by 7T/1G in <f> with
respect to each other, thus halving the eightfold segmentation of each chamber at the trigger
level by requir ing coincidence of two planes. In z there are 60 pads of 36 mm width in eacli <p
sector.

With the gas mixture given in Table 4.6 the single pad efficiency measured in a test beam was
99 %, while at HERA 94 ± 2 % was measured with extrapolated jet chamber tracks. From the
measured pulse height d is t r ibut ions the gap variations for this l ight chamber were deduced to be
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less than 0.2 mm. The measured test beam time resolution (FWHM 21 ns) compares well with
the results at HERA. This result converts into a 2 % probabil i ty to register a given pad w i t h
the wrong (neighbouring) bunch crossing. The probability for crosstalk, i.e. the probability
to register signals also in neighbouring pads in z and 4> and the inefficiencies across the pad
boundaries are discussed in detail in reference [-59]. The average number of active pads for
crossing angles larger than 9 = 40° in a test beam (1.4) compares well with what is observed at
HERA.

4.5.2.2 COP The construction of the COP follows closely that of CIP in those aspects
concerning the sandwich s t ructure (see Figure 4.11). Steel mandrils machined to a precision of
60 /zm and appropriate to the larger chamber radii were used. To improve the stability of the
sandwich structure, the thickness of the core material (Rohacell) was increased to 4 mm. The
graphite cathodes (7 rrr area per chamber) are produced with a screenprinting technique using
a resistor ink solution, rather than spraying . The ink [61] has a resistivity of 170 Kfi/D for a 15
fim layer and was diluted with a solvent monobutylic ether of ethylene glycol in a ratio of 1 : 3.
A surface resistivity of 200 KH/O was obtained after polymerization at 120 °C during 1 hour .
The cathode pad structure is provided by gluing patches of 25 fim Kapton coated with 1 /zrn
Cu to the back side of the graphite cathodes, giving an 18-fold segmentation in z and 16-fold
segmentation in <f>. The cathode layer is backed by 3 mm Rohacell, in which 50 fim diameter
Cu wires are embedded. A 25 //m Kapton foil coated with 1 fim Cu put on top of the previous
layer constitutes with the copper wires the transmission line that carries the chamber signals
to the — z end of the chamber. This layer is then backed by 2 mm Rohacell. The Vetronite
(G10) end flanges of the chamber support the printed circuit boards to which the anode wires
(~ 1600 per chamber) are soldered and assure the 8 mm chamber gap size. They form the
only rigid structure to which the gas dis t r ibut ion and preamplifiers are connected. The three
cylinder sandwiches are assembled in vertical position. Pulse height measurements showed that
the gapsize variation is of the order of 0.3 mm [62].

Despite its three times larger radius the COP is only moderately thicker than CIP (0.18 %
radiation length instead of 0.14 %). The efficiency plateau is reached at 500 V above the CIP
plateau with the same gas mixture, a consequence of the larger gap. While in test beams CIP
and COP behaved similarly, at HERA the noise level in COP is slightly higher due to more
difficult grounding. This requires a higher threshold setting and leads to a typical efficiency of
92 ± 2 %. The timing resolution is similar to that of the other chambers.

4.5.3 Backward proportional chamber (BWPC)

The BWPC is equipped with five graphited cathode planes (50 fim Mylar foil) and four anode
wire planes. It is the only chamber in Hi in which the cathodes are not segmented and the anodes
are read out. The graphite coating was fabricated with the same technique as described for CIP.
The wires and the foils are stretched between a 23 mm wide inner and a 67 mm wide outer ring
of glass fiber epoxy (G10). These rings are 4 mm thick and susta in the active gap of 8 mm per
chamber, as indicated in Figure 4.12. The wires are s t rung every 2.5 mm, but signals from two
neighbouring wires are fed to one preamplifier. The wire orientations are vertical, horizontal
and ±45° for the four layers. Gas sealing and s t ruc tu ra l support for the assembly is provided
by GlO front and back planes of 10 mm thickness milled down to 6 mm in the active zone.
The latter starts at an inner radius of 135 mm and ends at G50 turn, while the whole chamber
occupies the region bctweenn r = 110 mm and r = 818 mm. The BWPC therefore covers polar
angles of 174.5 > & > 155.5". The space points given by the BWPC contribute 0.5 inrad to
the angular resolution, of the same order as the mul t ip le scattering in the material in front of
it. For high energy electrons an efficiency of 87 % per plane was measured from extrapolated
CJC chamber tracks. When requiring three out of four planes to be hit in coincidence with the
BEMC an efficiency of 98 % is obtained.
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4.5.4 Proportional chamber electronics and readout

Preamplifier
Differential gain
Rise time (10-90)%
Fall time (10-90)%
Input impedance
Output load
Dynamic range
Power supply
Size

65 nV/e
2 ns
20 ns
64 H
2 x 50 ft
± 300 mV (» 107e)
± 3.5 V (22 mW)
25 x 10 x 2 mm3

Amplifier-Shaper
Max. differential gain
Rise time
Pulse w id th (FWHM)
Max. ou tpu t voltage
Overload recovery:

Kn < 5 X Vin,!at

Vin = 30 x v;n,jar
Power supply
Size

400
9 ns
16 ns
3.2 V

70 ns
170 ns
+5, -5.2 V (320
36 x 3 x 6 mm3

mW)

Table 4.5: Characteristics of the MWPC preamplifier and amplifier-shaper.

A schematic picture of the frontend electronics is shown in Figure 4.13. The cathode pad
signals (CIP, COP, FWPC) and anode wires (BVVPC), respectively are preamplified directly on
the chambers. A differential signal is then transmitted through a 35 m long cable to the electronic
trailer. Each cable contains 16 signal pairs and is connected to a receiver card containing shaping
amplifiers, followed by discriminators with computer controllable thresholds. The characteristics
of the preamplifier-shaper chain are listed in Table 4.5. The overall gain can be adjusted to
chamber pulse height between 1.3 /iV/e and 26 //V/e by means of a resistor on the receiver card.
A typical equivalent noise charge is about 3800 e, for a chamber capacity of 60 pF.

The digitized signals are synchronized with the HERA clock and stored in a pipeline con-
structed from the same gate arrays as used in the muon system (see Section 6.1.4). Upon a first
level trigger decision (Li-Keep), the pipeline clock is stopped. A second level trigger decision
(L2-Keep) then initiates the data readout. The synchronized pad signals are furthermore made
directly accessible to the z—vertex and forward ray trigger (see Section 8.3.1.3). Test registers
allow controlling the readout and trigger chains.

The MWPC readout system, an independent branch (# 7) of the HI data acquisition sys-
tem (see Figure 10.3), is responsible for reading 3936 channels, originating from 270 receiver
cards in 15 crates, and some decision data from the two first level triggers. In addition to the
frontend crates, the system consists of two standard VMEbus crates and one STC crate [54] in
a configuration common to all HI subsystems (see Section 10.2.1).

The frontend crates are equipped with a customised 'EasyBUS', which is essentially a sim-
plified 16 bit wide VME bus with a 64 kWord address space lacking any in ter rupt capabilities
but with added analog and ECL signal lines. The latter are used to d is t r ibute the clock and
Li-Keep signals. The analog lines allow measuring the digitization thresholds loaded to the
discriminators through an ADC located on a crate controller (CC) card. The primary task of
the CC's is however to connect the crate to a branch driver card (BDC) residing in the master
VME crate. The BDC-CC combination maps the EasyBUS address space into the VME frame
[63].

Each BDC is directly connected to the STC and contains a DMA (direct memory access)
controller and a 4 Kbyte deep FIFO (f irs t in, first out) buffer. An L2-Keep signal can thus in i t i a t e
a frontend data transfer to the master crate wi thout processor in te rven t ion . The maximum
transfer speed is 4.5 Mbyte/s. Eacli of the six BDC's installed in the MWPC area can control
eight frontend crates. The latter are grouped into pairs to make use of the 32 bit wide data
path of the VME bus. To optimise readout speed, between two and six crates are connected to
one BDC.



The first order dead t ime is determined by the front-end transfer to the BDC as long as the
BDC FIFO are not saturated. The saturation rate is given by the average time spent by the
data acquisition processor per event. Details of the data acquisition program are available in
references [63]. An average time of 4.2 ms per event is needed. This corresponds to an average
of 237 hits in 10 bunch crossings.

4.6 Gas systems

To operate the nine different tracking detectors nine separate gas circuits are necessary, with
different gas mixtures, flows, and demands on purity and overpressure control. For the forward
chambers and CJC closed circuits are used while CIZ, COZ, CIP, COP and BWPC are flushed
with premixed gases in open circuits. The main parameters of the gas systems are given in Table
4.6.

Detector

Planars-f
FWPC
Radials

Radiators

CJC1

CJC2

CIZ

COZ

CIP

COP

BWPC

Gas
volume

[1]
-900

-700

-500

-1140

-3080

—55

-240

-30

-150

-120

Gas mixture +
additives:
volume ratio
[%]

Ar/C3H8+C2H5OH
(90/10)+!
Phase I: Ar/C3H6 (48/52)
Phase II: Xe/C2H6/He
+ C3H7OH (20/40/40)4-1
He/C2H6 (60/40)

Phase I: Ar/C0 2 /CH<
(89.5/9.5/1)
Phase II: Ar/C2H6 + H20
(50/50)+0.5

Ar/C2H6 + H20
(70/30)4-0.2
Ar/C2H6+C3H7OH
(48/52)+!
Ar/C2H6 /Freonl2+H20
(49.9/49.9/0.2)+0.2
Ar/C2H6 /Freonl2
(49.9/49.9/0.2)
Ar/C2H6/Freonl2
(49.9/49.9/0.2)

Pressure relative
to atmosphere

tvp. max.
[hPa]

0.15±0.10

0.15±0.10

0.25±0.10

1.5±0.5

1.5±0.5

0.15±0.10

0.15±0.10

0.15±0.10

0.15±0.10

0.15±0.10

1

1

1

5

5

1

1

1

1

1

Flow rate

typ. max.
[1/min]

1.3

1.0

0.1

1.5

4.5

0.1

0.2

0.07

0.1

0.1

3

2

1.5

3

9

0.6

0.8

0.6

0.6

0.6

System

circuit
type

I
closed

open

II
closed

III
open

Table 4.6: The different circuits of the gas systems.

4.6.1 Gas circuits

The s impl i f ied diagram of the gas ci rcui t of the planar chambers shown in Figure 4.14 il lustrates
the typical features of the gas systems. The system is distributed over three levels, the supply
outside the Hi hall, the control room on the first underground floor and f inal ly the d i s t r i b u t i o n
rack on top of the electronics trailer near the detector. At the latter point the gas inlet flow for
each detector is adjusted by mechanical flow meters and for some chambers split into several

*
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streams for fur ther dis tr ibut ion as shown in Figure 4.14. The static pressure of chambers relative
to atmosphere is measured with sensors in the /ibar range. In order to avoid too large hydrostat ic
pressure differences between chambers and sensors, the latter are also located at this point.

From the inlet manifold either pure or premixed gases can be fed into the circuit . Flushing
is done by gently filling helium or argon via the two flow meters FL1-1 and FLl-2 into the
chambers, while the chamber gas at the same t ime is sucked out by the membrane pump CP1-1.
To hold the chamber pressure during the whole operation within adjustable tolerances of about
±100 /zbar, the solenoid valves SV1-2 and SVl-3 will be either opened or closed depending on
the actual pressure inside the detector. As seen from Figure 4.14, the ingoing and outgoing flows
of the chamber gas are split into two paths, one of them containing instruments for continuous
gas analysis like infrared meters, a hygrometer and a gas chromatograph in combination with
an oxygen trace analyzer. The filling of the chambers proceeds in a similar way as the purging
either with premixed gas or by introducing approximately the right proportions of first the
non-flammable and later the flammable gases. Then inlet and vent valve are closed and the
circuit is switched from the open to the closed mode. The gas circulates through the barrel,
the purification units, if needed, through an alcohol or water bath, and through the chambers.
Since the purification units absorb part of the gas components, particularly hydrocarbons, a
readjustment of the mixture is necessary after typically one day of circulation. To maintain
the correct mixture gas can be added to the barrel manually. Repeated circulation for several
days, especially when additives like water or alcohol are used, leads then to a homogeneous gas
mixture constant in time.

So far three types of additives are used. Some mixtures contain 0.2 % Freon 12 as one of the
components of the premixed gas. To other delivered mixtures alcohol (typically 1 %} or water
(typically 1000 ppm) is added by passing the gas over a bath of the cooled or frozen liquid stored
in a refrigerator in temperature controlled reservoirs. The admixture is adjusted by varying the
bath temperature.

4.6.2 Purification and analysis

The closed loop circuits are supplied with purification units for removing oxygen, water and low
concentrations of higher organic compounds. For oxygen removal 2 kg BTS-catalyst R3-11 [64]
in the reduced state is used as an absorption agent and oxygen levels as low as 20 to 40 ppm
have been reached over long time periods. Optimal oxygen removal is obtained with catalyst
temperatures of 100 °C to 150 °C. However in the case of ethanol admixture, as is foreseen
for the planar chambers, the alcohol will be cracked (65, 66]. Working at temperatures below
80 °C circumvents this problem at the cost of a lower oxygen capacity for the purifier of only
about 6 to 15 1 [02/kg (catalyst)]. A similar problem arises when isopropanol is added to the
chamber gas, which is recommended for Stablohm wires and the radial chambers [46, 67]. Since
the isopropanol molecule is more fragile than the ethanol molecule, it is cracked even at room
temperature into hydrogen and acetone by the catalyst [68]. Use of other 02-purifiers working
at low temperature like Oxisorb [69] and palladium-catalyst [70] give similar problems with
alcohol-additives, especially with isopropanol, so that up to now isopropanol could not be used
in the closed c i rcui t of the radial chambers.

At room temperature water and higher organic compounds are removed by a mixture of 1.5
kg 3 A and 0.5 kg 5 A molecular sieves. In case of water or ethanol additives the molecular
sieve eventually saturates, but it is still capable of removing other impur i t ies . Both, molecular
sieve and BTS-catalyst are regenerated twice per year or whenever necessary.

Cont inuous control of gas composition is necessary for constant operation. Infrared meters,
dedicated to a certain gas type, but with some sensi t ivi ty left for the gas additives give permanent
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information on changes. Hygrometers in the ppm-range and an CK-trace analyser allow an early
detection of leaks. Complete analysis of the gas composition is performed by an automat ic gas
chromatograph station, routinely switched into the different circuits. Independent ly of the use
of calibrated gases this instrument gives the different gas portions to an accuracy of ±2 % of
the measured value with an overall sensitivity of about 300 ppm [71, 72].

e
4.6.3 Electronic control and safety

The concept of the Hi gas system control follows the solution chosen for L3 time expansion
chamber (TEC) [73, 74]. A Motorola 68000 CPU serves as a crate master, integrated into a
VME-system with the necessary resources for monitoring, logging and control equipment. The
instantaneous values of all analog outputs of the measuring devices, especially those for pressure
and temperature, but also those for supply voltages are controlled within preset limits. Warnings
or alarms are generated if one of the relevant parameter values is exceeded. In case of an alarm
the gas circulation is stopped and the HV supplies of the detectors concerned are switched
off. A computer independent hard wired logic with a more generous alarm setting protects the
chambers against destruction in case of program failures or other accidents. In this case also an
alarm is generated and the powerless open solenoid valves in the distribution rack on top of the
electronic trailer connect the chambers with an argon flushed reservoir at atmospheric pressure
as indicated in Figure 4.14. A set of four independent serial links per gas system monitors all
gas parameters and distributes this information to the slow control system (Section 9).

Gas sensors are distributed in the Hi detector region, on the electronic trailer with the
distribution rack and in the volume occupied by the trackers, as well as in the rooms where
flammable gases are handled.

The tracker volume is flushed with ~ 12 m3 of nitrogen gas per hour to prevent accumulation
of flammable gases in case of a leak. Since the operational pressure of most chambers is as low
as 0,15 hPa relative to atmosphere and only 1.5 hPa in case of CJC, the amount of gas which
may escape through a sudden leak in the chamber region is at most only a few liters. Small
continuous leaks are best controlled in the closed loop circuits by measuring the pressure drop
in the barrel over several days. The maximum working pressure in these circuits is limited to 1.6
bar absolute. A typical leakage of about 4 I/day corresponds to a pressure drop of ~-40 hPa/day.
In the open circuits additional electronic flow controls, in series with FLl-1 and FL1-2, restrict
the input flow. In case of a major leak the operational chamber pressure cannot be reached with
the low flux adjusted by these controls.

4.7 Scintillators

Both scintillator arrays discussed in this section are located in the backward region (see Figure
2.2) and have been installed to reject proton beam associated background at the first trigger
level. The present life t ime of the stored proton beam in HERA dur ing collisions varies between
10 and 48 h. The stored proton current design value is 160 mA with 2 x 1013 c i rcula t ing protons
in total. These protons are lost by beam gas and beam wall interactions producing background
showers of energetic penetrating hadrons and halo muons. With a beam l i fe t ime of 10 h the
Hi sensitive detector volume is hit by this background wi th a frequency of 2.6 MHz.

4.7.1 Time-of-flight counters

The time of flight hodoscope (ToF) consists of two planes of 3 cm thick NE102A scint i l lator
mounted perpendicular to the beam pipe upstream of the interaction region. Particles from
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proton induced background and from e — p collisions are separated in time at this point by ~- 13
ns. The electron bunches have negligible size whereas the proton bunches are spread over 2 to
3 ns FWHM. The plane nearest to the interaction point (ToFl) lies at z = —1.95 m and has 16
butted counters, measuring 317 X 317 mm2 thus matching the size of four BEMC stacks. The
outer plane at z = —2.25 m consists of eight larger counters (317 X 634 mm 2 ) .

In order to operate inside the 1.14 T field, ToF utilises 24 Hamamatsu R2490-01 high field
photomultiplier tubes (PM) . It is necessary to mount them perpendicular to the planes of ToF,
requiring a light collection countersink to be machined into one of the large faces. A correspond-
ing perspex truncated cone is glued to the other side to match the PM sensitive area. The PM's
themselves are housed in non-magnetic holders and held in contact with the small light guide
by springs.

Each wall of ToF is made up of a sandwich of scintillator and lead (Figure 4.15), mounted
on a backing plate of non-magnetic steel to minimise stresses from the large magnetic field. The
lead is 6.5 mm thick to absorb synchrotron radiation. Steel is used rather than aluminium to
minimise eddy currents produced during a magnet quench.

The six inner counters (four on ToFl, two on ToFO) can be moved horizontally up to 20 cm
from the beam pipe using computer controlled pneumatic rams. This removes them from the
high radiation fluxes around the beam pipe during injection. With the counters in the open
position, ToF can be split in half about the horizontal axis, allowing removal without breaking
the vacuum in the beam pipe.

Signals produced by the PM's are amplified (x40), up to ~ 1 V before travelling down 29
m of cable to a NIM logic located in the electronics trailer. Here the signals are discriminated
and strobed in three time windows: background, interaction and global, which are used in the
first level trigger decision (see Section 8.3.1.1) available after 250 ns. The device as a whole has
a resolution of 4 ns, while individual counters have a resolution of the order of 2 ns. The timing
information of all counters is available in the event readout chain.

The setting and width of the time windows greatly affects the performance of ToF, and they
are continually updated as offline analysis proceeds. The background window currently starts 18
ns before the centre of the background distribution, and is 25 ns long. The interaction window
starts 1 ns after the background window ends and is 13.1 ns long (Figure 4.16). A constant
background of cosmic ray hits is present, about 200 entries per bin. Triggers in the interaction
window are in fact much dominated by synchrotron radiation.

4.7.2 The veto wall

In addition to the ToF device two double scintillator veto walls are installed at a distance of 6.5
and 8.1 m, respectively upstream from the interaction point (Figure 2.2).

The smaller inner veto wall covers the near beam area (100 x 90 cm3) down to a radius
of 11 cm (Figure 4.15). The four scintillator pairs (NE 114, thickness G mm) are read via
two photomultipliers (56 AVP, VALVO) each. The pairs are shielded against electromagnetic
showers by lead walls of 4 cm thickness. Penetrating particles are then ident i f ied by coincidences
between two scintillators wi th a time resolution of ± 3 ns. The large outer veto wall wi th an
area of ca. 5 x 4 nr overlaps the inner veto wall and nearly all of the l iquid argon calorimeter.
The array of 10 counter pairs of up to 2.1 x 0.90 m2 area each (Figure 4.15) is grouped around
the last upstream HERA quadrupole wi th a 0.8 x O.S m2 sized hole. The scintillators (NE 110,
1 cm thick) are coupled to 20 5 inch phototubes of type VALVO XP 2041. These tubes arc
shielded with thick iron tubes and ft - metal cylinders against the magnetic fringe field (a 10
mT).
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An iron wall of 5 cm thickness separates the scintillator pairs of the outer wall. The coin-
cidence resolution of such pairs is ± 8 ns. It is dominated by the light path differences over
the large area. The light at tenuation length is measured to be larger than 1.5 m and leads
to inefficiencies for the detection of m i n i m u m ionizing particles of < 10"°. (see also references
[75, 76, 77]). The time resolution achieved allows a clear t ime separation between the back-
ground of the passing proton beam and event correlated hits dur ing e-bunch passing. A 3 m
concrete wall separates the outer veto wall from the main detector and protects it against low
energy showers from upstream.

Amplitudes, signal arrival times, rates and efficiencies of all counters are monitored online,
and this information is used to study the background condition after each filling and dur ing
runs. The time of flight information allows to measure the z position of the e — p interaction
point online with a precision of ca. 30 cm. It is used in the first level trigger (Section 8.3.1.1),
and is sent to the central data acquisition system for off-line analysis.
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Figure '1.3: Left: Electron-proton scattering event as seen in the CJC showing tracks found by the pattern recognition program and mir ror tracks.
Right: Simulat ion of a CJC cell indicat ing the drif t regions of the senses wires, d r i f t lines and isochrones. The straight lines represent i n f i n i t e
m o m e n t u m tracks from the beam axis.
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5 Calorimetry

The HI detector was designed to provide clear ident i f ica t ion and precise measurement of elec-
trons, muons and penetrating neut ra l particles together with good performance in the measure-
ment of jets with high particle densities. These requirements were best met by a calorimeter
inside a large coil to minimise both the amount of dead material in front of the electromagnetic
calorimeter and the overall size and weight of the calorimeter [78].

The main reasons for choosing the liquid argon technique were good stability and ease of
calibration, fine granularity for e/ir separation and energy flow measurements as well as homo-
geneity of response.

Figure 5.la shows the longitudinal view of the calorimeters along the beam axis and Fig-
ure o.lb shows a transverse view of the LAr calorimeter with the wheel structure that is described
below. The LAr calorimeter covers the polar angular range between 9 = 4° and 9 ss 153°. The
calorimetric coverage is completed with a small calorimeter in the proton direction (PLUG)
with copper absorber and silicon pad readout, covering the region between the beam-pipe and
the liquid argon cryostat (6 < 4°) and a lead scintillator backward electromagnetic calorimeter
(BEMC) located in the electron direction after the tracker and covering angles 151° < 9 < 176°.
The tail-catcher system (TC) is used to provide a rough calorimetric measurement of hadronic
particles leaking out of the LAr calorimeter and is based on the analog readout of the pads of
the limited streamer tubes that ins t rument the iron yoke.

In the next section the LAr calorimeter is described; descriptions of the BEMC, the PLUG
and the TC can be found in sections 5.2, 5.3 and 5.4 respectively. Further details on the
instrumentat ion of the iron yoke are given in the section on the muon detector (see Section 6).
For a more detailed description of the LAr calorimeter system we refer to [79].

5.1 The liquid argon (LAr) calorimeter

5.1.1 Cryostat and cryogenic system

All walls are made of stainless steel except for the inner ones of the warm and cold vessels
around the beam pipe and the tracker which are made of a lumin ium alloy, to minimise the dead
material in front of the electromagnetic calorimeter (EMC). The cold vessel is able to w i t h s t a n d
a maximum pressure of 3 bars and to support the weight of the calorimeter modules (450 t) and
of the liquid argon load (53 m3). Cooling down to LAr temperature is achieved by circulat ion of
helium gas cooled through an external heat exchanger which is removed when no longer needed-
The LAr load is transferred from a 70 m3 storage tank located at ground level (about 20 m above
the detector) into the cryostat through the bottom of the cold vessel. A regulated flow of l iqu id
N2 through heat exchangers located w i t h i n the cold and expansion vessels ensures temperature
and pressure regulation (1.35 bar). Control of all processes, inc luding cool-down/warm-up and
filling/emptying is done by a system controlled by VME processors. Since operations started in
early 1991 the calorimeter has remained at l i qu id argon temperature and most of the t ime ful l
of l iquid argon except for the few days needed to move the detector in or out of the beam. For
more details to this system we refer to [79].

5.1.2 Liquid argon purity

A l iquid argon pur i ty mon i to r ing system has been integrated into the LAr cryostat to check the
stabi l i ty of the ratio of energy loss to collected charge to the level of < 1%. The basic sensor is a.
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liquid argon ionization chamber to which an electric field of 625 V/mm is applied, corresponding
to the nominal field applied to the calorimeter stacks. Its cathode is coated with a 2 ° 'Bi source
of 104 Bq activity. The energy spectrum of the radioactive decays is continuously monitored.
The data from 11 such probes distr ibuted around the cryostat show that the signal attenuation
due to poUution from the stacks is less than 0.5 % per year.

5.1.3 Stack design and construction

The segmentation along the beam axis is done in eight self supporting "wheels" as shown in
Figure 5.1, each of them segmented in 4> into eight identical stacks or octants. The two forward
wheels are somewhat similar in the principle but mechanically assembled as two half rings. An
effort was made to minimise dead regions due to cracks.

Common features for all active cells are pad readout on the ground side and a high resistive
coated high voltage plane (except for the CBH stacks) with integrated decoupling capacitance
as described below.

The hadronic stacks are made of stainless steel absorber plates with independent readout
cells inserted between the plates. They define the rigid structure on to which the corresponding
electromagnetic stacks are mounted. The orientation of the absorber plates is such that par-
ticles are incident on the calorimeter with angles not smaller than 45°. The s t ruc ture of each
electromagnetic stack consists in a pile of GlO(epoxy+glass fiber)-Pb-GlO sandwiches separated
by spacers defining the LAr gaps. The basic sampling cell is shown in Figure 5.2a. It consists
of 2.4 mm Pb absorber and 2.35 mm liquid argon as active material with, per gap, one readout
plane with pads and one high voltage plane coated with high resistive paint (HRC). The latter
is a mixture of carbon and glue with a surface resistance of 1-30 M t t / D , sieveprinted on a
Kapton foil. The high resistivity coating provides the HV protection and serves as a distr ibuted
decoupling capacity to keep negative cross-talk small. The hadronic sampling cells, as shown
in Figure 5.2b, consist of a total of 19 mm stainless steel, (16 mm absorber from the welded
structure and twice 1.5 mm from the plates of the independent readout cells def ining the active
liquid argon gap) and of a double gap of 2.4 mm liquid argon. They have, in the middle of the
active gap, a GlO board with pads on both sides to collect the charges deposited in the gaps. A
Kapton foil coated by a layer of HRC (IF2H, FBH, OF stacks) or with copper (CBH) is glued
to the inner side of the stainless steel plates, with the same funct ions as for the electromagnetic
modules. The HV is applied to the HRC (or copper for CBH, in which case neon spark gaps
mounted close to the gaps act as active protection). For more details we refer to [78, 79]).

The basic calorimetric material constants are given in Table 1 of reference [80]. The granu-
larity of the read-out cells stems from the requirements of a good separation of electromagnetic
and of hadronic showers. Longitudinal segmentation is 3- and 4-fold for the EMC over 20 to 30
radiation lengths (X0) and 4- to 6-fold for the hadronic calorimeter ( H A C ) over 5 to 8 interac-
tion lengths (A) . Furthermore the tower sizes are such that the channel capacities are kept below
14 nF so that the electronic noise is at a reasonable level, wi th the addit ional constraint from
the calorimeter trigger that channels belonging to the same trigger tower should have similar
capacities w i t h i n ± 5% for good t iming adjustment.

The high voltage d i s t r i b u t i o n is done by 150-1 independent lines. Each line feeds a group of
non consecutive planes in a -stack, interleaved with planes l inked to another HV line to reduce
the probabili ty that a complete tower segment be dead in case of a high voltage problem in one
line. The present operating voltage of the calorimeter is 1.5 kV which corresponds to an electric
field of G25 V/mm. The very good p u r i t y observed allows high charge collection ef f ic iency (about
94% [79, 81]) at this low field value, thus m i n i m i z i n g HV problems. After 3 years of operation
less than 3% of the high voltage lines do not reach the fu l l voltage.
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5.1.4 Electronic system

A major constraint in the design of the system, is that large energies may be deposited at short
time intervals (96 ns at H E R A ) into detectors with large capacities and long collection times,
and the information has to be stored until the arrival of the trigger signal (st 2.5 /xs). The basic
layout of the electronic chain is described in more detail elsewhere [78, 79]. The preamplifiers,
each with two shapers, a slow one and a fast one, are located just outside of the cryostat and
feed on one hand the analog readout system where the signals of the slow shapers are read out
via two multiplexers giving an overall multiplexing factor of 128, and on the other hand the
trigger read out system where the ou tpu t s of the fast shapers are processed (see Section 8.3.2.1).
To extend the dynamic range to 14 bits while using a 12-bit ADC, a double transmission system
with two different gains for about 50 % of the channels is used thus increasing the number
of channels to be read-out to about 65000 (electronic channels) . The signals are sent twice
via w 30 m twisted pair lines to differential line receivers located in the analog receiving u n i t
(ANRU) which performs analog baseline subtraction [82]. Each A N R U serves 512 calorimeter
channels and is connected to an ADC board serving 1024 electronic channels that is controlled
and read out by a digital signal processor (DSP) module performing data correction. This read-
out system is described below (section 5.1.6). The total amount of channels where no signal
reaches the preamplifier because of bad contacts wi th in the cryostat is 0.15 % and has remained
stable for about three years after closing the cryostat.

5.1.5 Electronic calibration system

To ensure that the calibration of the electronic chain is known and stable to wi th in a few 10~3,
calibration capacitors of 47 pF, selected to be w i t h i n ±1 %, are used. They are charged with
voltage pulses of precisely (=s 10~3) known amplitude.

Two systems have been built into the calorimeter: the first one (cold calibration) with
the calibration capacitors in the liquid argon, as close as possible (a 1 m) to the gaps, pulses
individual channels (one out of 16) allowing detailed cross talk studies. The second system, with
calibration capacitors at the preamplifier level (warm calibration), is used mainly as a backup
for calibrating channels with a problem in the calibration line wi th in the cryostat. In this case
an extrapolation technique developed dur ing the runs in test beams at CERN is used, and a
precision of the order of 1 % in the determination of the calibration constants is achieved. This
method is presently applied to less than 1 % of the 45000 calorimeter channels,

A third order fit to the calibration data is performed for each channel [79] from which the
constants to be downloaded into the DSPs are determined. At HI such operations are done once
every few weeks. Figure 5.3 shows the stability of the calibration constants over one month.

The calibration constants need no correction for diagonal cross-talk as they are determined
by pulsing the cells individually using the high granularity cold calibration system. Non diagonal
cross-talk has been determined from the test beam data and was found to be small (< 0.5%),
mainly affecting the CBH modules.

5.1.6 Calorimeter data acquisition

The calorimeter data acquis i t ion system reads out data from the LAr calorimeter , the BEMC,
the P L U G calorimeter and the analog part of the i n s t rumen ted iron (TC). These detectors have
the same readout electronics start ing from the AXRU. The LAr calor imeter yields most of the
data and its readout is described here. At the preampl i f ier level the data are split in to two paths
as mentioned in section 5.1.4. In the analog data path the first level trigger decision samples
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the slow shaper pulse at its maximum. At the level 2 trigger (L2), 20 /is after the collision, the
analog to digital conversion of the 65000 electronic channels is started (total encoding time is
1.2 ms). The ADC counts of all electronic channels are then converted into calibrated charges
by 69 DSPs working in parallel. The DSP boards [83] used here are based on the Motorola
DSP56001 and perform for each cell a noise suppression done in parallel to the encoding and
an order three polynomial correction. These DSPs provide calibrated charges formatted with
the offline numbering of the calorimeter cells. On-board memories are downloaded with the
current set of calibration constants (for each channel four parameters and the la noise value are
needed). The code contains less than 200 instructions. It is written in assembler language and
was optimised to fit into t iming specifications and the available program memory space in the
DSP chip.

In the trigger data path, the pipelined trigger chain produces digital sums for each of the
22 bunch crossings following the collision. A first level trigger decision (Ll ) based on total
and transversal energies is derived within 2.5 fts. Ten dedicated DSPs read the data of the
fast shapers (see Section 8.3.2.1). They verify the t iming and the shape integrity of the trigger
tower signals, calculate pileup estimators based on charge and t ime analysis, and report any
malfunctionings [84). They store the signal history of a total of 474 trigger towers over 256
bunch crossings around the trigger time (tQ). From these data, every second sample in the
interval ranging from -25 to +25 bunch crossings is read out for pileup studies. The DSP boards
used in this path are based on the same DSP chip as for the analog data read out but are of a
different design, with a special interface to the trigger data.

The formatted data for both paths, wi th in independent VME branches, are collected by two
event builders based on the RISC processor AM29000 running the real time kernel VRTX. The
AM29000 event builders, one for the analog data and the other for the trigger data, run on top
of the real time kernel VRTX, with minimal system overhead. The data are passed to the event
logging task through a circular buffer. The event is then formatted and sent to the central data
acquisition through an optical fiber link (see Section 10.1.2).

Presently with an event size for the calorimeter branch of about 20 Kbyte and a first order
dead time of 1.2ms the maximum data taking rate has been measured to be 200 Hz (100 % dead
time). At a rate of 100 Hz the dead-time is 15 %.

A processor based on the Motorola 68030 chip and operating under an OS9 system is used
for run control and as a stand alone facility.

5.1.7 Reconstruction techniques

Input to LAr calorimeter reconstruction are calibrated charges for each calorimeter cell, as
provided by the DSPs. The calorimeter reconstruction program converts charges to energies in
the calorimeter cells for both hadronic and electromagnetic showers, corrected for the effects of
dead material, eliminates electronic noise and forms clusters from groups of cells.

The scaling from charge to energy (electromagnetic scale (see Section 5.1.8}) involves a
charge to energy calibration factor (de te rmined for each stack geometry in calibration runs at
CERN, see Section 5.1.8), a correction for the charge collection efficiency for operat ing at 1500
V (derived from I I V curves obtained wi th cosmic unions [79]) and correction factors for local
variations of gap and absorber thicknesses (measured d u r i n g stack const ruct ion) .

The noise is measured for each channe l d u r i n g electronic calibration. It varies between 15
and 30 MeV equivalent energy depending on the calorimeter region (see Table 5.1). In events
recorded wi th a random trigger 1100 cells out of a total of 45000 cells pass a +2<7 noise threshold

69



EMC
HAC

CB
30 MeV/0.25 mips
30 MeV/0.15 mips

IF
15 MeV/. 15 mips
24 MeV/. 15 mips

Table 5-1: Approximate energies and minimum ionizing particle equivalents (mips) correspond-
ing to la noise in the electromagnetic and hadronic sections of the central barrel and inner
forward modules respectively. •

on average. Adding up this energy for the full calorimeter yields an average value of 48 GeV with
a standard deviation of 3 GeV (Figure 5.4a). To suppress the noise fu r the r we use the negative
noise, present in the gaussian distr ibuted noise signals after pedestal subtract ion, to compensate
the positive noise contribution to the measured signal. \V'e keep cells above +4(7 (signal seed)
and all neighbours in a 3 X 3 X 3 cube around a seed cell (> +4(7) also to keep small signals
at the fringe of showers. In order to compensate for noise picked up in the previous step also
cells below — '2<j around a signal seed are kept. Cells below -4cr are kept in order to compensate
for noise contribution to -H<r seed cells. No neighbours are collected around these — 4a cells
which are purely noise. After this procedure, the residual noise contribution is 0.1 GeV with a
tr = 0.5 GeV (Figure 5.4b).

The signal loss introduced by the above noise suppression procedure has been studied with
simulated low Q- DIS events. In these events the hadronic energies are low, with average
deposited energies in the barrel region of the calorimeter of about 4.5 GeV, 800 MeV for hadrons
and 400 MeV for photons. In this (most difficult) case 17 % of the energy is lost due to this
noise suppression. For high Q' events (< Q~ >= 500 GeV2) the loss is smaller (5 %). These
losses are corrected for in the reconstruction of hadronic energy (see Section 5.1.7.5).

For simulations, noise is inc luded for each cell by us ing events recorded with random triggers
in special runs with no online noise suppression.

5.1.7.1 Clustering All cells passing the cell level reconstruction are subject to clustering.
The algorithms used are tuned so that the cells containing energy depositions from an electro-
magnetic shower initiated by a photon or electron are most probably merged into one cluster.
Hadronic showers on the other hand, with their large spatial f luc tuat ions are in general split
into several clusters.

5.1.7.2 Further noise suppression Clustering allows f u r t h e r reduction of the noise in the
hadronic part of the calorimeter. A hadron penetrat ing deeply inside the calorimeter usually
deposits enough energy to form at least one cluster with a signal well above the noise level.
Other small isolated energy depositions which are not d is t inguishable from noise are correlated
in space with this prominent cluster.

Small signals arc suppressed if they arc in the last layer of EMC or in HAC and far away
(> 50 cm) from the direction given by the centre of gravity of any prominent cluster (significance,

i/<T"°'.>«J" above 8) and the nominal in teract ion point.

This suppression does not increase the signal loss mentioned in Section 5.1.7. The energy
d i s t r i b u t i o n of noise remaining in empty events after the suppression peaks at zero wi th a sigma
of 0.25 GeV, as can be seen in Figure 5.4b.
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5.1.7.3 Correction for energy loss in dead material The energy losses in dead material
in front of the calorimeter ( the beam pipe, the central tracker and the inner cryostat wall) and in
cracks between the calorimeter stacks are quite substantial. In low Q- DIS events they amount
to a 10 % of the energy deposited in the calorimeter, dead materials in front of the calorimeter
accounting for about 90% of these.

Corrections for the energy loss were derived using Monte Carlo s imulat ions. The event by
event corrections are based on the measured calorimetric energies. To reduce the influence of
noise on the correction, only cells wi th energy above $anoite f°r cells in prominent clusters (see
Section 5.1.7.1) and above ^ffn0ife-> otherwise, are considered.

Energy losses in front of the LAr calorimeter are corrected by using the first (inner) layer of
cells in the LAr calorimeter. For each cell in the first layer with a signal above the threshold
mentioned above, an energy is added according to:

Here fdead is the energy loss of a minimum ionizing particle in the material in front of cell i
in projective geometry with respect to the nominal interaction point. A global factor a/r was
determined for each half wheel along the beam direction by simulation. For the above energy
estimate we use only the fact of the presence of an energetic cell, but not its energy. This
approach allows a common correction procedure for losses caused by electrons and hadrons.

The correlation between the estimate of the energy losses in the reconstruction and the true
energy lost in front of the calorimeter for simulated low Q~ DIS events is given in Figure 5.5.
An example of the effect of the dead material correction for experimental data is shown in
Figure 5.6, where the TT° peak in the effective mass of two photons (e.m. clusters) is moved by
the correction into the region of the TT° mass.

The correction procedure for energy losses in a crack uses cells in the layers nearest to the
crack and on ei ther side of it. Cells on one side of a crack are coupled wi th cells on the other
side and for each such pair an energy loss between them is estimated by

distributed between the two cells of a pair in proportion to the cell energy. Here E\d E{.
are energies in a pair j deposited at left and right sides of the crack. The function fdead takes
into account local inhomogeneities of dead materials. A global factor /? was determined for each
type of a crack. These factors differ considerably for pions and electrons. For the moment,
only corrections of hadronic type are used in the reconstruction because of difficulties in the
separation of hadronic and electromagnetic components in <f> and * crack regions.

Figure 5.7 shows the performance of the dead material correction as funct ion of B and <£
for simulated pions of 20 GeV. The crack s t ructure which is clearly seen before the correction
nearly vanishes after the correction. The CB2/CB3 --crack almost point ing to the interaction
point was scanned by a pion test beam of 30 GeV at CERN. Results are given in Figure 5.S.
The response across the crack is well described in s imula t ion .

5.1.7.4 The hadronic energy scale The LAr calorimeter is non compensating. The charge
o u t p u t for hadrons is about :i() % smaller than for electrons. Therefore an addi t iona l correction
has to be applied to the signal obtained on the electromagnetic scale.

The fine segmentation of the LAr calorimeter allows to d i s t ingu i sh the primary electromag-
netic component of a jet wh ich is already on the correct (electromagnetic) energy scale. It also
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allows a high level of compensation wi th in hadronic showers to be reached by weighting signals
from individual calorimeter cells (see below).

The primary electromagnetic clusters are filtered using such characteristics as the fraction of
cluster energy deposited in EMC (containment in EMC), in the first layer of EMC (early shower
development), and in the four most energetic cells of a cluster (compactness); see reference [SO].
The filtering is done for clusters with an energy above 1 GeV'.

The hadronic objects in the reconstruction are formed by cells which are not included in
an electromagnetic cluster and are located w i t h i n a radius T around the direction given by the
nominal interaction point and the centre of gravity of the hadronic cluster (r < 25 cm in EMC
and r < 50 cm in HAC). Here, a cluster is called hadronic if it is prominent (see Section 5.1.7.3)
and if it is not recognized in the filtering as an electromagnetic one or, at lower energies, if it is
developing deeply inside the calorimeter.

To get the proper hadronic scale for hadrons, a software weighting technique is applied,
which was initially proposed by the CCFR Collaboration and used in the CDHS experiment
[85]. This method was further developed by Hi on the basis of CERN test runs [86, 87, 88,
89, 90]. The aim is to equalize the response to the electromagnetic and hadronic components
of a hadronic shower and, therefore, to suppress the influence of the large fluctuations in the
hadronic shower composition on the reconstructed energy. The technique exploits the fact that
local energy deposits of high density are mainly of electromagnetic origin while the hadronic
component is much more spread out. Thus, in a well segmented calorimeter the amount of energy
deposited in the cells can be used for statistical separation of electromagnetic and hadronic
energy depositions.

In the reconstruction the weighted energy in a cell i, Elree, is calculated from the cell energy
on the electromagnetic energy scale, £3, by:

where, a0, a l t and a are the parameters of the weighting func t ion (different for EMC and for
HAC) and V" is the volume of the cell. These parameters were determined as f u n c t i o n of the
reconstructed jet energy (calculated inside cones of 10°) using a Monte Carlo simulation of jets
[91]. For hadrons with energy below 7 GeV this ansatz is replaced by simple mult ipl icat ive
factors corresponding to effective C/TT ratios in EMC and HAC. In the region 7 to 10 GeV
both methods contribute to the correction in order to get a smooth transi t ion from the simple
correction factors to the weighting.

The remaining cells not included into electromagnetic clusters or hadronic objects are due to
low energy particles depositing energy in the first two (three in the forward region) inner layers
of the calorimeter. These leftovers are affected by noise, and the energy correction to be applied
depends on particle composition and energy spectra. The corresponding correction factors were
defined using simulated low Q2 DIS events.

--
5.1.8 Calibration and performance

The most impor tant task in under s t and ing the calorimeter modules is the energy calibration.
This was done by p u t t i n g f u l l scale calorimeter modules in a test beam at CERN. Checks of the
calibration qual i ty were done once the Hi detector was fu l ly operational by using various tech-
niques as described below, such as determining the response of the electromagnetic calorimeter
to electrons generated by cosmic rnuons crossing the detector or ver i fy ing the P, balance between
the electromagnetic and the hadronic energy in deep inelastic events at H E R A .

72



5.1.8.1 Overview of the test runs at CERN An extensive calibration program wi th
c _ j rr- and p— beams was performed in the H6 test beam at the CERN SPS with prototypes
[86, 87, 92] and with modules installed later in the HI cryostat at HERA [93, 94]. These beam
tests supplied the basic calibration constants of the calorimeter.

Only one of each type of the calorimeter stacks was tested as the very str ict mechanical
constraints (see references [78, 79]) needed to reach a homogeneity at the 1 % level were achieved
during the construction phase, allowing to transfer calibration constants from one module to
another.

Eight characteristic stack configurations were tested separately using the same beam setup,
calorimeter readout and calibration electronics. These configurations include a full coverage
of 0 and all important crack configurations [93, 94]. Special modules consisting of half stacks
assembled to reproduce a CB2-CB3 <f> crack (see reference [95] and an FB1-FB2 <j> crack (see
references [96, 97]) were buil t and put into the test beam in 1992.

The purity of the liquid argon was constantly monitored by probes identical to those used
in the detector described in section 5.1.2. The decrease of the signal with time was much faster
than in the HI detector because of polluting agents brought by the stacks. It was not possible
to use the same flushing and cool-down procedures for the test set-up as in the final detector.
Big variations in the pollution rate from one configuration to the next were attributed to the
different cleaning agents used during the construction of the stacks which were built at various
insti tutes.

The same front end electronics scheme and calibration system as at HERA was used as much
as possible. Data were taken with beam energies in the range 3.7 to 80 GeV for electrons and
3.7 to 205 GeV for pions.

In some of the data taking periods a tail catcher module was added behind the hadronic
calorimeter allowing combined analyses [87, 93]. The tail catcher modules were also calibrated
in standalone tests [98].

5.1.8.2 Test beam results For the electromagnetic energy scale two calibration constants
(C£A/CI c/rJc) were determined for each wheel, which transform the measured electric charge
Qi per cell into energy deposited by electron showers. Corresponding constants (c'^c, Cfj%c),
transforming visible energy into deposited energy are obtained in Monte Carlo simulat ions (MC)
for electrons (of 30 GeV). These constants are defined to be independent of effects of dead
materials in front of the calorimeter, any leakage and analysis cuts.

The corresponding experimental constant ce££lc is obtained by a comparison (see Figure 5.9)
of experimental data with detailed simulation of the test setup and requir ing the reconstructed
energies to agree:

EMC EMC
pttp — relP \~^ C\. _ pMC _ MC \~* i?vit
^rec ' CEMC / . Vi - ^rec ' CEAfC 2Lt i »• '

> J

For the calibration constant a value of c^rf,c = 3-55 GeV/pC is obtained on average. For the
hadronic stacks no electron data were available and c"^c = 7.1 GcV/pC was obtained by scaling
the value of the EMC by MC.

The resolutions cr/E obtained for various stacks are in the range 10 % to 13 %/yE w i t h
constant terms below 1 %. Figure 5.10 shows the results for four d i f f e r en t stacks and the
parametrization for FB2 according

a/E= ^ A * / E + B*/E* + C* (2)
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with A = 11% v£, B = 1-54 MeV and C ~ 0.6%. The measured resolutions differ at low energies
due to different handling and inf luence of electronic noise for the various stacks. The observed
non linearities are below 1 % after corrections for effects of dead material and noise by Monte
Carlo.

The calibration constants of the various stacks were found to vary by about 2.5 % . This is
larger than expected from the known mechanical differences of different wheels. The main error
source were impurit ies in the liquid argon during the CERN test. The variation is consistent
with the systematic error of the extrapolations of the high voltage plateau curves by which
the charge collection efficiency was determined. Further tests of the energy scale are possible at
HERA (see below). For fur ther results on the calibration by test beam electrons and simulations
we refer to [94] and for more details to [90, 99, 100, 101, 102, 103, 104].

The response to pions has been extensively studied for the different calorimeter wheels and
compared to detailed simulations (compare references [93, 90, 105, 102, 106, 107, 108]). An
application of the standard Hi reconstruction code (section 5.1.7) is shown in Figure 5.11,
where data and GHEISHA simulation [109, 110] for pions at SO GeV are compared in 3 different
wheels on the electromagnetic scale and after reconstruction of hadronic energies. No attempt
is made here to correct for leakage. The effect of the inclusion of the streamer tube tail catcher
(see Section 5.4 and reference [ill]) which adds at the test beam another 4.5 interaction lengths
(A a fc , ) to the 6 of the IF wheel, can be seen in Figure 5.12. It shows the reconstruction at a pion
energy of 205 GeV for all events and for those fully contained in l iquid argon. The obtained
resolutions are about cr/E = 50 %/i/£ with an energy independent term of 2 % as shown in
Figure 5.13.

5.1.8.3 Performance at HERA Data taken at HERA, since April 1991 with cosmic
muons, and since June 1992 with beams, allowed for checks of both the overall electromag-
netic and hadronic energy scales.

The orientation of the three CB wheels is especially favourable for the study of the signals
from cosmic muons and allowed to check the charge collection, the overall calibration and the
time stability. The charge collection efficiency at the operating voltage of l.okV was determined
by high voltage plateau curves to be .944 ± .014. The electromagnetic energy scale as determined
at the CERN beam tests (see above) could be verified to ± 8 % ([SI]). More precise tests are
possible wi th electrons (see below).

The overall response to muons of the ind iv idua l electromagnetic and hadronic sections of the
three CB wheels varied from October 91 to November 94 by less than ± 3 %.

A fraction of the cosmic muons traversing the detector generates electrons. Their momentum
p can be measured in the central tracker CJC and can be compared with the energy E measured
mainly in the CB wheels. A typical event is shown in Figure 5.H together with the measured E/p
dis t r ibut ion for selected electrons with p > 1 GeV/c and incident angles below 25° with respect
to the normal of the calorimeter plates. The mean (0.96 ± 0.01) and width (a = 0.15) agree with
the simulation wi th in errors. The w i d t h corresponds to a resolution of a/E = 0.20/v^1, but
this value is st i l l influenced at these energies (< p >= 1.6 GeV/c) by noise and dead material
corrections (section 5.1.7) of about 10 %.

With these techniques the forward wheels cannot be reached, but the performance of IF and
FB wheels can be checked by two photon mass spectra ns demonstrated in Figure 5.6 which
shows a clear TT° mass peak.

Deep inelastic scattering events where the scattered electron arid the hadronic jet are de-
tected both in the LAr calorimeter can be used for a direct comparison of the hadronic and
electromagnetic energy measurement exploiting pt balance. The transverse components pte and
pm are calculated by summing vectorially the calorimeter cell energies. Figure 5.15 shows that
the measured energy balance is compatible w i t h s imula t ion .
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5.2 The backward electromagnetic calorimeter (BEMC)

The backward ( — z) region of the Hi detector is instrumented with a conventional electromag-
netic lead-scintillator sandwich calorimeter.

The primary task of this backward electromagnetic calorimeter is to measure energies and
directions of electrons scattered unde r small angles from DIS processes. In addit ion the BEMC
contributes to the measurement of hadrons emerging from photoproduction and medium to
low-x, high-j/ hadronic final states from DIS.

The kinematics of DIS accessible wi th this calorimeter is characterised by moderate four-
momentum transfers 5 GeV2 < Q- < 100 GeV3. Such processes dominate by far the DIS cross
section-observed in the Hi detector and provide the only access to the low-x part of the proton
structure (x as 10~4). At the same time the calorimeter has to operate in a very high rate
environment caused by the illumination of the rear side with secondary hadrons originating
from beam-gas and beam-wall interactions of the 820 GeV proton beam. Due to its location
within the large solenoid the BEMC is exposed to the full magnetic field of 1.15 T.

A full description of the BEMC and its associated trigger, the backward single electron
trigger (BSET) can be found in [112].

5.2.1 Mechanical layout

The calorimeter elements (stacks) of the BEMC are mounted in an a lumin ium barrel wi th a
diameter of 162 cm. The front face is located at a distance of 144 cm from the nominal interaction
point. Scattering angles 6 from 151° to 176° are covered with full azimuthal acceptance. This
corresponds to ^ 1.4 uni ts of pseudorapiclity ij ranging from -2.9 to -1.6

Granularity of the calorimeter is provided by segmentation into 88 calorimeter stacks aligned
parallel to the beam line. The transverse structure can be seen in Figure 5.16a. 56 stacks have
a square cross-section. The remaining ones are of trapezoidal and triangular shapes in order to
provide an approximation to the circular shape of the support barrel.

The stacks are multilayer lead-scintillator sandwich structures wi th 50 active sampling lay-
ers made of SCSN-38 plastic scintillator [113] of 4 mm thickness. The entire s t ruc ture (f ig-
ures 5.16b,c) corresponds to a total of 21.7 radiation lengths or = 1 A. The Moliere radius is 3.4
cm. The scintillation light is coupled via a 0.3 mrn air gap to Y-7 wavelength shifter bars [113].
Two pairs of 8 cm wide bars cover two opposite sides of a square stack extending over the fu l l
active length. The remaining two sides are covered with 16 cm wide bars extending only over
the last 15 sampling layers in the stack, thus providing a twofold segmentation in depth.

The light emitted in the wavelength shif ter bars is detected by PIN photodiodes (S2575
[114]). Each long bar is equipped with one diode. The short bars are connected to a pair of
diodes due to their double w id th . Special arrangements of wavelength shifters have been made
for the non-square stacks. Some of them have a reduced number of readout channels. In total
there are 472 read-out channels in the BEMC.

5.2.2 Readout electronics and trigger

The electronics associated wi th the BEMC must f u l f i l l two main func t ions . I t processes the
analog signals from the PIN photodiodes and converts them in to digi ta l form wi th the required
speed, precision and stability. It f u r t h e r provides trigger signals.
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The signals from the PIN photodiodes are fed into charge sensitive p re-amplifiers mounted
directly on the back of each calorimeter stack. The preamplifiers produce fast signals of 100 ns
rise time and a fall time of 150 /^s. A differential pulse is sent from a line driver through 30
m twisted pair cables to a receiver located in an electronics h u t . Here the signals are split to
provide i n p u t for the calorimetric triggers and for the readout .

Two trigger signals are produced. Firstly the analog signals of the four long wavelength
shifter bars wi th in one stack are summed in order to provide input for the high granulari ty
backward single electron trigger (BSET; see Section 8.3.2.2). A second set of stack sums is
being formed to feed the overall calorimeter trigger sums wi th low granularity. The t iming and
the gain of the BSET stack sums are individually adjusted in order to assign events uniquely to
one bunch crossing and to compensate for stack-to-stack variations in energy calibration already
on the first trigger level.

The readout of BEMC energies proceeds through a chain ofshapers, sample-and-hold circuits
and multiplexing similar to the one of the LAr calorimeter described previously. Due to the
large cross-section of calorimeter stacks and the high proton beam related background rates the
concept of slow shaping to match the trigger level Ll decision after 25 bunch crossings cannot
be applied for the BEMC. The probability for a distortion of the energy measurement through
pile-up would exceed 50 % for a background rate of 100 kHz. To overcome this problem an
analog electronics chain consisting of a fast, unipolar shaper and a subsequent analog delay line
is used. The shaper has a time constant of 450 ns (FVVHM) in order to reduce the pile-up
window to about five bunch crossings. To match the trigger decision time the shaped signal is
delayed by an analog delay line with a length of 2.4 ^s [115]. The fast shaping requires a precise
relative adjustment of all 472 delay lines in order to avoid channel-to-channel gain variations
of the signal. Equalization of the delay lines to GO ns is required to keep the gain variations
w i t h i n 1 %. The equalization achieved is better than 10 ns so that there is no cont r ibut ion to
the energy scale uncertainty from this source.

5.2.3 Calibration

The calibration of the BEMC is based on two contr ibut ions . Electronics gain and light collection
in the stacks are factorised and monitored independently.

The gain of the electronics chain is determined with a pulser system identical to the one used
for the LAr calorimeter. The pulser system measures the response of the entire electronics chain
inc lud ing all cables. It has also been used to transfer the ini t ial absolute calibration from test
beams to the final experiment. During data taking periods the entire electronics is calibrated
once per week. The stability achieved is better than 0.1 %. This is far below other sources of
calibration uncertainties.

The second contr ibut ion to BEMC calibration is light collection and detection in the calorime-
ter stacks. Here the concept is to ob ta in the i n i t i a l absolute energy scale from test beam mea-
surements and to confirm and improve the scale in s i tu using electrons scattered under small
angles from medium/high XBJ partons, i.e. in the k inemat ic peak.

The ini t ia l absolute calibration of i nd iv idua l square stacks has been obtained from measure-
ments w i th a 5 GeV electron beam at the DESY synchrot ron . The i n d i v i d u a l ca l ibra t ion con-
stants of channels in quadrat ic stacks differ only s l igh t ly wi th a spread of fi %. This demonstrates
the stable and well reproducib le cons t ruc t ion procedure for the optical part of the calorimeter.

In the environment of HERA e — p collisions the BEMC is exposed to a cross-section of 100
nb from DIS. Deep ine las t ic scattering at small angles from medium/high TUJ partons gives rise
to a peak in the distribution of scattered electron energies at the value of the electron beam
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energy. A method has been devised to use this peak for a precise determination of the calorimeter
energy scale for electrons. The method has been successfully applied to the high statistics data
sample collected in the 1993 and 1994 runn ing periods [116]. The calibrated energy dis t r ibut ion
observed in the BEMC is shown in Figure 5.17. The data points are compared to a s imula t ion
program taking into account energy losses in dead material as well as spatial inhornogeneities
and all known contr ibutions to the energy resolution.

5.2.4 Performance

The overall electromagnetic energy scale of the BEMC has been determined using the data taken
in the 1994 run period. In figure 5.17 a comparison of the measured energy distr ibution of the
leading cluster with a simulated one (shaded area) using the GRV structure func t ion is shown
after adjustment of the calibration for each indiv idual stack using the kinematic peak method.
Good matching of the data and the simulation proves the quality of the BEMC calibration
and of the understanding of the detector response. In the 1994 luminosity period the global
energy scale for electrons in DIS was adjusted using the kinematic peak method with a precision
corresponding to 1 % dominated by systematical errors.

The energy resolution of the BEMC has initially been determined in test beam studies
carried out with electron beams ranging from 1 GeV to 60 GeV. A sampling term of 10%/>/£
has been found in agreement with expectations from the mechanical design. The average noise
per calorimeter stack was measured to be 130 MeV in the real Hi environment. Energy clustering
is carried out over stack nonets giving rise to a contribution of 390 MeV from noise for each
cluster. The constant term in energy resolution for a single stack was found to be 1.7 %. Using
the observed shape of the kinematic peak the residual stack-to-stack calibration uncertainty has
been determined to be 0.3% for electrons depositing more than 95% of their energy in a single
stack.

The inherent mechanical non-uniformit ies in the stack construction due to the wavelength
shifters cause an impact point dependent response to electromagnetic showers. Extensive studies
carried out with test beam data and shower s imulat ions exhibit a regular pattern of inhorno-
geneities with losses up to S % close to the wavelength shifters. A look-up table has been created
to correct this impact point dependence. Electrons sharing their energy among many stacks re-
ceive an additional contr ibut ion of 3 % to the i r effective resolution caused by imperfections in
the correction procedure.

The matching of electron tracks measured in the tracking detectors to the cluster position
reconstructed in the BEMC has been determined from DIS events with the electron scattered
into the BEMC. Based on the known at tenuat ion properties of light in the scintillator plates a
position resolution of 7 mm transverse to the beam has been achieved.

Interact ing hadrons deposit typically 45 % of their energy in the BEMC. A satisfactory
hadronic resolution of a; 80%/v£ has been estimated in detector s imulat ions by combining
the measurements in the BEMC and in the instrumented iron s t ruc ture behind it wi th proper
weighting.

5.3 The plug calorimeter.

The plug calorimeter ( P L U G ) has been designed to close the gap of acceptance for the energy flow
measurements between the beam pipe (9 = O.G °) and the forward part of the LAr calorimeter
(9 ss 3.5 °). Its main task is to minimise the missing par t of the total transverse momentum due
to hadrons emitted close to the beam pipe. In addit ion the energy, emit ted into a narrow cone
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Position
Overall radius

Radius of detector planes
Polar angular range
Number of detectors

Number of electronic channels
Total length

Weight

+476 < z < 4-545 cm
6 < r < 32 cm
6 < r < 25 cm

12.5 < 0 < 58 mrad
8 X 84 = 672
4 x 84 = 336

69 cm =4.25\ = 44.6XQ

1.4S t

Table 5.2: Global parameters of the PLUG calorimeter

around the beam pipe can be used to separate the proton jet as well as to veto beam gas and
beam wall background.

Owing to the geometrical constraints - the available space inside the return yoke of the Hi
magnet was restricted to a cylindrical hole of w 0.7 m length and a diameter of = 0.7 m around
the beam axis - only a most compact calorimeter could fit. Facing the physical requirements
of good angular resolution, nearly full containment and linearity, the solution was a sampling
calorimeter consisting of nine copper absorber plates interleaved with eight sensitive layers of
large area silicon detectors [78]. The most important construction parameters are given in Table
5.2.

Figure 5.18 shows a schematic view of one of the two half-cylindrical parts of the PLUG
calorimeter, each mounted in one half of the re turn yoke. The detector modules are placed wi th in
15 mm wide slots between the absorber plates. These are sealed and easy to replace entit ies,
which contain one half of a detector plane each. Between two 5 mm copper plates a GlO readout
board, equipped wi th 42 silicon detectors of 400 fim thickness, is placed (Figure 5.18, left part) .
A detailed description of the detector technology can be found in [117]. Typical characteristics
of single silicon detectors, as measured in the laboratory, are given in Figure 5.19. Due to a
special edge-protection procedure 32 quadratic ( 5 x 5 cm2), six triangular and four rectangular
detectors cover one half of the detector plane in a mosaic s t ructure nearly completely, leaving
only 4% of the total area inactive. A total of 672 detectors have been installed.

The readout electronics of the PLUG are included in the analog chain of the HI calorimeters
and use the same components (see Section 5.1.6). The 672 detectors are read out in 336 pairs
of channels. Trigger towers are buil t by merging the signals from subsequent channels in the
z—direct ion.

The calibration of the ADC o u t p u t in uni t s of visible energy rests on an absolute energy
measurement using a-particles. Its conversion into total absorbed energy is based on detailed
MC-simuIation studies of electromagnetic and hadronic shower developments in silicon ins t ru-
mented calorimeters in comparison with test measurements [118, 119, 120, 121, 122].

Since March 1994 the PLUG was operated wi th 8 instrumented detector planes. Dur ing
luminos i ty operation sharp increases of detector dark currents up to 15 % were observed which
could be correlated with failures of HERA machine components and consequential increase in
proton-related backgrounds (sec references [123, 124]).

The energy resolution of the PLUG calorimeter suffers from both the a m o u n t of (lend ma-
terial in front of the device and the energy leakage. Nevertheless its value of about 150%/v/£,
evaluated from experiment supported MC-calculations [121], t u r n s out to be suff ic ient for the
tasks wi th in the 111 experiment. As an i l l u s t r a t i o n of the PLUG-calor imetcr response to selected
\o\v-Q~ events the distribution of the total energy is shown in Figure 5.20. It compares remark-
ably well wi th MC-sirnnlations produced using the Colour Dipole Model (LEPTO G. I M E A R ,
sec reference [125]).
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5.4 The tail catcher (TC)

In order to measure the hadronic energy leaking out of the LAr calorimeter and BE.MC. eleven
of the sixteen limited streamer tube (1ST) layers of the instrumented iron are equipped wi th
readout electrodes (pads, see also Section 6). Here we describe the features of the LST tail
catcher (TC) relevant for the energy measurement which is based on the analog readout of the
pad signals. For more details see reference [126].

The pad sizes vary from 28 X 28 cm2 in the endcaps up to about 50 x 40 crrr in the barrel
region. The pad signals from the five inner (six outer) layers are summed up by tower builders
(TB) to form the front (back) tower signals. The di f ferent ia l analog signals from the TETs are
then relayed in groups of 12 to the cable stations (CS) which reorganise the signals from the
towers into groups of 16. From there the signals are sent to the analog superboards (SB) whose
function is to amplify, integrate and store the analog signals in groups of 128 channels each. The
geometry of the tower s t ructure is briefly described in Table 5.3.

Region
Forward end cap
Central barrel
Backward end cap

9 range
6° < 6 < 33°

33° < 9 < 137°
137° < 0 < 172°

Segmentation
x and y
6 and z
x and y

# of channels
552

27S4
552

Table 5-3: Layout of the pad readout of the iron ins t rumen ta t ion .

5.4.1 Electronics

The amplifier used on the TB-boards allows for the measurement of single rnuons as well as
hadronic showers w i thou t saturation. The signals have a dynamic range of 0.75 mV to 1 V.
Each superboard accepts the inpu t of 128 channels which are individual ly processed by a line
receiver, shaper and sample <Sc hold. The line receiver and shaper are modified versions of the
LAr calorimeter system cards, while the sample fc hold cards are identical to those used in the
LAr readout system. The signals are multiplexed and held in the ou tpu t buffer to be read by
the analog receiving un i t (ANRU). The data are then zero suppressed and corrected in the DSP
and read out (see Section 5.1.6).

The calibration of the superboards is done by sending calibration pulses through the analog
readout chain beginning at the tower builder board. The calibration constants are downloaded
into the DSPs to correct for the channel to channel variations and non-linearities. Channel to
channel variations are less t han 2% for 388S channels .

During data taking and calibration, acquisition is controlled by the LAr calorimeter OS9
system. Normal data and calibration results can also be collected in stand-alone mode, in which
case the local TC test station is used.

5.4.2 Energy calibration

The conversion of the signal charge Q,, as measured in a tower i, to hadronic energy
given by [127]:

Qhnd.i

The general hadronic energy cal ibra t ion constant c j has been de te rmined in tost measurements
at CERN us ing pion and miion beams [128]. The parameter c-, gives the tower charge of an
average m i n i m u m ioniz ing part icle, i.e. a union, at an angle of inc idence of 0° w i th respect to



the normal of the 1ST chambers. The Intel-calibration factor for each tower, c3i l, describes the
tower to tower variations of the measured charge.

The constant c\s derived from the linear relationship between the incident pion energy and
the ratio Q^jQ^ of the measured charge for pions and muons. Defined in this way cl is essentially
determined by the sampling fraction of the calorimeter and the gas used in the chambers. It does
not depend on the angle of incidence of the hadrons and is also insensitive (in wide l imi ts ) to
the operating conditions [128]. The parameter c2 and the charge Qhad.i on the other hand vary
wi th high voltage, pressure, gas composition and temperature. Since the atmospheric pressure
is the only one of these operating parameters which can change rather quickly, we compensate
for this effect by regulating the high voltage (see section 6.1.3 of the muon system).

The transformation of ADC counts into charge is done online dur ing the readout process
accordin to

The pedestals p0il- are obtained from random triggers and the gains p i > t are given by the slope of
the test pulser response curves of the electronic calibration. Both varied by < 2 % over the whole
data taking period. Zero suppression allows to read out only pads above a certain threshold.

The parameters c2 and c3 , are determined from cosmic muons [129], triggered by opposite
pairs of barrel or endcap modules in special cosmic runs. The data have to be corrected for
non-normal incidence with respect to the chamber plane. In order to keep the corrections small,
only tracks with t a n # < 0.8 are considered in the calibration procedure. The intercalibration
constants c3 , vary by ~ 10% within one module. There are larger module to module variations
depending on the module location in the iron yoke, mainly due to different gas temperatures
and pad sizes.

5.4.3 Performance

The performance of the tail catcher has been s tudied in test measurements at CERN with TT
and fi beams of 10 to 80 GeV [128]. The energy response for single pions is linear up to at least
40 GeV and the energy resolution is aj E ~

The calibration of the tail catcher at HERA is done by cosmic muons as described above and
taking the energy scale from the CERN test results as C| = (0.233 ± 0.002) GeV. Figure 5.21
shows representative muon spectra of a complete module for the inner and outer towers. Clean
muon signals can be seen with mean values far beyond the pedestals. The widths relative to
the most probable values are ~ 35 %. The ratio of the mean values of inner and outer towers
corresponds to the expected value of 0.8. We do not observe any effect of the magnetic field in
the iron yoke on the muon signal. The intercalibration constants vary among the detector by
~ 20% (mostly due to a vertical temperature gradient w i th in H I ) with a long term stability of
~ 10%. They are regularly measured wi th cosmic muons.

Important for energy measurements with the I I I detector is the combination of the tail
catcher with the LAr calorimeter. The energy response can be symmetrized and the energy
resolution can be improved by i n c l u d i n g the i n fo rma t ion of the ta i l catcher [87, 111, 93]. Cor-
rections for energy losses hi dead materials have to be (lone for each event. Inside the tail
catcher dead material appears as cracks between towers, in par t icular in the transit ion region
between the end cap and barrel yoke. Corrections between adjacent towers arc calculated using
the ratio of the tower areas w i t h and w i t h o u t the crack as correction factor. More involved
corrections are necessary for the material between the calorimeters, e.g. the cryostat wall and
coil between the LAr calorimeter and the TC. For this purpose a hadronic object in the LAr
calorimeter is geometrically l inked w i t h a TC cluster in to a generalized cluster . The energy
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losses are estimated [111] by a linear interpolation of the energy deposit in the last layer of the
LAr calorimeter EiAr-^aft. and the first layer of the tail catcher. ETCjir,t-

The calculated energy loss is distributed among the cells in proportion to their energy contents .
The function a depends on the polar angle 9 of the shower or. more precisely, on the thickness
^tdcad °f tne material between the two calorimeters and are almost independent of the energy
over a large range. It has been determined as a func t ion of ^t^ead from dedicated test measure-
ments at CERN [111]. At Hi A<<j e a (f varies from 0.5 up to 2.4 interaction lengths depending on
the polar angle 9. The corresponding values for a range from 0.1 up to 1.1. The uncer ta in ty
of the energy correction was estimated to ~ 20%. Figure 5.12 shows the effect of the combined
LAr and TC measurements wi th energy loss corrections from test beam results.

Calibration and correction procedures have been successfully transferred from the test beam
measurements to the HI detector at HERA, where the balance of the transverse hadronic energy
Ptti and the transverse electron energy p(e in neutral current events can be used to check the
overall hadronic calibration. Figure 5.22 shows the ratio P t^ /P t e of pt/, as measured wi th the
hadronic section of the LAr calorimeter and the TC (including the above mentioned correc-
tions) and p (e as measured with the electromagnetic section of the LAr (or BEMC) versus the
energy fraction deposited in the TC. The dis tr ibut ion is flat, demonstrating that calibration and
corrections have been treated properly.
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6 Muon system

6.1 Iron instrumentation

6.1.1 The limited streamer tubes

The iron yoke of the main solenoid magnet surrounds all major detector components of Hi. It
is interleaved with slits which are equipped with limited streamer tubes (LSI). They serve as
hadronic tail catcher and for the measurement of penetrating tracks. Luranyl [130] was used
to build the chambers since PVC tubes [131] were excluded for safety reasons [132]. Luranyl is
a halogen free plastic material which can be extruded with sufficient precision. It can also be
coated with the graphite paint needed to obtain the required surface resistivity. Some features
are listed in Table 6.1.

Density 1.06 g cm 3

Thermal expansion (23 - SO °C) 0.6 - 0.7 x 10~4

Surface resistivity 10H ft
Softening point 100 °C

Table 6.1: Basic properties of Luranyl [130].

The basic chamber elements are extruded eightfold profiles with a cell surface size of 10 x 10
mm3. The mechanical precision achieved is 0.1 mm, the straightness of the profiles is better
than 1 mm per m. The profiles are coated with graphite paint to yield a low surface resistivity
of ss 10 - 30 kS7/D. The HV is applied to this surface. A silver coated Cu-Be wire of 100 fim
diameter is at ground potential. The wire is kept in place by spacers every 50 cm. The profiles
are closed with a Luranyl cover with high resistivity of zs 10 MQ/D. The profiles are grouped
by pairs in a gas tight box .of Luranyl. All connections to the chamber are provided on one
end of the box. Several boxes are put together to form a complete streamer tube layer. On the
high resistivity side planes of either strips or pads are glued onto the boxes containing 1G active
elements. The layers are put onto an aluminium plate and wrapped into a non conducting foil
to guarantee electrical insulation.

A schematic view of the basic structure is given in Figure 6.1, while Figure 6.2 displays the
configuration of the planes within the iron together with an indication where strips and pads
are located. As an example, the instrumentation of a barrel octant is shown. Starting from the
interaction point there is first a so-called muon-box installed in front of the iron containing three
layers (two layers with strips perpendicular to the wire direction and a third layer with pads).
Pad layers are also installed in the first three iron slits. The four th slit is twice as wide as the
others and houses a strip and a pad layer. Pad layers are inserted in the remaining five slits.
Behind the iron is a second muon-box with three planes.

The signals of consecutive pads are added (5 inner -f 6 outer layers) providing two-fold
energy sampling in depth. All wire- and strip-signals arc read out digitally. Three dimensional
space-points from tracks can be obtained in the three chambers equipped wi th strips. Table 6.2
lists some parameters of the LST detector.

6.1.2 Gas system

Due to safety requirements the chambers arc operated with a non-inflammable three component
gas mix ture of C03, argon and isobutane wi th relative volume fractions of 88%, 2.5%, and
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Total size
Nr. of profiles
Nr. of wires
Nr. of strips
Nr. of analog channels
Angular coverage

4000 m2
13000
103000
28700
3888

< e < 172°
Table 6.2: The LST detector.

9-5%. The total gas volume amounts to 36 m3. Different parallel circuits supply the detector
with gas. The flow in each branch can be adjusted with needle valves and is measured with
computer readable flow meters. 192 branches are used including some spare and test branches.
The number of chambers connected serially was chosen such that the total gas volume per branch
does not exceed & 200 1. The gas composition, in particular the isobutane content, is controlled
by two monitors. The gas flow is stopped and the HV is switched off if the fraction of isobutane
is outside the range 8.5 % to 9.9 %

The gas quality is also monitored by two LST chambers equipped with a 90Sr source, one
in the incoming and one in the outgoing gas flow. The pulse height spectra of these chambers
allow the monitoring of the gas composition and the HV regulation.

6.1.3 High voltage system

Five high voltage crates [133] with a total of 200 independent HV channels are used. Each
channel supplies between 20 and 110 profiles. Chambers within one gas circuit are connected to
the same HV channel. A passive distribution system allows to disconnect each single profile from
HV in case of problems. All switches are computer readable, such that the HV configuration of
each single 8-fold profile can be stored in a database.

Two different reference voltages can be applied to the detector. One is selected to be well
below working conditions at Vl = 3000 V. This setting is activated during unstable beam and
injection conditions. The normal operating voltage is set to V0 = 4500 V at normal pressure.
Since the charge gain of streamer chambers depends on the pressure we adjust the high voltage
accordingly. The gain variation amounts to dQ/Q = -1.73 % dP/hPa. The high voltage V0 is
automatically adjusted by +2.75 V/hPa. In Hamburg one observes pressure changes of up to
« 6 hPa/h, and total variations of 80 hPa are possible.

Other relevant parameters such as temperature are monitored. They remain constant over
long periods. The currents of all HV channels are constantly monitored. If a channel draws
more than 5 ^A, the corresponding voltage is automatically reduced until this current is below
5 /iA. Channels are switched off, if this l imi t is exceeded for more than one minute.

6.1.4 Readout system

The readout of the analog information is incorporated as part of the LAr calorimeter and is
discussed in Section 5.4. A digital readout system was developed for the wire- and strip-readout.
Each wire (strip) is connected to a comparator, a synchronization c i rcui t and a digital pipeline.
The wire signal is digitized according to a computer adjustable threshold, synchronized wi th the
HERA bunch crossing frequency and fed into a digital pipeline which has a depth of 32 steps
corresponding to a total storage time of ̂  3.1
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The front-end logic for eight data channels has been integrated in a gate array [134]. The
leading edge of the input signal clocks the first flip-flop of a dead time-free synchronization
circuit. The synchronized data patterns are buffered in a pipeline register. As soon as a trigger
is accepted, the filling of pipelines is stopped. By means of a remotely controlled signal it can
be decided whether the data pattern of one time slice, or the logical OR of two adjacent time
slices is read out. This is necessary since the signal propagation within the chambers can exceed
96 ns, the time between two bunch crossings. In addition the eightfold OR of the stored data
pattern is clocked into a separate flip-flop of the readout chain providing a signal for trigger
purposes.

The electronics for 16 channels is housed on a readout card which is directly mounted onto
the streamer chamber layers. This allows for early digitization and thus provides high noise
resistance and a significant reduction in the number of cables needed. Multiple readout cards
can be daisy chained. A layer of chambers is read out serially. The readout chains of a maximum
of 24 layers are connected to special VME-based readout controllers (ROC) which provide zero
suppression, data encoding, and submit all relevant steering signals to the readout cards.

Upon arrival of the first level trigger (Ll), the ROCs start to collect the data from the
electronics. The absolute position of the data corresponding to the triggered event within the
front-end pipelines depends on the decision time of the trigger and the distance between the
central trigger logic and the respective chambers. Due to the physical dimensions of the detector
the delay is different for different areas.

One ROC serves up to 12300 digital channels corresponding to 24 chamber planes with 512
channels each. Since we operate 64 of these ROCs simultaneously less than 300 //s are needed
to collect all data.

The architecture of the local DAQ environment is given in Figure 6.3. The VME crates are
distributed in five clusters around the detector. The readout of these units starts after a second
level trigger (L2). VME processors collect the data which are then stored locally. The data
of up to 20 events can be stored before they are delivered to the central HI data acquisition
system.

6.1.5 Track reconstruction

The track reconstruction uses 16 wire, 5 strip and 11 pad layers, the latter being combined into
2 towers. The wires measure up to 16 points in the so-called 'wire plane' and the strips up to 3
points in the perpendicular 'strip plane'. The resolution for wire and strip hits is 3-4 mm and
10-15 mm respectively. The pads define coarse areas in space with a precision of about 10 cm.

The pattern recognition starts with the 16 wire layers. Track segments are parametrized by
straight lines. To get curved track candidates several segments are connected. Then the pattern
recognition selects track segments in the strips which have a matching wire track candidate.
These matching wires and strips are then combined to a three dimensional track. In case of
ambiguities the pad information is used to resolve them. The combination which fits best to the
pads in space and amplitude (analog pad charge divided by number of wires hit) is chosen. The
towers are then assigned to their matching wire and strip combination.

Due to crosstalk along the wires usually more than one pad gets a signal. With the centre of
gravity of the pad charge the coordinate along the wires can be measured for both towers wi th
an accuracy better than 10 % of the pad size. With these two additional points a direction in
the strip plane can be determined even for very short tracks.

The magnetic field D(f] varies strongly inside the iron plates and in the gaps. The energy
loss in one plate is on average 80 McV for muons at perpendicular incidence. The track fit uses
an average magnetic field for each plate and gap and performs a least square fit simultaneously
to wire, strip and tower readings. The effect of the energy loss is accounted for by an iteration
procedure.
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6.1.6 Performance

During operation typically 0.1 % of the digital channels (wires, str ips) are noisy and 1 -2% are
dead.

Calibration data were taken during cosmic runs. One result is the efficiency of the chambers,
which is shown in Figure 6.4. It agrees well with the expected values. Figure 6.5 shows the
number of wires and strips per event for events triggered by the muon system. The wire data
show a signal starting at a multiplicity of 13 which is roughly the mean number of wires expected
for single penetrating muons with a plane efficiency of 80 %.

With cosmic muons the chambers of all modules have been aligned to each other with
an accuracy of a few mm. In the barrel region cosmic muons can be used to determine the
reconstruction efficiency by extrapolating jet chamber tracks. Geometrical acceptance limits
this efficiency to 89 % in the plateau region above the threshold of 2 GeV as shown in Figure
6.6.

6.2 Forward muon spectrometer

6.2.1 General description

The purpose of the forward muon spectrometer is to measure high energy muons in the range
of polar angles 3° < 0 < 17°. The detector consists of d r i f t chamber planes mounted on either
side of a toroidal magnet. The design aim was to measure the momenta of muons in the range
between 5 GeV/c and 200 GeV/c, the lower limit being given by the amount of material the
muons have to penetrate and the influence on the momentum resolution of the multiple Coulomb
scattering in the magnet iron. The upper limit is set by the magnetic field strength of the toroid
together with the spatial resolution of the drift chambers. The expected momentum resolution
at 5 GeV/c is 24% and deteriorates slowly to 36% at 200 GeV/c. Muon momenta below 5 GeV/c
are measured in the forward tracker.

Figure 6.7a shows schematically the detector arrangement and the toroid magnet. The
latter is described in Section 3.4. The drift chamber planes, which increase in size from about
4 m diameter for the first detector plane to 6 m diameter for the last, are all divided into
octants of individual drift cells mounted on Al-frames. The orientation of the drift cells is
such that four of the planes essentially measure the polar angle (6) and thereby provide the
momentum of the traversing muon while the remaining two measure the azimuthal angle (<£).
Each plane consists of a double layer of drif t cells staggered by half a cell width (Figure 6.7b).
This arrangement enables the resolution of left-right ambiguities and also the determination of
to as will be explained below. The total number of drift cells is 1520.

6.2.2 Chamber design

All dr i f t cells have a rectangular cross-section wi th a depth of 2 cm, a w id th of 12 cm and lengths
between 40 cm and 240 cm. With a central sense wire the maximum dr i f t distance is 6 cm. The
cells have 50 fim th ick Nichromc wires except for the inner short, cells where the diameter is '10
f i m . For cells longer than 1.5 m there is a wire support in the middle. More details can be found
in reference [135].

The chamber signals are amplified, digitized and read out using the same components as all
other drift chambers within the I I I detector (see Section 4 .4) .
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6.2.3 The chamber gas and high voltage system

The choice of gas for the drift chambers was determined by several requirements. One is the
desire to work in a drift voltage range where the drift velocity is constant. Further the gas has
to be fast enough for the pulse to arrive in time for the trigger and finally it should be non-
flammable for safety reasons. Currently a mixture of 92.5% argon, 5% CO? and 2.5% methane
(FMS gas) has been chosen for the chambers. The gas is mixed and purified in a recirculator.
The chambers have a total gas volume of 4 m3, and with a small overpressure of about 0.2 hPa
measured at the output, the return gas flow is typically 90% of the input and the oxygen content
is of order 100 ppm. More details can be found in [135].

A 120-channel high voltage system [133] supplies distribution boxes on the detector with
high voltage via 50 m long coaxial cables. Two different modules are used, one (6 kV, 1 mA)
supplies the drift voltage and the other (8 kV, 200 /zA) supplies the sense voltage. One drift
channel supplies voltage to an entire octant, feeding 20-40 individual resistor chains. One sense
channel supplies voltage to all but the 12 innermost cells of a ^-octant and the central section
of the <j!>-octants. These cells have another sense channel, which can be set to a lower voltage in
case of bad beam conditions. Additionally, for the <ji>-octants, the central section which is close
to the beam tube can be moved outwards mechanically, if necessary.

There is a continuous monitoring of the gas composition and flow rates as well as of the high
voltage and the toroid magnet, communicated via an Apple Macintosh II ci in the control room.
From this work station it is also possible to control the high voltage of the detector.

6.2.4 The charge-time analysis

Only the rising edge and peak region of a pulse are used to get the time and charge information.
A pulse is said to start when there are two successively rising digitizings above threshold (see
also Section 4.4.5).

The end of a pulse is taken as the second successive digitizing after the peak which is below
threshold, or eight 9.6 ns time bins from the start of the pulse, whichever occurs first. The
arrival time of the pulse is obtained by extrapolating a line fitted to the steepest part of the
leading edge back to the intercept with the background level. With a test set up, looking at
cosmic muons, this method gave a resolution of < 200 /im. This result was obtained with a gas
mixture of 90% argon and 10% propane providing a drift velocity of 4 cm//xs [135]. However, to
satisfy the gas requirements specified in Section 6.2.3 we have chosen the FMS-gas with a drif t
velocity of ~5 cm/^s, resulting in an expected resolution of ~250 jzm. Pairs of pulses which
originate from the same hit are associated by requiring the difference of their arrival times to
be less than the full propagation time through the two sense wires and the l inking resistor.

The collected charge is found by integrating the digitizings of the pulses from the two wire
ends over intervals of the same length, w i t h subtraction of a constant background. A correction
for fractional time bins was found to be important since the start times for the two pulses
are subject to variable propagation delays. With cosmic unions in the test set up we found a
charge-division versus distance characteristic linear to about 1%, which is well matched to the
resolution.

6.2.5 Track reconstruction

The space points obtained from the charge-time analysis of the chamber hits arc used in a three
step procedure for track reconstruction which starts w i t h the pairing of hits in each double
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layer followed by association of pairs into straight track segments and finally the linking of track
segments through the toroid to form full tracks and thus provide a momentum measurement.
Pair finding in the double layers is decisive due to the displacements of cells which results in
the sum of drift times being a constant (compare Figure 6.7b). A vertex pointing requirement
is applied as selection criteria, but also unpaired hits are kept to be considered in the track
segment finding where we demand 3 out of 4 hits in the ^-layers. The measuring errors of the
space points for a pair define a cone which is extrapolated to the other 0-layer on the same side
of the toroid. In the area defined by the cone, hits are tried for segment fits and are selected by
a x 2 —cut .

For the linking procedure each pre-toroid segment is tracked through the magnetic field
of the toroid, taking into account energy loss and multiple Coulomb scattering in the magnet
iron. By doing this for a minimal reconstructible momentum of 2.5 GeV/c in the spectrometer
and for either of the two muon charges possible, regions in the fl-layers after the toroid are
defined inside which segment candidates for linking are considered. From the crossing angle
of two linked segments an estimate of the momentum is made. Starting from the pre-toroid
segment and the estimated momentum the tracking is repeated as the momentum is changed in
small steps around the estimated value. Each post-toroid segment obtained from the tracking is
compared to the actual segment found and a \~ is calculated. The minimum of the x~ variation
with momentum defines the momentum corresponding to the best fit.

6.2.6 Drift velocity and ^-determination

Beam halo muons are used to determine the drift velocity. From the uniform population of the
total number of tracks (N) over the full drift distance (Ay), recorded in a run, a rectangular
distribution is expected if the drift velocity is constant. However, due to field variations close to
the sense wire, dependence on the angle of the track, the possibility of tracks traversing only the
corner of a cell etc., the drift velocity will be altered and cause a smearing of the distribution.

t0 is determined from the specific geometry of the detector, making true specific check sums
for each track, as detailed in reference [135]. The widths of the check sum distributions can be
used to find the spatial resolution of the chambers.

6.2.7 Chamber alignment

The drift chambers must be aligned with respect to each other and to the rest of the detector.
The cells of a 0-layer are positioned on its supporting Al-frame to a precision of ~50 ^m along
the drift direction and to ~1 mm in the two other directions. This is better than the achievable
resolution and therefore we only have to consider the alignment of the fu l l octants.

Simulation studies and analysis of a small sample of real data have shown that beam halo
tracks are suitable for providing the two translational and one rotational quantities which arc
needed to specify the position of the octant in the plane transverse to the beam direction.
Further studies with angle tracks together with the survey will determine the relative positions
of the octants along the direction of the beam.
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Basic structurg_Qf instrumentation chambers and
outside endcap muon chambers

1.5 mm phenol impregnated
paper covered with 35 jam
copper on both sides

Pads of order 400 mm * 500 mm (Barrel)
280 mm • 280 mm (Endcaps)

or

Strips perpendicular to the wires

17 mm wide with a gap of 3 mm

Basic ^ightfold profi le with
low resistivity graphite paint

100 um copper - beryllium
.wire with silver coating

167 mm wide element consisting of two eightfold profiles
with covers inserted in a gas gas tight double box
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Figure 6.1: Structure of 1ST chambers.
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Figure 6.2: Iron ins t rumenta t ion showing the pointing pad s t ruc tu re of the barrel region. The
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a way to ensure that the dead areas are not aligned for tracks from the vertex region (P=pads;
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Figure 6.3: The local data acquisition system.
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7 Luminosity system and electron tagger

The luminosity system serves several purposes. Its main task is a fast relative luminosity mea-
surement with a statistical precision of «- 2% at nominal beam conditions. It also provides
electron beam monitoring for the HERA machine, absolute luminosity measurement in the
interaction region with an accuracy of ~ 5%, tagging of photoproduction events and energy
measurement for electrons scattered under small angles and for photons from initial state radi-
ation.

7.1 System Overview

The luminosity is determined from the rate of Bethe-Heitler events et -* ep7 [136]. The main
source of background is bremsstrahlung from the residual gas in the beam pipe, eA —> eA-/. At
design luminosity these events are expected at 10% of the ep —»• epf rate, but can be subtracted
using data from electron pilot bunches. The luminosity is calculated as

L = Rtot-(Ito(/I0)RQ

ffvii

where Rtot is the total rate of the bremsstrahlung events, RQ is the rate in the electron pilot
bunches, 7(ot, 70 are the corresponding electron beam currents and avit is the visible part of the
ep —' ep7 cross-section with acceptance and trigger efficiency included.

The luminosity monitor detects scattered electrons and outgoing photons in coincidence. It
contains therefore two arms: the electron tagger (ET) and the photon detector (PD). Since the
angular distributions for both the electrons and photons are strongly peaked in the direction of
the primary e-beam - at 30 GeV polar angles are of the order of Q ~ 0(m/E] ~ 17 /zrad - the
detectors have to be placed close to the beamline and from the interaction region in order to
cover these small angles.

The general view of the luminosity system is shown in Fig. 7.1. Scattered electrons are
deflected by a set of low-beta quadrupoles and a bending magnet located in the region 5.8 m
< — z < 23.8 m, pass an exit window at —c = 27.3 m and hit the ET at — z — 33.4 in. The
photons leave the proton beam pipe through a window at -z = 92.3 m, where the beam pipe
bends upward, and hit the PD at -z = 102.9 m. A Pb filter (2 X0) followed by a water Cerenkov
(1 XQ) veto counter (VC) protects the detector from the high synchrotron radiation flux. From
the p-beam side the PD is shielded by an iron wall of 2 m thickness. The VC eliminates events
with photons interacting in the filter. Both the ET and PD can be remotely moved from the
median plane of the e-beam during injection. This operation can be reversed wi th in 1 -2 min
with a position accuracy of ~ 100 fim.

The acceptance of the luminosity system for nominal electron beam conditions (Ee = 30
GeV, zero t i l t ) and the expected rates at the design luminosity of 1.5 X 103t cm'^s"1 arc given
in the Table 7.1. One of the main contributions to the systematic error in the absolute luminosity
measurement comes from the dependence of the system acceptance on possible variations of the
electron beam angle in the interaction region. This tilt, typically of the order of 100 /irad, is
controlled by the position of the beam profile at the PD with high precision, of the order of 10
/frad. The corresponding corrections to avl, arc taken into account already online and can be
fu r the r improved dur ing the offline analysis.

Quasi-real photoproduction events with Q' < 0-01 GeV2 can be tagged by the ET in the
energy interval 0.2 < Ee.(Ee < 0.8 using both the PD and VC as a veto.
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Energy interval, E-,/Ee = 1 — Ee-j Ee

Polar angle acceptance interval
Average acceptance for ep — • ep7
Average acceptance for photoproduction
Gvia

ep —* epj rate for E > Ettir = 4 GeV W
Photoproduction event rate ^
Aperture x x y (granularity)
Chemical composition
Radiation length (Moliere radius)
Crystal length (radiation hardness)
Energy resolution, aEj E ^
Position (time) resolution, ax_y (crt) ^

unit

mrad
%
%

mb
MHz

Hz
mm"

cm
cm (Rad)

%
mm (ns)

ET
0.2 - O.S

0 - 5
48
36
28
0.4

20-30
154 x 154 (7 x 7)

PD
0.004 - 1.0

0 - 0.45
98
-

174
1.3
-

100 x 100 (5 x 5)
T1C1(78%) + TlBr(22%)

0.93 (2.10)
20 (> 6 - 1 0 7 )

l®10/\/£, ( £ in GeV)
0.3- 1.2 (< 3)

Table 7.1: Parameters of the luminosity system.
HERA.

at design luminosity; W values reached at

7.2 Detectors

The design goals - high radiation resistance, good energy, coordinate and time resolution and
compactness - were best met by a hodoscope of total absorption KRS-15 crystal Cerenkov
counters. Their properties are summarized in Table 7.1.

Each calorimeter cell is viewed by a FEU- 147 photomultiplier [137] with a 20 mm diameter
cathode coupled to the crystal with an optical contact. The veto counter is viewed by two
phototubes operating in different regimes, the first for photon detection, the second operating
with increased voltage and reaching full efficiency for charged particles with a range exceeding
35 cm. Taking into account the material in front of VC, this corresponds to full efficiency for e.
m. showers initiated by the photons with £7 > 1.5 GeV.

Since the luminosity detectors operate at high rates up to few MHz, which may vary within
one beam filling by a factor of 3 to 10, they are permanently calibrated during data taking using
the energy constraint EEr + EPD = £e-6eam- Although the calibration coefficients may change
within 5 - 20%, this method allows an absolute calibration with a precision of better than 1%.
Figure 7.2 illustrates this energy correlation between the two arms.

7.3 Trigger and data acquisition

The different functions of the luminosity system required a special trigger and data acquisition
concept, based on the two completely independent branches. The photomultiplier signals pass
first differential preamplifiers close to the detectors and then, after 170 m or 100 m of fast coaxial
cable pairs, respectively, are again shaped and amplified at the trigger electronics crate. This
solution reduces noise and compensates for signal attenuation in the cables. Then the signals
are split and analysed in two groups of FADCs (2 X 80 channels).

The first FADC group operates in a standard mode, similar to all other subdctcctor trigger
systems (see Section 8.3.4). The trigger electronics discriminates the analog energy sums against
the individually set thresholds, producing a dead time free trigger bit synchronized to the HERA
beam crossing. Three basic trigger signals are available from the electron arm (E^r > BET)*
the photon arm (EPD+VC > £po+t/c)i anc^ tnc VGto counter. The main TE used so far for
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Based on the offline 7 - rate method

Contribution to 6C

1. Theoretical value for crgfi

2. Trigger efficiency
3. Statistics, e-gas bgrd. subtraction
4. 7-energy scale (calib & resol.)
5. Geometrical acceptance of 7-arm
6. Multiple photon effect (pileup)
7. Counting and rounding errors

Total error from lumi system

1993
e-p

0.5%
2.0%
1.5%
1.7%
0.7%
0.2%
1.1%

3.4%

1994
e~p e+p shifted I. P.

0.5%
0.3%

1.3% 0.4% 3.3%
1.1% 0.9% 1.7%

0.5%
0.3% 0.4% 0.3%

0.5%

2.0% 1.4% 3.8%

Table 7.2: Systematic error for the absolute luminosity measurement.

tagged 7p physics was eTAG = ET*PD * VC. The front end readout and the data transfer to
the central data acquisition are done by a program running on the FIC8230 master processor
[53].

The second FADC group is controlled locally and completely decoupled from the HI trigger
system. Two triggers are used for the luminosity calculation and online detector calibration:
ET*PD and ET*PD*VC. Any combination of 5 TEs can be permanently stored without dead
time for each of the 220 bunches in a fast histogramming memory of 32x220 channels. This
memory contains the full information on all bunch related trigger statistics, e. g. the level of
accidental coincidences. The online event processing includes fast reconstruction, calibration,
trigger verification and calculation of the current luminosity and is performed on a second
FIC8230 processor.

7.4 Performance

The system has been working successfully since April 1992. A typical example of the information
provided by the luminosity system during e-p collisions is shown in Fig. 7.3. For safety reasons
lead-scintillator calorimeters were used in 1991 [138] during the running in phase of HERA. In
the early phase, when HERA operated at 1% of the design luminosity, the detectors were active
even during injection and ramping of the electron beam, which allowed the machine crew to
better understand the beam dynamics and to adjust for collisions quickly.

The total integrated luminosity measured in 1993 and 1994 by HI is shown in Fig. 2.5.
The present understanding of the systematic error is summarized in the Table 7.2. Due to the
redundancy in the trigger, the systematic error can be fur ther reduced by combining the present
method with other possible triggers (e.g. wi th the total photon f lux measurements [139] etc.).
The data sample taken with the help the cTAG trigger of the luminosity system was the starting
point for all photoproduction results presented by I I I so far [140, 141].
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Based on the bremsstrahlung process:

ep

IX,I

Electron Tagger (ET)

EET = 11-8 CeV

o J vc PD

Pholon Detector (PD)

= 14.5 GcV

L.

HI Luminosity System
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o

Figure 7.1: The layout of the luminosity system.
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Figure 7.2: 6 — 7 energy correlation for bremsstrahlung events detected by the luminosity
calorimeters. In the upper right corner the total reconstructed energy is shown. These data
are from the beginning of the 1994 HERA e~p run at 27.5 GeV x 820 GeV collision energy.
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8 Trigger

8.1 Introduction and trigger requirements

The task of the trigger system is to select out of the flow of signals registered in the multi tude
of detector channels those for permanent recording that originate from a given e — p interaction
of physics interest and to reject background events. The common background sources of other
accelerator experiments are also present at HERA: synchrotron radiation from the electron beam,
proton gas interaction in the beam pipe vacuum of about 10~9 hPa and stray protons, which
produce particle showers by hitting the beam tube and other materials around the accelerator.
Beam halo muons and muons from cosmic radiation play a role, too.

The variety of physics processes under study in e — p collisions covers a wide range of cross-
sections and of rates, respectively. It extends from photoproduction, where the visible e-p cross
section of several fib implies an event rate of 20-30 Hz at design luminosity (£ = 1.5-103Icm2s~1),
towards W production expected to occur a few times per week. (See Table 8.1.)

beam gas interactions
cosmic ft in barrel
tagged 7p
cc total
DIS low Q2

DIS high Q2 (e in LAr)
Charged current DIS pT >25 GeV
W production

1.6 //b
1 pb

150 nb
1.5 nb
50 pb

0.4 pb

50 kHz
700 Hz
25 Hz
15 Hz

2.2 Hz
1.4 min"1

3.0 h-1

0.5 d-'

Table 8.1: Cross sections and rates (at design luminosity).

The high luminosity mandatory for the measurement of the rare processes could only be
achieved with a large number of proton and electron bunches in the machine (see section 2.4).
With a basic proton RF frequency of 52 MHz (208 MHz) 210 bunch positions have been foreseen
along the circumference of the storage ring; consequently the bunch crossing interval is 96 ns.

This time span has to be compared to typical signal formation times in the detector: the
largest drift times in the central jet chamber (CJC) amount to 1 (j,s and the calorimeter pream-
plifier has an integration time of about 1.5 /is. (see Table 8.2.)

The probabilities per bunch crossing for accidental tracks, calorimeter energy deposits or
electron tagger signals are at or below the percent level. However, when integrated over the
detector sampling times, the pile-up probability is no longer negligible. Therefore it is mandatory
that the trigger identifies the bunch crossing ('"Jo") associated to the event under consideration.

Most subdetectors of HI generate signals that can be used for the first level trigger. Some
examples are: tracks in certain ranges of curvature, energy depositions with their topology,
interaction vertex positions, particle arrival times. Local coincidences between MVVPC 'rays1

and calorimeter 'towers' are also formed. While fast detectors like MWPCs and sclntillators
intrinsically provide time resolution w i t h i n a bunch crossing, "/0" information can be obtained
from calorimeter signals using constant fraction methods, or from the d r i f t chambers by requir-
ing special track configurations. In contrast, threshold-l ike signals extend over several bunch
crossings and have to be put into coincidence with external "/0" bits.

The first level trigger thus provides a decision for each bunch crossing. The ful ly pipelined
system runs deadtirne free at 10.4 MHz and is phase locked to the RF signal of HERA. The
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width of proton bunch
distance to next satellite bunch
flight time to backward ToF
flight time to barrel muon system
bunch crossing interval
longest drift time in CJC
integration time of LAr preamplifier
delay of first level trigger
front end readout time

1.4 ns
5 ns
6 ns

20 ns
96 ns

1 //s
1.5 /zs
2.5/is

f=sl ms

Table 8.2: Time scales at HERA and Hi.

decision delay of 2.5 fis determines the minimum pipeline length needed to store the full detector
data at the front end.

The asymmetric beam energies of HERA give rise to strongly forward-directed event topolo-
gies that are hard to discriminate against background from proton interactions with residual gas
atoms. Already at first level, the trigger system has to provide a sophisticated identification of
the characteristics of an event and to trigger on the complex signatures of physics processes. To
this end, the trigger subsystems of HI deliver information on distinct properties of the event. In
several different ways, use is made on the track origin information that uniquely distinguishes
e — p interactions from the beam gas background. Early arrival times in the ToF system indicate
that the origin of the event is upstream the proton beam, a large distance of closest approach
to the beam axis of CJC measured tracks in the (z ,y) plane, or along the beam axis (from the
z drift chambers) distinguishes against events not produced in the fiducial volume of the inter-
action region. In addition, a fast estimate of the z vertex position along the beam axis based
on histogramming techniques of signals from the central and forward proportional chambers,
constrains the vertex even further.

For some e — p events the vertex information may not be the best requirement at the first trig-
ger level. The signature of the scattered electron can be exploited where appropriate. Depending
on the Q~ region under consideration, it is detected in the electron tagger of the luminosity sys-
tem, in the backward electromagnetic or in the main LAr calorimeter. Next, the topology of the
hadronic final state is widely used. Charge current (CC) events are identified by the imbalance
of transverse component of the hadronic energy deposition. Jet signatures spot hard photopro-
duction events, and the requirement of a positive muon signal serves as a tag for heavy quark
production. It has even been possible to trigger on heavy quark production events without
detection of the scattered electron, relying just on the topology of the registered charged tracks.

An obvious possible extension of the system is to make use of local correlations between
the trigger "objects" of different subsystems. "Some track" together with "some muon signal"
is more likely being randomly produced than a "track pointing to a muon signal" in space.
Probabilities for accidental coincidences are reduced with increasing granularity.

While at first trigger level only the MVVPC and LAr calorimeter data arc correlated in such a
way, full use of the detailed, high granularity trigger data of most subsystems is being made in the
intermediate trigger levels 2 and 3. With decision times of 20 /is and SOO //s, respectively, they
work wi th in the primary dead time. The level 2 decision is made using purpose built hardware.
A KEEP decision at level 2 initiates the readout of the front end under processor control. In
parallel, a flexible level 3 system with software algorithms running on a RISC microprocessor
can refine the trigger and potentially abort the readout.
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8.2 Front end pipelining

The time interval between two consecutive bunch crossings of 96 ns is used as the time uni t
(1 BC) in the following. The time needed to run trigger signals even through a few electronics
circuits performing simple logical calculations is usually longer than that. Moreover the large
size of the experiment introduces cable delays of several BC. Finally certain subdetectors have a
long detector response time which means that the information of these detectors is only available
some BC after the event (LAr: 13 BC due to long integration time of the preamplifiers, central
drift chamber: 11 BC due to a longest drift time of 1 p s ) . Such long response times can only
be tolerated because, due to the relatively low event rate (compared to a p - p collider), the
probability for an e — p interaction per bunch crossing is small (of order 10~3).

The Ll trigger decision (called Llkeep signal) is available centrally 24 BC after the real
e — p interaction. Further time is needed to distribute this signal to stop the various subdetector
pipelines, otherwise the information which belongs to the relevant BC would be lost. The pipeline
length varies between 27 and 35 BC depending on the subdetector, which is just long enough to
operate the system. For future system designs we would advise to increase this pipeline length to
gain more flexibility in the timing of such a system or - even better - to perform signal processing
and zero suppression before entering the pipelines and store the information dynamically.

This concept of a pipelined front end system also avoids a huge amount of analog cable delays
and allows to reconstruct offline the history of the event over several BC for timing studies and
to identify signal pile up.

HI uses four different types of pipelines (For a more detailed description of the electronics
see the chapters of the respective detectors):

- Fast random access memory (RAM) is used to store the digitized information of the
drift chambers (central and forward tracker, forward muon system) as well as of the LAr
calorimeter for trigger purposes. The analog to digital converters operate at a frequency of
10.4 MHz for the LAr calorimeter and 104 MHz for the drift chambers. They are synchro-
nized to the HERA clock which is also used to increment the 8-bit address of the RAM,
operating as a circular buffer. At Llkeep time writing into the RAMs is disabled to save
the information for the readout process. In addition RAM buffers are used to pipeline
information in the drift chamber trigger and in the central trigger.

- Digital shift registers are used to store the single bit information, generated by threshold
discriminators followed by a special HERA clock phase synchronization circuit, in the
instrumented iron system, the multiwire proportional chambers, the drift chamber trigger
branch, the BEMC trigger branch and the ToF and Veto wall scintillator systems. A
custom designed gate array contains the clock synchronization circuit and a 8 channel 32
stage pipeline realized as D-Flip-flops. See the chapter 6.1.4 for a description of this gate
array.

- Analog delay lines are used to store the pulse height of the BEMC. The Llkeep signal is
used to stop a sample and hold circuit from which the digitization takes place dur ing the
dead time of the readout.

- Signal pulse-shaping of the LAr and TC is adjusted such, that the signal's maximum
occurs at Llkeep time. The same type of sample and hold and digitization is used as in
the BEMC case.

The timing of the synchronization step and the analog to digital conversion clocks is critical.
The information has to be uniquely attributed to the BC the event originated from. The
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adjustment of the HERA clock phase, which defines this synchronization time in each subsystem,
is therefore a major task, which required several iterations of delay curves combined with offline
analysis, and it turned out to be a much more complex operation than expected. Online bunch
and clock phase monitors ensure stable operation at the correct timing values.

8.3 Trigger level 1

The trigger level 1 system [142] consists of nine different trigger systems each based on the
information of a subdetector. The outputs of these systems are called trigger elements (TE).
These TE are fed to the CTL where they are combined to various so-called subtriggers. Each
single subtrigger suffices to produce a Llkeep signal to stop the pipelines and initiate the event
readout.

In the following paragraphs the nine systems and the CTL are described.

8.3.1 Vertex position oriented trigger systems

The geometrical origin of the event is the main handle to suppress background at a HERA
experiment. Vertices which lie outside the nominal e - p interaction region identify uniquely
background events. These TE are therefore in one or the other way used for almost all subtrig-
gers, with the exception of the higher threshold triggers of the calorimeters.

8.3.1.1 The backward time-of-flight system Beam-wall and beam-gas events originating
from the proton beam produce showers, which mostly penetrate both scintillator walls (sec
Section 4.7) behind the BEMC. A background (BG) and an interaction (IA) timing window
(derived from the HERA clock signal) define for each scintillator whether the hits belong to
particles arriving directly from upstream or via the longer path from the nominal interaction
region. The signals from the single scintillator sheets of each wall are logically 'ORed' together
to form a signal for each plane, and the two planes are then put into coincidence forming the
trigger elements ToF-BG and ToF-IA.

The ToF-BG signal is the simplest and most effective background rejection criterium and is
therefore applied to most of the physics subtriggers as a veto condition. The logic is realized in
conventional NIM electronics.

8.3.1.2 The z — vertex trigger The central and the first forward proportional chamber are
used to estimate the event vertex position along the beam axis (z—axis) (for a more detailed
description see [143]). A particle originating from the beam passes four layers of chambers
(either the double layers of CIP and COP or CIP and first forward proportional chamber). The
first step of the vertex estimator, the so-called rayfinder, therefore combines the four cathode
pad signals (see Section 4.5.2) which He on a straight l ine into an object called ray. In the plane
perpendicular to the beam a 1C fold segmentation (0- sectors) is used, such that the rays of each
segment are treated separately. A total of 34MOO different rays arc examined for cacli bunch
crossing simultaneously.

A histogram wi th 16 bins along z wi th a bin width of 5.4 cm is filled according to the
z—coordinate of the origin of each ray. The rays formed by the correct combinations of pads all
enter in the same bin and consequently form a significant peak above the background generated
by rays from wrong combinations of pads which are more or less randomly distr ibuted (see
Figure 8.1(a)). Events which have their vertex far outside from the nominal interaction region
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do not develop significant peaks, in this case the histogram contains only the background from
accidentally formed rays.

From this histogram various TE are derived. The zVTX-tO TE is activated if there is at least
one entry in the histogram. zVTX-tO indicates a minimum of activity in the central region of HI
and also serves for bunch crossing identification in combination with low threshold energy triggers
of the calorimeters. The two TE zVTX-sigl or zVTX-sig2 are activated if the histogram peak
exceeds a given significance threshold (two different threshold settings are available in parallel).
For events with a few tracks only, a special TE indicates that there were only few entries in the
histogram albeit in a single cluster. The histogram analysis is fully programmable, such that
the meaning of the TE can easily be changed.

The rayfinder is based on a custom designed gate array (1.5 /*m CMOS technology), of which
2112 pieces are in use. It contains the logic to examine the signals of 45 cathode pads and to
form 30 rays (allowing a flexible 3 out of 4 logic), the adder tree to count the active rays, the
grouping of these rays into big rays (see below) and some pipeline structure for delays. For the
final histogram building and the peak analysis programmable logic cell arrays (XILINX family
3000 [144]) and a 22 bit look up table realized with 4 MByte of fast static RAM are used (see
Figure 8.1(b) for a block diagram).

8.3.1.3 The forward ray trigger The cathode pad signals of the FPC and the CIP are
fed into a logic circuit which finds rays originating from the nominal interaction region and
pointing in the forward direction (for more detailed description see [145]). A ray here is a set of
impacts on three or four chambers, compatible with a track coming from the interaction region
in one 27T/16 (^-sector. Out of the 6 or 8 chamber planes (2 planes per chamber) which are
hit by the track, only one is allowed to be absent. For each of the 16 ^-sectors there are 32
possible rays corresponding to radial bands for impacts on the second FPC. The width of these
bands increases in geometrical progression, the lowest radius is 21 cm, and the largest one 75
cm, corresponding to angles of 5.63° and 24.72° respectively.

These rays are counted and a TE is activated if at least one road is found. Other TE indicate
active rays in adjacent ^-sectors (the xy plane is divided into 16 (^-sectors as in the ^-vertex
trigger above). Furthermore, special topology conditions in the 16 0-sectors can be used to
activate a TE, e.g. a back to back of all rays.

This system is realized by a total of 320 RAMs, which are used as hierarchically organized
look up tables.

8.3.1.4 Other MWPC triggers Additional TE are derived from the CIP to trigger on
cosmic rays passing through the beam pipe.

If more than three sectors in the backward quarter of the CIP are set, the TE CIP-backward
might indicate an upstream p beam-gas event. The TE is used as a veto for certain subtriggcrs
which are derived from tracking information only.

8.3.1.5 Big rays The rays found by the forward ray trigger and the z—vertex trigger (in the
latter case only the rays originating from the highest peak in the z—vertex histogram, fig. S . l (b ) )
are extrapolated and combined to 224 "regions of interest" so-caltcd 'big rays', which have the
same geometrical division as the 'big towers' of the l iquid argon calorimeter trigger (see below
and fig. 8.4). They 'rays' can both be put into coincidence with the 'towers' (fig. 8.3) but
also be used in a stand alone manner by demanding topological conditions (e.g. back-to-back
configuration or minimal multiplicity in backward region) on the pattern of MWPC rays.
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8.3-1.6 The central jet chamber trigger This trigger [146] finds tracks in the CJC.
which have a distance of closest approach to the nominal beam line of less than 2 cm from the
nominal beam axis and therefore suppresses beam-wall events as well as synchrotron radiation
background. To keep the number of channels at a manageable level without degrading the
performance 10 selected layers out of 56 radial signal wire layers of the CJC are used in the
trigger.

s

In a first step (fig. 8.2) the signals from the CJC are digitized by a threshold comparator
(independent of the normal readout branch) and synchronized to the HERA clock. This way *
the drift time information is kept with an accuracy of 96 ns corresponding to about 5 mm of
position resolution. For the innermost two drift cells this resolution is improved by doubling the
clock frequency.

In a second stage the hits are serially clocked into shift registers. Hit masks are defined
according to track position in drift space and track curvature in the magnetic field. A total of
10000 different masks are applied in parallel to the outputs of the shift registers to mark the
active roads. Tracks with low or high transverse momentum can be distinguished as well as
the charge of low momentum tracks (< 1 GeV/c). The number of roads found in each of the
15 <£-segments and in the two momentum bins for each charge are counted separately in 3 bit
numbers.

In the final step these track counts are processed to generate the TE. Three different thresh-
olds on the total number of tracks are implemented. In addition a topological analysis in the xy
plane is performed, for instance back to back tracks in 4> can be recognized.

Most of the digital logic is programmed into about 1200 programmable logic cell arrays
(XILINX [144] family 3000).

8.3.1.7 The ^-chamber trigger The s—chamber trigger [34] uses the signals of the drif t
chambers CIZ and COZ in a way similar to the central r<p jet chamber trigger, utilizing the
relatively high spatial resolution obtained from the drift chambers. Signals are synchronized
with twice the HERA bunch frequency and stored in shift register pipelines. Their parallel
outputs are fed into coincidence circuits used as look up tables for all possible tracks coming
either out of the interaction region of 50 cm length (vertex tracks), or from the upstream proton
beam region with 20° < 9 < 90° with respect to the beam line (background tracks).

In a first step tracks are found with a granularity of 2.4 mm wi th in the ind iv idua l CIZ and
COZ systems. For tracks originating from the vertex signals from CIZ and COZ are combined
in a 96 bin vertex histogram using an analog technique. By gating the system wi th an OR
of the central proportional chambers the search for a peak in this histogram can optionally be
further restricted. A resolution of 5 mm for the vertex reconstruction is achieved. The d r i f t
cells associated with a vertex track (both left and right solutions in d r i f t space) arc stored thus
providing a fast 6 measurement of a track.

Tracks not associated with the fiducial volume of the interaction region arc counted as
upstream background, a signal that can be used as an effective veto.

The shift registers and the look up tables arc configured in 1060 logic cell arrays (XIL-
INX [144] family 3064 and 3090).
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8.3.2 Calorimetric triggersoo

The selection of deep inelastic e - p reactions is based primarily on calorinietric triggers. These
events are characterized by large transverse energy depositions originating from jets and even-
tually the primary scattered electron. Certain physics channels "beyond the standard model"
are expected to lead to similar event signatures. Correspondingly, the calorimeter triggers have
to cope with a wide spectrum of trigger observables, from narrow, localized energy depositions
(e.g. electrons) to global energy sums such as transverse or missing transverse energy. Even
photoproduction events with heavy quarks, with energy deposits as small as 1-2 GeV, should
be efficiently detected, when the calorimeter signal is locally put into coincidence wi th big rays
from the MWPC system.

8.3.2.1 The liquid argon calorimeter trigger The liquid argon trigger [147] system is
designed to calculate the energy deposited in various parts of the calorimeter as well as the total
energy and other global energy sums which can be weighted by position-dependent weighting
factors.

The realization of this system contains an analog and a digital part (fig. 8.3). In the analog
part the signals from the calorimeter cells are split off the readout chain after the preamplifier
and are separately amplified and shaped to a pulse width of about GOO ns FVVHM. Signals within
a Trigger Tower (TT) are summed. The TTs are approximately pointing to the vertex and are
segmented in 23 bins in 9 and in 32 bins or less in <f>. While the electromagnetic and hadronic
signals are still separated in the TTs, the sum of the two is fed into an analog discriminator
which turns both signals off for later summing, if the level is below an adjustable threshold
("AGM threshold") as determined by the electronic noise. The same signal is used to determine
the time of the signal ( t 0 ) by a constant fraction type method. The boolean number of (0 > 0
is available as a TE (LAr-TO). Using the trigger for low threshold photoproduction physics
requires a precise adjustment of thresholds already at the analog stage. This is possible by cross
calibrating the trigger to the more precise ADC readout [148].

Depending on the 0 region, either one, two or four TTs are summed up to 'big towers' (BT),
providing finer granular i ty in the forward direction (fig. 8.4). A total of 240 such BT's are formed
from the « 45000 LAr cells, another 12 BT's are derived in a similar way from the signals of
the BEMC and the PLUG calorimeter.

The electromagnetic and hadronic signals of each BT are digitized separately by analog to
digital converters runn ing at the HERA clock frequency of 10.4 MHz. The digital outputs are
calibrated by a RAM look up table and two threshold discriminators are used to look in each
BT for a potential electron signature defined by high electromagnetic and low hadronic energy
in the respective sections of the tower. Another discriminator look up table marks all BT's to
be transferred to the higher trigger levels. The electromagnetic and hadronic parts of each BT
are summed and the total BT energies are then available for fu r the r processing. A threshold is
set on the total BT signal in coincidence with the 'big rays' as derived from the MWPC triggers
(see Section 8.3.1.5). The number of these towers is counted, discriminated and provided as a
trigger clement to the CTL.

The total BT energy is fed into a set of look up tables producing the weighted energy of
this big tower for the global sums: For the total transverse energy a weight of sin f) is used, the
transverse components Ex and Ey are obtained by multiplication wi th sin 0 cos 4> and sin 0 sin <6,
respectively, to build the missing energy signal. A fur ther channel can be used for arbi t rary
purposes, e.g. for generating a trigger wi th un i fo rmly dis t r ibuted rates over the polar angle by
weighting each BT with the inverse of the background rate of its angular region. A 'topological'
channel allows to sum up separately the energies in f ive predefined topological regions (BEMC,
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central barrel (CB). forward barrel (FB) , inner forward (IF) , and P L U G ) . For these regions,
the total energy as well as the energies in each of the con t r ibu t ing quadrants are calculated.
Furthermore the total energies are calculated for the total barrel (CB + FB) and the forward
(IF+PLUG) and backward (FB + CB+BEMC) regions. For the summing of the weighted BT
energies, custom specific gate arrays are used with S bit accuracy (7 bit plus sign for Ex, £y).

In the last step further RAM-based look up tables are used to encode the various global and
topological sums into two-bit threshold functions provided as TE to the CTL. One such look up
table also builds the missing energy from the two signed components Er and Ey with subsequent
discrimination and encoding into two bits.

More details about this trigger and its performance in 1994 can be found in reference [149].

8.3.2.2 The BEMC single electron trigger The purpose of the BEMC Single Electron
Trigger (BSET) (see [112, 150]) is to identify scattered electrons from DIS processes in the
angular acceptance of the BEMC. The basic concept of this trigger is to provide cluster recogni-
tion and to place energy thresholds on the sum of all energy clusters in the BEMC. The trigger
is based on energies deposited in BEMC stacks which have a granularity well matched to the
transverse spread of electromagnetic showers.

Analog signals from preamplifiers of single wavelength shifters are first added to form stack
sums representing a high granularity TE. The summed analog stack signals are then adjusted
in their gain and timing in order to provide an equal analog response to energy and to uniquely
assign the energy depositions in all stacks to a single HERA bunch crossing. Two thresholds are
applied to these signals. A low threshold just above noise level and a medium threshold to be used
as a cluster seed. Typical values are 1.3 GeV for the low threshold and 2.3 GeV for the medium
one. A cluster identification module then detects the cluster seeds and assigns neighboring stacks
to define clusters. Two TE reflect the cluster multiplicity (one or more clusters, exactly one
cluster). The energy of all clusters is summed up and three possible thresholds (CL1, CL2 and
CL3) can be placed on this sum, which activate the respective TE. The total energy summed
over all stacks exceeding the low threshold is also compared to a threshold and activates another
trigger element. Finally the cluster energy and the total energy sum is digitized into an eight-bit
number to be used for correlations w i t h other quantities at the CTL.

The trigger has been able to operate in coincidence with a timing veto from the time-of-
flight system (see Section 8.3.1.1) and a cluster threshold of 2.5 GeV dur ing the first data taking
period. The threshold curve for the cluster energy is shown in figure 8.5.

8.3.3 Muon triggers

Both the inst rumented iron system and the forward muon spectrometer deliver level 1 trigger
information, as described below.

8.3.3.1 The instrumented iron muon trigger The instrumented iron system is logically
divided into 4 subdetectors (front end cap, forward barrel, backward barrel and backward end-
cap) [151]. Each subdctcctor consists of 1C modules. The wire signals of layer numbers 3, 4,
5, 8 and 12 of each module arc used for the level 1 trigger. The pipel ine gate arrays used in
this system have this output available after the synchronization step, but before the entry into
the pipeline. The "OR" of 16 wires of these signals is called an element and all elements of
one chamber are again ORcd together to form a single layer signal . Any condi t ion on the 5
trigger layer signals of one module can be requested by means of RAM look up tables {e.g. 3
out of all 5) for each module independently. Two signal lines per module are used. One of
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these contains the system's tQ information, the second is used for the coincidence condit ion. The
latter is transferred to the level 1 trigger after its timing has been set correctly by means of the
t0 signal from the first hit trigger layer in the module. This determines the correct BC wi th a
resolution of about 20ns. On level 1 only 8 TE are left distinguishing between exactly one or
more than one module trigger in different regions of the polar angle. The 64 coincidence bits as
well as additional information on the multiplicity per module is then ready for use in the level
2 and level 3 trigger systems.

The instrumented iron muon trigger has been used up to now for two main purposes: in
combination with other Hi triggers (especially from the tracking system) to trigger on muons
from heavy quark decays or from 77 interactions or as stand alone trigger for monitoring : either
on cosmic muons or on muons in the proton beam halo.

8.3.3.2 The forward muon trigger The signals from the drift chambers of the forward
muon spectrometer are discriminated and fed into an electronic system which extracts the ap-
propriate tQ and the coordinate within the drift space of chamber hits which correspond to
tracks [152]). This is achieved by making use of the staggered arrangement of two adjacent drif t
cells as shown in fig. 8.6. For correct t0 the sum of the drift times of the two cells is defined
for any track coming from the collision point, while the difference of the two drift times gives
the coordinate within the drift space. A field-programmable 32 x 32 coincidence array with
serial-load shift register axes, built in a 1.5 p.m CMOS custom specific chip is used to make the
correlations between the two drift times and thus identify bunch number and track position.

A similar coincidence matrix with parallel-loaded axis is then used to define pairs of track
segments which correspond to tracks in the chambers before the toroid and separately in the
chambers after the toroid. A variable width road may be applied to require that the tracks point
to the interaction vertex. In the third step of this trigger processor pre-toroid and post-toroid
tracks are fed into a further coincidence matrix which finds pairs of tracks which have traversed
the toroid. The momentum selection of the trigger is made by varying the widths of the roads.

The trigger deals with each octant of the forward muon chambers separately. The track
candidates found in each octant are allocated to eight regions at different polar angles relative
to the beam. The 8-bit hit patterns from all eight octants are fed into a RAM based look
up table which counts the number of muon candidates and allows programmable topological
correlations to be made . Eight bits of trigger information are then sent to the CTL as TE.

8.3.4 Triggers derived from the luminosity system

The luminosity system runs with an independent data acquisition and triggering system as
described previously in chapter 7. However the trigger signals derived from the three detectors
of this system are available also to the main trigger system: independent thresholds cati be set
on the electron energy, the photon energy and the calibrated sum of both. Together wi th the
signals of the veto counter located in front of the photon detector this information is fed into a
look up table to form logical combinations. The outputs are connected to the CTL as TE.

So far mainly the electron signal was used to tag photoproduction events.

8.3.5 Central trigger level 1 decision

The information generated by the subdctcctor trigger systems described above consists of 16
groups of 8 TE, which are connected to the CTL inputs [153, 1*12]. The 16 groups of TE are fed
into pipelines realized as dual ported RAM based circular buffers, which allows to adjust the

117



delays of all incoming signals to the proper BC. In addition the RAMs can be used to study the
time evolution before and after the actual event.

The TE are logically combined to generate a level 1 trigger signal. Up to 128 different
subtriggers are formed by applying coincidence and threshold requirements. (Lookup tables are
used to form 16 fold coincidences of arbitrary logic expressions from up to 11 predefined input
bits). A compact trigger description language (TDL) has been developed to keep up with the
ever changing demands for new subtriggers and to properly log the logic and the status of the
triggers loaded.

The subtnggers are assigned to a given physics event class (physics trigger), to experimental
data needed e.g. for measuring the efficiency of a given detector (monitor trigger) or to cosmic
ray events for calibration purposes (cosmics trigger).

The possibility to gate the logic with beam information is also useful; cosmic or calibration
triggers should only fire when both bunches are empty, physics triggers only, when both are
filled.

The rate of each subtrigger is counted separately and can be prescaled if needed. The final
Llkeep signal is defined by the logical OR of all subtriggers after prescaling and is distributed to
the front end electronics of all subsystems to stop the pipelines. Only at this point the primary
dead time starts to accumulate.

8.4 Intermediate trigger levels

The two intermediate trigger levels 2 and 3 operate during primary dead time of the readout
and are therefore called synchronous. The calculations which are performed in these systems
and the decision criteria applied depend on the subtrigger derived in the level 1 system, which
acts in this way as a rough event classification.

During the level 2 latency time (a fixed time of typically 20 Ms) the level 2 trigger system
evaluates a larger number of detector signal correlations typically in a mixed serial/parallel
manner. Depending on the outcome of the analysis a fast KEEP or REJECT signal is issued
at decision time. For the level 2 decision various hardware solutions are under construction
including a complex topological correlator [154] and a neural network approach to exploit the
correlations between the trigger quantities from the various subsystems in a multidimensional
space [155]. The massively parallel decision algorithm of these systems makes them ideally
suited for fast trigger applications.

Only if the event is accepted at level 2, the time consuming readout tasks such as zero-
suppressing of the drift chamber digital signals and the calorimeter analog to digital conversion
and DSP processing are initiated. During this time the trigger level 3 system based on a
AM 29000 RISC processor performs fur ther calculations [156]. The level 3 decision is available
after typically a few hundred /is, in case of a reject the readout operations are aborted and the
experiment is alive again after a few /is.

The calculations of both level 2 and level 3 triggers arc based on the same information
prepared by the trigger level 1 systems described in the previous section: MWPC (Big Rays,
£ —vertex histogram), central drif t chamber (number of tracks found in each ^-sector by the
level 1 trigger), BEMC (individual stack informat ion , energy sums bu i l t in the trigger level 1
system), LAr calorimeter (individual big tower electromagnetic and hadronic energies and the
global sums, as buil t in the trigger level 1 system) and intermediate information generated by
the main and forward muon triggers. Topoiogical and other complex correlations between these
values are the main applications for the intermediate trigger systems.
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The events which survive the level 2 and 3 triggers are taken over by the central data
acquisition system with a typical maximum rate of 50 Hz (see chapter 10 for upgrading state
of this limit). Since this system works asynchronous to the primary trigger system, there is no
further dead time involved as long as the level 3 accept rate stays safely below these 50 Hz. The
decision times of these systems (level 2: 20 /ts, level 3: assume 100 {.is average) and the total
primary dead time of about 1.5 ms for fully accepted events imply, that the level 1 (level 2)
trigger accept rate must not exceed 1000 Hz (200Hz) to be able to run the experiment wi th an
overall dead t ime below 10 %.

Fig. 8.7 indicates the front end response time as a function of the instantaneous input rate.
The time is independent of the "distance" between two events until at high inpu t rates 2nd order
limitations come into play. One such effect has been identified in the drift chamber readout and
been cured by introducing deeper buffering at the front end.

At present the level 2 and 3 processing systems have not yet been in use. (However, all
accept and reject control signals were available and the system can be run by arbitrarily forcing
level 2 and level 3 accept/reject decisions for each event.) The level 1 accept rate had therefore
to meet the central data acquisition limitation of 50 Hz. Since the "physics content" of the
TE information is already appreciable this can typically be done in a straight forward manner.
Special caution, however, is appropriate when the background conditions of the beams change
dramatically, which may happen from time to time.

8.5 The level 4 filter farm

The level 4 filter farm is an asynchronous software trigger based on fast MIPS R3000 based
processor boards [157]. It is integrated into the central data acquisition system and has the raw-
data of the full event available as a basis for its decision making algorithms. This allows for
online trigger selections with the full intrinsic detector resolution. In 1992 fourteen in 1993/1994
thirty two processor boards ran in parallel. Each board processes one event completely unt i l a
decision is reached. The hardware layout is described in detail in chapter 10.

In order to reach a decision in the shortest possible time, the L4 algorithm is split into various
logical modules, which are run only if a quantity calculated by the respective module is needed
to reach this decision. The L4 modules use either fast algorithms designed specifically for the
filter farm, or contain parts of the standard offline reconstruction program. The execution of the
modules is controlled by a steering bank containing text in a steering language written explicitly
for this purpose. The final decision is based on statements containing logical combinations of
numerical or logical values. The event is either accepted or rejected if the statement is true.

Execution of the statement is terminated and the next statement is executed as soon as a
sub-condition is false. It is possible to run any statement in test mode without influence on the
actual decision. This allows the evaluation of the effect of new statements with high statistics
prior to activation and the flagging of particularly interesting events, e.g. for the online event
display. In most cases, the first condition in a statement is simply a mask of LI trigger bits.
This scheme allows for high flexibility without changes in the program code and facilitates
book-keeping as the steering bank is automatically stored in the I I I database.

A small fraction - typically 1 % - of all rejected events is always kept for monitoring purposes.

In the 1993 runs the filter farm was mainly used to reject events wi th vertices outside of the
nominal interaction region along the beam axis, which survived the relatively weak condi t ions set
in the first level trigger. The largest reduction was achieved using charge division in format ion
from the trackers: In a first statement, a histogram of z — intercepts is evaluated. These are
derived from the projection of straight lines defined by pairs of well separated wire hits in cells
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of the central jet chamber (CJC). If more than 50 9c of all entries are below z = - /5 cm,
the event is rejected. This condition rejects upstream beam-gas and beam-wall interactions. A
similar algorithm evaluates multiple hits on neighboring CJC wires. If the ratio of hit pairs
with an absolute angle of less than 10° vs the beam direction to all hit pairs is greater 1/2,
the event is rejected. Events with this topology are predominantly due to electron induced
background originating from synchrotron radiation. These algorithms are very fast: both tests
combined need an average of 8 ms on the processor boards and rejected 50-80 % of the events
triggered by tracker triggers in 1992. The full track reconstruction in the CJC is run on events
passing the above criteria. Events with only positive charged tracks or no tracks at all in the
beam interaction region are rejected. Three or more well reconstructed tracks originating from
z < — 1 m also lead to rejection of the event.

The BSET trigger described in Section 8.3.2.2 suffers from a large background due to particles
hitting a single photo diode (mainly synchrotron radiation related). Events wi th a dispropor-
tionate fraction of the total stack energy in just one of the four photo diodes are rejected. In
addition false BSET triggers from upstream proton beam background are rejected by the tracker
cuts described previously. Muon triggers in the instrumented iron are verified by requiring a
reconstructed track in the iron.

As can be seen in the above examples, the L4 filter farm has been rejecting background
events based primarily on technical quantities. It has rejected an average of 70% of the input
events. At higher luminosity rejection of beam-gas events in the nominal interaction region
will become necessary. In addition, the increased number of filled bunches will necessitate the
rejection of cosmic ray events.

The filter farm is not only used for event filtering purposes. As reconstructed data of the
whole detector merges there for the first time, it is also well suited for monitoring and calibration.
The reconstruction modules fill monitor histograms which can be inspected online. Warning
messages can also be sent to the central control console, informing the shift crew immediately of
potential problems. Calibration data are sent to the data base for immediate use by the online
reconstruction process.

8.6 Performance and outlook

With the above described system we reduced the high background rate at trigger level 1 to
typically 26 Hz at the present luminosities delivered by HERA. 70 % of these events were
rejected by the level 4 event filter, so we ended up with a tape recording rate of 8 Hz at a overall
dead time of the system of 8 %.

The total rate of background events into the experiment due to proton beam losses from
upstream was expected to be of order 50 kHz. In fact we measured at a total proton beam
current of 0.8 mA (0.5 % of the design value) an event rate of 225 Hz in the ToF scintillator
wall, which scales with this expectation.

A proton-residual gas interaction rate of about 1 kHz/in can be calculated from the observed
vacuum of 10~9 hPa and at design luminosity. This scales to 5 Hz w i t h i n the interaction region
(±25 cm) and at the reduced luminosity condition mentioned above. We effectively observed a
rate of about 2 Hz of such beam-gas events triggered w i t h the central t racking triggers.

The rate of synchrotron radiation background turned out to be a bigger problem than ex-
pected. However by using the DC track trigger these events can easily be suppressed. For
the low Q- deep inelastic neutral scattering events with the scattered electron observed in the
BEMC this background is a more serious problem, only spatial correlation between BPC and
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BEMC and relative signal distributions in the BEMC photo diodes (see previous section) give
a significant reduction of this type of background.

Offline studies based on the data taken during the first year of HERA operation show that
it is possible by setting more stringent coincidence requirements for the level 1 subtriggers to
run the system in the same manner (only level 1 and level 4 triggers) at 10 times higher beam
currents without cutting significantly into physics acceptance and with the same performance
concerning rates and dead times. However at design luminosity (100 times higher than our first
year experience) we will have to tighten the requirements on the events in level 2 and 3 trigger
systems. But it looks still possible to trigger with high acceptance for physics events, perhaps
with the exception of the heavy quark production of which a large fraction of events have not
enough transverse energy for the calorimetric triggers to fire and no or only low energy electrons
or muons in the final state. Therefore they have to be triggered in the first level by central
tracking information alone resulting in a high beam gas background from the nominal e - p
interaction region. We will have to use topological criteria in the level 4 or even in level 2 or 3
to recognize these events.
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9 Slow control

The slow control system of Hi [158] is designed to take care of all parameters of the experiment
which would be constant in an ideal world. Except for central control and monitoring of all
VME crates, all subdetectors described above are equipped with a slow control system of their
own. All systems use VME crates controlled by Macintosh or OS-9 computers and some of them
use a VME-controlled multichannel slow control system developed at HI [159]. The integration
of subsystems is achieved in two ways, a simple hardware alarm system and a computer control
network (CCN). A combined database is used for maintenance of static data and storage of
measurements.

Throughout the slow control system we use the notions of slow channel (SC) and slow
event (SE) [160]. A slow channel is a single measurable quantity of a single signal type of a
single physical channel (e.g. a real setting of a high voltage power supply channel, or the value
loaded into this channel). Each SC is uniquely identified by its code (ID). All slow channels are
first initialized by their subsystem computer according to the central database. A microevent
occurs when a significantly new result is obtained from the measurement on a SC. Microevents
are accumulated in their slow event buffer until the status of some SC has changed, the time
allowed for a SE accumulation has expired, the command to send a SE was received or the
maximum number of microevents within a SE has been reached. As a result of any of the above
conditions (SE triggers) a slow event is sent to the central slow control computer.

We use a relational database management system for the maintenance of slow control data.
We use the structured query language (ANSI SQL) for the purpose of data integrity, control of
access and commitment, and for queries. The complete history of the databases is kept. Any
set of reports from queries can be automatically formatted into HI standard records suitable
for production programs. Slow events are stored in two standard files. The slow event archive
file uses keyed access to SEs. Both of these history files are zero-suppressed in the sense of
microevent definition. We have a good interactive access to slow control data stored on the
mainframe IBM computer. .A menu tree can be used to guide casual users. Remote access to
all databases and history files is made transparent by a TCP/IP database server.

The control network consists of subsystem control computers (Macintosh and OS-9) attached
to different detector parts (Figure 9.1). They are connected via Ethernet (TCP/IP). CCN is
used to monitor all parameters of HI. All slow control computers produce SEs and transfer them
to the central slow control (CSC) computer. The CSC computer provides data for the online
display of the detector status [161] running on Macintosh computers. SEs are also injected into
main data acquisition event data stream. On the mainframe IBM computer they are copied to
the history files. The CSC computer itself monitors some 200 VME-crates and other devices
not linked to a particular subdetector.

Hardware alarms do not depend on computers. Only hardwired combinatorial logic is in-
volved to handle critical situations immediately (e.g. to switch off high voltage power supplies).
The central logic [162] uses open/close switch signals. It is connected to the experiment via a
routing array which makes it possible to receive inpu t from or deliver o u t p u t to any location
wi th in HI. The central logic drives an alarm signalization pane! in the control room and provides
status flags read out by the data acquisition and included into the event data.

In summary, the hardware alarm system presently monitors some 170 signals. It works reli-
ably and can readily accommodate new input or ou tpu t anywhere within the whole experiment.
The only change foreseen is automatic interaction with the accelerator.
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10 The data acquisition system

This section concentrates on the central part of the Hi data acquisition system, the front-end
readout and triggering subsystems having been dealt with extensively in previous chapters.

From the real-time computational point of view, a total of over a quarter of a million analogue
channels art read-out and digitized, resulting in some 3 Mbyte of raw digitized information for
a triggered event. As the time between successive electron-proton bunch crossings is just 96 ns.
various levels of hardware triggering, software filtering and digital compression are employed
before reducing final data sizes to acceptable storage- media recording rates. For the data
acquisition several hundred processing elements are embedded largely within the IEEE VMEbus
standard [163]. Descriptions of the system also exist elsewhere [164, 165].

Figure 10.1 summarises the overall data acquisition system and the key rates at full HERA
design luminosity. Information is digitized and read-out in parallel from many subdetector parti-
tions before being finally merged. Four main levels of hardware triggering and software filtering
can be enabled on all or part of the various detector partitions. In parallel data compression and
formatting reduce the 3 Mbyte of raw data to event sizes of between 50 Kbyte and 100 Kbyte
so that final data recording rates are restricted, at present, to a maximum 1.2 Mbyte/s. The
first level (LI) pipelined triggering system selects initial candidates for data processing from the
background. After a Ll accept the front-end pipelines are held. Dead-time then begins. A more
refined hardwired L2 decision, based on combined information, can then be activated wi th in 20
/is. Front-end electronics readout is not initiated until an early-level triggering decision is made
whereupon each component has a maximum digitization time of 800 ps before the pipelines are
re-enabled; a large amount of the data compression also takes place during this phase. A third
level of filtering can be enabled so that should readout commence the pipelines are immediately
reactivated if a L3 reject occurs.

In logical structure the detector components are merged, in parallel, into individual subdetec-
tor VMEbus crates which each contain a readout controller and memory buffer plus a fibre optic
link to a coordinating event management task. A parallel array of RISC processors provides the
fourth level of software-coded filtering once all of the full-event information is combined over
the fibre-optics [157]. At all stages workstation intervention provides for data monitoring and
detector control. To avoid saturation on global VMEbusses, extensive use is made of the local
VSB specification [55]. To minimise any further dead time contributions, memory buffering is
provided at the key data processing stages. Finally a local area network (Ethernet) caters for the
relatively slow exchange of general operating conditions, files and even event-records between
different subsystems. This also serves the external international community with current status
and event information over wide-area networks.

10.1 System components

To provide a coherently managed system, between over 200 electronics crates, a baseline set of
standards was established to ease maintenance and software development overheads.

10.1.1 Basic hardware components

For general-purpose real-time control w i th in VMEbus, a common GS020/30/40 scries processor
card was selected [53]. On-board memory is dual-ported so that it can be accessed externally
from the VMEbus (for communicat ion) as well as internally from the processor itself. VSI3
local bus access can be extended to memory boards in adjacent crates but is never used as an
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inter-crate connection. For even more calculation-intensive applications RISC processor-based
modules are employed. The RAID 8235/8239 is a single-width VMEbus/VSB board based
on the MIPS R3000 processor (25/40 MHz clock) and the R3010 Floating-Point Accelerator
with up to 32 Mbyte of onboard DRAM [166]. To enhance memory bandwidths and reduce
instruction access times, up to 128 Kbyte of independent data and instruction cache ensure that
each board has an equivalent computing power of up to 80 % of an IBM 3090 mainframe. The
DPM 8242 is the basic memory module and can be equipped with up to 16 Mbyte of 70 ns static
RAM, having equal priority in arbitration from the VME and VSB ports [167]. A broadcast
mode selection allows any VMEbus master to write to several memories simultaneously. Both
the VMEbus and VSB memory base addresses are software programmable via VME accessible
registers, permitting a managing Event Coordinator task (see later) to switch units between
different events. Due to their graphics-user-interface and open NuBus architecture, Macintosh
computers are used extensively for the purpose of software development and operator control.
A maximum of 24 VMEbus crates can be mapped directly onto each Macintosh via MacVEE
and Micron, MacVEE interface card resident on NuBus [168]. No sophisticated protocol needs
to be initialised, unlike other DMA-based connections.

10.1.2 VMEtaxi

In many of the front-end subsystems the standard VICbus is used to interconnect crates [51].
However for coordinating the fast data acquisition transmission protocol between the different
readout subsystems, VMEtaxi modules are employed [169]. These can connect VMEbus crates
up to several kilometres with fibre-optics. Figure 10.2 illustrates the basic philosophy. All boards
are interconnected with multimode optic fibres to form a ring, using AMD 7968/7969 TAXI-
chip transmitter/receiver pairs. Because of this, there is theoretically no limit on the number of
such devices which can be interconnected within a single ring; in practice one is limited by the
software overhead in setting up transfers. Each single- width board has a CPU controller and
single level VMEbus arbiter. The software protocol, discussed further in the following sections,
is purpose-written and optimised for speed and efficiency in a data acquisition environment;
no FDDI or similar networking protocol is adopted. In setting up transfers between any two
crates, an initial description packet is sent around the ring; those modules not engaged in the
subsequent activity can enable by-pass registers so as to establish a direct connection between
the two VMEtaxis that are involved, analogous with SCI [170]. During the early stages of data-
taking, a 25 MHz 68020-based board was used with 125 MHz taxi chips. Upgraded Mark-2
modules are now installed which exploit 50 MHz 68030 processors and either 175 MHz or 250
MHz taxi chips. By driving double-links in parallel there is the potential for 55 Mbyte/s point-
to-point data transfers between crates up to distances of several km. The link reliability has
been tested to a bit error rate of less than 1 in 10t3. Program memory is provided for by 128
Kbyte of on-board fast static RAM with an additional 2 Mbyte of cm-board extension static
RAM accessible over the VMEbus by external processors. On-board EPROM and EEPROM
provide for firmware storage and configuration parameters. VME64 and VSB block transfer
modes are realised on the Mark-2 modules wi th XILINX gate arrays.

10.1.3 Software

The architectural s tructure of the hardware, discussed in the following section, defines how the
software is written and developed. Dedicated tasks run on dedicated processors throughout the
VMEbus system with operator intervention provided for via graphics-orientated computers such
as Macintosh. Different languages and approaches are used depending on the application being
developed. Much of the online data acquisition systems code which executes on 68000 scries
microprocessors, within the VMEbus, is written in either C or Assembler. Final-level filtering
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algorithms, which execute on the R3000 boards, have large code resources originating offline and
written in Fortran [157]. Control programs which run on the Macintosh computers exploit the
latest object- orientated and graphics-based packages currently on the market [171]. It can be
seen that the Macintosh provides a convenient integral component in both software development
and operator-control. In order to encompass the framework of VMEbus, extra tools have been
developed to ease the integration into the VMEbus [172], As a result, no formal operating
system is required to run on the VMEbus boards; all basic functions can be controlled from a
Macintosh via external directives through dual-ported mailbox memories. In order to enhance
information exchange between control computers a dedicated package has been writ ten based on e

international networking protocols [173]; this has the added advantage of enabling the complete
system to be monitored from external laboratories and institutes.

10.2 System Integration

By convention the data acquisition system breaks down into three main categories for the pur-
pose of central coordination and management. First there are the front-end "producers" of data;
the end result of extensive electronics digitization from the subdetectors or "branches". Sec-
ond, the data are merged and distributed to several full-event "consumers"; subsystems which
monitor and record the data onto permanent storage media. Third, the system is initiated and
controlled via external processes for overall system supervision and operator intervention. Fig-
ure 10.3 shows the physical layout of the complete system, managed centrally through several
layers of software protocol, purpose-written around the VMEtaxi fibre-optic ring [174]. Com-
mon, shared, memory blocks provide for the communication between all system processors and
external computer stations. The master of the ring executes the "Event Coordinator" task,
controlling the whole sequence of management processes. A separate object module provides a
software library to interface the individual subsystem elements, with features ranging from full
module testing and control through to basic buffer management and system coordination.

10.2.1 The architecture of the front-end producers

The readout system of each branch is autonomous up to and including a central subdetector
VMEbus crate. Each central subdetector crate contains a dedicated supervisory readout con-
troller, a multi-event buffer (MEB), a VMEtaxi and any input drivers necessary to access the
data (Figure 10.4). Consequently the design allows a particular subdetector to be decoupled
from the rest of the system, during installation and test phases, and does not exclude the use of
other busses for front-end digitization. Data are placed into the multi-event buffer over VMEbus
and then extracted by the VMEtaxi either over VSB or locally, depending on whether the buffer
uses a DPM or exploits the extension RAM of the VMEtaxi. The Event Coordinator manage-
ment task runs on the master VMEtaxi of the ring and interacts wi th each readout controller via
shared memory blocks. Before commencing data acquisition, the Event Coordinator is responsi-
ble for hardware recognition and initialization of the various branches. During acquisition, when
it is free for event building, it searches the subdetector multi-event buffers for the next event.
When all branches are ready wi th the same event number, the separate banks arc transferred
via the optical ring into a full-event buffering system. On completion, each corresponding buffer
is released. A subdetector crate may also contain additional processors for data reduction, an
interface to a subdetector monitoring computer and a subsystem trigger controller (STC). All
STCs are interfaced to a dedicated central trigger controller which, in tu rn , coordinates the
sequence of all hardware triggering levels together wi th obtaining information from the HERA
machine [54]. Each STC provides signal ports for the component electronics and communicates
with the readout through VMEbus read-write cycles and interrupts. A consequence of this is
that the Event Coordinator needs no hardwired connection with the central trigger controller
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itself; all management sequences are handled by software, so providing a portable solution to
any large multi-crate VMEbus system [174].

At the subdetector branch level, the software library provides multi-event-unit routines cater-
ing for initialization, accessing status information, requesting buffers and signalling when event
data are ready for merging. Readout error codes are normally indicated as standard parameters,
but messages can be sent through the system in standard ASCII format to describe branch- spe-
cific anomalies. Figure 10.4 also shows how the protocol has been transparently mapped from a
main branch through to a sub-branch structure by incorporating standard VIC links to merge
smaller subsystem components.

10.2.2 The management of full-event consumers

As the Event Coordinator VMEtaxi builds full-event records it simultaneously broadcasts them
along its VMEbus to dual-ported memories associated with parallel sets o f" full-event units ".
Event tasks are performed by connecting the unit processors with their respective full- event
buffer (FEB) memories via VSB in order to minimise any bandwidth overheads (Figure 10.5).
Since the memory has read/write access from both the event task processors and the Event
Coordinator, full-event units need not only be "consumers" of data. An event unit can also
become a "producer" of data, "feeding-back" data into the system. Consumers are able to
determine which data they wish to receive, i.e. directly built events from the front-end branches
or data fed-back into the system from, for example, a parallel filter farm. All this is handled
modularly by the software protocol and its associated library of routines.

Typical full-event tasks are local data-logging, event display, data monitoring and histogram-
ming. A more sophisticated form of unit is the fourth level filter "farm" consisting of many MIPS
series processor "nodes" working in parallel. Each node executes the same algorithm indepen-
dently on different events. This provides not only a final level of triggering but a further stage
of data processing and online reconstruction, used for online event display [175].

Event records are passed to the different nodes under control of 3 filter input controllers,
which communicate with the Event Coordinator as normal consumer full-event tasks. When
a node is free it signals this to its filter input task which waits for an event ready in its full-
event buffer. The data are then extracted over the VSB and sent to the free node, releasing
that particular buffer and enabling a further node to be serviced. When a node has finished
processing an event it signals completion to the filter output controller (a "feedback" event task).
The latter then decides whether to pass the event back into the central system managed by the
Event Coordinator and frees the node buffer for further processing. As a full-event unit , the
parallel filter can be easily enabled or disabled. The filter output controller in addition handles
output to permanent mass storage.

Final event records are sent to an SGI Challenge computer some 3 km distant [176].

The data is transferred via 4Mbyte VIC8251F crate interconnects to FORCE VMEbus based
UNIX single board computers with SBUS FDDI cards to a Nctstar Gigarouter in the 3 km distant

* central DESY computer centre, from where the data is finally transferred via HIPPI to a SGI
Challenge mainframe and via SCSI to an Ampex DST800 tape robot. In case of link failure a
backup event task, that drives a storage device directly from VMEbus, can be enabled.

•

10.2.3 System supervision and operator-control

The HI system is capable of running entirely in VMEbus; Figure 10.6 illustrates the composition
of the central part where dedicated processors run dedicated tasks so that the net result is one
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of a conventional multi-tasking system. This leads to a natural division of tasks and processes.
The primary tasks of data acquisition are performed by the subsystem readout controllers,
event builders, filter control tasks and event units, all managed by the Event Coordinator. All
fast processing and readout is done within VMEbus. An exhaustive software library caters for
external control by providing a full set of routines for system configuration, testing, system-
status and monitoring [174]. NuBus-based Macintosh computers take over the responsibility
of program development and run- time operator-control. The System Supervisor Mac [177]
initialises the readout and checks the status of all elements by initiating VMEbus tasks such
as the Event Coordinator. To provide a central focus of monitoring it also communicates with
event tasks and subsystems either through VMEbus or over Ethernet. Additionally it serves the
network with status information for external monitoring. The graphics-based philosophy of the
Mac ensures that the operator is presented with, arguably, one of the most human-interactive
interfaces, available today, to a complex real-time system.

10.3 Observations and performance

The Hi data acquisition system was initially commissioned during cosmic-ray tests in Spring
1991 and then used to read out the complete detector during first HERA operation in Summer
1992. Its advanced preparation, and relatively stable operation, was in no small measure due to
the choice of an open, industrial bus- standard and the incorporation of modern commercially-
available hardware and software where suitable. Of particular note has been the extensive use
of the networking facilities in addition to the main data flow. The ability to control and monitor
the system externally, even from the latest generation of portable note-book computers, has
been extensively capitalised upon.

From the master VMEtaxi the system can manage up to 32 branches and 16 full-event units,
including the parallel filter farm, providing status information and accepting control command
sequences from the System Supervisor Macintosh. Presently events of up to lOOKbytes can
be coordinated from 12 branches at rates up to 200 Hz using the Mark-2 VMEtaxi modules,
depending on the filter farm rejection rate. The primary sources of dead time remain at the
front-end, where future injections of greater processing and refined triggers are made more
comfortable by working within an international bus standard.
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Figure 10.2: VMEtaxi fundamentals .
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Figure 10.6: Physical composition of the central part of the 111 data acquisition system as du r ing
the data tak ing periods of 1993 and 199-1.
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11 Off-line data handling and simulation

This section concentrates on the off-line data handling, quasi-online data reconstruction, event
simulation and the HI analysis environment.

11.1 Off-line computing

An overview of the H1 offline computing environment is given in Figure 11.1. The H1 experiment
is using two multiprocessor SGI Challenge series computers for all computing purposes [ITS] They
are connected to the DESY computing infrastructure via fast UltraNet, HIPPI, and FDDI links
as well as Ethernet. Fast access to data both on disks and tapes is provided. The disk space
amounts to about 500 GB connected via SCSI interfaces. The access to the data stored on disk
allows many users to analyze the data simultaneously, thus offering an efficient environment
for physics analysis. Major tape service is provided by four Storagetek Automatic Cartridge
Systems with a total capacity of about 35 TB, directly accessible from the SGI Challenge using
the Open Storage Manager software. Mass data are also kept on an Ampex TeraStore mass
storage system, equipped with 3 helical scan D2 recorders and connected to the SGI Challenge
via SCSI interfaces. The total capacity of the Ampex system amounts to 6 TB. Multi-user access
to data on tape is also offered by an efficient staging mechanism. Export of data is performed
via 3490 and Exabytes cartridges.

During data taking, one of the SGI computers is dedicated to the data logging and online
reconstruction tasks. The analysis of data is performed on the second SGI Challenge computer
and partly on the IBM mainframe. Several institutes have also installed RISC processor based
workstations at DESY for analysis purposes, connected to the local network facilities.

Care has been taken from the beginning that all offline processing of the data and simulation
was portable between DESY and external institutes. Meanwhile many of these insti tutes have
installed the complete offline program chain and participate in simulation and data analysis.
More than half of the detailed detector simulated data were produced in external institutes.
Furthermore, most institutes are connected to DESY via fast network links.

HI uses the dynamic memory management package BOS [179] for its software. A general
input/output package, FPACK [180], was written in order to have a simple and unique system
for all data transfer in the experiment. It contains automatic wordformat conversions between
different machine representations (IBM,VAX,DEC,IEEE), includes record selection options and
supports event directory based fast access to data. A database package was developed and is
used to store run dependent data and Monte Carlo information. Further, the code manager
CMZ [181] is used for the HI software packages. A set of simple but solid rules, complemented
by the necessary subdivision of responsibilities and the imposing of discipline, has created a
successful and efficient environment for code development in this large collaboration. Details on
code management with CMZ in HI can be found in [181].

An important aspect of the software is the concept of modularity [182]. Modules arc self-
contained sets of routines with clear I/O interfaces. They take care of their own init ial izat ion
upon first call. Modules communicate to each other only via BOS banks. A larger program,
such as the reconstruction program, consists of a simple scries of module calls. Purpose wri t -
ten utility software performs automatic bookkeeping of used i n p u t and created ou tpu t BOS
banks and guarantees the internal consistency of the data after reprocessing of modules. The
dynamic memory management package BOS includes modularity oriented func t ions to suppor t
this scheme.

Hi also uses an entity relationship model as a basis for data structures of all event data. A
data management tool DATMAN [183] provides an easy and userfriendly access to the data.
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11.2 Data reconstruction and reduction

The HI data are reconstructed quasi-online [176] on an IS processor SGI Challenge computer.
The reconstruction task runs in parallel up to 25 identical and independent processes, whereby
a set of shared memory areas and semaphores is used to share data among the processes. The
raw and reconstructed data are stored on D2 tapes on a dedicated tape robot. During normal
operation, the data taking proceeds with an average rate of about 500 KB/s, leading to an
expected yearly data volume of about 5 TB. A part of the event information is stored on disk
(DST) for physics analysis for the full data taking period.

The reconstruction of an event takes on average 1.5 s on a SGI Challenge processor. Thus
the reconstruction task can cope with the data logging rate of 10 Hz of the experiment. In
all, the reconstructed data become available to the users typically a few hours after the raw
data are recorded by the experiment. The amount of recorded data by experiments at HERA
is large. During the 1994 data taking period about 7 X 10' triggers were recorded by HI. The
total integrated luminosity in that period was about 3.5 pb"1. Off-line event classification and
background rejection filters, based on reconstructed energies and tracks, reduce the amount of
background presently by a factor 3 to 5 during reconstruction. Background rejection filters
include cosmic muon and muon-halo filters, recognition of coherent noise patterns and filters for
beam-wall and beam-gas collisions originating from outside the detector.

11.3 Event simulation

A complete detector simulation program has been assembled within the GEANT [110] frame-
work. The geometry of the full detector and the beamline within ±100 m around the interaction
region is implemented with two different levels of detail, called fine and coarse granularities. For
the fine granularity the longitudinal structure of all calorimeter stacks is implemented layer by
layer, whereas for the coarse geometry a calorimeter stack is implemented as a block of prop-
erly mixed homogeneous material with no longitudinal structure. For the tracking detectors
separate volumes are implemented for each active cell (wire) for the detailed geometry, whereas
for the coarse geometry an entire gas volume is treated as one volume. For accurate detector
response, particularly in the detailed geometry option, the tracking cutoff parameters for the
kinetic energies have to be set as low as 1 MeV. This leads to simulation times of the order of
200 s for a typical low Q2 deep inelastic event on a SGI Challenge processor. Three strategies
were followed to tackle this large CPU time consumption for event simulation:

• The time consuming part of the actual tracking of particles through the geometry was
strictly separated from the digitization part of the detector response. Run dependent
detector effects and the actually achieved resolutions can easily be adjusted by reprocessing
the digitization part only, using only a fraction of a second per event. A similar scheme
was used for the simulation of the trigger response.

• A book-keeping is made of all energy depositions in the detector, both for visible and
invisible (nuclear breakup, neutrinos, slow neutrons) energies, and botli in active and dead
detector regions [184]. This allows to reconstruct the calorimeter response after s imulat ion
wi th simple response funct ions , which arc basically sums over the smeared t rue energy
depositions. The absolute energy scale can thus be reconstructed correctly, which gives
an important handle for testing the reconstruction programs and also to understand the
behaviour of a non-compensating calorimeter.

• A fast but accurate energy shower parametrization [103, 108] was developed. This so-called
Hi FAST mode was included into the GEANT framework. The main idea is sketched in
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Figure 11.2. The time consuming part of the full shower development in the detailed geom-
etry is replaced by a shower parametrization in the coarse geometry leading to reduction
of the CPU time consumption by a factor 10. Showers which cross crack boundaries are
simulated in detail, in order to keep accuracy.

11.4 Physics analysis

The visual aspect of the physics analysis is mainly handled by a purpose written general system
for graphics applications, baptized LOOK [179]. The aim is to have one -and only one- graphics
package for all graphical applications: event display, histogramming, analysis, etc. LOOK can
be considered as a layer between the user application and low level graphics functions, for which
at present GKS functions are used. LOOK organizes the management of the display and e.g.
hardcopy devices. It further contains a histogram package and a powerful command processor
and is portable to many platforms. The HI event display program, HIED, is an application
based on LOOK. Figure 11.3 shows an example of an event display and histogram analysis
combined in one session. LOOK can be used for interactive analysis, e.g. n-tuple analysis of
data. Also PAW ([185]) is used for interactive analysis.

The program HlPHAN is a tool to access event data and simplify physics analysis programs.
The data are filled in internal event buffers called Q-vectors, which are accessible in simple
Fortran DO-loops. Thus the user does not need to know the -sometimes complicated- underlying
bank structure of the data. HlPHAN further contains tools for particle identification, secondary
vertex fitting, jet finding and analysis, determining kinematic variables of deep inelastic event
candidates, etc.
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12 Summary of first operation at HERA

The successful operation of the HI detector during the first years of HERA is evidenced by the
many publications [186] which resulted from it.

The measurement of the total photoproduction cross-section [140] relied mainly on the lumi-
nosity monitor and electron tagger. It showed that the novel technique of monitoring luminosity
via the ep —> ep7 bremsstrahlung process combined with on-line background subtraction using
electron pilot bunches can be used meaningfully. The electron tagger signal alone provides a
fairly clean trigger for all photoproduction physics. Supplemented with tracker and calorimeter
information at the trigger and reconstruction level the prominent beam gas background can be
removed completely, as demonstrated in the analysis for hard photon scattering [141]. Figure
12.1 shows an event typical of this type of processes.

The total cross-section measurement with the electron tagger was cross-checked with data
triggered only by the z—vertex trigger (see Section 8.3.1.2), which required a minimum number
of tracks from a common vertex in the interaction region. Though photoproduction events from
a different range of Q~ and y are accepted by this trigger, a detailed understanding of this trigger
and its dependence on chamber efficiency, noise, crosstalk, track transverse momentum pt and
energy loss is need, as is also a subtraction of proton pilot bunch data. The results are found to
nicely confirm the electron tagger analysis.

The above examples were cited to emphasize again one of the stronger points of the Hi
detector, which has been explained in more detail in the trigger section above, namely the
ability to trigger on the soft physics while not loosing the deep inelastic events or vice versa.
The use of topological information rather than thresholds on individual detectors, is a major
step forward and will ease data taking at higher luminosities.

The first measurement of deep inelastic scattering in the new kinematic domain accessible
to HERA required an understanding of the energy response of the backward electromagnetic
calorimeter (BEMC) and the backward and central parts of the LAr calorimeter. Figure 12.2
shows the spectrum of energy clusters in the BEMC. Without additional constraints the trigger
rate amounts to a few Hz/GeV even at the low beam intensities achieved so far. The observed
rate is dominated by proton induced background hi t t ing the rear part of the calorimeter. The
rate can be reduced by almost two orders of magnitude by a simple timing requirement in the
time-of-flight detector. In the analysis simple event topology and track matching cuts produce
an almost background free electron spectrum for energies exceeding 15 GeV. Below that value
fake electron signatures from photoproduction hadronic final states become dominant. These
can be rejected by active electron identification tools (like shower shape analysis). The so-called
kinematic peak, a feature discussed in our first publication on deep inelastic scattering at low
x [187], and also in Section 5.2 in the context of the BEMC calibration, is clearly seen in this
spectrum.

Events wi th a hadronic final state [188] are of the type shown in Figure 12.3. The check of
the balance in transverse momentum (sec Figs. 5.15 and 5.22) entails the understanding of both
the hadronic as well as the electromagnetic part of the liquid argon calorimeter, and the link
between tracker and calorimeter informat ion.

On the technical side, the high stability, reliability and small number of dead channels in the
liquid argon calorimeter deserve to be singled out. The noise level was found to be low enough
to extend its use down to quite low energies.

The digital muon system and the muon trigger behave as expected. Fig. 12.4 shows the
invariant fJ.+fL~ mass spectrum for clastic and inelastic photoproduction of .//# mesons, wi th a
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prominent peak at the mass of the
by the muon system.

meson. These events were mostly triggered and identified

Figure 12,5 shows the resolution of the K° peak in the TT+TT" mass spectrum and of the A(A)
signal. This may serve as evidence, that the isolation of J/W, D~— tagging etc. is feasible, once
sufficient statistics is available. The J/<P — * ^+^~ candidates found prove that the tracker muon
link can be made.

On the software side the online filtering and reconstruction concepts have permitted a fast
access to the data, and also their quick reduction and dissemination to the various analysis
centres.

Run 89279 Event 47507 Run date 16/10/1994

ET
E_dep = 14.4 GeV
Trigger(ET) = 1

Y

X

Figure 12.1: Typical two jet event from 7 — 5 fusion tagged by an electron in the tagger.
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Run 59384 Event 25101 Run date 24/08/1993

Q2 = 10SOO GeV2 x = 0.23 y = 0.54

Figure 12.3: Typical high Q* event wi th both the scattered electron and the hadronic recoil jet
observed in the LAr calorimeter.
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M(jiV) (GeV/c2)

(GeV/c)

Figure 12.4: Invariant mass distribution of elastically (top) and inelastically (bottom) produced
H+H~ pairs in J/^ photoproduction. The curve is a fit of a Gaussian plus a polynomial back-
ground to the J/'P mass region. The shaded histogram shows the contr ibut ion of QED Icpton
pairs (top figure) and the contr ibution of like sign muon pairs (bottom figure) . The maximum
of the fit is at 3.10±0.01 GeV with a wid th of 76 McV, and at :UO±O.OL GcV with a width of
Go McV for the top and bottom distributions respectively, the detector simulation yielding in
each case a width of respectively 65 McV and 60 MeV.
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13 Upgrade program

During the winter shutdown 1994-1995 the detector was moved out of the beam and several
upgrade operations were performed, as listed below:

* • the beam pipe was replaced by one of smaller diameter (09 cm) made of Aluminum, 2%
of X0 at 90 °.

• • a set of trackers made of silicon detectors (CST and BST) was installed between the beam-
pipe and the CTD, the CST (see [14, 189, 190]) covering the central angular region for
improved vertex detection and the BST (see [14, 189, 191, 192, 193]) covering the rear
angular region to improve reconstruction of rear-going small angle tracks.

• the BWPC was replaced by a drift chamber (Backward Drift Chamber BDC) made of
eight layers. The layers are arranged in four different stereo views. It has a much im-
proved resolution capability and furthermore provides trigger information for the Hi level
1 trigger. For details see [189].

• the BEMC was replaced by a lead-scintillating fiber calorimeter (SpaCal) providing im-
proved energy and spatial resolution for electrons down to angles of 177 °. This calorime-
ter consists of two sections, each ~ 1A deep, the first one for detection of electromagnetic
showers and the second one for measuring the electromagnetic energy leakage from the
e.m.section as well as a determining the hadronic energy flow in the backward region.
Furthermore, the latter section provides the Hi detector with a time-of-flight veto on
proton beam induced background from upstream, replacing the ToF system described
above in 4.7.1. Fast signals are used for triggering. For more details see references
[189, 194, 195, 196, 197, 198, 199].

• downstream of the proton beam a forward proton spectrometer (FPS) was added. It
consists of stations at 81 m and 90 m, where scintillating fibre hodoscopes can be moved
close to the circulating beam by employing the Roman Pot technique. Protons which
cross both stations generate a trigger signal which is added to the HI trigger mix. Two
more stations at 63 m and 80 m are planned for 1997. More details can be found in
[200,201,202].

• the second level triggers mentioned in section 8.4 were installed and tested using real data.
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