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The data acquisition system developed for the JADE experiment at PETRA, DESY includes the facility to use software to filter 
out background events. The design, implementation, testing and experience gained are discussed. 

1. Introduction 

The J A D E  detector [1], installed at the PETRA 
e+e storage ring at DESY, Hamburg,  is shown in a 
sectional view in fig. 1. It consists of a cylindrical drift 
chamber inside a 0.48 T solenoid. Between the drift 
chamber and the solenoid are time-of-flight (TOF) 
counters; outside the solenoid there is an array of lead 
glass blocks for the electromagnetic shower measure- 
ment, and further drift chambers interleaved with ab- 
sorbers for muon detection (the muon filter). With up to 
240 words (of 16 bits) per track, the central drift cham- 
ber supplies the largest amount  of data. The average 
event length varies between 2000 and 3500 words: mul- 
tihadronic events, which occur at a maximum rate of a 
few per hour, are longer - typically between 4000 and 
8000 words. The trigger rate varies between 2 and 6 Hz 
depending upon the beam conditions. The experiment 
commenced data taking in Spring 1979. 

The J A D E  Data Acquisition System (JDAS) is de- 
scribed in detail elsewhere [2]. JDAS is implemented on 
a Norsk-Data  N O R D - 1 0 S / 5 0  dual processor [3] and a 
Plessey MIPROC-16 microprocessor [4]. This paper de- 
scribes a further important  feature of the online analysis 
that includes routines to filter out events which are 
clearly identified as background. 

2. Operation and data flow 

It is necessary to describe the hardware trigger sys- 
tem and data flow in order to understand the origin of 
background events and why it is desirable to filter 
events online. 

The electron and positron bunches within the PETRA 
machine cross at the interaction region surrounded by 
the detector, approximately every 4 ~s. The J A D E  
trigger system [5] reduces this 250 kHz rate to a few per 
second. For normal operations there are many different 
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trigger sources which request that an event be read out 
whenever something of interest may have occurred. The 
trigger system is a multiple level trigger. The first level 
(T1) decision is based upon the fast analogue signals 
from the lead glass array which are ready about 350 ns 
after the beam crossing. The various "T1 accept trig- 
gers" are based upon the amount and configuration of 
energy deposited in the lead glass array. 

The second level of the trigger (T2) is based upon the 
data from the inner drift chamber. If there is no T1 
accept condition, but certain combinations of the TOF 
a n d / o r  lead glass counters have been hit, the decision is 
postponed to the T2 stage of the trigger, otherwise the 
trigger electronics are reset. In the "pos tpone"  state, the 
trigger system waits for the inner detector drift times 
and the results of the track logic (about 2.5 ~s). If 
enough hits have been generated by charged particles 
passing through the inner detector to satisfy the various 
T2 track logic requirements then the event is accepted. 

If there is no T2 accept condition, but the precondi- 
tions for a muon trigger are set, then the next stage of 
the trigger (T3) is invoked, otherwise the trigger is reset. 
The T3 level trigger waits for the muon chamber drift 
times (about 4/~s). If the T3 track logic is satisfied then 
the event  is accepted otherwise the trigger electronics 
are reset. There are currently 10 "T1 level", 10 "T2  
level" and 1 "T3  level" triggers. For a given event a 
single or combination of trigger bits will have been set. 
With this system, detectable collisions between elec- 
trons and positrons occur at a rate of a few per minute 
(for a luminosity of 3 X 103o cm-Zs-1) .  If any of these 
triggers is set an interrupt is sent to the computer. 

The NORD-10S performs tasks such as handling 
interrupts. C A M A C  readout, data logging via a link to 
the central DESY computer  or to magnetic tape, com- 
munication with the operator and event and histogram 
display. The MIPROC-16 is used for part of the online 
event filtering scheme. The NORD-50  processor is used 
for a single program which performs event validation, 
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Fig. 2. Organization of JDAS tasks and buffers. 

analysis and monitoring, which includes histogram fill- 
ing. 

The organisation of tasks and buffers within JDAS is 
shown in fig. 2. When a trigger occurs, the event is read 
out from CAMAC into the Ring Buffer 1 in the 
NORD-10S. When the event is complete it is passed to 
the NORD-50 where the analysis program resides. This 
program first validates the data and reports any serious 
faults to the operator. The event is then analysed and 
monitored with histograms being filled and the event 
classified as one of the final states electron or muon 
pair, 2-photon, multihadronic, beam-gas  or cosmic 
event etc. The results of the analysis are appended to 
the event. If the event is not marked for rejection it is 
passed to the Ring Buffer 2 within the NORD-10S and 
hence to the central DESY IBM computer or to local 
magnetic tape. At the central computer the data are 
stored temporarily on disc and then dumped to mag- 
netic tape when a sufficient amount  has accumulated. A 
number  of dump tapes are combined to obtain effi- 
ciently filled tapes with complete runs. Each run of 
8000 events lasts about an hour: thus in a typical day 
JADE collects approximately 160000 events, equivalent 
to seven 2400 foot 6250 b.p.i, magnetic tapes. However 
only a few thousand of these events come from e+e 
collisions and are useful for physics. It is therefore clear 
that a considerable saving in magnetic tapes, link traffic 
and offline computer time can be achieved if a signifi- 
cant  fraction of background events can be safely re- 
moved online. 

A brief description of the offline processing is giver, 
for later reference. It commences with the R E F O R M  
job which converts the data to a form more suitable for 
analysis. The REDUC1 filter program [6] performs the 
first stage data reduction to remove clear background 
events. After this stage about 30 to 40% of the original 
events remain. The REDUC1 output tapes then pass 
through further selection programs (REDUC2 etc.) to 
extract the different types of physics events. The data at 
the REDUC1 stage still contain a considerable propor- 
tion of background events which have similar topologies 
to genuine events. 

3. Special considerations for online event filtering 

Experience has shown that a proposal to reject events 
by software within the data acquisition system of an 
HEP experiment encounters considerable mistrust from 
colleagues. One argument against filtering out events 
online is that one does not have a second try if a 
mistake is later discovered, whereas an offline data 
reduction program can always be corrected and rerun. 
However, there is a great reluctance to rerun the JADE 
REDUC1 filtering program due to the time required 
and the tape handling involved. A further problem 
might be if there were some unexpected physics 
processes that could be rejected by online filtering. 

Several current HEP experiments have the capability 
of filtering events online, but  in general these have only 
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run  in a passive mode,  marking the events but  not  
actually rejecting them. With  JDAS it was foreseen 
from the start  that  at an early stage events would be 
filtered out. 

4. Background events 

Interact ions between electrons and  posi t rons of the 
P E T R A  bunches  occur at a low rate, since at high 
energies the cross-section is small. Detectable  Bhabha  
scat ter ing and  two-photon events occur  at the rate of a 
few hundred  per  hour;  m u o n  pairs  and  mul t ihadron ic  
events at a m a x i m u m  rate of a few per hour. Some rare 
events may only occur once per  year. The typical trigger 
rate of 2 - 6  Hz is caused by background  events of 
various types which satisfy the trigger condit ions.  There  
are several types of background:  
Cosmic particles which pass th rough the detector  at 

the same t ime as the bunches  cross 
and  hence may set the trigger ( - 1 
Hz rate). 

B e a m - g a s  events where an  electron (or posi t ron)  
within a bunch  collides with a gas 
molecule within the beam pipe. The 
beam pipe is pumped  down to a 
very low pressure but  some gas 
remains.  When  a gas molecule is 
hit  particles can  be scattered into 
the detector  (this and  the next type 
of event form the great majori ty  of 
the triggers). 

Beam-wa l l  events where an o f f -momen tum particle 
from the beam collides with the 
synchro t ron  radia t ion  absorbers  
a t tached inside the wall of the 
beampipe,  sending one or more 
particles into the detector.  

Spurious triggers where signals induced by  the beam 
cause r a n d o m  hits which in turn 
can cause the track triggers to be 
set ( -  0.5 Hz). Synchrot ron  radia- 
t ion hits in the inner  detector  can 
cause the track trigger logic to be 
set in this way. 

Electronic noise where electronics within the detec- 
tor mal func t ion  and  cause spuri- 
ous triggers. In general the rate 
f rom such sources is very low but  
large f luctuat ions can occur. 

The objective of the online event filtering within 
JDAS to remove as many  background  events as possible 
tha t  can be positively identified as not  being due to 
e ÷ e collisions. 

5. General method 

Within  JDAS several event-f i l ter ing algori thms have 
been  developed which are applied to events of a part icu- 
lar trigger or group of triggers. The steps involved in 
developing and  implement ing  such an a lgor i thm are: 
1) The a lgor i thm is developed on the central  DESY 

IBM computer .  It is then tested on  tapes of raw data  
in order to est imate how many  events the a lgor i thm 
would reject. Then  it is tested on R E D U C 1  (or 
sometimes R E D U C 2 )  data  in order  to find out  how 
many  events are rejected that  should not  be. Any 
such events are wri t ten to a file and  scanned visually. 
Final ly the a lgor i thm is tested on physicist-selected 
events where none  should have been marked  for 
rejection. The a lgor i thm should be as fast as possible 

there is little advantage  in having a slow algori thm 
that  causes the system to lose events because of 
increasing dead time. 

2) The  a lgor i thm is t ransferred to the online computer  
system. Once implemented  the a lgor i thm is allowed 
to run for a suitable per iod where events are marked  
but  are not  actually rejected. The events are then 
checked to ensure  that  the results agree with those of 
the offline analysis. 

3) The event filtering is activated. The JDAS control  
p rogram provides a menu  to switch on  and  off the 
various rejection processes. The n u m b e r  of events 
rejected is recorded on the run summary  sheet that  is 
automatical ly  pr in ted  at  the end of each data  
acquisi t ion run. An  impor tan t  feature is that  of each 
category of events to be filtered out, 5% are kept  and  
t ransferred to the IBM with the rest of the data  for 
later  tests. The reason for rejection is appended  to 
the event. Thus if a physicist  f inds that  an event in 
his final selection has the reject flag set, then he can 
calculate a correct ion factor and  the problem can be 
studied and  - if possible - corrected. 

4) At  intervals the "5%"  events are checked offline. 

6. Processors used for event filtering in JADE 

JDAS has two processors which are used to filter out  
events - the MIPROC-16  and the NORD-50 .  There is 
no  fundamenta l  reason why a part icular  filtering 
a lgor i thm should be implemented  in one processor ra ther  
than  the other. Each has its advantages and  drawbacks.  

The  MIPROC-16  has to be p rogrammed  in assembly 
language. The cross-assembler for the MIPROC-16  runs 
on  the NORD-10S  and  the resultant  program is down- 
loaded. This processor  is very fast (200 ns instruct ion 
time) and, since it is closely coupled to the readout,  any 
events that  are filtered out  here do not have to be 
passed to the N O R D - 5 0  for analysis. Hence the effect 
of event filtering in the MIPROC-16  is to reduce the 
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deadtime involved in the whole system as well as to 
reduce the number of events sent to the central IBM for 
storage and further processing. The lower rate of events 
through the NORD-50  also permits longer analysis times 
there. 

The NORD-50  is programmed in F O R T R A N  77 
which makes it far easier to adapt algorithms developed 
on the IBM. Since the NORD-50  is further along the 
data flow chain than the MIPROC-16,  its effect on 
possible reduction of deadtime is marginal. However 
the reduction in volume of output data is valuable. 

Note  that when memory requirements are mentioned 
that this does not include code required to unpack and 
validate the relevant data. This code is required anyway 
for the validation and monitoring. The complete 
NORD-50  code and local storage requires around 192 
kbytes. 

Generally the simplest and most effective algorithms 
should be installed in the MIPROC-16.  Historically the 
earliest developed algorithms were placed in the 
MIPROC-16 and the later algorithms into the N O R D -  
50. 

The algorithms that are implemented in JDAS are 
now discussed. 

7. F i l t e r i n g  A l g o r i t h m s  in t h e  M I P R O C - 1 6  

The two event filtering algorithms installed in the 
MIPROC-16 are designed to clean up the track triggers 
- the T2 level accept events• These events are defined as 

having one or more charged tracks which penetrate all 
three rings of the inner detector and hit a T O F  counter. 
Different T2 accept triggers - there are currently 8 - 
demand different numbers and configurations of tracks• 
T1 and T3 level accept events are ignored by the 
MIPROC-16.  

As the trigger and inner detector data are read by 
the NORD-10S  from the C A M A C  they are also strobed 
into the MIPROC-16.  The inner detector is divided into 
three rings and the outer ring (ring 3) is read in first. As 
the data flow in, the MIPROC-16 starts the validation 
process• Any fault found during validation inhibits re- 
jection of the event• Once the ring 3 readout is com- 
plete, the first algorithm is applied• The T2 trigger 
hardware counts the number of hits within sectors of 
the inner detector. If this number exceeds a threshold, 
then a track candidate has been found. Whilst genuine 
tracks (above a certain transverse momentum) satisfy 
the trigger, spurious hits caused by pickup, synchrotron 
radiation or other photons can also set the trigger. The 
software also has access to the drift time of each hit and 
hence can determine if the trigger was set by a genuine 
track. The method (described in detail elsewhere [7]) is 
to look for hit triples with similar drift times and to 
histogram the time differences of successive hits. A peak 
in the histogram is counted as a track. This is performed 
for those cells of the inner detector where the T2 trigger 
has marked a track• The number of found tracks in the 
event is then compared with the number originally 
required by the trigger and if it is no longer satisfied, 
the event is a candidate for rejection. 

Fig. 3 is an r-q~ view (orthogonal to the beam axis) 
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Fig. 3. r - f f  view of a T2 event with a "false" track• Each hit is shown twice - the genuine hit and its mirror hit due to left/right 
ambiguity• 
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Fig. 4. r-~b view of a beam-wall event. 

of such an event. The  three rings of the inner  detector  
are shown together  with the T O F  counters.  I t  is a 
typical T2 level accept event where a trigger for tracks 
coll inear in r - ¢  has been set. One genuine track exists 
in the lower lef t -hand quar ter  of the inner  detector  (in 
the i l lustrat ions the left-right mirrors  of each hi t  are 
displayed). The  second, spurious, track is in the upper  
r igh t -hand  quar ter  of the inner  detector.  The eye can  see 
tha t  no genuine track exists here - the hits may be 
caused by  synchro t ron  radia t ion  and  scat tered elec- 
trons.  The a lgor i thm detects only the single track - the 
trigger demands  two - and  hence the event is rejected. 

The second stage is a quick de te rmina t ion  of the 

event  Z-vertex [8] ( interact ion point  along the beam 
line). The technique is to combine  all hits in drift  
chamber  layers 1 to 16 (ring 1) with corresponding hits 
in layers 17 to 32 (ring 2) and  to form from any such 
two-hit  combina t ion  the intercept  or closest approach  to 
the beam line (in the Z direction). All these posi t ions 
are accumulated  into a histogram, and  if an event has a 
vertex it should show up as a cluster or peak. This  is 
called the Z-vertex. Any event whose closest peak to the 
centre  of the detector  (which is coincident  with the 
interact ion point)  is at least 300 m m  away is classified 
as a background  event and  rejected. In the offline 
analysis with bet ter  cal ibrat ion constants  the Z-vertex 
cut is reduced to + 200 mm. 

Figs. 4 and  5 show an event rejected by this method.  
Fig. 4 shows the r-~, view. Three tracks can be seen 
which are clearly or iginat ing from the wall of the 
beampipe  ra ther  than  the centre. Fig. 5 shows the z - y  

view (parallel to the beam axis) where the tracks * can 
be seen on the lef t -hand side of the detector.  The 
MIPROC-16  has found a good Z-vertex at - 1 0 8 0  mm 
(marked by the cross) and hence the event is a candi-  
da te  for rejection. The event can be explained as an 
o f f -momen tum particle in the posi t ron beam striking 
the beampipe  and causing the tracks. Figs. 6 and 7 show 
another  event that  is rejected - it is due to a cosmic 
part icle passing through the detector  clearly outside the 
cuts (Z-ver tex  at - 6 8 0  mm). 

The MIPROC-16  rejects about  55% of the track 
triggers - the precise fract ion depends on the beam 
condi t ions  - and  since the original triggers consist  of 

* In all figures, tracks which are drawn as heavy lines with 
arrows have been drawn by hand. Tracks drawn as fine lines 
are computer fits. 
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Fig. 6. r - ~  view of a T2 cosmic event. 

1 
approximately equal numbers of track (T2) and energy 
(T1) triggers, about a quarter of all events are rejected 

by the MIPROC-16.  

8. Filtering algorithms in the NORD-50  

The filtering algorithms that are active in the 
MIPROC-16 were also installed in the NORD-50  for 
use in case the MIPROC-16 malfunctioned. 

The first additional filtering algorithms installed in 
the NORD-50  involved T1 level accept triggers. 

9. Low energy neutral trigger - cosmic particles 

One of the low energy neutral triggers requires two 
low threshold energy deposits in the lead glass barrel 
(with a veto if any T O F  counter is hit). These would be 
due to a reaction producing at least two photons and no 
detectable charged particles. It is used to study all-pho- 
ton final states in pho ton-pho ton  collisions. The trigger 
is heavily contaminated by cosmic particles outside the 
T O F  timing gate but within that of the lead glass 
system. If an event has this low energy neutral trigger 
set and no other trigger, then the muon filter is searched 
for tracks that would be left by a cosmic particle. The 
presence of such a track causes the event to be flagged 
for rejection. A typical example is shown in fig. 8. The 
two clusters in the lead glass barrel can be seen as well 
as the hits in the muon filter. The numbers displayed 
are the block energies summed along the rows of the 
lead glass barrel. The method [9] is to search through 
the muon filter in a scheme allied to that used by the T3 
trigger hardware. This scheme divides the muon filter 
into overlapping "streets"  pointing towards the interac- 
tion region. The algorithm ORs hits within each cham- 
ber layer together and then counts how many layers 
within each street have been hit. The innermost layer is 
ignored (because of frequent additional hits due to 
other causes). A track in the muon filter is defined to 
have 3 out of 4 layers within a street hit (the endwalls 
must have 4 out of 4 due to noise problems). The actual 
T3 trigger readout cannot be used for two reasons. In 
order that the T3 trigger does not miss genuine muons, 
some layers within streets can be permanently switched 
" O N "  if one or more chambers are not functioning. 
This can result in false " t racks"  which is perfectly 

• " .L 

I 

2 " "  

÷ +-, 

• . ' . 

" • j • 

. , . "  

Fig. 7. z - y  view of the event in fig. 6. 
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Fig. 8. Low energy neutral trigger - cosmic particle. 

correct for a hardware trigger, but  disastrous for a 
filtering algorithm. The second reason is that good 
tracks would be missed due to the fact that the T3 gate 
is shorter than the muon digitiser gate. Hits can be 
present in the muon chambers but not in the T3 trigger. 
This does not cause problems for in-time beam-beam 
events, such as muon pairs where the T3 level trigger is 
fully efficient, but for out-of-time cosmic particles 
(which we wish to filter out) the T3 trigger is inefficient 
- which again is reasonable for a hardware trigger. 
Hence analysing the actual chamber hits rather than the 
T3 trigger readout will give a better rejection factor. It 
is realised that a cosmic particle passing through the 
detector at the same time as a genuine 2-photon event 
could cause that event to be rejected. This is acceptable 
for physics reasons since it occurs at a low rate and can 
be corrected for. 

This algorithm is fast and does not require much 
memory (4 kbytes). The result is that around 85% of 
these triggers are rejected online. The ratio of this 
trigger to all triggers varies - in recent times it has been 
around 18%. Thus it can be seen that this algorithm has 
a significant effect on the volume of data and it is 
considered to be the only way that the low energy 
neutral trigger can be used, since otherwise its effect 
would be to swamp the data acquisition system. The 
events that are retained by the algorithm do still contain 
a number of cosmic particles and these have to be 
cleaned up during offline analysis. The algorithm has 
been used offline to help analyse data taken before it 
was activated online. 

More recently additional triggers for 3'3' physics 
have been added. The same cosmic filtering algorithm is 
applied to them. 

10. Lead glass barrel energy trigger - cosmic particles 

The lead glass barrel energy trigger is formed by 
summing the lead glass analogue signals. If the sum 
exceeds a threshold (normally 3.5 GeV)th is  causes a T1 
accept trigger. The endcaps have a similar trigger and 
there is an overall lead glass energy trigger which is the 
sum of the barrel and endcap sums. The barrel energy 
trigger is set by multihadronic events, electron pairs and 
events containing high energy photons. It is con- 
taminated by cosmic particles. 

If a cosmic particle passes near the centre of the 
detector in the r - f f  plane the energy deposited in the 
lead glass barrel is usually insufficient to set the energy 
trigger - it may cause a T2 trigger which is dealt with 
elsewhere in this paper. If the path of a cosmic particle 
is offset so that it clips the barrel, it will pass through 
several consecutive blocks and the sum of the energies 
may exceed the threshold. An example of such an event 
is shown in figs. 9 and 10. Fig. 9 shows the cosmic 
particle passing through the muon filter, clipping the 
lead glass barrel (the numbers are summed energies in 
each row) and passing out through the muon filter. Fig. 
10 shows an r - ~  perspective view of the lead glass 
barrel where the characteristic long thin cluster can be 
seen. An algorithm has been devised to detect and filter 
out such events. 

A scheme had already been developed to identify 
such events during offline analysis [10]. This was a 
modification of the standard lead glass cluster finding 
algorithm which had been extended to try to detect long 
thin clusters. In the standard analysis, clusters are made 
up of the hit lead glass blocks that are connected by 
their edges. The "grazing" clusters consist of blocks that 
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Fig. 9. Lead glass barrel energy trigger - cosmic particle. 
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Fig. 10. r ~ perspective of the event in fig. 9. 

are connected  by their  edges or at the corners. An event 
is permit ted  to have either one or two such clusters - 
two would occur if the cosmic particle passed jus t  inside 
the barrel  or if a block failed to register a hit. The 
cluster or clusters are checked to ensure that  the rat io of 
the length to the width  is sufficiently large (so as to 
avoid selecting the more  circular clusters due to pho tons  
or iginat ing from the interact ion region). The offline 
a lgor i thm was modif ied slightly, tested and t ransferred 
to the NORD-50 .  It is applied to events where the 

barrel  energy trigger has been set. The total energy 
trigger (lead glass barrel  and  endcaps  > 6 GeV) is also 
permit ted  to be set bu t  if any other  T1 accept trigger is 
set the event is not  considered for rejection. If the event 
also has a T1 pos tpone  condi t ion and  there is a well-de- 
fined Z-vertex (as would be made by a charged track) 

then the event is retained. 
The  algori thm requires a modera te  amount  of com- 

puter  memory  (11 kbytes) and processing time. The 
time taken increases at a rate faster than propor t ional  
to the n u m b e r  of blocks hit. Experience has shown that  
if a large number  of blocks have fired, due to electronic 
pickup for example, then the a lgori thm requires an 
unacceptable  amount  of time. To guard against this 
only events with less than 50 hit blocks are treated. 
Tests have shown that  this limit does not  cause any 
reduction in the efficiency of rejection. The overall 
result is that  about  50% of the events caused by the 
barrel  energy trigger are rejected (corresponding to 
300-500 events per  run). Fig. 11 shows a project ion 
parallel to the beam of an event rejected by this method.  
It appears  to be an almost  horizontal  cosmic event. The 
particle can be seen enter ing through an endwall of the 
muon  filter, passing along a row of blocks in the lead 
glass barrel  and  leaving through the opposite end of the 
muon  filter. 

11. Lead glass energy trigger - noise  

The detector has suffered from occasional sparking 
and  noise problems in the lead glass system. This can 
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Fig. 12. "Big block" barrel lead glass event. 

occur as a single block giving a high energy reading 
which causes the total energy trigger to be set. The 
problem can occur in the endcaps or in parts of the 
barrel. The normally low rate of this noise means it is 
very difficult to locate the problem at source. Fig. 12 
shows an event with a single barrel block with about 6.5 
GeV energy. Fig. 13 shows the same event viewed from 
the side. Fig. 14 shows an event with a single large (16.8 
GeV) block in the endcap. To identify and filter out 
such events online the following algorithm was adopted. 

For  events where the total energy triggers are set, 
and no others, the contents of the lead glass blocks are 
scanned. If there is a single block with more than 1000 
A D C  counts, which corresponds to just over 6 GeV, 
and the sum of the remaining blocks is less than 50 
counts (300 MeV) then the event is probably due to 
noise. If a lead glass block has a genuine hit of around 6 

"Big Block" 

Fig. 13. z - y  view of the event in fig. 12. 

GeV then the adjoining blocks should also have some 
energy deposited. Accordingly the blocks around the 
block with the large signal are checked. If none of them 
has been hit then the event is flagged for rejection. 

The effects of this filtering vary from zero to several 
hundred barrel and endcap events rejected per 8000 
event run. A high rate of such events has occurred after 
damage caused by water leaks in the magnet and cool- 
ing systems. The algorithm requires less than 1 kbyte of 
memory and a negligible amount of CPU time. 

12. Track triggers - fast pattern recognition 

When examining the T2 events retained by the 
MIPROC-16 filtering program, it was clear that a large 
number of "obvious"  background events were not being 
filtered out. One cause was additional spurious hits 
which resulted in the Z-vertex algorithm not being able 
to find a sufficiently clear peak in the histogram. 
Another  cause was that hits in the inner ring could 
sometimes have poor resolution of the Z coordinate. 
This problem can be due to having several tracks very 
close together. 

If  the hits belonging to the individual tracks could be 
identified then using these hits the Z-vertex would be 
the best that could be achieved. The full J A D E  pattern 
recognition routines would require far too many 
resources to be used online, but a fast pattern recogni- 
tion algorithm [11] had been developed with a view to 
being used to do preliminary track finding in candidate 
"good"  events. The fast pattern recognition algorithm 
differs from the standard offline one in that hits within 
the inner two rings of the inner detector are used rather 
than all three rings and that the track-disentangling 
algorithm is much simplified the latter results in the 
greatest saving of time. The consequence is that if there 
are many tracks within a cell (such as in a hadronic jet) 
then it is possible that not all tracks will be found. For 
online filtering purposes this does not cause problems 
since such events do not depend on the exact number of 
tracks. The fast algorithm was employed to work on 
candidate reject events. 

The method first performs track finding in the r-q~ 
plane. It is only sensitive to tracks originating from 
close to the centre of the detector in this plane T2 
events are defined as having at least two of these. Track 
finding efficiency is good for tracks with offsets up to 
- 15 mm (cf. maximum beam offset of 2 mm). The hits 
on each track are then fitted to a straight line in the 
R - Z  plane and the Z-intercept of the track with the 
beamline determined. The Z-vertex of the event is 
defined to be the Z-intercept of the track closest to the 
interaction region. Events are rejected either because all 
tracks originate outside the 300 mm online cut or be- 
cause no tracks at all have been found. The algorithm 
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Fig. 14. "Big block" endcap lead glass event. 

was tested offline and  from a sample of T2 events from 
a R E F O R M  tape 24% were found to have at least one 
track originat ing inside the 300 m m  Z cut, 29% had 
tracks with none inside the cuts and  47% had no recon- 
s t ructed tracks at all. This would give a rejection factor 
of 76%. Since this is quite a significant percentage it was 
essential to be  extra careful with tests. The a lgor i thm 
was then tried on R E D U C 2  data.  F rom 14000 T2 
events ( represent ing about  10 d of efficient running),  
three events were found which had  two tracks from the 
in teract ion region where poor  Z resolution had  caused 

Fig. 15. Beam-gas event with 4 tracks. 

a bad  Z fit. These events were selected for rejection on 
the grounds that  the Z-vertex was outside the cuts. The 
a lgor i thm was tested on 633 muon  pair  events and  none  
was selected for rejection. All calculated Z-vertices were 
within 150 m m  of the interact ion region. All events had 
at least two tracks except for 6 where only one track 
was found. This was due to the second track travelling 
along an inner  detector  cell wall giving unrel iable hits 
and  delta rays. The algori thm was tested on a fur ther  
selection of 2-prong events without  any resulting losses. 

Consider ing the advantages  of the a lgori thm (greatly 
reduced data  flow) against  the drawbacks  listed, the 
col laborat ion decided to use the cut online. 

Even fast pa t te rn  recognit ion requires a significant 
amoun t  of computer  t ime which increases with the 
square of the n u m b e r  of hits. Less t ime is spent on 
events with genuine tracks than on those without.  To 
prevent  large events causing problems in this respect the 
a lgor i thm is only applied to those T2 events with less 
than  400 hits in the inner  two rings. This reduces the 
potent ia l  rejection factor of T2 events from 76 to 64%. 
The  algori thm requires 22 kbytes of memory.  

Figs. 15 and  16 show an event selected for rejection 
because all tracks originate f rom outside the cut. Fig. 15 
is an  r-q~ view. Four  tracks have been found coming 
from the origin. Fig. 16 shows a z - y  view. The four 
tracks are seen to originate from well outside the 300 
m m  cut. The event can be explained as an electron 
(approaching  from the right of the picture) colliding 
with a gas molecule within the beampipe.  Al though the 
mirror  of a track may be occasionally selected (as here 
in track 1), the resul tant  Z-vertex of that  track will not  
deviate significantly from the correct position. The 
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MIPROC-16 analysis found three tracks in the outer 
ring of the inner detector (one does not penetrate fully). 
The Z-vertex algorithm found a peak in its histogram 
outside the +300 mm cuts but the peak was insuffi- 
ciently clear for the event to be rejected. 

Figs. 17 and 18 show two events that have been 
selected for rejection because no tracks originate close 
to the origin in the r-q~ plane. The event shown in fig. 
17 is probably due to an off-momentum particle in the 
beam colliding with the wall of the beampipe. As with 
the event in fig. 15, the MIPROC-16 Z-vertex analysis 
did not find a sufficiently clear peak in its histogram to 
classify the event for rejection. The event in fig. 18 is 
due to a cosmic particle. In this case the MIPROC-16 

analysis found a clear peak well within the + 300 mm 
cuts and so retained the event. Only the more sophisti- 
cated analysis can tell that the tracks do not originate 
from close to the interaction region. 

The effectiveness of the algorithm depends upon 
beam conditions. Poor running conditions produce a 
higher number of beam-wall and beam-gas events and 
hence a potential higher number of events to filter out - 
but such conditions also produce events with a greater 
number  of hits. The fast online pattern recognition 
filters out around 55% of the T2 trigger events that are 
passed to the NORD-50.  The results of the pattern 
recognition are included in the bank of results which is 
appended to each event. This information can poten- 

" , . - . . . : " ~  :"..L~#,':". : :. ," : 

Fig. 17. Beam wall event with no tracks from origin• Fig. 18. Cosmic event - no tracks from the origin. 
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Table 1 
Summary of event filtering 

Algorithm Trigger Fraction Fraction 
of all that is 
triggers filtered 
examined out 
(%) (varies) (%) 

MIPROC-16 
Software track check T2 50 5 
Z-vertex cut 50 50 

NORD-50 
Cosmics contaminating the 

low energy neutral trigger T1 18 85 
"Grazing" cosmic in 

energy trigger T1 20 50 
LG noise in energy trigger 20 0 30 
Pattern recognition T2 24 55 

tially be used as the initial parameters for a more 
sophisticated offline pattern recognition. 

ditional filtering algorithm may be appropriate. 
The commitment  to filtering events by online soft- 

ware at an early stage of the experiment has proved to 
be a worthwhile one. 
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13. Summary 

Online event filtering has been operating successfully 
for several years at JADE.  The MIPROC-16 algorithms 
has operated since the early days of the experiment and 
the NORD-50  algorithms have been developed since 
1982. The effect of the various filtering algorithms is 
summarised in table 1. The reduction in the amount of 
data written to the central IBM computer  has made a 
significant saving in computing resources required for 
offline storage and processing. The overall fraction of 
events that are filtered out is around 60%, fluctuating 
with beam and trigger conditions. The actual reduction 
in volume of data is around 55%. The difference is due 
to the fact that some of the filtering algorithms tend to 
cut out the shorter events since these are often due to 
triggers caused by cosmic particles. 

Online event-filtering is closely coupled to the trigger 
and operation of the experiment. If conditions are 
changed, such as a decision to alter the setting of the 
magnetic field significantly, then the calibration con- 
stants and cuts have to be updated accordingly. When a 
new trigger is introduced into the experiment an ad- 
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