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Total and differential cross sections for exclusive production of proton-antiproton pairs in photon-photon collisions have 
been measured using the JADE detector at PETRA. The total cross section in the CM angular range Lcos 0* I < 0.6 reaches a 
maximum value of 3.8 nb for a ~"t invariant mass of Wry = 2.25 GeV, and decreases rapidly for higher values of Wyv. In the 
range 2.0 GeV < Wvv < 2.6 GeV the angular distribution is not isotropic. The nucleons are preferentially emitted at large angles 
to the collision axis. 
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In recent years perturbative QCD calculations have 
successfully been applied to describe many features of  
large-momentum-transfer inclusive scattering processes. 
Also in exclusive hadron scattering, e.g. in experimen- 
tal data on nuc leon-nuc leon  scattering, Compton 
scattering, photoproduct ion,  and the pion and proton 
form factors, one finds cross sections in remarkably 
good agreement with the power-law energy depen- 
dence predicted [ 1 ] from QCD, for momentum trans- 
fers [ t l >  5 GeV 2. Recent data [2] on meson pair pro- 
duction in p h o t o n - p h o t o n  collisions, however, show 
good agreement with a perturbative QCD calculation 
[3] even for ]t}-vahies as low as 1.5 GeV 2. Cross sec- 
tions for p r o t o n - a n t i p r o t o n  production in ~'7 colli- 
sions have also been calculated in perturbative QCD 
[4] .1.  The only published experimental  result [6] 
for this process reaches [&values of  up to 4 GeV 2, 
and gives cross sections which are one to two orders 
of  magnitude larger than the QCD prediction. 

In this paper we present a new measurement of  the 
cross sections for the process 77 ~ PP via the reaction 
e+e - -+ e+e-pO. The data were taken with the JADE 
detector at the PETRA e+e - storage ring. The data 
sample used for determining the cross sections was 
collected during the period from 1980 to 1984, and 
corresponds to an integrated e+e - luminosity of  59.3 
pb -1  at beam energies around 17.4 GeV, and an addi- 
tional 24.2 pb -1 at around 21.9 GeV. 

A description of the JADE detector can be found 
elsewhere [7]. Essential components  for the present 
measurement were the central jet  chamber (a cylindri- 
cal drift chamber) and the 42 time-of-flight (TOF) 
counters, covering the full azimuth around the jet  
chamber. The jet  chamber provides, besides tracking 
information, up to 48 samples of  the specific energy 
loss dE/dx per track, giving an overall dE/dx resolu- 
tion of about 6% in the events described here. (The 
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*1 An earlier, less complete calculation which gives a signifi- 
cantly higher result can be found in ref. [5 ]. 

mean number of  dE/dx samples per track was 39.) 
The TOF counters, with a time resolution of  ~350  
ps, were used in the event trigger, and also in the re- 
ject ion of  background events. 

The reaction e+e T M  -+ e+e-pO is expected to pro- 
ceed predominantly via two quasi-real photons,  i.e. 
photons with small four-momentum squared. This 
leads to an event configuration in which the 77 sys- 
tem has low transverse momentum relative to the 
e+e - beam axis. The electron and positron will there- 
fore mostly go undetected,  due to their small scatter- 
ing angles, and the acoplanarity angle for the pf~ pair 
(the angle between the two planes defined by each of 
the two nucleon momentum vectors and the e+e - 
beam axis) will be small. This coplanarity of  the nucle- 
on pair was utilized in the event trigger. The trigger re- 
quired signals in two TOE counters, located opposite 
each other to within -+3 counters, in coincidence with 
two tracks pointing to these counters in the central 
drift chamber. In order to avoid high trigger rates of 
spurious events where the coplanar trigger condit ion 
had been set by random noise hits in the TOF coun- 
ters, the trigger allowed no more than 4 counters alto- 
gether to have a signal. During some running periods 
with high background conditions a maximum of  3 
counters was allowed. In very coplanar events (within 
-+1 counter) up to 6 TOF counters were allowed to 
have a signal, and a maximum of  4 counters during the 
high background periods. 

The candidate events for the reaction e+e - -+ 
e+e - pf) were selected via the following criteria: 

(i) A minimum of  two tracks was required, each 
with a momentum between 0.4 and 1.0 GeV/c. The 
upper limit was chosen to ensure a clean identifica- 
tion of  the particle by the dE/dx measurement. The 
lower limit reduces uncertainties due to nuclear ab- 
sorption and energy loss in the beam pipe and inner 
pressure tank wall. 

(ii) Each track, when extrapolated to the interac- 
tion region, was required to pass within 2 cm of  the 
average e+e - interaction point, measured in the plane 
transverse to the e+e - beams, and within 10 cm mea- 
sured along the beams. Each event should have exact- 
ly two such "good"  tracks. The average interaction 
point was determined independently from large-angle 
Bhabha scattering events. 

(iii) The two particles should be identified as a pro- 
ton and an antiproton,  respectively. For this purpose 
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the dE/dx information from the central jet chamber 
was used. The X 2 for each particle hypothesis was cal- 
culated by a method which minimizes X 2, taking into 
account the errors in both the dE/dx and the momen- 
tmn measurements. The momentum error for nucle- 
ons in the selected momentum range is dominated by 
multiple scattering, and varied between 8% and 13%. 
The resulting probability distribution of X 2 (with 1 
degree of freedom) turns out to be flat for a clean 
sample of one type of particles, as expected. The val- 
ue of  ×2 for the p/~ hypothesis was required to be 
less than 3. This corresponds to an acceptance of ap- 
proxhnately 92% of all genuine proton and antipro- 
ton tracks. 

(iv) Several events of  the type e+e - -+ e+e-e+e - 
were left in the data sample after the above cuts, 
since electrons and protons have approximately the 
same value for dE/dx at momenta near 1 GeV/c. 
These events were effectively removed by requiring 
that the energy deposited by tile positive particle in 
the lead glass shower counters should not exceed 
0.5cp for momenta p > 0.5 GeV/c. (A test on shower 
energy for the negative particle could not be used, 
since the annihilation of  the antiproton deposits an 
energy in the lead glass of the same magnitude as that 
from a 1 GeV electron.) 

(v) In order to reject events with additional, unde- 

tected final state particles, as well as background 
events from beam-gas interactions, the total trans- 
verse momentum of the p~ system with respect to the 
e+e - beam axis was required to be less than 200 
MeV/c, after the momentum of each track had been 
corrected for energy loss in the beam pipe and the in- 
ner pressure tank wall. For the same reasons the aco- 
planarity angle was required to be less than 7 °. These 
two cuts restricted the momentum transfer q2 of the 
colliding, virtual photons to Iq21 < 0.05 (GeV/c) 2, 
with an average value of (q2)= - 1 . 5  X 10 . 3  (GeV/ 
c) 2, as determined from a Monte Carlo simulation 
(discussed later). 

(vi) An important remaining background consisted 
of  events where a proton would traverse the entire 
detector, passing close enough to the interaction 
point to simulate a genuine p~ event. These protons 
appeared mostly to be emitted in nuclear reactions 
caused by particles coming from stray beam-particle 
interactions at points outside the detector. (In some 
of  these events the incident particle, usually a pion, 
was clearly seen in the central detector.) Cuts on time- 
of-flight, in conjunction with cuts on collinearity and 
vertex position, removed all but a few such events. 

(vii) Finally, all events were examined individually, 
and the few remaining events with a proton traversing 
the whole detector, along with some background 
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Fig. 1. The IZP±l 2 distribution (a) and the acoplanarity distribution (b) of the selected 7"Y ~ PP events. The triangles show the 
distributions for the complete sample of 63 events, while the open circles give the distributions for the restricted sample of 41 
events used to calculate the cross sections. The histograms show the distribution of the accepted Monte Carlo events, normalized 
to the number of  events in the restricted event sample. The arrows indicate the location of the cuts applied to the data. 
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events of  the type e+e - -+ e+e-e+e  - ,  were removed. 
A total  of  57 events passed all of  the cuts described 

above. The distribution of  the total  transverse momen- 
tum squared (]~;p± [2) of  the p~ system is shown in 
fig. 1 a, and fig. 1 b shows the acoplanarity distribu- 
tion. An additional 5 73' -+ PP events from an earlier 
running period (which were not used for determining 
the cross sections, due to uncertainties in the trigger 
efficiency), as well as one event where one of  the nu- 
cleons had a momentum slightly below the 0.4 GeV/c 
cut, are included in these figures, bringing the total  
number of events up to 63 (shown as triangles in the 
figures). Both distributions show a strong peak at zero, 
as expected for exclusive 3'7 -+ PP events. 

After correction of  the pO momenta  for energy 
loss in the beam pipe and inner tank wall, and extra- 
polat ion of  the tracks to a vertex point,  the invariant 
mass Wry of  each p~ pair was calculated. The result- 
ing mass distribution (again including the 6 additional 
events) is shown in fig. 2 (dashed histogram). The 
mass resolution in this region is about 25 MeV/c 2. 

In order to calculate cross sections for the process 
7Y -+ PP, simulated events were generated via a Monte 
Carlo computer  program [8], passed through a pro- 
gram simulating the response of  the JADE detector,  
and finally subjected to the same selection criteria as 
the real events. The events were generated according 
to 

do(e+e - --, e+e -p~ )  = F(r)(d%y/d~*) dr d~2* , (1) 

where dr is the differential invariant phase space ele- 
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Fig. 2. Uncorrected distribution of the invariant mass Wy r 
for the complete event sample (dashed histogram) and for the 
restricted event sample (solid histogram). 

ment for the scattered e+e - pair, F(r) contains the 
QED factors for the production of  a system of  two 
transversely polarized, virtual photons [9] *2, wkile 
the solid angle element d~2* = d~b*d(cos 0")  refers to 
the direction of the final state proton in the 77 center- 
of-mass system. (0" is the polar angle with respect to 
the e + beam direction.) In the Monte Carlo simulation 
the events were generated with a constant cross sec- 
tion Oyr, and with an isotropic distribution of  the 
nucleons in the 77 CM system. 

50 000 events were generated and tracked at each 
of  the two beam energies. The detector simulation in- 
cluded the effects of  energy loss, nuclear absorption 
and large-angle scattering ,3,  known detector  ineffi- 
ciencies, and resolution. A total of 3117 (3.1%) of  the 
Monte Carlo events passed all of  the cuts in the data 
selection. 

Due to the longitudinal boost of  the 77-system the 
detection efficiency is sensitively dependent on the 
cos 0* distribution of  the p~ system, particularly for 
low values of  14/y r .  In order to minimize uncertainties 
coming from the a priori unknown cos 0* distribution 
the Monte Carlo events (and the data) were therefore 
grouped in bins of  both Wry and z = cos 0".  Since 
the differential distribution of  the 9% (isotropic) 

= ~9{,  the dif- Monte Carlo events is simply dC~/dz 1 
ferential and total cross sections are then given by 

NObS dovv(Wyy, zi) °K a W, az 
- ~ ,  (2)  

dz 2~0I A~MC 
l '  A W ,  A:~ 

and 

Ory(Wr7 ) = ~ d%'r(W7 y '  zi) 
Zi G [Zmin,Zmax ] dz Az , 

(3)  

where (2) gives the differential cross section in the 
bin Az around zi, averaged over the Wry interval AxW, 
while (3) gives the total 77 -+ PP cross section, aver- 
aged over the interval AW around W, and summed 

over the cos 0* range from Zmi n to Zma x. ./3 is the in- 
tegrated e+e - luminosity. I is the right-hand side of 

#2 See eq. (29d) of this reference. 
*3 The cross section for antiprotons on A1 was interpolated 

from data on ~ incident on carbon and copper, with o ,~ 
A °'6s [10]. The cross section for protons was extrapolated 
from data on carbon and oxygen with ~ c~ A o.8 [11]. 
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eq. (1), integrated by the Monte Carlo program over 
the W3`7-range 1.9 G e V - 2 . 7  GeV, with dcrvv/dg2* 
set equal to (1/47r)NMCw,Az__ is the number of  accepted 
Monte Carlo events in the interval defined by AW and 

,,obs is the number of observed events in AZ, a n o  JV A W , A  z 

this same interval. The quanti ty 6 contains correc- 
tions for inefficiencies not simulated by the Monte 
Carlo program. These include effects of  the X 2 cut 
for dE/dx identification (a 16% loss), gaps between 
the TOF counters (2% loss), and some corrections to 
the Monte Carlo simulation of  the trigger efficiency, 
described below. 

In most of the events the annihilation of  the anti- 
proton in the outer pressure tank wall or in the lead 
glass caused signals in several TOF counters near the 
annihilation point. In 11 of  the 57 p~ events the co- 
planar trigger condit ion had been satisfied by one of  
these accidental hits, and not  by the ant iproton itself. 
These were mostly events where the nucleon trans- 
verse momenta  were too low for the direct hits to 
meet the coplanar trigger requirement.  In order to 
deal only with events for which the trigger efficiency 
was well understood,  all of  these accidentally trig- 
gered events were removed from the sample. Further- 
more, in order to avoid hits in inefficient regions of  
the TOF counters, the polar angle of  both nucleons 
with respect to the e + beam direction was restricted 
to I cos 01 < 0.8. 

41 events remained after this selection. Their dis- 
tr ibution in transverse momentum and acoplanarity is 
shown in figs. la  and lb  (open circles). Good agree- 
ment  is seen with the distributions for the Monte 
Carlo simulated events (solid histogram). The invari- 
ant mass (W3`y) distribution of  these final 41 events is 
shown in fig. 2 (solid histogram). The elimination of  
events which accidentally set the coplanar trigger has 
reduced the acceptance for 33' ~ PP events most 
strongly in the region of  low invariant mass, as could 
be expected, but  the overall features of  the mass dis- 
tr ibution have remained the same. 

Due to the aforementioned trigger veto a correc- 
tion for events lost through too many TOF hits from 
the ~ annihilation and/or too many random noise hits 
had to be made. Calculated on the basis of  the distri- 
bution of  TOF signals in the triggered 73' ~ PP events, 
extrapolated into the region vetoed by the trigger, and 
folded with the noise hits distributions for the relevant 
run periods (obtained from independently triggered 

L t 
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Fig. 3. Total cross section for 3̀ 3̀  -~ p~ as a function of invari- 
ant mass W3̀ 3̀  of the 3̀ 3̀  system for Lcos 0"1 < 0.6. The solid 
curve is the QCD cross section calculated from ref. [12]. 

events), this amounted to an average loss of  22%. The 
resulting value of  the correction factor 6 was on aver- 
age about 1.6. 

The cross section for 3`3  ̀~ p~ in the range Icos 0*l 
< 0.6 is shown in fig. 3. It exhibits a pronounced max. 
imum of  3.8 nb at a 3`7 invariant mass of  about 2.25 
GeV, a feature which is clearly seen also in the uncor- 
rected mass distributions (fig. 2), and rapidly de- 
creases for higher W73`-values. 

The errors shown in fig. 3 are statistical only. The 
systematic errors are dominated by the uncertainty 
in the correction due to accidental TOF hits from the 

annihilation. Reasonable variations of  the distribu- 
tion used to correct for this changed the efficiency 
by +9%. The systematic errors due to uncertainties in 
the luminosity measurement, corrections for nuclear 
absorption and energy loss, the cut on X 2 for dE/dx, 
and possible contaminat ion by events with additional, 
unobserved final state particles are all at the 3% level 
or smaller. Added in quadrature, these errors give an 
overall systematic error of  11%. An additional system- 
atic error stems from the lack of  knowledge of  the 
form of  the coupling between the photons and the 
p r o t o n - a n t i p r o t o n  pair. Monte Carlo studies show 
that if a q2 dependence in the form of a p-pole form 
factor were used instead of  a constant *4 the calcu- 
lated cross sections would be reduced by a few per- 
cent. 

+4 Preliminary results [12] from the PEP-9]PEP-4 collabora- 
tion indicate only a weak q2.dependence in the cross sec- 
tion for 3'7 ~ PP. 
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Fig. 4. Differential cross section for 73  ̀~ PP as a function of 
Icos 0*l (solid circles), where o* is the polar angle of the pro- 
ton in the 3'7 CM system. The dashed histogram shows the 
mean value in the two angular bins used in the fit to an iso- 
tropic cross section (see text). The solid curve is the QCD 
prediction of ref. [ 12] using the nucleon wave function of 
ref. [ 13], scaled to a W73 , value of 2.3 GeV. 

The differential cross section is shown in fig. 4. 
One sees a clear preference in the data for the pro- 
tons/ant iprotons to be emit ted at large angles to the 
e+e - beam directions in this mass range. With the da- 
ta grouped in two Icos 0"1 bins, also shown in fig. 4, 
an isotropic cross section gives a fit with a probabil i ty 
of  less than 0.1% ( x 2 / D O F  -- 1 1.3/1). 

The curves in figs. 3 and 4 show the theoretical 
cross sections calculated in perturbative QCD by 
Farrar et al. [ 13]. Their calculation was performed by 
taking the sum of  all relevant quark amplitudes in the 
Born approximat ion,  convoluted with a wave func- 
t ion for the nucleons which has been derived [ 14] 
from QCD sum rules and adjusted to give good agree- 
ment  with data for ff ~ p~ and for the nucleon form 
factors. It is clearly seen that the QCD prediction 
does not  describe the data for 3'3' ~ pp in the (low) 
invariant mass range accessible to this experiment,  
either in angular dependence or in magnitude. The 
previously published experimental  results by the 
TASSO group [6], which are consistent with our re- 
sults, support  this conclusion. It should be noted that 
the maximum value of  the momentum transfer in the 
events included in the present analysis is only I tJmax 
-~ 2.5 GeV 2, and that the total  cross section appears 
to approach the predicted level for the highest p~ in- 
variant masses included in this analysis, 

In conclusion, the total  and differential cross sec- 
tions for the process 3'3' ~ PP have been measured 
and found consistent with a previous measurement 
by the TASSO collaboration. The total cross section 
reaches a maximum of  3.8 nb at W77 = 2.25 GeV, 
and then decreases rapidly with increasing W77. In 
the range 2 .0 -2 .4  GeV in W73 , the cross section is at 
least one order of  magnitude higher than predicted 
by perturbative QCD. The angular distribution is not  
flat, but favors large p and ~ emission angles relative 
to the beam axis. 
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