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Abstract. A convergence theorem is proved, which states sufficient conditions 
for the existence of the continuum limit for a wide class of Feynman integrals on 
a space-time lattice. A new kind of a UV-divergence degree is introcduced, 
which allows the formulation of the theorem in terms of power counting 
conditions. 

1. Introduction 

Feynman integrals on a cubic, four-dimensional lattice have a very specific 
structure. In momentum space the integration domain is the Brillouin zone (BZ), 
hence compact for every non-vanishing lattice spacing a. Instead of being rational 
the integrand is a periodic function. If none of the propagators has vanishing mass, 
and so we will assume throughout this paper, a Feynman integral is absolutely 
convergent for every finite lattice spacing. We want to discuss the behaviour of such 
inegrals if the cutoff is removed, i.e., if the lattice spacing a tends to zero. 

There exists the well known power counting theorem of Hahn and Zimmermann 
[1] which states sufficient conditions for the absolute convergence of ordinary 
Feynman integrals. Convergence depends on the behavior of the integrand in 
various sections of the integration domain where some or all integration momenta 
get large. This behavior is described by use of UV-divergence degrees of the 
integrand with respect to so-called Zimmermann subspaces, i.e., special classes of 
affine subspaces of the integration momenta. I f  the divergence degrees with respect 
to all these subspaces are smaller than zero, the Feynman integral will be absolutely 
convergent. Unfortunately, this power counting theorem assumes a rational 
structure of the integrand and hence does not apply to diagrams with a lattice cutoff. 
Similar problems occur in connection with Weinberg's power counting theorem [2]. 
In fact, it is meaningless to discuss naively large momenta on the lattice, the 
integrand of a Feynman integral being periodic. Actually, if convergence holds, 
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only a neighborhood of  zero momentum in the Brillouin zone should contribute to 
the continuum limit. Other contributions should vanish. 

At first sight it seems reasonable to assume existence of the continuum limit of  a 
lattice Feynman integral if the naive a~0-1imit of  the integrand is integrable. A 
simple counter-example shows that this is not so. Consider the one-dimensional 
integral 

~/. (2. ta '~ 4 [cos / qa Eta] 2 2 )  z qa (! sin ~ ) z  slnT) ~--cos 5-j +(a sin cos~ - 
I ( q ; # , a ) =  f d r - -  (_~ t a 2"X 2 

-~/a sin2 -2-+/~ ) (1.1) 

The formal continuum limit is given by 

f t2q2 dt (t 2 +#2)~ , 

which is absolutely convergent, whereas expanding cos2(qa/2) yields 

a) 1 6 f  I(q; #, = - -  dt 
a 

1 
t 2 (4sin2 +p2a2) -kO(1) 

for small a, i.e., i i s  (linearly) divergent. This example shows that "continuum UV- 
degrees" do not suffice to control continuum limit behavior of Feynman integrals 
on the lattice. This means we have to take into account the lattice structure more 
carefully. This can be done by introducing a new kind of UV-degrees which we shall 
call "lattice UV-degrees." It will be shown that they are suited to describe correctly 
the leading term in a small a expansion of  Feynman integrals. In some sense, these 
degrees describe the behavior of Feynman integrals at large momenta and small 
lattice spacing simultaneously. Using them, we formulate a power counting 
theorem on the lattice which states existence of  the continuum limit if all lattice UV- 
degrees are smaller than zero. In a forthcoming paper this theorem will be used to 
construct a general renormalization procedure for lattice field theories. 

This article is essentially divided into two parts. The first part is devoted to the 
lattice power counting theorem. In Sect. 2 we introduce the notion of  a lattice UV- 
degree for functions containing a wide class of  Feynman integrands on the lattice. 
We show that almost all properties one does expect of  a degree are satisfied. In 
Sect. 3 the power counting theorem is formulated, and the first steps of the proof are 
done in Sect. 4. As will be seen the numerator of  the integrand causes some technical 
problems, but the integral is always bounded by a sum of generalized continuum 
Feynman integrals. These are integrals which have a structure similar to Feynman 
integrals in the continuum, but with a sharp cutoff and a more complicated 
numerator. Hence it is necessary to have a theorem which states the cutoff 
dependence of  such integrals. Such an auxiliary power counting theorem is 
formulated in Sect. 5, and in Sect. 6 it is shown that the numerator of a lattice 
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Feynman integrand admits an estimate which allows application of this auxiliary 
theorem to complete the proof  of the power counting theorem in Sect. 7. The second 
part of  this paper is devoted to the proof  of the auxiliary power counting theorem. 
Section 8 contains technical lemmas, and in Sect. 9 the proof  is given by induction 
on the number of  loops. 

2. UV-Degrees on the Lattice 

We shall consider momentum space-integrals of the general form 

where 

~/a 

f V(k, q; #, a) (2.1) I ( q ; # , a ) =  d4kl ""d4km C(k,q;#,a)  ' 

n 

C ( k , q ; # , a ) = l  l ~ + # i )  ' 1  [th(lia) 2~ 

i = 1  

l~ (k, q) = K~ (k) + Q~ (q) = ~ C,jkj + Q~(q) , 
j = l  

# ~ > 0  , 

i = l , . . . , n  , 

and the Qi are linear (q represents the external momenta and k the loop momenta). 
V and t /are functions to be specified below. As explained in the introduction, to 
discuss the behavior of the integral when the cutoff is removed, it does not suffice 
to consider the continuum limit of the integrand only. We will now define special 
classes of functions and for them a generalized notion of a UV-degree. These 
degrees allow a generalization of the old power counting theorem [1] which can be 
applied to diagrams with a lattice cutoff. 

We shall consider functions of the lattice spacing a > 0, of"external"  momenta w 
and "internal" momenta u. 

Definition 2.1. For  arbitrary m e Z, we define cg m to be the set of  functions Vin real 
variables (u, w) = (ul . . . . .  Uh), (Wl .... , W~) and a > 0 of the form 

1. V(u, w; a) = (1/a m) F(ua, wa) , (2.2) 

2. F e  C °~ 

cg is defined as the set of functions which are finite sums of functions in some Cgm. 

C o~ is the set of  infinitely often differentiable functions. To simplify the notation, we 
shall use multi-indices. Set No = N u {0} = {0,1,2 .. . .  }. For  b e Ng and u E R" define 

b!=bl  ! . . .b,!  , ub=U~'...U, , [bl= b~ . 
i = l  

The well known definition of a UV-degree of polynomials is given in Appendix C. 
We now define the lattice version ofa  UV-degree of a function Ve Cgm with respect to 
internal momenta u. 
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Definition 2.2. Let V~ cg,, be of the form (2.2) and r, the largest non-negative integer 
such that 

ff~wbF(U,W) --0 for all b e N 6 ,  rbl<r,. (2.3) 
w = 0  

Then the UV-degree of  V with respect to (u) is defined by 

degr~V= m - r, . 

The UV-degree of a function VE%, with respect to internal momenta u is 
determined by the asymptotic behavior of  V for small external momenta w. Note 

that always degr ;V<m.  With respect to all variables, d e g r ~ V = m ,  the set of  
complementary variables being empty. If  for all b 

~bF(u, w) w=°-- 0 ~w b 

we set degr~,V= - oo. Note that, contrary to the definition of a polynomial degree, 
we never fix external momenta. 

This form of  a degree will be useful later in many circumstances, e.g. in prov- 
ing convergence of renormalized Feynman integrals. An equivalent, even 

simpler definition is the following. Let VE qf,, for some m E Z. Then ft, = degr~,V if 
and only if 

V(2u, w; ~a)=A(u,w;a)2~+O(2~-l) , 2 ~ o e ,  (2.4) 

where A (u, w; a) ~ 0 (A is a polynomial in w and C ~ in u). 
As can be seen from (2.4), the UV-degree of Vwith respect to u is determined by 

the behavior of Vfor large u and small a simultaneously. There may be high powers 
in 2 not occurring in the large u behavior of the leading term of a small a expansion 
of V. For  example, let 

'a"[cos2  cos '°7+ 2 'a 2 qa(!sin ) 2 sm?j 5- sin 5-J YJ \a c°s  

as in the introduction. Then degr/,V=4, but lim V(2t, q; a)=.~2t2q2. The leading 
a-'~0 

term does not show the correct asymptotic behaviour of Vif t and I/a tend to infinity 
simultaneously. 

If F in Definition 2.2 is a homogeneous polynomial in u, w of degree mo, then 

V(u, w; a) =anF(u, w) and d e g r u F = m o - r ,  =d+degr, i 'V , 

where d=mo-m. In this case the lattice degree reproduces the old polynomial 
degree up to a constant which counts inverse powers of the lattice spacing. Every 
additional factor a in V decreases the lattice degree by one, i.e., improves the 
continuum limit behavior. 

We now generalize Definition 2.2 to functions in cg. 
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Definition 2.3. Let VeCg, V= ~ ~ ,  V~ s cg,,, for some mieZ,  mi+mk for i+k .  Then 
we define ~x 

degr~'V= max degr~,V~ . (2.5) 
i ~ I  

By Definition 2.3, the UV-degree is uniquely defined for every VeCg. Again, 

6,=degr~V if and only if V shows a behavior (2.4). The lattice degree defined in 
this way has quite similar properties as the usual degree of a polynomial. Using 
(2.4), we get 

Lemma 2.1. Let V, V1 . . . . .  Vp ~ ~" be functions in variables (u, w) and a > O. Then 

P 

1. degr~' ~ V~N max degr~'V~ , (2.6) 
i = 1  i = l  . . . . .  P 

1o p 

2. degr~ I-I V~N ~ degr;V~ , (2.7) 
i = 1  i = 1  

3. degr# O@ ~ V< degr~'V-It] , (2.8) 

9 ¢ 

4. degr~" ~-w?- V< degr~,V . (2.9) 

Note that the second statement is an inequality, whereas the analogous property 
of polynomial degrees is an equality. 

We further restrict the function classes cg,, and cg. Until now we have not made 
any assumption about the behavior of functions in cg for small lattice spacing a. We 
now assume existence of the continuum limit. 

Definition 2.4. ~f~, is the set of functions V defined by 

a) V s % ,  , 

b) lira V(u,w;a) exists. 
a- '*O 

cgc consists of all finite sums of functions in some cg~,. 

This roughly defines the class of functions to which numerators and de- 
nominators of Feynman integrals belong. In particular, they are assumed to be 
infinitely often differentiable, and their continuum limit exists. Before defining the 
exact form of Feynman integrals to which the power counting theorem will be 
applicable we state some important properties of the class cg~,. If  VeCg~ is 
independent of momenta u, then 

degr~ V(u, w; a) < 0 . 

If in addition lim V(u, w;a )~  O, we have 
a--~0 

degr~V(u, w; a) = 0 . 
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Every Ve cg~, has an expansion for small lattice spacing a of  the form 

V(u, w ; a) =--I F(ua, wa) = P(u, w) + R (u, w ; a) . (2.10) 
a m 

The continuum limit P of  V is a homogeneous polynomial of  order m. In general, 

degr uP =< degr# V . (2. t 1) 

As shown by the example considered above, degruP < degr~V cannot be excluded. 
However, with respect to all momenta  u, w, 

d e g r , w P = d e g r ~ V  if P ( u , w ) ~ O  . 

In this special case the lattice degree is determined by the continuum limit. In 
general, "lattice effects" are described by the remainder R(u,  w; a). As can easily be 
seen, R admits an estimate 

IR (u ,w;a ) l<a  p ~ IQi(u,w)l , p ~ l  , (212) 
i ~ I  

where I is a finite set and Q~ are polynomials satisfying degru Q~ < degr~-V+p. This 

means every additional power of  u in Qi (with respect to degr~.V) is accompanied by 
a power of  a. Unfortunately, (2.12) depends on the partition of (u, w) into internal 
and external momenta.  Later we will derive a much more general inequality which 
allows determination of the cutoff  dependence of Feynman integrals having such a 
V as the numerator  of  the integrand. 

We now define a class of Feynman integrands on the lattice. To this end we 
choose momentum variables (ul . . . .  , Uh) and (w,, . . . ,  w~), where ui and wj are four- 
momenta.  The following considerations can easily be extended to other dimensions. 

Definition 2.5. ~ is the set of  functions F in momentum variables (u, . . . .  , Uh), 
(% . . . .  , W,), masses p = (/~1, #2 .. . .  ) and a > 0 of  the form 

F=~ (2.13) 
and the following properties: 

1. Ve ego is of  the form V(u, w; #, a) = ~ P~(#) Vii (u, w; a), I a finite set and 
i e I  

V~eCg,~,, rniEZ. For  every i e L  Pi is a polynomial in the masses p.* 
2. C is a product 

n 

C =  I-I [ei(li;a)+pzi] , 
i = 1  

where n e No = {0, 1,2 . . . .  }. The "line momenta"  li=~ 0 are of  the form 

li(u, w) = ~ c,juj+ dikWk , 
1=i k=l 

1 The mass dependence of the numerator is important if Feynman integrals containing massless 
propagators are to be renormalized. Then it will be necessary to introduce auxiliary masses 
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where c~j, dig are real constants, and 

e i ~  , e i ( l l ; a ) = ~  qi(lia) , 

where 
rh( l ia*O)>O for l i e [ - n / a , n / a ]  4 , 

qi 2n-periodic in every component of l~a , 
and 

lim ei(li ;a) =//2 . 
a--*O 

With respect to addition and multiplication, the set of functions f f  is closed. 
Furthermore, ~" is invariant under differentiation. We always assume that every 
ei(li;a) is periodic in li with the BZ, and e, should have only one zero in the BZ, 
located at vanishing momentum. Especially, naive fermions are excluded, their 
propagators having more than one pole. If  we would drop this condition, our 
general assumptions about the form of the numerator would not be sufficient to get 
convergence of a Feynman integral in the continuum limit. 

For F =  V/C ~ ~ we define 

degr~F= degr~, V -  degr;C . (2.14) 
Note that 

2 f2  if (cil . . . . .  ei.)#:O 
degr;(ei(/i ; a) + #i) = 

0 otherwise , 

hence for F =  V/C~ 

degr~,F= degr; V -  2n. , 

where n. is the number of line momenta li, i ~ {1 . . . . .  n}, which are dependent on u. In 
particular 

n 

degr~ ]--[ [e~(/, ; a) +/~]  = ~ degr; [ei(li ; a) +/l~] . (2.15) 
i = 1  i = 1  

In this special case Lemma 2.1.2 is an equality, i.e., the UV-degree of the 
denominator is already given by the polynomial degree of its continuum limit. As a 
consequence, for every F e  f f  

degr u lim F(u, w; I~, a) ~ degr~'F(u, w; #, a) . (2.16) 
a--+0 

The UV-degrees of functions F e  o~ have "typical" degree properties. They are 
direct consequences of Definition 2.5 and of Lemma 2.1, and are listed below, 
although we do not make use of them in this paper. Nevertheless, they are of 
importance, especially in proving convergence of renormalization schemes [4]. 

Lemma 2.2. Let F, F 1 . . . . .  Fp ~ ~ .  Then 

P 

1. degr~, ~ Fi< max degr~'Fi , (2.17) 
i = 1  i = 1  . . . . .  P 
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. 
P P 

degr~' [ I  Fi ~ ~ degr~Fi , 
i = 1  i = 1  

~ c  

3. degr~" ffUTU c F N  d e g r a F - I c l  , 

. 
6 ¢  

degr,~ ~ F ~  degraF . 

Fo r  instance, to prove  3, let FE  f t .  Then 

hence 

c O V _  OC Ou v O--u 
- - F -  Ou C 2 

• OF ( OV OC'~_ 2 
degr~ ~u  - < max  d~grgr~'C ~-u'  degr~,V Ou) degr~'C 

< degr~' V -  degr~'C - 1 --- degr~ .F-  1 . 

The assert ion now follows by induct ion on the number  of  derivatives. 

(2.18) 

(2.19) 

(2.20) 

3. The Power Counting Theorem 

We consider F e y n m a n  integrals 

n/a 

I ( q , # , a ) =  S d4kl '"d4k, .F(k,q;#,a),  (3.1) 

where 
F(k,q;#,a)= V(k,q;#,a)/C(k,q;#,a)~J: . 

We assume periodici ty of  the numera to r  V~ (go with the Brillouin zone [ - n/a, re~a] 4 
in all internal m o m e n t a  kl  . . . . .  kin. An impor t an t  not ion is given by the following 

Definition 3.1. Let 5¢ be a set o f  four-vectors  l~, 

l,(k,q)=K~(k)+Qi(q)= ~ C,jkj+Qi(q) , i = l , . . . , N  , Cij6R . 
j= l  

is called natural with respect to k, if the following condit ions hold:  

. 

Ci~zZ for  all i = 1  . . . . .  N ; j = l  . . . .  ,m  , 

rank(Cij )  = m  , 

(Cil . . . . .  Cim)#0 for  all i = l  . . . . .  N . 

2. I f  the f o u r - m o m e n t a  

k[= ~ C~,jk i , l=1 .... ,m 
j= l  
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are linearly independent, then 

k j = ~  Aj~k[ with A j ~ Z  . 
/ = 1  

This condition is natural in the sense that arbitrary independent l~ ~ ~ could be 
chosen as integration momenta, the coefficients Cij always being integer-valued. 
For  a Feynman integral this condition is ensured if all loop momenta kx . . . . .  k., 
coincide with momenta of lines up to external momenta [3]. Also, using periodi- 
city of  the integrand, the integration domain could always be chosen to be 
[ - n/a, n/a] 4". As example of  the importance of  line momenta to be natural consider 

~x[a 

f 1 1 1 1 ( ~ + ~ ) 6 .  
d4k'd*k2 Fc~ +#2 ~2 +#2 (k~_k 2 +/~2)8 (k~'~k 2 +#2)s 

- -  " / t / a  

4 

Here 1~2 = ~ (4/a 2) sin2(k~,a/2) and #2> 0. All criteria of the power counting 
t~=l  

theorem below are satisfied except that the set {k l ,k2 ,k l -k2 ,k l+k2}  is not 
natural. In fact, if 0 < e < 1/2 and e = (1,0, 0, 0), the integral is divergent in the sector 

~, [Ik=]l ~, k l + k 2 -  ~ I lk~-k2ll<-~ = a  = a  a ' a 

as a ~ 0  where llzll--/  e for l=(lx ..... 14)~R 4. As will be seen below, 
i = 1  

naturalness means that line momenta in neighborhoods of  poles 2 of  propagators in 
higher BZs can be transformed simultaneously into neighborhoods of  the poles in 
the first BZ by translation with reciprocal lattice vectors. Under such a transfor- 
mation the numerator of a Feynman integrand is invariant. This would not be the 
case by other translations. They would produce explicit negative powers in the 
lattice spacing destroying convergence. 

Before defining UV-divergence degrees of Feynman integrals in Zimmermann 
subspaces, we have to introduce the notion of a basis of a set of line momenta. Given 
variables k = (kl . . . .  , k,,) (loop momenta) and q = (ql . . . . .  qM) (external momenta), 
k,, qj ~ R 4, let L denote the space of all linear mappings l: R ~" × R4M~R 4 of the 
form 

l(k, q) = K(k ) + a(  q) , (3.2) 

K ( k ) =  ~ aiki ; ai~R , i=1  . . . .  ,m , (3.3) 
i = 1  

M 

Q(q)=  ~ bjq~ ; b i e R ,  j = 1  . . . . .  M (3.4) 
j = l  

in the four-momenta kl . . . . .  k,, and q~ . . . . .  qM. Kand  Q is said to be linear in k and q, 
respectively. 

2A "pole" of a propagator 1/(q(ka)+#2)denotes a zero of the q-function 
/ k a -  / 
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Let  ~'___ L be an arbi t rary  subset. Elements l~, . . . ,  1~ e J¢', 

M 

l~(k,q)= a~jkj+ ~ b~iq J , i = 1  . . . . .  s , (3.5) 
j=l .i=1 

are called linearly independent  with respect  to k if  their homogeneous  par ts  in k are 
linearly independent .  Fur thermore ,  {/1 . . . . .  l~} _c ~ is called a basis o f  ~ '  with 
respect to k if  l~ , . . . ,  l~ are l inearly independent  and every l~ ~g can  be wri t ten as 

l(k, q) = • c, li(k, q) + Q(q) , (3.6) 
i = l  

where ci ~ R, i = 1 , . . . ,  s and  Q is linear. In this case we define r a n k k ~ / - s .  
We now define UV-divergence degrees with respect to Z i m m e r m a n n  subspaces.  

Let  5f  be a natura l  set o f  f o u r - m o m e n t a  3 and 

ul = lil, ---, ua = li~ , 

Vl=~l  . . . .  , V m - d = ~ _ ~  
(3.7) 

be an arbi t rary  basis of  5¢ with respect  to k, 1 < d < m .  By fixing vl . . . . .  Vm-d we 
define a class H of  affine subspaces in the space of  integrat ion m o m e n t a  R 4m. H is 
called a Zimmermann subspace, (u) = (ul . . . .  , ud) is called the parametrization of  H,  
and (v) = (vl . . . .  , Vm- d) are the complementary paramete rs  of  H. F o r  F e  ~ we define 

deg r~ i (q ;  #, a) = 4 d + degr~ F(k  (u, v, q), q; #, a) (3.8) 

(v, q represent  the "external  m o m e n t a "  of  H) .  The set o f  all Z i m m e r m a n n  
subspaces,  for  all bases (3.7), will be denoted by J r .  No te  tha t  W depends on  the set 

o f  fou r -momenta .  N o w  we state 

Theorem 1. Power Counting Theorem. Let  

7~/a 

I ( q ; p , a ) =  S d 4 k l " " d 4 k m F ( k , q ; # , a )  (3.1) 

and F e  ~ o f  the form 
V ( k , q ; # , a )  

F(k,  q; #, a) = - -  
C ( k , q ; # , a )  ' 

where VcCg c is (2~r/a)-periodic in every component oj 'kl  . . . . .  kin, and 

n 

C ( k , q ; # , a ) =  I~ [ei(l i(k,q);a)+#~] , # 2 > 0  • 
i = 1  

Let  ~ be a natural set o f  four-momenta and {ll . . . .  , l,} ~_ 2/?. I f  for  every H e  ~'f , 

degrBi(q;/~,  a) < 0 , (3.9) 

3 Actually, property I in the definition of naturalness would be sufficient to define UV-degree of 
Feynman integrals. However it is convenient here to assume £~a to be natural, this being an 
important assumption of the power counting theorem 
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the continuum limit of I(q; #, a) exists and is given by 

i e(k, q, ,u) lim I(q;/~, a) = d'*kz.., d'*k,, E(k, q, I~L) 
a- ,~O 

--  cF3 

where 

91 

, ( 3 . 1 o )  

P(k,q,#)=lim V(k,q;#,a) , 
a--*O 

E(k, q, #) = lim C(k, q; #, a) . 
a--*O 

I fP  + 0, the set 5¢' = {/1 . . . . .  l,} contains a basis o f ~  with respect to k [otherwise 
co(H) > 0  for some H e  ~,uf ]. Hence, if ~ is natural so is ~ ' .  In this case the theorem 
can be formulated using Lf '  instead of 5e. The continuum limit (3.10) is absolutely 
convergent according to (2.16) and the power counting theorem of Y. Hahn and W. 
Zimmermann [1] (or by Theorem 2 below). 

As an example for the importance of (3.9), let us look at (1.1) in the introduction 
again. Only one subspace must be considered, and the corresponding divergence 
degree is equal to one. Hence the theorem cannot be applied, and as we have seen, 
(1.1) is in fact divergent in the limit of  vanishing lattice spacing a. 

To prove the theorem, using Definition 2.3, it does suffice to assume V~ cd,~ o for 
some mo ~ Z. Hence let us consider 

~/a 

~(q; ~, a) = f d4kl.., d4k~ V(k, q; a) . , ( 3 . 1 1 )  

Ve %~o, mo s Z. Without loss of generality we assume ~ = {h . . . . .  lN}, N an integer 
greater or equal to n, and that kl . . . .  , km are contained in ~ .  By naturalness of  ~o, 
this is always possible to arrange by a linear transformation. 

4. Proof of the Power Counting Theorem : First Steps 

The proof  idea is as follows: The integral (3.11) will be written as a sum of integrals 
over various sections in momentum space. The division of the integration domain 
will be done in dependence on the configuration of line momenta l~. For  every 
propagator we distinguish line momentum in neighborhoods of the poles and 
outside of  them. As will be seen, a propagator can then be estimated by its 
continuum limit or by some powers of  the lattice spacing a, respectively. 

For  l e R  4 define 

(4.1) 
otherwise , 

where e is a small positive constant which will be chosen below. Using Heavisides 
O-function, O ( x ) = l  if x__<0 and O ( x ) = 0  if x < 0 ,  

l=O~(l)+ Z O ( ~  ~-  l-2-~ z ) . (4.2) 

z~Z ~ 
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Doing so for every propagator, (3.11) can be written as 

I ( q ; # , a ) =  2 Z is,(q;p,a) , (4.3) 
;___{1 . . . . .  n} 

where for every "sector" J, z=(zdieJ),  we have 

r~/a 

ijz (q; #, a) = f d4k~.., d4km V(k, q ; a) 
-~/o° I7 + #~ 

i = l  

> , ,  (4.4, 
i ~ J  iCJ 

and for every J the sum ~ runs over finitely many configurations z. We have to 
2 

estimate the contributions of  all integrals (4.4) for small lattice spacing a. To this 
end, we make an appropriate transformation for each integral (4.4). As a 
consequence of naturalness of the set ~ of  four-momenta, for small enough e > 0 
and for every J, z, there exists a translation 

so that 

kj~kj+2-~ 6j , a j e Z  4 , j = l  . . . . .  m , 

27~ 
l i ~ l i+ - -  z, for all i eJ  . (4.5) 

a 

This is shown in Appendix D. By (4.5), all line momenta at poles of  propagators in 
higher BZs are shifted into neighborhoods of  the origin in the first BZ, leaving 
V(k, q; a) and all r/i invariant. Consequently 

isz (q; #, a) = f d4kl.., d4km 
aJ 

where 

V(k, q; a) 

l-I +# 
i = 1  

i e d  iCJ 

(4.6) 

~s = {(kl . . . . .  kin) e R'"~I - (1 + e (a j )0  ~/a____ (k j),___ (1 - 2 (a j )3  rc/a , 
(4.7) 

j = l , . . . , m  ; i = 1 , . . . , 4 }  . 

Now, in every integral (4.6) the propagators can easily be estimated, using their 
properties listed in Definition 2.5. Again, for small enough e, there is a constant ~, 
so that 

< 2 , (4.8) rli(lia) =li +t~ 
a2 I- #~ 
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whenever !llill <(rc/a)e. This can be seen by an expansion of ~/i at vanishing 
momentum. Furthermore, there is a constant 7>0  such that, if Itli-(2, /a)zlI 
>__ (re~a) e for all z e Z 4, then 

1 
~i(lia) 

a 2 Jr ~ 

<__ 7a 2 . (4.9) 

Hence, the denominator in every integral (4-6) is bounded by a product of 
continuum propagators and explicit powers of the lattice spacing a. If  it would be 
possible to estimate the numerator V(k, q; a) by its continuum limit, (4.6) would be 
bounded by a rational function to which the power counting theorem of Hahn and 
Zimmermann could be applied (in a somewhat generalized form to determine the 
cutoff behaviour). Unfortunately, this will not be possible, as we have seen in the 
introduction. Another possibility would be to expand V at small lattice spacing a, 

V ( k , q ; a ) = P ( k , q ) +  R ( k , q ; a )  , 

P being the continuum limit of Vand R a Taylor remainder, and to estimate R by a 
polynomial. But this estimate is too rough, the conditions (3.9) will not be sufficient 
for convergence of this estimate. This is because we have a lot of Zimmermann 
subspaces and for every such space a corresponding lattice degree of the numerator 
V. For a fixed space we will get an estimate of the form (2.12), but now we need such 
an inequality which respects degree properties of all Zimmermann subspaces 
simultaneously. This is not possible in general. 

A way out is the following. A simultaneous estimate which respects degree 
properties can be done for ordered subspace//1 . . . . .  H~, i. e., Hi is a subspace of Hi if 
i <j. This means that for every such sequence we get an estimate 

IR(u, w; a)l <a ~" ~ IQb(u, w)l , (4.10) 
b~B 

where p is a natural number, B a finite set, and the polynomials Qb satisfy 

degr,jQb <degr~j V + p  , j =  1 , . . . , s  , (4.11) 

(u j) being the internal parameters of Hi. Doing so for every ordered sequence of 
Zimmermann subspaces, we get 

IR(k,q;a)l<=minaP' ~ IQib(k,q)l ,  (4.t2) 
i e I  b~Bi 

so that for every ordered sequence there exists an i e I  such that 

degr, Qib <degr'~V+pi for all b e B i  , (4.13) 

(u) being the parameters of an arbitrary Zimmermann subspace in the sequence. 
Using this and the above estimates for propagators in the integral (4.6), we get 
generalized continuum Feynman integrals, i.e., integrals which look like Feynman 
integrals in the continuum with a sharp cutoff, the right-hand side of (4.12) being the 
numerator. In the next section we will state a theorem which controls the cutoff 
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dependence of  integrals having this form. Furthermore, we will prove the validity of 
an inequality (4.12). Using these two statements it will be possible to complete the 
proof  of the power counting theorem under the conditions (3.9). 

5. A Power Counting Theorem for Generalized Continuum Feynman Integrals 

In the present section we state an auxiliary theorem which will be used to complete 
the proof  of the power counting theorem. Set k = (kl . . . . .  kin) (loop-momenta) and q 
= (ql, .-., qza) (external momenta), ks, qj e R 4. L again denotes the space of linear 
mappings l: R 4" x R4M--~R 4 of the form (3.2)-(3.4) in the four-momenta kx . . . . .  k,, 
and qt . . . .  , qM. The notion of a basis of a set of  line momenta is defined in 
(3.5)-(3.6). 

Let ~ = L be a finite subset 

£P= C~jki+Q,(q)l  i=1  . . . . .  N , (5.1a) 

where 
rank(Cij) = m  , 

(C~ . . . . .  C~,,) + 0 for all i=1  . . . . .  N ,  (5.1b) 

so that rankk~q=m [cf. (3.6), especially N > m ] .  Furthermore, let dV~Se  be an 
arbitrary subset. We consider integrals of the form 

~'-~/" rain 2 -P' IPi(k, q)l 
J~(q,  #) = [ dgka "'" E(k,  q, #) ' P* > 0 integer . (5.2) d'* k,, 

i e I  

3 

/ is  a finite set, Pi are polynomials in the components of the four-momenta k I . . . . .  km 
and ql . . . . .  qM, and 

E(k ,q ,#)=l- - I  (12(k,q)+#2) "' , #2>0 , n , ~ N = { 1 , 2  .. . .  } . (5.3) 
d 

1-[ means product over lj ~ X .  Hence JV is the set of all li E ~ appearing in the 

denominator of  the integrand of J z .  We always have rankk ~ < m. All propagators 
are assumed to be massive. 

For a finite subset ~ ' c L  satisfying rankk~/=m,  we define 

.~,~/ 

d4k~ ... d 4 k , , f ( k )  (5.4) 

as the integral over all (kl . . . .  , k, .)e R 4m subject to the constraints 

lZ (k ,q )<22 for all l e J / / .  (5.5) 

J z  is convergent for every finite 2. We examine the behaviour of J z  for large 2. The 
cutoff dependence can be described with the help of divergence degrees with respect 
to Zimmermann subspaces of the integration momenta. First we make the notions 
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more precise. Let 

ul = lh . . . . .  Ud = lie , (5.6) 

be an arbitrary basis of ~ with respect to k, so that k =k(u ,  v, q), 1 <_d<_m. As in 
Sect. 3, by fixing v~ . . . . .  vm-d, we define a class H of affine subspaces in the space of  
integration momenta k called Zimmermann subspace. (u) = (u~ . . . .  , Ud) is called the 
parametrization ofH.  (v~ . . . .  , v,,_ a) are said to be the complementary parameters of  
H. The set of all H, for all bases (5.6) of  ~ ,  is denoted by ~ .  J4f is the set of  all 
possible Zimmermann subspaces, and it depends on the set ~ .  

Definition 5.1. Let 
u (1> . . . . .  u (") (5.7a) 

be an arbitrary basis of ~ a n d / / i , . . . ,  Hs, s>__ I, a sequence of  classes of  affine 
subspaces in Jg having the following properties: 

1. Hi is parametrized by (ui) = (uil ..... , uia) ~- {ua), . . . ,  u(")}, the remaining u(J)'s 
in the basis being the complementary parameters of Hi. (5.7b) 

2. (u j) are contained in (Uk) if j < k. 
Then the sequence//1 . . . . .  H~ is called an ordered sequence with respect to the basis 
(5.7a). 

With respect to the set of polynomials {Pi l i s I}  in the numerator of (5.2) we 
define 

Definition 5.2. The set {6(H)IHe rig} is called an ultraviolet-set (UV-set), if 
1. ~ (H) e Z for every H e ~ .  
2. For  every basis (u (1) . . . .  , u (m)) o f ~  and every sequence Ha . . . . .  H, which is 

ordered with respect to this basis, there exists an i E I  such that (cf. Appendix C) 

degrujlvjPi(k, q ) - p i < 6 ( H j )  for all j =  1 ..... s . (5.8) 

Here (uj) denotes the parameters of Hj and (u j, vi)= (urn, . . . ,  u(m)). 

The number of possible bases of ~ and ordered sequences of subspaces in ~ is 
finite. Hence UV-sets do always exist. If  I =  {1 } consists of one element only, the set 
of 

8(H)  = degr, lvP1 (k(u, v, q), q) - P l  

for every H e a l ,  where (u) is the parametrization of  H and (v) are the 
complementary variables, is a UV-set. In this case the notion of  ordered subspaces is 
superfluous. Note that UV-sets as defined in (5.8) are dependent on the external 
momenta q, which we have kept fixed. However, for every UV-set {8(H)IHe oaf} 
one can find a UV-set { 6 ' ( H ) I H e ~ } ,  which is independent of  q, where 
6 ' (H) > 6(H) for all H e  ~ .  

We now define UV-divergence degrees for integrals of  the form (5.2). UV- 
degrees of  polynomials are defined in Appendix C. Let {5(H)IHe oeg} be a UV-set. 



96 T. Reisz 

Given an arbitrary basis (5.6) of ~ ,  we define for H~g4 °, parametrized by 
(u)  = (u l  . . . . .  ud),  

co(H) = degrHJ~ -=4d+ fi(H) -degr~l~ E(k(u, v, q), q, #) . (5.9) 

This definition depends on a given UV-set. The following theorem states the cutoff 
behavior of integrals (5.2) for large 2 if a UV-set is given. 

Theorem 2. Auxiliary Power Counting Theorem. Let { 6( H)IH ¢ :¢f } be a UV-set and 
{ c o ( H ) } H ~ }  the corresponding set of  UV-divergence degrees. Then there exist 
K(# ,q )>0  and c(#, q) > O, so that for all 2>K(#,q) ,  

1 

ix (q ,  #) < c(#, q)" ),- 110gin2 

[ 2  . . . .  ~n)log"2 

if max co (H) < 0 
H e a f f  

if  max 09 (H) < 0 and Pi > 1 for all i E I 

f max co(H) > 0 . (5.10) 
H ~  

I f  the momenta q are bounded and the UV-set is independent of  such q, then K and c can 
be chosen to be independent of  q. 

The estimate (5.10) can be strenghened if a UV-set is given having max co(H) 

minimal. However, we do not need this in our application, where a UV-set will be 
given in a natural way. The theorem is an extension of the power counting theorem 
of Hahn and Zimmermann [1]. In general, the numerator is not a polynomial, 
instead it is a minimum of a collection of polynomials, and we include the cutoff 
behavior of divergent integrals (for 2 ~  ~) .  Below we will apply the theorem (for 2 

1/a) in two special cases. I f / =  {1 } andpl = 0, the statement of [1 ] is reproduced. If  
all Pi > 1 and the limit exists, it is zero. Ifpi = 0 for all i ~ I and max o (H)  < 0, then 
J~(q, #) converges to n~ae 

f min Iei(k, q)l 
d4kl . . ,  d4k,,, i~t 

E(k, q, It) 
- o o  

The proof of Theorem 2 will be given in Sect. 8, 9. 

6. Bounds on the Numerator of a Lattice Feynman Integrand 

Having introduced appropriate notions and an auxiliary power counting theorem 
being at our disposal, we will now show that the numerator of a Feynman integrand 
can be estimated as proposed at the end of Sect. 4. This statement is contained in the 
following theorem. It is a consequence of the definition of UV-degrees on the lattice. 
Remember we are using multi-index notation. We shall write k = (kl . . . . .  kin) and q 
--(ql . . . . .  qM) as in the power counting theorem. 
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Theorem 3. Let V(k, q; a) e ¢K~.ofor some mo ~ Z, Ae a natural set of  four-vectors with 
respect to k 4, and let (ka, qa) be bounded. Then V admits an estimate of  the form 

I V ( k , q ; a ) - P ( k , q ) l < a P  ~ min IQ~b(k,q)] , 
b ~ B  i e I  

(6.1) 

where L B are finite sets, p e N, and 
1. P(k, q) = lim V(k, q; a). For every H e  X ,  parametrized by (u) 

a-~O 

degr,  P__< degr?, V . (6.2) 

2. Qib are polynomials. For every basis 

u (1) = li,, . . . ,  u ("~= I~  (6.3) 

of  ~ with respect to k and every sequence Ha, . . . ,  H~ of  classes of  affine subspaces in 
;gF which is ordered with respect to the basis (6.3), there exists an i~L so that 

degr,jQib<degr~jV+p for all . /=1  . . . . .  s andall b e B ,  (6.4) 

where (u j) denotes the set of  parameters of Hj. 

The s ta tement  means  that ,  for  every b ~ B, the set o f  all 6(H) = degr~, V, where (u) 
is the pa ramet r i za t ion  o f  H ~ ,  is a UV-set  for  the polynomials  Qib, which is 
independent  o f  q. This allows us to apply  the cu tof f  theorem to the integrals (4.6) in 
Sect. 4 to determine their cu tof fdependence ,  as will be seen in the next section. No te  
that  always p ~ 1. I f  P(k,q)~-O, then p can be chosen to be 1. I f  V(k, q;a) is the 
numera to r  of  a F e y n m a n  integral, the variables (ka, qa) are always bounded,  
because k l , . . . ,  k,, range over  the BZ, and external m o m e n t a  q are fixed. 

In  the remaining par t  of  this section Theo rem 3 is proved.  First  o f  all we note an 
extended version of  Tay lor ' s  theorem. 

Lemma 6.1. Let F be a C~-function of the form F ( v l , . . . ,  v,), vi e R m'. Let 3i e No 
= {0, 1, 2 . . . .  } for every i= 1, . . . ,  n, and 6~ ~ ~k i f  i < k. I f  

F(v l , . . . , vs -1 ,2v  . . . . . .  2 v , ) = O ( 2 ~ 0  , 2--.0 ; s = l  . . . . .  n ,  (6.5) 

then there exist C~-functions Fb, b e N~", Ibl = ~,, satisfying 

Fb(Vl,..., vs-1 ,2v  . . . . .  , J.v,) = 0 ( 2  ~s-o") , 2-*0 (6.6) 

for all s= 1, . . . .  n - 1 ,  so that 

r (v l  . . . . .  v,) = Z vb, Fb(vl . . . .  , v,) . (6.7) 
b 

This l emma  is an extension o f  Tay tor ' s  fo rmula  in the sense that  it states the 
coefficient functions Fb being C °~ if this a l ready holds for  F. This allows successive 
appl icat ion of  (6.7). 

4 It would be sufficient to assume property 1 in the definition of naturalness (existence of a basis). 
However, in application of Theorem 3 below, 5¢ will be natural 
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Proof.  By induct ion on m,.  I f  rn, = 1, let b = 6, ~ No and 

F(Vl r e )  
F b ( v  1 . . . .  , Vn) ' V ~ " "  

By Taylor ' s  formula,  Fb ~ C ~, and (6.6) is satisfied. Assume the statement holds for 
all rn, _<__ M, where M ~ N. Let v, = (w~, w2), wi ~ R ~, w2 s R. For  l = 0 . . . . .  6, - 1 set 

At(va , ... , v , - 1 ,  Wl) = ~[-~w~z ] F(v l  . . . . .  v , _ i ,  w l ,  w2) 
.Aw2 = 0 

and define a funct ion G by 
6n - 1 

W~ 
G(vi  . . . .  , v , -  i ,  w i ,  w2)= F(v~ . . . . .  v , - i ,  w i ,  w2) - ~ _ j  ~.  At(v1 . . . . .  v , - 1 , w i )  • 

t=0  

The hypothesis o f  induct ion can be applied to G and At. For ,  as 2--.0 we have 

A l ( v i  . . . .  , v.-1,,~wl)=O(,~ 6"-t) , 

A l ( V l , . . . , v ~ - l , 2 v  . . . . . .  2 v , _ l , 2 w O = O ( 2  o~-t) ; l <s<_n- -1  , 

G (Vl . . . .  , v . _  ~ , w~ , .~w2) = O ( 2  ~°) , 

G ( v l , . . . , V s - l , 2 V  . . . . . .  2 v , _ l , 2 w l , 2 w z ) = O ( 2  as) ; l <<_s<<_n-i . 

Hence, there exist g (vl, . . . ,  v,_ 1, wa, wz) ~ C ® and h~, b (vl . . . .  , v,_ l, wl) e C ~ for all 
b e N ~  t, [ b [ = 6 , - l ,  so that  

A~(vi  . . . .  , v . _ ~ , w O =  y ,  w~hl ,b(vl  . . . .  , v . _ ~ , w O  , 
b 

h t , b ( v l , . . . , V s _ l , 2 v , , . . . , 2 v , _ ~ , 2 w l ) = O ( 2  ~-~")  ; 2 ~ 0  ; l < - - s < n - - I  , 

and 
G (v~ . . . . .  v . _  l ,  w~, w2) = w~"g (v l  . . . . .  v . _  ~, w~ ,  w2)  , 

g(vl  . . . .  , V s - i , 2 v ~ , . . . , 2 v , - 1 , , ~ w l , 2 w 2 ) = O ( 2 O ~ - n " )  , 2--*0 ; l <<-s<n-1 . 

Writing F in terms of  G and At, the assertion follows. [] 

We shall use the following nota t ion :  For  s e N, 6 = (6~ . . . . .  6,) e Ng -s  + 1 and 
multi-indices bi ~ N~ '', i = s . . . . .  n let 

f Ib~I + . . .  +[b , [=6~ and 1 if 
h~l~(b ~ . . . .  , b , ) =  Ib~ l+ . . .  + l b d < 6 ~ - 5 ~ + i  for all i = s  . . . . .  n - 1  

0 otherwise . 

By iteration o f  L e m m a  6.1 we get 

Lemma 6.2. Le t  F be a C~- func t ion  o f  the f o r m  F(v l  . . . .  , v,), vi e R m', and  6i e No f o r  
every i = i ,  ... ,n,  6i>=6k i f  i < k .  I f  as 2 ~ 0  

F(v l  . . . . .  v~- i ,  i v , . . . ,  2v,) = O (2 a') , t = 1 . . . . .  n , (6.8) 
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then for  arbitrary s = 1 . . . . .  n there exist functions Fbs...b. ~ C °°, so that 

r (v l  . . . . .  v , )= ~ hnl~(b~ . . . .  ,b,)v~'...Vb,"Fbs...b,(Vl . . . . .  V,) , (6.9) 
b~. . .b.  

Fbs...b,(Vl . . . . .  V,-1,2Vt . . . . .  2 V , ) = O ( 2 ~ - ~ s )  , 2 ~ 0  ; l < t < s .  (6.10) 

Proof  I f s = n ,  this is the s ta tement  o f  L e m m a  6.1. Assume  it ho lds  for  some  s > 2 .  
App l i ca t ion  o f  L e m m a  6.1 to Fb~...b, in (6.9) yields 

Vb,...b,(Vl . . . .  , V,) = ~ cs-1. .. V~_I ~"Fb,...b . . . . . . . . . . .  (Vl . . . . .  V,) , 
Ic~- 11 +... + Ic,,l =o,- ~ -o~ 

Fb~...b .. . .  _~ ..... (Vl , . . . ,Vt- i ,2V~ . . . . .  2 V , ) = 0 ( 2 ~ - ~ ' - ~ ) ,  2-->0 ; l < t < s - - I  . 

Inser t ing  this in to  (6.9) a n d  col lect ing indices o f  Fb~...b . . . .  _~ ...... we ob ta in  

F(vl ,  v , ) =  ~ hal~_l(b~_l, ~ ~,,b~_~...v~,Fb . . . . . .  b,(Va . . . . .  V,) 
bs-  1...bn 

Fb . . . . . .  b,(vl . . . . .  Vt-~,AV~ . . . . .  2 V n ) = O ( ) ~ ' - ~ - ~ ) ,  2 ~ 0  ; l < t < s - - 1  . [ ]  

L e m m a  6.3. Let  
u(1) = li~ . . . . .  u(m) = li~ (6.11) 

be an arbitrary basis o f  ~ with respect to k, and H~ . . . . .  H,  an arbitrary sequence o f  
Zimmermann subspaces which is ordered with respect to (6.11). Furthermore, let 
V(k, q; a) ~ cg~,o, mo ~ Z,  and (ka, qa) be bounded. Then V admits an estimate o f  the 

form 

[ V(k, q; a) - P (k, q) l < a" ~ I Qb (k, q) l , (6.12) 
b~B 

where B is a finite set. p c  N is independent o f  the basis (6.11) and the sequence o f  
subspaces. The homogeneous polynomial P is given by P(k ,  q) = lim V(k, q; a), and Qb 
are homogeneous polynomials o f  order p + mo such that a~O 

degr ,~P < degr~,~ V , 
(6.13) 

degr,~ Qb <=P + degr~,j V ,  

where (uj) is the parametrization o f  Hi,  for  all j =  1 . . . . .  s and all b E B. 

I f  P(k ,  q) ~ O, p can  be chosen  to be 1. I f  P(k ,  q) = O, p is the  largest  na tu ra l  
n u m b e r  such tha t  l im V(k,  q; a)/a p ~- 0 exists. 

a~O 

Proof  1. W e  define new sets o f  variables  vl . . . .  , v ,+l  as fo l lows:  

( u 0 = ( v 0  , 

(u2) = (v~,  v~) , 

(u3=(v~ .. . .  , v 3 ,  

(u(1), . . , ,  u ("), q) = (vl . . . . .  v~+ ~) -= (v) . 
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Let  V(k, q; a) =F(ka,  qa)/a "° ~ ~no and F'(v) = F(k, q). For  every H i in the given 
ordered sequence we make  a par t i t ion (v) = (u j, w~), where (u j) = (vl, . . . ,  v j) are the 
" in ternal"  m o m e n t a  and (wj) = (v j+ t, . . . ,  v~+ l) are the "ex terna l"  m o m e n t a  of  Hi .  

Set r i=m o -degr~,~ V. Then  ri =>. . .  >__r~ and 

F'(vl . . . . .  V j , 2 V j + i , . . . , 2 V s + I ) = O ( 2 " 0 ,  2--~0 ; j = l  . . . .  , S .  

2. For  6 e Z define 

F ' (2vl  . . . . .  2vs + i) 
P~(vl . . . . .  v,+l) = l im 

and set 

G(vi . . . . .  v~+i) = F ' ( v l  . . . . .  v~+l)-P~,o(Vl . . . . .  v~+l) • 

Let roe  No be the largest  integer n u m b e r  such that  P/o(v, . . . . .  v~+a)~0 exists. Set 

ro = ~r° if rno < ro 
( r o + l  if m o = r o  

and F j=r j  for  j ~ l .  Then 

G(vl . . . . .  v j ,2vj+i  . . . . .  2v~+1)=O(2 6) ; 2 ~ 0 ,  0 _ < j < s ,  

and to > r l  > ... >P~. Applying L e m m a  6.2 to G yields 

G(vi ,v~+l) = ~ h,3i(bl, ..,b~+l)v~ 1 ~ s + ' F  (va , . . . ,v~+i)  . . . . . . .  s + l  bl . . ,bs+l  
b l , . . - , b s +  1 

where 

{10 if  lb~l+"'+lb~+~l=r~o and 
+lbjl=ro-rj for  all j = l  . . . . .  s h;li (bl . . . . .  b ,+l)  = [bll + . . .  < A ^ 

otherwise , 

and Fbl...bs+l ~ C °~. Fo r  bounded  va we get 

[G(vla . . . .  ,v~+la)[<=a ;° ~, [Q[(vl . . . . .  v~+l)[ , (6.14) 
b~B 

where Q; are (finitely many)  homogeneous  polynomials  of  order  Fo satisfying 

degr~. . .~Q[<Po-Pj=(Po-mo)+degr~jV , j = l  . . . . .  s , 

for all b e B. Finally, let 

P(k ,q) - - l im 1 . _ , a-~O ~ V(k'q'a)=P/"°(vl  . . . . .  v~+i) , 

Qb(k ,q) -Q;(v l , . . . , v~+i)  for  all b s B .  

Setting p = r~o - t o o  ~ N, (6.13) follows, and as a consequence of  (6.14) 

[V(k,q;a)-P(k,q)l=al--~o [G(Vla,.. . ,v,+la)l<a p ~ [Q,(k,q)[ . [] 
I~L 
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Proof of Theorem 3. Let the set of all ordered sequences of subspaces in W be 
indexed by a finite set I. Using Lemma 6.3, V e ~g~o admits for every i e I an estimate 
of the form 

lV(k,q;a)-P(k,q) l<a p ~ [Qb(k,q)l, 
beBi  

where Bi is a finite set and p E N is independent of i ~ I. P is equal to the continuum 
limit of V, hence is independent of all sequences, and satisfies for every H e  ~ ,  
parametrized by (u), 

degr, P_< degr,~ V . 

For every H 3, parametfized by (uj), in the ordered sequence, 

degr,j Qb <=P + degr#j V ,  for all b e Bi . 

In summary, using the inequality and notations of Appendix B, V obeys an 
inequality 

IV(k,q;a)-P(k,q)l<a p rain ~ [Qb(k,q)l<a p ~ rain IQib(k,q)[ , 
i ~ I  b~Bt  b~B  i ~ l  

where B = ® Bi, and for b = (bi)i~ i e B, Qib : Qbi" Point 2 in Theorem 3 is satisfied by 
iEI  

construction. [] 

7. Completion of the Proof of the Power Counting Theorem 

Having shown that the numerator of a lattice Feynman integrand admits an 
estimate as supposed at the end of Sect. 4, and a theorem being at our disposal which 
states the cutoff dependence of generalized continuum Feynman integrals, it is not 
hard to complete the proof of Theorem I. Our starting point is (4.6). Using Theorem 
3 we write V(k,q;a)=P(k,q)+R(k,q;a),  so that 

where 

i°z = f d4kl"'" dgkm 
¢YJ 

and 

i~  = f d4kl.., d4k,, 
¢rj 

I-I +#2 i~J ~J 
i=1 

(7.1) 

(7.2) 

P is the continuum limit of V, and R(k, q;a) admits an estimate 

[R (k, q; a) t N a p ~ min I Qib (k, q)[ . 
b~B  i ~ l  

(7.3) 
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By Theorem 3, for every fixed beB ,  the set of all 6(H)=degrd, V, (u) being the 
parametrization of H e  ~ ,  is a UV-set for the polynomials Q~b- 

Using the bounds (4.8), (4.9) on the propagators, we get the estimates 

f IP(k, q)l (7.4) 17°~(q;#'a)l<-~(q'#'a)=ah(~aZ)"-h d4k~ ""d4km I-[ (1~ +#~) " 

~ J  i ~ d  

and 

where 

li~(q;#,a)l < Z ~) (q ,# ,a )  , (7.5a) 
be~B 

rnin aPlQib(k, q)l t ~ 

[j~)(q, #, a) = ah(~aZ) "-h | d4kl ... d4k,, i~I (7.5b) 
FI (t? + i ¢  

xS iE3 

h is the number of elements of J, i .e. it is the number of propagators having a 
momentum near a pole, 

. . . .  ,km)eR4"lll6ll<= /a for all lje~-q's}, (7.6) 

~ s  = {li IJ e J} u {kl . . . .  , kin} ~ ~e , (7.7) 
and 

6= max (he, an(1 + 11 ,11/2)) (7.8) 
i = l , . . . , m  

is a constant. To every integral in (7.4) and (7.5) we can now apply the auxiliary 
power counting theorem to discuss the small a behavior. All integrals are of the form 
needed, where 2 is replaced by 6/a and 5Y by £Ps. The corresponding set ~ s  of 
Zimmermann subspaces of k is defined by bases of L~es with respect to k. By (7.7) 

~s~_J/t ~. Hence for every J_~{1 ... . .  n} the set of 6(H)=degr~V, (u) being the 
parametrization of H, for all H e  ~ j  is a UV-set for the family of polynomials Qib, 
for every fixed b e B. It is independent of the external momenta q. 

We first consider the integrals 7j~ ). As a consequence of (3.9), for arbitrary 
H e  ~ j ,  parametrized by (u)=(ul, .... Ud) say, we get 

degrn ~bz)(q, #, a) = 4d+ 6 (H) - degr, 1~ (lf + #z) 

= [4d+degr;V-degr(,C] +degr, 1~ (l{ +#z) 
iCJ 

<degr, lq (12 +#~)<2(n - h )  , (7.9) 

where we have used (2.15). Hence 

degrn[J~)(q ,# ,a)N2(n-h)- I  for all Heoet~s . (7.10) 

By the auxiliary power counting theorem, there exist positive constants K and c, so 
that for all a < K-1, 

a) if n - h > O ,  [j~)(q,#,a)<c(a2)"-ha-t:"~"-h)-qlog"a=calog~a. (7.11) 

b) if n - h = O ,  [J~)(q,#,a)Ncalog"a (because o f p > l ) .  (7.12) 
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Thus, the remainder _T~ does not contribute in the continuum limit. 
Next, we turn to the integrals Fs~. I fP(k,  q) =- 0, all ~ vanish and the proof  of  the 

power counting theorem is complete. Thus, let us assume that P(k, q) ~ O. For every 
H e  ~ffj, parametrized by (u)=(ul  . . . . .  Ud), 

degr,P ~ degr~,V. (7.13) 

The set of 6(H)=degr, P(k(u, v, q), q), H e  oct'j, is a UV-set, Consequently, using 
(7.13) and (3.9), we have 

degru/s°z (q, #, a) = 4 d +  degr, P(k, q) - degr, I-I (l~ + #t 2) 
i~J  

and hence 

[4 d + degr~, V - degr~'C ] + degr. I ]  (l~ + #2 ) < 2 (n - h ) , 
iCJ 

(7.14) 

deg rH~  (q, #, a) ~ 2 (n - h )  - 1 , (7.15) 

for every H e  o~j. Using again the auxiliary power counting theorem, there exist 
K > 0  and c>O, so that for all a<K -4, 

a) if n - h > O ,  Pz(q,#,a)<c(aZ)"-h.a-tZ("-h)-lllog'a=calog"a ,(7.16) 

b) if n - h = O ,  f°z(q,#,a)<c. (7.17) 

This shows that in the continuum limit only sectors (J0, z) where Jo = {I . . . . .  n}, 
contribute to (4.3), i. e ,  when the momenta of all propagators are located near the 
poles. In fact, for appropriate small e > 0, there is exactly one such sector. For, if 
P 4: 0, the set {/1 ..... , l,} of  line momenta contains a basis of  L~' with respect to k. Let 
z = (zl . . . . .  z . )  e Z ~" a n d  k e R 4m satisfying 

Ki(k)= ~ Cijkj =2~ z, , i = i  ... .  ,n . (7.18) 
j=l a 

By rank (C~j) = m, this system has a unique solution. By naturalness of  Le, it is of  the 

form k = 2n A, A e Z 4m (Appendix D). For k e [ - r~/a, g/a] 4m this is possible only if 
a 

A = 0, i.e., z = 0. Hence, having chosen e > 0 according to Lemma D. 1, for Jo only z 
= 0  appears in (4.3). The integrand of [°oo and hence of I°00 is bounded by 

~, tP(k, q)l , (7.19) 

f i  (g  (k, q) + #~) 
i=1 

and the integral 

f [P (k, q) l (7.20) 
~" -oo d4kl"'" d4km f i  (I~ (k, q) + p~) 

i=1 

is convergent by (7.15) and the power counting theorem of [1] (or by the auxiliary 
power counting theorem). Using Lebesgue's "theorem of dominated convergence", 
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we get 

lim i(q;/~, a) = lim 7000 (q; p, a) = f d4k~.., dakm 
a ~ O  a ~ 0  

- -oo  

This completely proves the power counting theorem. 

P(k,q) 
I1 

I~ (l~ 2 (k, q) + #2) 
i=1 

(7.21) 

8. Some Technical Lemmas 

We now start to prove the auxiliary power counting theorem. The proof idea is 
similar to that of the convergence theorem of Hahn and Zimmermann [1]. 
However, to discuss the cutoff behavior, we need some deeper statements (e.g. 
Lemma 8.6). In this and the next section we shall use the notations of  Sect. 5. 
Especially, &a is a set as given in (5.1). In addition, throughout the sequel we shall 
use the shorthand notation 

Jx({P,}lq, P)=  f 

rain 2-P'IP~(k)t 
d4kt ... d'* k,,, 

i~1E(k, q, #) 
(8.1) 

Here, I is a finite set, and {Pi} represents a set of polynomials Pi, i ~ I. For z > 0 we 
define 

Dq'~={(kl . . . . .  k,.) e R4"ll~ (k, q) >= z 2 for all l j e ~ } ,  (8.2) 

and for X_~ R 4" 

~,.z min 2-P'IP~(k)I 

J,~({P,}lq, p , X ) =  f d'*kl...d4km ~ 'E(k ,q ,# )  
x 

~'~r min 2-P'lPi(k)! 
= ] d4kl . . ,  d4k,,,)Cx(k) i ~ I  (8.3) 
- .~ E ( k ,  q, # )  ' 

where )~x is the characteristic function 

{10' k ~ X  
Zx(k) = , k ¢ X . (8.4) 

The present section contains a series of lemmas which will be used to prove the 
auxiliary power counting theorem by induction on the number of (four- 
dimensional) integrations. 

Lemma 8.1. Let I be a finite set and r ~ No = {0,1,2 .... }. For every i ~ I let Pi ( x, z) be a 
function o f  x ~R  p and a polynomial in variables z j , j=  1 . . . . .  n o f  deoree smaller or 
equal to r: 

P, (x ,z)= ~ "'" ~ a'°i,...J,,(x'z{"..z~", . (8.5a) 
j~ =0 j,,=o 
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Let Yo ....  ,Yr ~ R be r + 1 different points, Y =  {(zl . . . . .  z,)lzi ~ {Yo . . . . .  yr} for  all i 
=1  . . . . .  n} and f2___R p. I f  the integrals 

S dx min IPi(x,y"))l 
g2 i e l  

are convergent for all y~) ~ Y, then so are the integrals 

dx min la~,~...i,.(x)l , 
f~ i e l  

for arbitrary Jil , ... ,Ji~ e {0 . . . . .  r}, and there exists c > O, depending only on Yo, ---, Y~, 
such that 

dx min la~ . . . j ,~(x) l~e  " ~ ~ dx min Ie,(x,y"))l  . (8.5b) 
Y2 i ~ I  y(i)E Y for all i ~ I  f~ i ~ l  

The number  c is independent  of  the integration domain  f2. 

Proof  For  every i e I  there exist constants  c~°,..4.(y) such that  

a~i)~...j,(x) = ~, c~i)..4,(Y)" e~(x,Y) . 
y e Y  

Using the inequality of  Appendix B, (8.5b) follows, where 

e =  max le~i)~..4,(y)[. [] 
j1 . . . . .  j n , y ~ Y ,  i E t  

The following lemma is a direct consequence of  Lemma 8.1. 

Lemma 8.2. Let I be a finite set andr E No = {0,1,2 . . . .  }. Every polynomial Pi o f  degree 
smaller or equal to r in the components o f  k~ . . . . .  km can be written as 

P~(k)= ~ P~,(k) , i ~ I ,  (8.6) 
ct=O 

where Pi~ is a homogeneous polynomial o f  order ~. Let ~o . . . . .  ~, e R be r + 1 different 
points and Y =  {~o,---, Y,}- Then there exists c > 0, depending only on ~o,..., ~, (but 
not on the polynomials P~), such that 

~"~ min 2-P'lPi,,(k)l 
f dakl d4km i~l I I 

" E(k ,  q, I~) 

0 ~  Y for all i ~ I  

for arbi t rary sequences (P~,)i~x. 

Proof. Since rankk~q ~ = m, the integral 

.~,£e 

f 

min 2-P'IPi(Q~k)I 
d4kl. . .d4k,,  i~x 

E(k, q, #) 

rain ).-P' QT Pi~(k ) 
i ~ I  a = O  

(8.7) 

d*kl"'" d4km E(k, q, #) 
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is convergent for every finite 2 and all 0~ ~ R, i ~ I. Since Yo . . . . .  ?, c R are different 
points and Y= {?o . . . . .  7,}, Lemma 8.1 implies that 

~'-~ min 2-v'[Pi~(k)[ 

f E(k, q, #) 
d4kl ... d4 km iEl  

__<c 

Q~eY 

= c  

Q~eY 

for some constant c 

Next we quote 

2,.£P 

z f  
for all i e l  

~,z min 2-v'lP~(0ik)l 

Z f d4kl""d4k" '~lE(k ,q ,#)  

for all i~ I  

depending on Vo . . . . .  7, only. [] 

r 

min 2 -v' ~ (Q~)~Pi~(k) 
d4kl.." d4km i~1 ~=o 

E(k, q, #) 

(8.8) 

Lemma 8.3 [I]. Let k, l e R  4 and # > 0 .  Then 

k 2 
(k+l)2+#2<c(l) and <c( l )  (8.9) 

+p2 

k 2 + v  2 = ( k + l ) 2 + # 2 =  , 

where c ( l ) =  1 + IItll/#+z2/# 2 / 4 

Recall that we are using the Euclidean norm II/l[--/Y for I~R 4. As a 
corollary, we have Ni= l  

Lemma 8.4. I f  the momenta q are bounded, then there exists c (# )>  0 such that 

~'~ min 2-v'lP~(k)l ~'~ min 2-v'lPi(k)l 
f d4kl...d4km ~' <c(#) f d4kl...d4km '~' 

E(k, q, #) E(k, O, #) 

(8.10) 

Excluding small neighborhoods of the poles of the propagators, i.e., regions 
where some line momenta vanish, the masses may be set to zero without affecting 
the large cutoff behavior: 

Lemma 8.5. For z > 0 

1. J~ ({P,}I q, #, Dq'~)<J~({P,}lq, O, D ~'~) . (8.11) 

2. There exists a c(#, z) > 0 such that 

J~({P,}lq, O, D q'~) < c(#, z)Ja({P~} Iq, #, D~'~) • (8.12) 

This can be seen from 12/(l 2 + #2) < 1 and (12 + #2)/lZ < 1 + (#z/z2). We will now 
show that the cutoff dependence of Jz does not change if the poles of  propagators 
are excluded from the integration domain (Lemma 8.8). This lemma will be used in 
Lemma 8.9 to get homogeneous denominators in J~. As a preliminary, we state 
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Lemma 8.6. Let I be a finite set, re  No = {0,1,2 . . . .  } and z > O. Set 

X ~ " = { ( k , , . .  km)~R4mlz<lllj(k'q)H<'c; j = l  . . . . .  S } 
"' [[6(k,q)ll__<,~; j = s + l  . . . . .  N 

D ~ " =  {(k, . . . . .  k, , )eR4"lz=< Itlj(k,q)]l ____,z; j = l  . . . . .  N} . 

, (8.13) 

(8.14) 

contains a basis o f  ~q~ with respect to k. Then there exist 

strained by ~ ri <= r, we have 
i~I 

min 2-P'lPi(k)l 
ff iel 

dakl ... d 'k , ,  l I  (l] (k, q) + #2),j 
X~x'" W 

min 2-PqPi(k)l  
f iEl <=co(C,#,r,z) d4kl ""d4k"  I-I (l~(k,q)+#~) "j ' 

D~'* W 
where ,~= 2 + 5 ( C ,  z). 

Note  that  Co and d are independent  of  external momenta  q. 

Proof. The set ~ is given in (5.1). First of  all assume 

C i j = 6 i j ,  Q i = 0  for every i = 1  . . . .  , m .  (8.16) 

Then  X~ ,~ is the set of  all (kl ,  ... , k m ) e R  4m satisfying ][kil [ _-_z for  i = 1  . . . .  ,m and 

j=~__ Cijkj+Q~ <z , i = m + l  . . . . .  s ,  

(8.17) 
m 

z< j~=~ Cijkj+Qi <__2, i = s +  l , . . . , N  , 

and D~r '~ is the set of  k satisfying z <  Ilk, II--<X for  i =  1 , . . . ,  m and 

m 

z< ~ Cijkj+Q~ < Z ,  i = m + l  . . . . .  N .  (8.18) 
- - i i j =  1 

To prove Lemma 8.6 we use the following lemma proved in Appendix  A. 

Lemma A.1. Let I be a finite set, r e No and al , az compact cubes in R 4m, a2 containing 
an open set. Then there exists a constant c(ax , a2 , C, #, r) > 0 such that 

min IP~(k)l 
f ieI 

d 'k l  ... d4k., I-I (l~ (k, q) + #2)., 
a l  , / f  

<= c(al, a2, C, #, r) f d4kl . . ,  d4k,. 

~2 

min ]Pi(k)l 
iel 

1-I (g  (k, q) + #2).j 
de" 

(8.19) 

(8.15) 

Suppose {ll . . . . .  l,} 
ci(C, z) > 0 and co(C, #, r, z) > 0 such that for all polynomials Pi o f  degree ri, con- 
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for arbitrary polynomials P~ of degree r~, constrained by ~. ri<r, and for all mo- 
menta q. iei 

To apply this lemma we have to find d > 0 and cubes al ,  a2 having the desired 
properties and satisfying 

X~'~_al and a2___D} '~ , (8.20) 

where Z= 2 + d. At first, Lemma 8.6 . . . .  ~'* is trivial if X,~ = 0. Furthermore, if N =  m, X~ '~ 
and D~ '~ are independent of  q, and D~ '~ for 2 > 2z contains an open subset of  R *m 
which is independent of  2. Hence Lemma A.1 is applicable, and for d =  2z, Lemma 
8.6 follows. 

Let N =  m + 1 and X~' ~ 4: 0. We now proceed to construct appropriate cubes o-1, 
02 in several steps. 

i) q" f i  X~ _c0" 1, where 0"1= [ - z , z ]  4. 
i=1  

ii) There exists R ( C , z ) > 0  such that IIQ, for every i=m 
+ 1 . . . . .  N. For, setting C = max IG j l ,  R = Crow, and (kl, . . . ,  km) e X~'*, we obtain 

i , j  

IIa, ll-- jo l Cokj+Q'- j=l  ~" Ctjkj < 2 + R ( C , z )  ; i = m + l  . . . . .  N .  

Next, we define (8.21) 

A = {  Q=(Q,÷I  .. . . .  IIQ, II _-< 
+R(C,~) , i = m + l ,  ... ,N} . (8.22) 

If 2 grows, Q is not bounded, hence a cube 0"2 contained in D} '~ for all values of Q 
does not exist. Instead, we construct ~I(C, z) > 0 and afinite set of  cubes, so that for 
every QeA one of them is contained in Dx , where X = 2 + &  

iii) To this end, we construct numbers bo (C, ~) . . . . .  bN-,, + 1 (C, z) as follows. Set 
bo(C,z)=0.  If bo . . . . .  b,-1 are given for an integer r, l<_r<_N-m+l,  choose 
b,(C, z) > 0 such that the set of  (ka . . . .  , k,,) e R 4", satisfying 

• --<llk, II, i - -1 , . . . ,m ,  
(8.23) 

~ ) + 2 v <  ~ C~jkj b,_l(C,m, <_b,(C,'c) , i = m + l  .. . .  , N  
- -  j = l  

contains a compact cube 12, which itself contains an open set. Such numbers 

bo . . . . .  bN-,,+l do always exist, ~ C~kj=O being a hyperplane in R 4". 
j = l  

iv) Consider the following subsets of  A : 

a) AN-~+I---A such that IIQ, II for all i=m+ 1 . . . . .  N. 
b) For  r, 1 <_r<_N-m, let A,c_A such that for every i = m + t  . . . . .  N 

]]Q,H<b,_I+~ or HQ, I]>=b,+~. (8.24) 

Obviously, A is the union of these sets. For  every r let K,(C, -c) be a number such 
that ]]k~ 11 ~ K,(C, ~) for all (kl . . . .  , k,,) ~ f2,. Set a,(C, x) = max(K,(C, z), b~(C, ~:) 
+R(C,  r)) and 2-=2+a~. Then for QEA~, using (8.24), we easily get f2~c_D~: '~. 
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v) Let O be the finite set of cubes constructed in iv), and c7(C, z )=max  a,. 
r 

We have just shown that for every Q s A there exists a cube a E ~ which is contained 
in D }'~. By Lemma A.1, for every tr there is a constant c(tr 1 , a, C, r, z) > 0 such that 

min 2-P'lPt(k)l 
i e I  

d4kl "'" d4km YI (l~(k, q)+ #2)n~ 
X~ ,~ 2, r 

rain 2-PqP~(k)i 

f ~ (by i)) < d4k~"'d4km H (12(k,q)+t~2) "J 
tr l  ¢ff 

c, r) f d4k .., d4km 
min 2-P'IP~(k)I 

iE I  

I~ (l~ (k, q) + p~)": 
d 

mJn 2-PqPi(k)! 
i e I  

(by Lemma A.1) 

(, 

<co(C,#,r ,z)  ,~| d4kl . . .d4k,, I-I (l~(k,q)+#~) "j (by iv)) , (8.25) 

D~- "~ W 

where Co (C,/~, r, z) = max c (al, a, C, #, r) and 7. = 2 + 6. This proves Lemma 8.6, if 

(8.16) holds. 
In the general case, we make a non-singular transformation 

k~=l~,(k,q)= ~ C~likj+Qi~(q) 
j = l  

. 

(8.26) 

k" = li,,(k, q) = ~ Ci,,jkj + Qi,.(q) . 
j = l  

This is always possible because {ll, . . . .  1~} contains a basis {lil , . . . ,  Ix,,} of ~ (with 
respect to k). Under such a transformation, the form of (8.15) does not change. 
Every l~ e &o has the form 

m 
l~(k', q) = C~kj + Q,(q) , i= 1 . . . . .  N , g 

j = l  

and C satisfies (5.1 b) and (8.16). This reduces the general case to the above situation, 
and the lemma is proved. [] 

We now generalize Lemma 8.6 to arbitrary "sectors" X~e. For any 5 ° ~ 5¢, XJo 
denotes the set of k e R 4" satisfying 

l~(k ,q)>z 2 for l~eso ,  (8.27) 

l f ( k , q ) < z  z for l j e ~ \ s o .  

Lemma 8.7. Let I be a finite set, reN0={0,1 ,2  . . . .  } and z>0.  Then there exist 
K(z) > 0 and c(#, r, z) > 0, so that ]br arbitrary polynomials Pi o f  degree ri in the 
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components of kl .... , kin, constrained by ~ r~<=r, in every sector X~ and for all 
;t > K(z), the bound i~x 

J~({ Pi}lq, #, X~) <=c(#, r, z)Jz({ Pi}lq, #, D q'~) (8.28) 

holds, where X= 2 + K(z). 

The set D q'~ is defined in (8.2). The constants Kand  c are independent of external 
momenta q. In general we suppress the dependence on the incidence matrix C. On 
the contrary, mass dependence will be written explicitly, since non-vanishing masses 
are important to avoid IR-singularities. 

Proof Let 5 ° _ ~ be an arbitrary subset and JU~ the corresponding sector. Ifso = ~ ,  
the statement is trivial. Hence let 5O 4= 5 °. By an appropriate renumbering, X~ is the 
set of  k ~ R '~m satisfying 

l~(k,q)>z 2 for j = l , . . . , ~ ,  (8.29) 

l~(k,q)<z 2 for j = ~ + l  . . . . .  N ,  

where a ~ No. Let us write Ij(k, q) = Kj(k) + Qj(q) for everyj  = 1 . . . . .  N. Renumber- 
ing again, one can find b > a + 1 and a, 7, 1 _-_ a < 7 = ~, so that the fbllowing 
conditions hold. 

1. g={K~+l  . . . . .  Kb} is a basis of {K~+~, ... ,KN}. 
2. It can be completed b y / ~ =  {/(1,.. . ,  K,} to a basis of  {/£1 . . . . .  KN}. 
3. For  every/~ = 1 . . . . .  7, 

Ka=Ka(g ' )=  ~ caiKi , c~ieR , 
i = 1  

and y is maximal. 
Then, f o r / ~ = ~ + 1  . . . . .  N, 

Kt~=K¢(R',/~)= Z d~iKi+ f¢~K,; (d~(,+~) . . . . .  d ot,)4=O, d~,,ft~ieR. 
i = ~ + l  i = l  

Define 

Z ~ ~ - _ _ ={K=(Ki,...,Ka)~R~"Ir2<_(K~(I()+Q~)2<_22; j = l  . . . . .  7} 

and for a n y / £  let ¢,z X)g  be the set of all _g=(K~+i . . . . .  K~)el l  ~b-~) such that 

(K~ (K) + Q~)2 <.c2 ; j = ~ + 1, . . . ,  N , 

zZ<(Ks(K,g)+Qs)2<_2 ~ ; j = y + l , . . . , ~ .  

Using/?,/~" as new integration variables in Jz({Pi}lq, #,X~), we get 

f 1 
J~({P~}lq, #, X~e) =de dK E~(k(g), q, it) 

5~ 

where 

E1 (k(g) ,  q, ~) = H (l~ (k (g'), q) + ~)"J ; 
X 1  

E2 (k (K',/~), q, #) = I-I (l~ (k (/(,/~1, q) + #ff)"~ ; 
.4/ '2 

min 2-"[P¢(k(I~, g))l 

f dg e2 g ) ,  q, ' 
,9°K (8.3o) 

X , = X n { l j e ~ l j = l ,  ...,~,} , 

~ = Y c ~ { l j ~ l j = ~ + l  . . . . . .  N)  . 
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ds~ is the Jacobian of (kl ..... , k,,) with respect to (K, K). We can now apply Lemma 
8.6 to the inner integral in (8.30). For, the set of  momenta 

l j ( k (K , I£ ) ,q )=Kj (k ,R)+Qi(q)  , j = a + l  . . . .  , N  (8.31) 

contains a basis of  {t~ + 1 ....  ,/N} with respect to/~. Hence there exist Ks~('c) > 0 and 
c~(#, r, z) > 0, so that 

min 2 - " l P , ( k ( g ,  K))I 
f dK i~I <-_Cs~(#,r,z) 

E2 (k (K, g) ,  q, p) 

min 2-P'IPi(k(K, K))I 

f_ dg ~ E2(k(g2, K), q, #) 
D*, ~- ,9"K 

(8.32) 

for all polynomials Pi of degree ri, ~ ri<r, where 2 =  2 + Ks, ('c) and 
i ~ I  

~'~ {£=(K~+1 .,K~)eR4(b-')l,~ Ds, g = , .. 

<=(Kj(K,K)+Qj)2<=X 2 ; j = ? + l , . . . , U }  . 

Consequently 

Ja({Pi}lq, #, X~ ) <= Cse (#, r, z)dse 
min 2-P'IP~(k(R,/~))l 

f d R f d g  '~" _ E(k(K, K), q, #) 
Z,:.2 *,.~ .~" Dspg 

,~,£P 

=csp(p,r,z) f d4kl . . .d4k, ,  i~i 

Dq,  ~ 

Setting K(z)= max Kso (z) and using 
5a c ~  o 

min 2-P'lPt(k)l 

E(k, q, p) 
(8.33) 

2 - pl < ( 7 . ) -  P~" 2 p' , 

for 2>K(z)  and 2 = 2 + K ( z ) ,  one can find c(#,r,z)>O, so that 

~'~r min (fO-P'lPi(k)l 
J~({e,}lq, # ,X~) <c(#,r ,  z) | d4kl., d'km ~x 

• E ( k ,  q ,  #) 
t t  

h q ,  z 

=c(#,  r, z)Jz({Pi}lq,#,O q'*) • [] (8.34) 

As a corollary, we get 

Lemma 8.8. Let I be a finite set, r e N o =  {0,1,2, ...} and z>0.  Then 

1. Jz ({ P,}lq, U, Dq'~) ~ Jx({ P,)I q, #) . (8.35) 

2. There exist K(z) > 0 and c(p, r, ~) > O, so that for all 2 > K(z) and all 
polynomiab Pi, iEI, o f  a degree ri in the components o f  k l ,  . . . ,  k,,,, constrained by 

ri < r, we have 

,~i J~({P~}lq, #)<-c(#, r, z)Jz({P,}lq, #, D q'*) , (8.36) 

where X= 2 + K(z). 
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Proof. The first statement is trivial. To prove 2, wirte 114"= us, X) .  If ~9°4=S e', 
X ~ n X } ,  is a set of measure zero, hence 

Jx({ P,}lq, #)--  ~ Jx({P~}tq, #, Xj~) . 

Using Lemma 8.7, there exist K(z)> 0 and Co(#, r, z)> 0, so that for 2 > K(z) and 
every S ~___ ~ ,  

Jz({Pi}[q, P, X~) < Co(#, r, v)Jz({P,}I q, #, Dq'~) , 

where X= 2 + K(z). The right-hand side is independent of 5 ~. Summation over 5~ 
then proves the assertion. [] 

Using Lemma 8.8, we state the important 

Lemma 8.9. Let I be a finite set, r ~ No = {0,1,2,...} and z > O. Then 
1. There exists c1(#, z )>0  such that 

Ja({Pi}lq=O,#=O,D°,*)<=cl(#,z)J~({Pi}lq=O,#) . (8.37) 

2. One can f ind K(z) > 0 and e2 (#, r, z) > O, so that for all polynomials Pi o f  deoree 
ri, constrained by ~ ri <-_ r, and for all 2 > g(v), we have 

Jz({p,} lq=O,#)<cz(#,r ,v)Jz({P,} lq=O,l~=O,D °,~) , (8.38) 

where ~= 2 + K(z). 
3. Let q be bounded. Then there exist R > 0  and c3(#)> 0, so that for all 2 > R  

Jz ({P,}I q, #) < c3 (#)JY({P,}I q -- 0, #) , (8.39) 

where ~= 2 + R. 

Note D°'*=Dq'~lq=o, and D q'~ is defined in (8.2). If all masses are positive, 
external momenta do not have any influence on the cutoff dependence of Jx. 

Proof. 1. 

J~({P,}lq=O, #--0, D°,O<c~(#, ~)J~({P~}lq=0, #, D°'0 (by Lemma 8.5) 

<cl(#,z)Jz({Pi} lq=O,#)  (by Lemma 8.8) . 

2. Using Lemma 8.8, there exist K(z)>0 and c2 (#, r, z) > 0, so that for all 
~. > K(z), 

Jz({e~}[q =0,  #) < cz(#, r, z)Sz({P,}lq =0,  #, D °'~) 

_-< c2 (#, r, OJz({P,}lq =0, #--0, D°'0 , 

where X= 2 + K(z), and we have used Lemma 8.5 again. 
3. For q in a bounded region we get by Lemma 8.4 

~,zr min 2-P'tei(k)[ 
Jz({Pi}lq, #) < c'(#) • [ d4kl d4k,, i~i 

"'" E(k, O, #) J 
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A ° is given in (5.1). Choose R>__ max IlQ,(q)ll independent of q and 2"=2+R. 
i= I , , . , ,N  

Then for every j = 1 .. . .  , N and all k in the integration domain we have 

[t/j(k, 0)1[ < ![/j(k, q)[[ + 1[ Q~(q)t[--< y~- 

Furthermore, for 2 > R the estimate 

min 2 - P'[Pi(k)[ N d- min (~)-"]P~(k)[ 
i~ l  i~ l  

holds, where d is a constant. Hence, setting 
c3(#)=c'(#)d, we get 

L~ 

J~({P,}lq, ~t)<-<_c3(#)" t ~ k ~ . . .  d4k,, 
3 

c~= {l~(k, 0)ti= 1 . . . . .  N} 

rain (~)-PqPi(k)l 

e(k, o, 

and 

= c 3 ( u ) s ; ( { e i ) l q  = 0 ,  v )  . [ ]  

Finally, we state the following elementary 

Lemma 8.10. Let P be a polynomial in variables (u)=(ux ... .  ,u,) ,(v)=(vl ,  . . . ,  vb) 
and q, and let W(v, q) = (W~ (v, q) .... , Wa (V, q)), R (v, q) = (R1 (v, q) . . . . .  Rb (V, q)) be 
linear functions, and Q > O. Then 

degr.i~P(Qu + W(v, q), R (v, q), q) < degrulvP (u, v, q) . (8.40) 

Proof. Write 

P(Qu + W(v, q), R (v, q), q) = ~ Sat (R (v, q), q)" Tat (Qu + W(v, q)) , 
at 

T~ being linearly independent homogeneous polynomials and S~ in v not identically 
vanishing polynomials. Then 

degr, i,P(~u + W(v, q), R (v, q), q) < max degr, Tat (u) < degr,lvP(u, v, q) . I-1 
at 

9. Proof of the Auxiliary Power Counting Theorem 

Consider now the integral 

Z,~r min 2 -P'IPi(k, q)l 

J~(q, #) = l d4kl d4 km i ~ l  

"'" E(lc, q, #) 3 
(9.1) 

where the external momenta q are fixed or at least bounded, and E(k, q, #) is given 
in (5.3). We prove the auxiliary power counting theorem by induction on m. For 
m = 0 nothing has to be shown. Given some natural number m0, we assume the 
theorem is valid for m < mo and proceed to show that it then also holds for m = mo. 
Let r = ~ ri, where r~ is the degree of Pi in k. 
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The proof  idea is as follows (cf. [1 ]). The integral (9.1) will be divided into a sum 
of  integrals over appropriate subsections. These integrals will be splitted into a 
four-dimensional "outer"  and a 4(mo-1)-dimensional "inner" integration, and 
the denominator will be made homogeneous by use of Lemma 8.9. The idea is to 
apply the hypothesis of induction to the inner integrals in such a way that the 
remaining integrations show the desired cutoff dependence. To this end, the 
numerator is decomposed into homogeneous components. This allows an appro- 
priate scaling of inner momenta by the outer one (here homogeneity of  the 
denominator is important). After scaling, the inner integrals can be brought to a 
form similar to the original one. These results are summarized in Lemma 9.1. 
Lemma 9.2 states that the hypothesis of  induction can be applied to these integrals, 
and combining both lemmas, a simple calculation leads to the desired cutoff  
dependence of  (9.1), i.e., the auxiliary power counting theorem holds for m = mo. 

In the following we identify m with a given natural number mo. We again use the 
shorthand notation K~(k) = l~(k, 0). At first, for every ¢ = 1 . . . . .  N we define a non- 
singular linear transformation 

such that 

ti= ~ (A~)i~k i ; (A¢)~sR ; i , j = l  . . . . .  m (9.2a) 
j = l  

t~ =K¢(k) . (9.2b) 

Then k ( t ) =  A~ 1 t. Without loss of  generality we assume det(A¢) = 1. Furthermore, 
we introduce the following notations. 

i) Let Wo be the set of  all H e  Yg which are parametrized by a basis of 5e 5. Set 
A = max 6(H). Then we define ~o0 by [cf. (5.3)] 

H e ~g o 

COo=4m+A - 2  ~ n j=  max ~o(H) . (9.3) 
X H E ~ ' °  

ii) Let ~ ~ {1 . . . . .  N}. For  every sequence Hi .. . .  , H~ of Zimmermann subspaces 
which is ordered with respect to a basis of 5e containing l¢ and satisfying 

a) H~_ 1 has l¢ = const , (9.4) 

b) H~ has all line momenta of  a basis variable , 

there exists an i e L so that (5.8) holds. The set of all these i e I is denoted by 1(4). 
iii) For given ¢ define 5e¢ = {l~(A[lt, 0)It, =0 IJe {1, . . . .  N}\{¢ }}. 

Lemma 9.1. There exist K >  0 and R > 0 such that the following statement holds. For 
all b > R one can f ind c(p, r, b) > O, so that 

N 

J z ( q , p ) < c ( l  ~,r,b) Z Z 
~=1 y~Y(~) W(2) 

d4titltlll~'°-4"Iz,er(tl,q) (9.5a) 

5 This means that all momenta of a basis are variable on H 
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for all 2> K, where W()O={tl~R'~tl <__IltalI<__).+ K}, Y(1 ) .. . . .  Y(N) 
sets, and 

~"~r min (2 ') -PqP~r(A¢ 1 t, q)[ 
Iz,~r(tl, q) = [ d't2 ..d4tm i~I(¢) 

• E ( A ~  ~ t, O, #)[,~ = o  3 

are finite 

(9.5b) 

Here 2' =b(2 +d)/[lq 11 +e,  and 

Piy(A¢ 1 t, q) = P~(Af 1 [Fly(t)], q) , (9.6) 
where 

[F~y(t)] = (cir, e~r t2 . . . . .  Qiy t,,) . 

d, e and c~y, ~iy > 0 are appropriate constants. 

As will be seen below, the hypothesis of  induction can be applied to (9.5b) i fb is 
large enough. Remember that q is fixed or at least bounded. 

Proof. 1. Applying Lemma 8.9.3 and Lemma 8.9.2 to (9.1), one can find K >  0 and 
cl (#, r) > 0 such that for 2 > K, 

~,~er min (X)-~"IP~(k, q)l 
Ja(q,#)<=cl(#,r) I d4kl""dgk" gel (9.7) 

E(k, O, O) ' 
DO,1 

where Z = 2 + K ,  ~={K~(k)]i=l . . . . .  N} and D °'a is defined in (8.2). The de- 
nominator in (9.7) is homogeneous, and the poles are excluded from the integration 
range. For every ~ = 1 . . . . .  N we define a sector X¢ G R ~ in the integration domain 
by 

K~(~) _>_ K~ (~) >__ 
N 

Using D ° ' i =  ~ X¢, we get 
¢=1 

for all i=  1, ... .  N .  (9.8) 

N 

J~(q,  # )<c l  (#, r) ~ ~¢g~(q, X~) , (9.9a) 
4=1 

where 
~'~r min (2")-P'lPi(k, q)! 

J{'f(q, X¢) = / d*kl"'" d4k" i~i (9.9b) E(k, o, 0) 
t o  

X~ 

In the following let ~ ~ {1, ... ,  N} be arbitrary. We apply the transformation (9.2) to 
~£(q ,  X¢). Then 

where 

min (,~)-"IP,(A~ 1 t, q)[ 

~Uz(q'X~)= f d4tl" f d4t2"''d4tm '~' E(A-l t ,  O,O) ' (9.10) 

v 03 v (~, ~) 

V(L ~)=  {(t2, ..., tm)~R*(m-1)l~2~KiZ(A~lt)>=t~ 

v(x)= {tl  a'tl _< lit1 
for all i~{1, . . . ,N}\{~}} . 
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2. For every ie I  the polynomial P~ is decomposed according to 

gi 
Pi(A~t ,q)= ~ T~(A~t,q) , i~I , (9.11) 

at=0 

where T~ are homogeneous polynomials in the components of tz . . . . .  tm of degree e. 
Further, 

Ti,(A~t,q)= ~ Ti~t~(A~t,q), (9.12) 

4 

where ~ flj__< r~-  e and T ~  are homogeneous in the components of q ,  i.e., 
j = l  

T ~  (A ~- t t, q) = ( q ) ~  ... ( q ) ~  S ~  (t2 .... , t,,, q) . (9.13) 

Using the notation of Appendix B and writing (~fl)= (cti, fli)id, we get 

sCot-(q, X¢) < ~ J~p) (q ,  X~) , (9.14) 
~ ,  (/~)a . . . . .  (/~0,~ for all i~I 

min (X)-V'IT/~,th(A~ ~ t, q)i 

fZ~o)(q,X¢)= f d4tl" f d4t2"''d4t'. '~I E(A~lt, O,O) 

v(~) v(z,¢) (9.15) 
Substituting 

. . . .  , . . . .  , t;,)-IIt ll (9.16) 

in the inner integral and writing t;=tl/lltlll and "2=bZ/I]qII, where b > l  (to be 
chosen below), we get 

j£¢~a)(q, Xe)<c'(b) ~ d4qlltlll'°°-4"J~t,)(tl,q,X¢), (9.17a) 
U(;O 

where c'(b) is some power of b, ~Oo is defined in (9.3), and 

min (~)-"'IT/,,p,(A¢ -1 t', q)l 
int f (9.17b) j~,p)(tl, q, X~) = d4t~ d4 t. i~z(¢) 

• . .  E ( a - l t , ,  0 , 0 )  , 
lr(Z, ~) 

v ( L # ) = { ( t ~  . . . . .  t')~R'<"~-')I~2>__K~(Ault')>a; for all is{1 . . . . .  N}\{~}} . 

(9.18) 

Here we have used that, by definition of I(~) and A, for every i ~ I(~) the inequalities 
4 

~ +  ~ (/~)j_<r~ and r~-p~<A hold, i.e., for I1  1t >1 and all i~I(~), 
j = l  

(2) -p' t~ ~=~ =<(~)-V~.c'(b) . (9.19) 

From Lemma 8.5 and (9.13), we get 

x,xe:t, min (~)-v'lsi~,#i(t~ . . . . .  t ' ,  q)l 
i_nt < | 

f~.(,a)(tl, q, X¢) = c 2 ( ~ )  J d4t~ ... d4t~, i~I<¢) E(A~ 1 t', O, #) ' 

(9.20) 
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where ~ ¢ =  {Kj(A~t ' ) I jG {t . . . . .  N}\{~}}. t~ is bounded. Using Lemma 8.9.3, there 
exist R > 0  and ca(#)>0,  so that for b > R ( ~ > R )  

- -  P i  t a',.~i rain (2 )  IS~,#,(t2, . . . .  t,~, q)l 
int < f Jk~#)(h,q,X¢)=c3(#) d4t~...d4t~, ~(¢) E(A~t,,O,#)lc~=o 

(9.21) 

where 2' = t~ I I + R and £a~, = {Kj (A ¢-: t')lti = 0 [J G { 1 . . . . .  N}\{ { } }. 
3. So far we have re-introduced masses in the denominators, and the whole q-  

dependence of the inner integral is contained in 2'. The last step in proving Lemma 
9.1 is to re-introduce the polynomials P~. Let f = m a x  r~ and choose f +  1 different 

points Yo . . . . .  yTG R and set 

X={(z:  . . . . .  z4)lz~e{yo,...,y;} for all i=1  ....  ,4} . 

According to Lemma 8.1, there exists c4(#)>0 such that 

int 
Jk ,p l ( t l ,  q, X¢) < e4 (#) 

y ~ X  for all iGI 

a,,~e~ min :2'~-v'lZ " A - l t ' , - ~  t f \ ) I ictlk ¢ v/]l i=yi 
• d4t~.., d4tm ~I~¢) ' 0 

E ( A ;  ~ t ,  , ~t)l,~ =o 

Similar, let ? o , . . . , ? ; > 0  be Y+l  different points 
Lemma 8.2, one can find c5(#)>0 such that 

int 

y, GX, QiGZ for all i e l  

t --Pi --1 t ~"~:. min (2)  [Pi(A¢ [T~,o,],q)[ 
. [ d4t~...d4t . i~I~¢) 

E(A~ l t:, O, #)lti=o J 

(9.22) 

and Z =  {7o, ... , 7;}. Using 

where 
[T;,Q,] =(y~, O~t~ . . . . .  O~t~,) • (9.23) 

Collecting indices and using the notation (9.6), we get Lemma 9.1. [] 

We now show that the hypothesis of induction can be applied to the integrals 
(9.5b). 

Lemma 9.2. There exist Ko (#, q) > 0 and Co (#, q) > O, so that for b > Ko (#, q)jor all 
and all y G Y(~) we have 

1 p 

I):¢r(tr, q) < Co (#, q) "j (2 ,)- :  tog ~-  12 

[. (2)z¢¢)log m- 12' 

/ fo~(~)<o  

/f 03(~) < 0 andp~>l for all iGI(~) 

/f ~(¢)____ o ,  
(9.24) 

where 03(4)= max co(H). 2' is defined in Lemma 9.1. J t°¢cgf  is the set of  
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Zimmermann subspaces, defined by bases o f  ~ containing l¢ with respect to kx, .. . ,  km 
and having le =const. I f  q is bounded and { 6 (H)IH e ~ }  is independent o f  q, Ko and co 
can be chosen to be independent o f  q. 

Proof  Let ~ ~ {I . . . . .  N} be arbitrary and 

w2, ... , Wm (9.25a) 

ba an arbitrary basis of £f~ with respect to (t2,.. . ,  tin) of the form 

lla = l[~, .. . .  u~ = l[~ , (9.25b) 

g l= l j , , . . .  , gm- l -a=l j , , _ ,_ ,  , 

where l j = l j ( A [ l t ,  0)ltl=o. The variables (if) and constants (~ define a Zimmer- 
mann subspace/q of (tz . . . . .  t,,). The set of these H, for arbitrary basis (9.25), is 
denoted by 5~ .  With e v e r y / t ~  ~ ¢  we associate H e  ~ as follows. Let a basis 
(9.25b) be given. Take the basis 

Zz . . . .  , zm, I¢ (9.26) 

of 5e with respect to (ka . . . . .  km) of the form 

uw=liw(k,q) , w = l ,  ... ,d  , 

v~=l j~(k ,q)  , w = l  . . . . .  m - 1  - d  , (9.27) 

Vm-d=l~(k,q) , 

and let k = A ~  1 T, where T = ( x ,  tz . . . . .  t,,). Then 

uw=~w+U~(x ,q )  , w = l , . . . , d  , 

Vw=g~+V~(x ,q )  , w = l  . . . . .  m - l - d  , 

Vm-a=x+Q¢(q)  , 

where U~, Vw, Q¢ are linear functions. Then the H e  ~ associated wi th /4e  ~ is 
defined by variables (u)= (ul, . . . ,  ud) and constants (v)= (va ..... , V,,-d). We define 
5( f f I )= f (H) .  The set of these H e J g  is identical to ,,ug¢ in the temma. 

By this construction, to every sequence/ta . . . . .  H~ of Zimmermann subspaces in 
. ~ ,  which is ordered with respect to a basis (9.25) corresponds an ordered sequence 
Ha . . . . .  H, of Zimmermann subspaces in J¢'¢, with respect to the corresponding 
basis (9.26). Adding H~ + a e ~ ,  parametrized by the whole basis (9.26), we again get 
an ordered sequence. Let (ff~) be the parameters o f / l j  and (gJ) the complement 
variables, i.e., (g J, gi) = (w2, . . . ,  w,,), and correspondingly (u j) the parameters of Hi, 
(u j, v j) = (z2 . . . .  , Zm, l¢), for every j = 1, . . . ,  s. By construction of I(¢), using Lemma 
8.10 [and inequality (C.4) of Appendix C], there exists an i e I ( ¢ )  such that 

degroloPiy(A~ -1 t, q) -Pi-< degr~l~Pi(A~ -a [F~r(t)], q) - p i  

_-< degr,~l~ Pi (k (u J, v J, q), q) -p i  (9.28) 

<=6(H~) , 

for all j =  1 . . . . .  s. This means the set {6(/-~r)l/~ ~ }  is a UV-set of the numerator 
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of (9.5b). For every 9 ~  ~¢ ,  parametrized by (9.25b), and corresponding H e  ovg¢, 

co (/-I) = 4d+  6 (H) - degr~,E(A¢ 1 t, 0, #)It1 =o 

= 4d+  6 (H) - degr. E(k(u, v, q), q) = co(H) . (9•29) 

Thus, all the conditions are met for the auxiliary power counting to apply to the 
inner integrals I~,¢r(tl,q). According to the hypothesis of induction, we get 
Lemma 9.2. [] 

We now proceed to complete the proof of the main Theorem 2. All that re- 
mains to do is to insert the cutoff estimates of Lemma 9.2 into the inequality of 
Lemma 9.1. Then, re-expressing 2' by 2, the remaining integration can be done 
without problems. Choose a fixed b according to Lemma 9.1 and Lemma 9.2. Then 
there exist constants 6(kt, q)> 0 and g'(#, q)> 0 such that for all 2 > R(tt, q), 

N 

Jz(q,#)<c(#,q) 
~=1  

f,  

• t ~ -  1 logm2 
! 

2max(oOo, o~(¢)) logm ). 

5 6(,u, q) 

• ~ -llogm 2 

~maxH ~ ~e [to(H)] log" 2 

where we have used 

if coo<O and 05(~)<0 

if coo<O and 03(¢)<0 

if COo__>O or 03(¢)__>0 

if max co(H) < 0 
B E g  

and Pi >1 for all i ~ I  

if max co(H)<0 and p i > l  for all i~I 

if max co(H)>0 , (9•30) 
H E o ~  

max(coo,Oh(C))< max ( m a x  co(H') ,co(H))<max co(H).  
H ¢ ~ , ~  \ H '  E ~f a °  H e  Jr ° 

K" and 6 can be chosen to be independent of q if q is bounded and if {6 (H)IH e J(f }, 
and hence {co (H)IH e ~ff } are independent of q. This completely proves the auxiliary 
power counting theorem• 

Conclusion 

We have proved h convergence theorem for Feynman integrals with a lattice cutoff. 
Under very general conditions, it states existence of the continuum limit as well as its 
coincidence with the formal limit, i.e., the Feynman integral, which results from 
taking the continuum limit in the integrand. If convergence holds, only a 
neighborhood of zero momentum in the Brillouin zone contributes to the limit. 
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An important convergence condition is the naturalness of line momenta. This 
means that their homogeneous parts in the integration momenta k, 

• Cijkj, 
i = 1  

satisfy Ci~ ~ Z for the given representation (3.1) and for every choice of independent 
line momenta as integration variables kl . . . . .  kin. For a lattice Feynman integral it is 
always possible to choose the loop momenta in such a way that this condition is 
satisfied, e.g. if the loop momenta k l , . . .  ,kin coincide with momenta of lines. 
However, in the case ofrenormalizations one must be very careful in order to ensure 
that the subtracted integrand still satisfies this condition. Note that in the power 
counting theorem of Hahn and Zimmermann [1] the condition of naturalness is 
unnecessary. However, this theorem can only be applied to integrals having a 
rational integrand. On the lattice, in connection with the periodicity of  the 
integrand, naturalness makes sure that only one Brillouin zone contributes in the 
continuum limit. 

Furthermore, the theorem assumes that the propagators have only one pole in 
the Brillouin zone, located at vanishing line momenta. This means that the 
denominators of the propagators 

1 

q(la) ~2 
a 2 ~- 

satisfy q(la ~ 0)> 0 in the Brillouin zone. If this condition would be violated, the 
assumed periodicity of the integrand would not be sufficient for convergence. In 
particular, the theorem does not apply to lattice fermions with propagators having 
poles on the boundary of the Brillouin zone. In general, the pole condition implies 
that only a small neighborhood of zero momentum contributes as the lattice spacing 
tends to zero, and that the continuum limit of a lattice Feynman integral is equal to 
the formal limit. 

For  simplicity, we have always assumed the numerator and denominator of the 
integrand to be C ~. Actually, the denominator needs to be differentiable only in a 
small neighbourhood of vanishing line momenta, and globally continuous. In the 
case of renormalization, the whole integrand has to be differentiable to a degree 
depending on the divergence degrees. 

The main point of the convergence theorem is that it is a power counting 
theorem. This means that convergence of Feynman integrals in the continuum limit 
is described by ultraviolet divergence degrees with respect to special subspaces of the 
integration momenta, called Zimmermann subspaces. In order to get convergence 
in the continuum limit, the divergence degrees with respect to all these subspaces 
should be smaller than zero. Due to the structure of diagrams with a lattice cutoff, 
we have a new kind of degrees to be dinstinguished from UV-degrees of rational 
functions [1]. A lattice degree describes the behavior of a Feynman integrand for 
large internal momenta of a Zimmermann subspace and small lattice spacing a 
simultaneously. To discuss naively large momenta for fixed a would be meaningless 
because of the periodicity of the integrand. 
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To every Zimmermann subspace there corresponds a (sub-)diagram. Hence, 
loosely speaking, negative UV-divergence degrees mean that all subdiagrams are 
convergent. Usually, a Feynman diagram must be renormalized. In terms of a 
power counting theorem this means that counterterms have to be arranged in such a 
way that divergence degrees of all subspaces are negative. In a following paper [4], 
this correspondence will be used to construct a renormalization scheme for 
Feynman integrals on the lattice, which is analogous to the BPHZ finite part 
prescription for continuum Feynman integrals. It will be seen that counterterms 
instead of being polynomials are periodic functions. From the fact that negative 
lattice divergence degrees insure not only the existence of the continuum limit but 
also its coincidence with the formal limit, it will follow that renormalized 
perturbation theory is universal, which means that the continuum limit does not 
depend on a specific choice of the lattice action. 

The power counting theorem applies to a wide class of  lattice field theories. In 
this investigation we have been concerned solely with the problem of  ultraviolet 
divergencies. We have assumed all fields to be massive in order to avoid infrared 
singularities. In the given form the power counting theorem does not apply to lattice 
field theories with massless propagators. Whereas the lattice provides a UV-cutoff, 
IR-singularities are expected to be the same as in the continuum. This suggests that 
one should supplement the UV-power counting conditions by IR-power counting 
conditions, which describe the behavior of  a Feynman integrand for small internal 
momenta and state IR-convergence at non-exceptional external momenta. By this 
modification, the power counting theorem should apply also to massless field 
theories on the lattice. In a forthcoming paper we will show that this is indeed the 
case, and that the ideas presented here will go through. 

Appendix A. Proof of Lemma A.1 

We first show that the propagators of  (8.19) are of no importance for the validity of 
Lemma A.I. Recall that the line momenta li e Jt r are of the form 

li(k, q) = ~ C,jkj+ Q,(q) . 
j = l  

Given compact cubes ca, 0"2 and ¢2 containing an open set, let ¢ = ¢~ u ¢2 and choose 
K(C, a) > 0 such that for all li s JI/', 

j=~ <K(C,¢)  for all k ~ ¢ ,  (A.I) 

and define 

go(o)= l l(K(c, ¢)+ 1 II Q'11)  2 + " (A.2) 

Using the triangle inequality and Lemma 8.3 one can find a constant d(C, ¢, #) > O, 
so that for all k e ¢, 

1 
9~ (Q) < y[ (l 2 (k, q) + #2) < d(C, a, ~) O,,(Q) • (A.3) 

W 
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N o w  Lemma A.1 is a direct consequence of  

L e m m a  A.2. Let w e N, r ~ No and o-a, o-z compact cubes in R", az containing an open 
set. Then there is a constant c(o-1, o-2, r) > O, so that 

~ dx l . . . dx ,  min  ]P~(x)l<c(o-l,a2,r) S dx l . . . dx  . min ]Pi(x)l (A.4) 
a l  i = 1  . . . . .  w a2 i = 1  . . . . .  w 

for arbitrary polynomials Pi of degree ri in xl . . . . .  x , ,  with ~ rl <-_ r. 
i = 1  

Proof. By complete  induct ion on the number  n of  integrations. 
A. n -- 1. By induct ion on r. The case r - -  0 is trivial. Assume for  some r ~ No there 

exists a constant  c(o-1, o-z, r) > 0, so that  

dx min [Pi(x)[<=c(al,o-2,r) ~ dx min IP,(x)[ (1.5)  
e l  i = 1  . . . . .  w a 2  i = 1  . . . . .  w 

for  all polynomials  P~ of  a degree r,, ~ ri<r. N o w  let Pi of  degree r, and 
i = 1  

~ r~ = r + 1. Suppose every P~ has the fo rm 
i = 1  

ri 

Pi(x)=ai I-I ( x - z u )  , 
j = l  

where ai , zusC;  a,#O. Choose  R(o-)>0,  so large, that  for  all z e C ,  Izl >R(o-), 

1 1 ~<_3 - <  - for  all x e a  . (A.6) 
2 = = 2  

Let z=(zl l , . . . ,zwrw) ~ C ~ +1, a=(al . . . . .  aw) eC  TM and for  ( r l , . . . , rw)•  N~, 

r i = r + l  ' 
i=1 ~ dx min [Pi(x)l 

f , ,  . . . . .  (z, a) = " '  i=t . . . . . .  
dx min [P~(x)l 

¢Y2 i = l , . . . , W  

All f~l . . . . .  are cont inuous  and non-negative.  I f  [zijl < R (a) for  all i,j, then there exists 
a constant  B(o-1, o-2) > 0, so that  

f,1 ... . .  (z, a) _-< B(oh, o-2) • 

On the other  hand,  if IZ~oJol >R(~) for  some Jo, to, set 

P~o(x)=aioZ~oJo [I  (x-Z~oj) 
j (  4:jo) 

such that  
½]P[o(X)]<lP~o(X)l<~lP[o(X)] for  all x~o- 

by (A.6), and set 
P [ = P ~  for  all i4=io • 

Then, by  induct ion hypothesis  
f~, .. . . .  (z, a) < 3 c (o'x, o-2, r) . 
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Choosing c(al ,  0"2, r + 1) = max(B(a l ,  0"2), 3C(0.1,0"2, r)) the assertion follows 
for n = l .  

B. Let n > 1. Assume the lemma holds for all natural numbers v < n. Without 
loss of  generality set al = [a, b] n and a2 = [d, 6] n, By induction hypothesis, there exist 
Cl (abdb) > 0 and c,_ ~ (abd6) > 0, so that for all polynomials Pi of  degree smaller or 

equal to ri in x~, ... , x , ,  where ~ r i ~ r ,  using Fubini 's theorem 
i = 1  

b b b 

dxl  ~ d x 2 . . . I  dx .  min l P , ( x l , . . . , x , ) l  
a a a i = 1 , . , . ,  "w 

b g g 

I ex ...I rain le,(xl,...,xOI 
a fi" g i = 1  . . . . .  w 

<-_clc.-1 ~ d x l . . . ~  dx .  min IPi(Xl . . . . .  x.)l 
fi- a i = l , . . . , w  

This proves Lemma A.2. [] 

Appendix B. A Useful Inequality 

We state a simple but useful inequality. 

Lemma B.1. Let  n ~ N be a natural number, I =  { 1, . . . ,  n}, and Li a f inite set f o r  every 
i E L  For all i ~ I  and all I~L i ,  let xz~O. Then 

min E x , <  E "'" E m i n x , , .  
iE I  l ~ L i  f i l L 1  ln~Ln i ~ l  

This inequality can be written in a more concise forva. For  I =  {il . . . . .  i.} and sets 
L~ . . . . . .  Li. define 

L = ® L i --- (Li, . . . . .  Li,) , 
i~1 

i.e., every l e L  is of  the form 

l =  (l,)i~, = (li, . . . . .  1/.) , 
where 

lik E Lik , k = I , . , . , n . 

Using this notation, Lemma B.1 can be written as follows. 

Lemma B.2. Let  I and L i f o r  every i ~ I be f inite sets. Le t  xt > 0 for  all l e Li and i ~ L 
Then 

min ~ x l <  ~ min X u ,  
i e I  l~L i  l e L  i ~ l  

where L =  ® Li, and for  every l=(li)i~1: x n = x t , .  
i e I  
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Appendix C. UV-Degrees of Polynomials 

Let P be a polynomial of  u, v and q. The UV-degree degrulvP(u, v, q) is defined as 
follows. P can be written as 

P ( u , v , q ) = ~ Q ~ ( v , q ) M ~ ( u ) ,  Q~(v,q)~O in v (q f ixed) ,  (C.1) 

where M~ are linearly independent homogeneous polynomials in u, and Q~ are 
polynomials. Then we define 

degrulvP - max degr M~ , (C.2) 

degrM~ being the homogeneity degree of M~. Usually, all parameters which are 

considered as variables are written in the argument ofdegr. In (C.2), q is fixed. If all 
momenta are variables we will sometimes use the shorthand notation 

degr, P(u, v, q) -= degr, l~qP(u, v, q) . (C.3) 
In general, 

degr, l,P(u, v, q )<  degr, P(u, v, q) . (C.4) 

A useful characterization is the following, degr,l~P(u , v, q) = 6 if and only if 

P(2u, v, q) = A (u, v, q) .2~+O(2 ~-l) , 2 ~  , (C.5) 

A (u, v, q) ~ 0 in u, v (q fixed !). 

Appendix D. Naturalness of Line Momenta 

We state an important property of a natural set of line momenta. This property is 
needed when the integration domain of a Feynman integral on the lattice is divided 
into various sections to determine the continuum limit behavior. It happens that line 
momenta have values in neighborhoods of poles of propagators in higher BZ's. The 
following two lemmas show that, if the neighborhoods are chosen sufficiently small, 
it is possible to shift the line momenta into the first BZ simultaneously by a 
translation of the integration momenta by reciprocal lattice vectors. Under such a 
transformation, the periodic numerator of a Feynman integrand does not change. 

We shall use the notation of Definition 3.1. 

Lemma D.1. Given a set ~ = {ll . . . . .  IN} o f f  our-momenta, there exist ~ > 0 and ao > O, 
so that for  all a < ao the following statement holds." 

Let  J_~{1 . . . . .  N}  and z =  { z i e Z 4 l i e J }  such that 

Msz(e, a) = {(kl, . . . ,  kin) ~ [ - n / a ,  n/a]4"l Ill~(k, q) - ( 2  rc/a)zi II < (n/a)e , 

for  all i ~ J }  (D.1) 

is not empty. Then there exists a momentum configuration k ~ [ - n/a, re~a] 4m such that 

Ki(k)=27z zi for  all i 6 J  . (D.2) 
a 
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If the statement holds for some e > 0, then so for e', 0 < e' < e. The lemma states 
that neighborhoods of the poles can always be chosen so small that their intersection 
(D. 1) with the integration domain is non-empty only if the "internal" momenta Ki, 
for some k, satisfy (D.2). 

Proof. Let J~_{l . . . . .  N} be an arbitrary subset and Z={z~Z4[  llzl] < 1 +2mtCI}, 
where [CI =max  lCiil (cf. Definition 3.1). 

i , j  

1. Set a l =  rain (n/tlQ~[I) and et=1/2. Then Ms~(e,a)=O if e<e l ,  a<al ,  
i=1 ..... n 

and z i ~ Z  for some iEJ. For, a simple calculation shows 

l~(k,q) -2re z, (211z, tl-(4mlCl+l)) >re e 
a a 

2. Let ~Isz@,a)=t=O. If there exists no k s  [ -n /a ,  rc/a] ~" satisfying (D.2), then 
there exist j e J  and 6 > 0 such that 

2re t > n  6 K (k)-T zj =a 
/ 

This means 

for all k~[-rc/a,n/a]  4" . 

lj(k,q) _2__~na zj 6-IIQJll 

i fa  < aE(g, z) = rc6/(2 H QJ t[) and e < e2 = 6/4, in contradiction to Ms.(e, a) +- 0. Taking 
the minimum of all el, e2(J,z) and of all a2(J,z),al, respectively, the assertion 
follows. [] 

The importance of Lemma D.1 rests on the following 

Lemma D.2. Let the set 2e = {h , . . . ,  ls} be natural and jc_ {1 . . . . .  N} an arbitrary 
subset. I f  k ~ R*" exists, satisfying 

Ki(k)=2rC z i for some z~eZ 4 and all i e J  , (D.3) 
a 

then there exist reciprocal lattice vectors 

A1, . . . ,Am~{2-~ r , r~Z4} , (D.4) 

so that for A =(A1, . . . ,  Am) 

2re 
K i ( A ) = - -  z i for all i~J  . (D.5) 

a 

The translation alluded to in the introduction to this appendix thus consists in 

k j -*k j+Aj  , j = l , . . . , m  , 
so that for all i e J  

l ~ l i +  2~r zi • 
a 
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Proof. Let J _ { 1 ,  ... ,N}  and k ~ R  4m, satisfying 

K i ( k ) =  2n  z~ , z i~Z 4 for  all i 6J  . 
a 

Choose linearly i n d e p e n d e n t / ~  . . . . . .  Kc,~, so that  I ~  .. . . .  Kcd , d<m, is a basis o f  
{K~tieJ}. According to Definit ion 3.1 

k~= ~ Aj~K~ , AiIeZ , 
/=1  

for every j =  1 , . . . ,  m, and 

d 

K~= ~ DizK~ for all i e J  ; DileZ • 
1=1 

Define for j = 1 . . . . .  m 

A _2re 2 r e  Z4 j - ~ -  ~ Ajlz~ 
l = l  a 

and A =(A1 . . . . .  Am). Then, for  every i ed  

d d 

K~(A)= 2 D~tK~,(A)= 2 D,,K,,(k)=Kf(k) =2~z z~ . D 
i=1  l = l  a 
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