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Data accumulated by the TASSO detector across the whole range of energies spanned at PETRA, 12 ~< x/~< 46.8 GeV, have 
been analysed in terms of cluster algorithms. Using parameters optimised at 35 GeV CM energy, three perturbative 
QCD+fragmentation models were compared with the data. The O(o~ ) model gives too few 4,5- cluster events, implying that 
higher order QCD contributions are required to describe the data. The parton cascade model, incorporating many orders in 
perturbation theory, gives a better description of the rates of >~ 4 clusters, but shows a lack of hard gluon emission by giving too 
few 3-, and too many 2-cluster events. When hard gluon emission is taken into account, by the cascade model incorporating the 
O(a~) matrix element, all cluster rates are reproduced well. All the models describe the trend of the evolution of the cluster rates 
between (xf~) = 14 and 43.8 GeV. We find that the rate of 3-jet events seen in the data decreases as s increases in a manner 
consistent with the Q2 dependence ofo~ as predicted by QCD. 
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1. Introduction 

P e r t u r b a t i v e  Q C D  ca lcu la t ions ,  i n c l u d i n g  fou r  

p a r t o n  f ina l  s tates,  c o m p l e t e  to  s e c o n d  o r d e r  in  c~s 

h a v e  b e e n  a v a i l a b l e  for  s o m e  years  [ 1,2 ]. T h e s e  m a -  
t r ix  e l e m e n t s  h a v e  b e e n  i n c o r p o r a t e d ,  t o g e t h e r  w i t h  

m o d e l s  for  t he  f r a g m e n t a t i o n  o f  t he  p a r t o n s  i n to  ob-  

s e rvab l e  f ina l  s ta te  h a d r o n s ,  i n to  M o n t e  Ca r lo  c o m -  

p u t e r  p r o g r a m s ,  s o m e  o f  w h i c h  h a v e  b e e n  ve ry  

successfu l  in  d e s c r i b i n g  m a n y  f ea tu re s  o f  h a d r o n i c  

d a t a  f r o m  e + e  - a n n i h i l a t i o n  e x p e r i m e n t s  [ 3 ]. H o w -  

ever ,  i t  h a d  b e e n  r e p o r t e d  [4 ]  t h a t  such  O ( a ~ )  

m o d e l s  were  u n a b l e  to  a c c o u n t  for  the  ra te  o f  4- je t  

e v e n t s  o b s e r v e d  in the  da ta ,  t he  t h e o r e t i c a l  p red ic -  

t i o n s  b e i n g  m u c h  too  low. 

T h e  ca l cu la t ion  o f  th i rd ,  let a lone  h i g h e r  o r d e r  Q C D  

c o n t r i b u t i o n s  in  p e r t u r b a t i o n  theory ,  is v e r y  c o m p l e x  

a n d  ha s  no t  yet  b e e n  ach i eved .  A n  a l t e r n a t i v e  pe r t u r -  

b a t i v e  t r e a t m e n t  is p r o v i d e d  by  t he  l e ad ing  loga- 

r i t h m  a p p r o x i m a t i o n  ( L L A ) .  In  th i s  a p p r o a c h  t he  

q u a r k s  p r o d u c e d  in  e + e  --~qCt m a y  be  well  o f  m a s s -  

shel l  a n d  are  a l l owed  to  r a d i a t e  g luons ,  w h i c h  m a y  

t h e m s e l v e s  b r a n c h  in to  p a r t o n  pairs .  A p a r t o n  s h o w e r  

or  c a scade  t h e r e b y  deve lops ,  the  p r o b a b i l i t y  for  e a c h  
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branching being derived from the Altarelli-Parisi 
equations [5], and the total cross section for the 
shower being assumed to be proportional to the prod- 
uct of independent probabilities, one for each 
branching. The LLA model thereby incorporates 
many orders in o~s. The latter assumption is a good 
approximation in the case in which the momentum- 
transfer-squared, Q2, at each branching is much less 
than that at the preceeding branching in the cascade. 
This approximation is poor when a hard parton is 
emitted at large angle relative to the parent's trajec- 
tory. A decreasing Q2 at successive parton branch- 
ings is built into the formalism, so that the most 
energetic wide-angle parton radiated by the q or Cl is 
usually the first gluon emitted. The LLA may there- 
fore be expected to estimate poorly the cross section 
for partonic states containing a hard gluon, namely 
"hard 3-jet events ". 

In the only detailed study of multi-jet events pub- 
lished to date [6], it was confirmed that an O (o~ 2 ) 
QCD model [ 7 ] produces too few/> 4-jet-like events, 
whereas a LLA model [ 8 ] gives a satisfactory de- 
scription of these rates. This suggests that third (and 
higher) order terms in perturbative QCD already 
make a significant contribution to the 4-jet cross sec- 
tion at PETRA energies. However, the LLA model 
was not able to account for the observed rate of hard 
3-jet events, presumably because of the approxima- 
tions discussed above. 

A recent development is the incorporation of the 
O (o~) matrix element into the parton cascade for- 
malism in a theoretically satisfying way [9]. All 
branchings in the cascade are generated according to 
the usual LLA formalism, though the start-up of the 
algorithm is such that the rate of hard wide-angle 
gluon emission is actually overestimated. The first 
q ~ q + g  (or Cl-~l+g) splitting is then accepted with 
a probability 

P = d 20"rnatri x / d  20"sh . . . . . .  

where d20-malrix/dXldx2, d2ash . . . .  /dxl /dx2 are the 
O (O~s) and LLA cross sections respectively for a 3- 
parton final state. This ratio lies in the range 0~<P~< 1 
for all x~, x2 (see ref. [9] for full details), and is ex- 
pected to compensate for the overestimation of the 
LLA in the hard 3-jet phase space region. 

In this paper we shall analyse our hadronic data in 
terms of cluster multiplicities and compare with the 

three most successful perturbative QCD+frag-  
mentation models: 

(i) The second order perturbative QCD calcula- 
tions of Gutbrod, Kramer and Schierholz (GKS) [ 2 ] 
incorporated into the Lund Monte Carlo, version 6.3 
[ 10 ]. We refer to this as the "O (ot~) model". 

(ii) The LLA cascade model [8], which includes 
soft gluon interference effects, incorporated into the 
Monte Carlo program BIGWIG version 4.2. We refer 
to this as the "LLA model". 

(iii) The LLA cascade model (with soft gluon in- 
terference) containing the O (O~s) matrix element 
factor [9], also incorporated into version 6.3 of the 
Lund Monte Carlo. We refer to this as the 
" L L A + O ( a s )  model". 

In cases (i), (iii) hadronization according to the 
Lund string model [ 11 ] is employed, whereas in (ii) 
hadronisation is via the formation and decay of col- 
ourless clusters. 

2. Event selection 

The data were taken with the TASSO detector at 
PETRA at centre of mass energies in the range 
12.0~< W~<46.8 GeV. Details of the detector may be 
found in ref. [ 12 ]. The bulk of the data is conveni- 
ently divided into groups at mean W= 14.0, 22.0, 35.0 
and 43.8 GeV. The selection of multihadronic final 
states from e+e - annihilation was based upon the in- 
formation on charged particle momenta measured in 
the central detector. The selection criteria are de- 
scribed in ref. [ 13 ]. In addition, for the multicluster 
analysis of sections 5-7 three further cuts were made: 
(a) events were removed for which the sum of the 
particle momenta 5" IPl exceeded 2 W; (b) the angle 
0s between the sphericity axis and the beam direction 
was required to satisfy I cos 0s I < 0.85; (c) the angle 
ON between the normal to the event plane and the 
beam direction had to satisfy I cos ON I > 0.1 in order 
to reject badly reconstructed events and events with 
a hard photon radiated from the e ÷ or e-  in the ini- 
tial state. The numbers ofhadronic events before and 
after these cuts are shown in table 2. 
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3. QCD fragmentation model parameter tuning at 35 
GeV CM energy 

This is described in ref. [ 14 ] and we give only the 
main features here. Distributions of sphericity, par- 
ticle transverse momentum out of the event plane, 
charged particle multiplicity and momentum were 
produced for the TASSO data. Values of each of the 
most important parameters in each model were used 
to define a tuning grid for that model. Monte Carlo 
events were generated for each point in the grid and 
put through the TASSO detector simulation program 
to yield the same distributions. For every bin in each 
distribution the Z 2 between data and MC was ex- 
pressed as a quadratic function of the tuning param- 
eters. The sum of Z~'s over all bins was then 
minimised to yield the optimised parameters [ 14]. 
Note that the models were not tuned directly to the 
jet rates in the data. 

4. The cluster algorithm 

There are many procedures and algorithms avail- 
able for reconstructing jets from hadronic events (see 
ref. [15 ] for a comprehensive discussion). In most 
cases the number of jets required must first be speci- 
fied, then the event division proceeds by optimising 
a chosen event variable, e.g. minimising transverse, 
or maximising longitudinal, momentum (or various 
powers thereof) relative to jet axes to be determined. 
Our Monte Carlo studies have shown that momen- 
tum-based multi-jet reconstruction algorithms can be 
sensitive to track reconstruction errors and biases due 
to loss of particles in the detector, especially where 
only charged particles are used, such that the vector 
momentum sum of the particles in an event is typi- 
cally very far from zero. With such algorithms fair 
comparison between data and MC thus relies heavily 
upon a very faithful simulation of particles in the 
central detector. 

An appealing jet-finding algorithm has been used 
by the JADE collaboration in a similar analysis of 
their hadronic data [ 6 ]. We used an algorithm which 
operates under the same principles: 

The invariant mass-squared m 2 is calculated for all 
pairs of charged particles i, j in an event according to 
the formula: 

rn} = 2EiE;( 1 - c o s  0ej) , 

where all particles are assumed to have the charged 
pion mass. The pair with the lowest m 2 are combined 
into a "pseudoparticle" by adding their momentum 
4-vectors. The procedure is repeated, the pair with 
the lowest m 2 being combined each time, until all re- 
maining pseudoparticle pairs have invariant masses 
which satisfy: 

rn~j > rn ~U~2 = ycE2 

where Yc is a jet resolution parameter. For our analy- 
sis using only charged particles, E=Ev~s was used, Ev~ 
being the visible energy of the event. The resulting 
number of pseudoparticles is called the cluster mul- 
tiplicity of the event. Note that there is no a priori 
specification of the number of clusters to be found, 
and that every charged particle belongs to a single 
cluster. 

In Monte Carlo studies using the O (a~) model, the 
above expression for m z was found to provide the best 
agreement between the cluster multiplicity recon- 
structed from final state charged particles and the 
initial parton multiplicity for the same values of Yc 
and Ymin, where Yrnin is the QCD (massless) parton 
resolution parameter used in the matrix element cal- 
culations [ 16 ]; Ymm----- 0.02 was used throughout this 
analysis. 

The algorithm was found to be robust with respect 
to the details of the tracking simulation. The invar- 
iant mass-squared is, of course, a Lorentz-invariant 
quantity, and should be unaffected by the boosting of 
the hadronic rest frame by initial state photon brems- 
strahlung, or by "apparent" boosting, which is the net 
effect of using only charged particles and of particle 
losses due to detector acceptance and inefficiency, 
such that the measured vector momentum sum for 
the event is large. 

5. Cluster rates in the data and comparison with 
QCD models at models at ~ / s = 3 5  GeV 

All the QCD model Monte Carlo events, with ini- 
tial state radiative effects included, were put through 
the TASSO detector simulation program and under- 
went the same hadronic selection and analysis cuts as 
applied to the data. 
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Fig. 1. (a) The n-cluster event rates at 35 GeV CM energy for the 
data and QCD models as a function of the jet resolution param- 
eter y~, (b) the n-parton-cluster event rates at 35 GeV CM energy 
for the QCD models as a function of y,. For the models the curves 
consist of straight lines joining points generated at the same val- 
ues of v,. as for the data. 

o.og 

We show in fig. I a the rates of 2, 3, 4, >t 5-cluster 
events for the data and QCD models, as reproduced 
by the algorithm described above, at 35 GeV CM as 
a function of the jet resolution parameter Yc; the er- 
rors are statistical only. Taking E =  35 GeV, the clus- 
ter-pair mass cut-off range spanned by 0.02 ~< Yc ~ 0.08 
is 4.9 ~< rn~ u' ~ 9.9 GeV/c  2. The O (a~)  model gives a 
satisfactory description of the 2- and 3-cluster rates, 
though at low Yc it slightly underestimates the rate of 
2-, and overestimates the rate of 3-, clusters seen in 
the data. The LLA model gives too many  2-, and too 
few 3-, clusters for all Yc, The L L A + O ( a s ) ,  model 
matches the 2- and 3- cluster rates of the data ex- 
tremely well; it gives a comparable or better descrip- 
t ion than the O ( a  2 ) model across the whole Yc range. 
This model also describes the rates of 4- and 5- clus- 
ters well, as does the LLA model, whilst the Oa~ ) 
model shows a serious deficiency. 

Such is the large number  of events in the data sam- 
ple that for many of the data points the statistical er- 
rors are smaller than the size of the symbols used in 
fig. la; together with the logarithmic scale this masks 
discrepancies between the data and MC at the level 
of a few per cent for the 2- and 3- cluster cases. As an 
illustration, we show in table 1 the cluster rates at 
yc=0.04,  which corresponds to a cluster-pair mass 
cut-off value of 7 GeV/c  2 taking E = 3 5  GeV. The 
good numerical  agreement between the LLA + O (as)  
model and the data for all cluster rates is remarkable. 

The results have been checked using different clus- 
tering algorithms [ 7,17 ]. Whilst the absolute rates of 
clusters differ between different algorithms, so that it 
is impossible to compare results numerically, it was 

Table 1 
The cluster rates (%) observed in the data and for the three QCD models at 35 GeV CM energy and y¢=0.04. 

Data Model 

LLA+O(~) LLA O(a~) 

2-cluster 54.7 _+0.5 55.6 +0.4 58.6 +0.4 53.1 _+0.4 
3-cluster 41.1 +0.4 40.6 +0.3 36.9 +0.3 43.6 +0.3 
>~4-cluster 4.00 _+0.12 3.67 _+0.09 4.34 _+0.10 3,11 _+0.08 

> 4-cluster 
0.097+0.003 0.090+0.002 0.118+0.003 0.071_+0.002 

3-cluster 
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found that the O (a~)  model is always seriously de- 
ficient in the rates o f  4- and 5- clusters, whilst the LLA 
and LLA + O (as)  models are in good agreement with 
the data. Furthermore, the LLA + O (as)  model gives 
comparable or better agreement with the 2- and 3- 
cluster rates than does the O( as 2) model, which tends 
to underestimate and overestimate respectively these 
rates, whereas the LLA model overestimates and 
underestimates respectively. 

The results were also found to be insensitive to rea- 
sonable changes of  the model parameters from the 
values given in ref. [ 14 ]. The parameters were var- 
ied so as to preserve a reasonable overall description 
o f  the global features of  the data: one parameter was 
fixed to a value different from the tuned one and a 
new fit was performed allowing the remaining pa- 
rameters to vary as described in section 3. In partic- 
ular for the LLA model decreasing the QCD scale 
parameter  ALL gave lower rates o f  >/4 clusters, in bet- 
ter agreement with the data, but also a reduced 3- 
cluster rate falling even further beneath the data than 
previously. Similarly for the O (OLs 2 ) model increasing 
A~-g from 0.62 to i. 1 GeV, a change in o~s from 0.17 
to 0.20, gave 4, >/5- cluster rates in much better 
agreement with the data, at the expense of  a seriously 
underestimated 2-cluster rate and over-estimated 3- 
cluster rate across the whole range ofyc. We note that 
the O ( a  2 ) model employs the second order pertur- 
bative calculations o f  Gutbrod, Kramer  and Schier- 
holz [2 ], where certain second order correction terms 
are known to have been neglected [ 16 ]. It was found 
in ref. [ 6 ] that the effect of  including the more de- 
tailed second order matrix elements of  Gottschalk and 
Shatz (see references in ref. [ 6 ] ) resulted in an even 
greater discrepancy in the 4-cluster rate between the 
O (o~ 2 ) model and the data. This detail does not af- 
fect our conclusion and will not be considered further 
here. 

By definition, the O (ce 2 ) model can produce only 
2,3 or 4 partons, whereas around 6 partons are typi- 
cally produced by the two cascade models, though as 
many as 10 is not uncommon.  For the latter it is hence 
difficult to relate partons to the hadronic clusters di- 
rectly, and also to compare parton-level results with 
the O ( ~ )  model. Therefore, in order to check that 
the differences between the models shown in fig. 1 a 
arise from the different perturbative QCD treat- 
ments, and not from fragmentation effects, the clus- 
ter algorithm was applied directly to the partons 

before hadronization. The resulting "parton-cluster" 
rates are shown as a function ofyc, for W = 3 5  GeV, 
in fig. lb. Note that the cluster-pair mass criterion 
used was 

m;j > ycE;ad , 

where E,.ad is the hadronic CM energy after initial state 
photon radiation from the e ÷ or e - .  

The differences between the models already exist 
at the parton level, though are considerably reduced 
by hadronisation, and we conclude that the observed 
hadronic cluster rates essentially reflect the underly- 
ing QCD processes. 

6. Energy evolution of the cluster rates 

We present the cluster rates for data and models at 
CM energies in the PETRA range and also show the 
LLA + O (as)  model extrapolation for W up to 200 
GeV. The data were therefore corrected for accep- 
tance, neutral particles detector effects, initial state 
radiation and the cuts described in section 2 using 
Monte Carlo simulations; the correction procedure is 
described in detail in ref. [ 14 ]. To make a compari- 
son at different CM energies the mass cut-off rn~f' 
was fixed at 7 G e V / c  2, which corresponds to Yc = 0.04 
at E =  W =  35 GeV. The corresponding values ofyc at 
E =  14, 22 and 43.8 GeV are 0.25, 0.10 and 0.025, 
respectively. The energy dependence of  the cluster 
rates is shown in fig. 2 and table 2. It is notable that 

10 z , , , , , , 

10, i 
10 0 

~' - -  LLA + 0 (a s) modeI 
10 -2 I T i ~ i i 

10 20 I+0 60 80 100 200 
W (6eV) 

Fig. 2. T h e  n -c lus te r  even t  rates as a f u n c t i o n  of" C M  energy  f o r  

the data  and Q C D  models.  The  c luster -pa i r  mass c u t - o f f  m ~jut was 

f i xed  at  7 0 e V / c  2. T h e  curves  f o r  the  Q C D  mode ls  cons is t  of` 

straight lines joining points generated at the same values of W as 
for the data; the LLA+O(aD model is also shown for W= 93,200 
GeV. 
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Table 2 
The cluster rates (%) observed in the data, corrected for acceptance, neutral particles, detector and radiative effects, at the four mean 
CM energy values used in the study, for fixed cluster-pair mass cut-off rn~? ~ = 7 GeV/c  2. 

( W )  Number  Number  2-cluster 3-cluster 4-cluster >t 5-cluster 
(GeV) of events used 

14.0 2999 2757 97.1 __+ 2.1 2.9 + 0.5 - 
22.0 1914 1730 80.3 __+ 2.3 19.7 + 1.2 - 
35.0 31176 27178 55.2__+0.7 41.1__+0.6 3.60-+0.16 0.04-+0.02 
43.8 6380 5261 41.0-+ 1.2 49.6__+ 1.1 8.7 _+0.5 0.38+__0.11 

using parameters extracted from a fit to data at IV= 35 
GeV, all models reproduce the trend of the data across 
the whose energy range spanned. The LLA + O (as) 
model is in good numerical agreement with the data 
for all cluster rates, whilst the O (ce~ 2 ) model shows a 
similar deficiency of >/4 clusters at 44 GeV and the 
LLA model underestimates the 3-cluster rate at all 
energies. 

In addition in fig. 2 the cluster rates for the 
L L A + O ) a s )  model are shown at W=93 and 200 
GeV for u, d, s, c, b production only. At the higher 
energy events containing >/4 jets dominate the cross 
section and will form a background to multijet final 
states arising from the decay of heavy particles via 
quarks, for example in W+W - events [ 18 ]. 

7. T h e  Q2 d e p e n d e n c e  o f  ~t s 

In the language of exact matrix elements the 3-jet 
cross section in e +e-  annihilation is proportional to 
c~s. One way to investigate the Q2 dependence of c~ s 
is hence to measure the 3-jet rate, R3, a s  a function of 
Q2. We have followed the procedure of ref. [9] and 
used the cluster algorithm of section 4 to define the 
jet multiplicity in events. This is only meaningful 
provided the reconstructed jets reflect the underlying 
parton structure and are not strongly influenced by 
fluctuations due to hadronisation. 

In general R 3 - - R 3 (  W, Yc). If  the ratio R 3 (  W i ,  Yc)/ 
R3 ( W 2 ,  Yc) i s  independent of Yc then hadronisation 
fluctuations are small at CM energies W~, W2. We 
show in fig. 3 the ratios R3(14)/R3(35), R3(22)/  
R3(35), R3(43.8)/R3(35) as functions of Yc. At 
W= 14 GeV the ratio depends strongly on y~, imply- 
ing that the fluctuations are large. At W= 22 GeV the 
ratio becomes independent of Yc above yc~0.06, 
whilst there is virtually no dependence on yc at all at 
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Fig. 3. The ratios R3(14)/R3(35), R3(22)/R3(35), R3(43.8) /  
R~ ( 35 ) for the data as a function of  y,.. 

W= 43.8 GeV. Therefore, provided Yc is chosen suf- 
ficiently large R3 is insensitive to hadronisation fluc- 
tuations for W> 22 GeV. 

We show in fig. 4 and table 3 R3 for the data, cor- 

3 0  . . . . . . . . .  , . . . . . . . . .  ~ . ,  . . . . . . . .  , . . . . . . . . .  

{ TASS0 
- -  Running~s 
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Fig. 4. R3 defined by Yc = 0.08 as a function of  W for the data and 
the LLA  + O (ot~) model with both a running strong coupling con- 
stant and a fixed coupling constant. The error bars at W= 60, 93 
OeV represent the statistical error if R 3 w e r e  determined from 
only 5000 events. 
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Table 3 
The corrected rate of 3-jet events, defined with yc=0.08, for the 
data. 

14.0 41.4±1.7 
22.0 26.5±1.8 
35.0 22.0±0.5 
43.8 19.5±0.8 

rected for acceptance, detector and radiative effects, 
for fixed yc=0.08. Also shown are curves for the 
LLA + O (as) model for the two cases: (i) running as 
with ALL = 0.26 GeV, determined from the parameter 
optimisation at W=35 GeV [14]; and (ii) fixed 
as=0.265; this value being chosen to be in good 
agreement with R 3 for the data at W=35 GeV. For 
the data R 3 clearly decreases as W increases: R 3 ( 2 2 )  / 
R3(43.8) = 1.36+0.11. Note however that a slight 
decrease is also shown by the L L A + O ( a s )  model 
with fixed as, though the data prefer the model with 
running as. The model results are also shown at 
W= 60, 93 GeV. In addition, error bars are shown at 
these higher energies corresponding to the statistical 
errors on a measurement of R3 using only 5000 events. 
Such measurements would demonstrate conclusively 
whether o~s runs with Q2. 

8. Conclusion 

Our analysis of multi-cluster rates has shown that 
O (a~) QCD cannot reproduce the rates of spherical 
and 4-jet like events observed in the data. A high value 
of A ~  is required to give sufficient rates of >/4 clus- 
ters, but such a value causes a severe underestima- 
tion of the 2-, and an overestimation of the 3-, cluster 
rates. For a A~-~ determined from a best fit to a few 
global properties of hadronic final states, which are 
dominated by 2- and 3-jet-like events, this QCD 
model shows a serious deficiency of >t 4 clusters. 
Conversely LLA QCD gives a more satisfactory de- 
scription of >/4-jet rates at the expense of 2, 3-jet rates 
which are overestimated and underestimated respec- 
tively. These results are in agreement with a previous 
study [ 6 ]. 

We find that the L L A + O ( a s )  QCD model is in 
very good agreement with the data for all cluster rates 
and conclude the following: 

(i) Contributions from higher order, e.g. O(a~) ,  
QCD are observable at the highest e+e - CM energies 
analysed to data, and can be expected to be consid- 
erable at colliders operating in the 100 GeV range. 
QCD models accurate only to O(a~ ) are already in- 
adequate to describe multijet rates, and the discrep- 
ancy will increase as the amount of gluon 
bremsstrahlung increases with energy. 

(ii) LLA QCD models incorporating many orders 
in perturbation theory are, because of the approxi- 
mations used in the formalism, unable to account for 
both the 3- and t> 4-jet rates s imul taneously .  When 
the > 4-jets are well-described there is a deficiency of 
hard 3-jet events. Whilst both LLA and O(a~)  
models may give comparable descriptions of many 
hadronic final state properties at PETRA energies, 
their predictions will diverge considerably as the CM 
energy rises [ 14,20]. 

(iii) The most satisfactory account of the observed 
jet rates at CM energies up to 44 GeV is provided by 
the LLA + O ( as ) model. In the absence of third (and 
higher order) matrix element calculations, this model 
provides a sensible basis for future theoretical devel- 
opments and is a good tool for extrapolation to higher 
energy scales. 

We have also found that the rate of 3-jet events in 
the data decreases with increasing CM energy, con- 
sistent with a running coupling strength as as pre- 
dicted by QCD. The data are in agreement with a Q2 
dependence of the form as~  1/ln(O2/A 2 ), though a 
fixed o~s cannot be ruled out by the limited statistics 
and relatively narrow energy range of the PETRA 
data. Measurements of R3 at higher energies, in com- 
bination with the data presented here and elsewhere 
[ 19 ], should clarify these issues. 
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