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Abstract. The large amount of data accumulated by 
the TASSO detector at 35 GeV c.m. energy has been 
compared with the predictions of the latest generation 
of perturbative QCD + fragmentation models. By ad- 
justment of the arbitrary parameters of these models, 
a very good description of the global properties of 
hadronic events was obtained. No one model gave 
the best description of all features of the data, each 
model being better than the others for some observ- 
ables and worse in other quantities. We interpret these 
results in terms of the underlying QCD and hadron- 
isation schemes. The trends of the data across the 
energy range 12.0 < W<41.5 GeV are generally well 
reproduced by the models with the parameters optim- 
ised at 35 GeV. 

1 Introduction 

In the last 10 years a wealth of information has been 
collected at PETRA and PEP on hadron production 
in high energy e+e - annihilation. The process 
e +e-  ~ 7 / Z ~ h a d r o n s  is well described by models 
which incorporate perturbative QCD for the produc- 
tion of partons and a phenomenological hadronisa- 
tion scheme for the transformation of the partons into 
the observed final state particles. Many studies of the 
properties of hadronic final states have been per- 
formed [1-5] and comparisons made with the QCD 
fragmentation models [6-8-]. With the benefit of these 
analyses the authors are constantly updating and im- 
proving their models. 

In this paper we compare distributions of physical 
quantities obtained from the 1986 TASSO hadronic 
data with the predictions of the most up to date QCD 
fragmentation models. A related study of multijet pro- 
duction is presented elsewhere [23]. The most impor- 
tant of the arbitrary parameters of these models were 
first optimised to provide a good description of a 
few relevant quantities, and then the models were 
tested more globally in terms of many observables. 
In Sect. 2 we briefly review the important features 
of the models, and define the observables in Sect. 3. 
Particle and event selection criteria are mentioned in 
Sect. 4, whilst backgrounds to the data sample, the 
parameter tuning and data correction procedures are 
described in Sects. 5, 6, 7 respectively. The results of 
the comparison between data and models at 
W=35 GeV are given in Sect. 8, whilst the energy 
evolution across the PETRA range is discussed in 
Sect. 9. We end with a summary and conclusions in 
Sect. 10. The model predictions for c.m. energies up 
to 200 GeV, using the parameters optimised at 
35 GeV, are presented in [32]. 

2 QCD fragmentation models 

The most widely used QCD fragmentation models 
are those of Webber [9], the Lund group [10] and 
Gottschalk [11]. A previous study [8] has shown that 
the Gottschalk model is unable to reproduce satisfac- 
torily most features of hadronic events at ]/~ = 29 GeV 
and this model will not be considered further here. 
In this section we briefly mention important features 
of the Webber and Lund models; for a general review 
of fragmentation models see [12]. 

2.1 The Webber model 

We consider version 4.2 of the program BIGWIG, 
implementing the physics in [9]. In the primary pro- 
cess e + e- ~ 7/Z ~ q ~ the initial quark and antiquark 
are assigned maximum allowed virtualities according 
to a particular distribution and are boosted to a frame 
in which their directions are perpendicular. One con- 
sequence of this is that the model does not preserve 
strict Lorentz invariance. It has been shown [7] that 
the final hadronic system is sensitive to the virtuality 
assignment and the boost factor 7, though we do not 
consider these issues here. 

The off-mass-shell quarks then emit gluons, which 
may themselves radiate other gluons or split to q~ 
pairs, producing a 'parton cascade' or 'parton show- 
er' which evolves according to the Altarelli-Parisi 
equations [13] based upon the QCD Leading Loga- 
rithm Approximation (LLA). Parton virtualities 
thereby decrease by bremsstrahlung as the cascade 
evolves, the process being stopped when the virtuality 
of each parton falls below a cutoff value Qo, whence 
it is put on mass shell. 

Soft gluon interference terms are included by the 
imposition of 'angular ordering' of the parton 
branchings, i.e. the angle 0~ between two daughter 
partons in a branching i is less than the angle at 
the previous branching, the very first branching angle 
being set at 90 ~ by the boost. This requirement re- 
stricts the phase space for soft gluon emission, which 
corresponds physically to gluons of long wavelength 
being unable to resolve the individual colour charges 
of the partons in the cascade, which therefore acts 
coherently for soft gluon production. It has been 
shown that such a '  coherent' cascade model with clus- 
ter hadronisation is able to reproduce the 'string ef- 
fect' [6], the depletion of particles in the region oppo- 
site the gluon-assigned jet in planar 3-jet events in 
e+e -, whilst a cascade+cluster model without the 
interference (a 'conventional' or 'incoherent' cascade) 
shows no such depletion. The interference effects are 
small at PETRA energies, even at the parton level 
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[14], and are diminished by hadronisation [15], 
though they may be large at very high energies [16]. 

as is allowed to 'run' throughout the cascade, the 
first-order formula: 

12~ as(Q 2) = 

(33--2NI) In (A~L) 

being used at each branching, with (22 decreasing at 
successive branchings. N I is the number of active fla- 
yours and ALL is the LLA QCD scale parameter, 
which is not equivalent to AM used in second order 
matrix element calculations. There is some degree of 
theoretical arbitrariness as to the choice of (22 scale; 
in this model Q2,.~p2 is used, as it is suggested [17] 
that this choice may effectively take into account 
higher order corrections to the interference effects. 

At the termination of the cascade, when all par- 
tons have been put on mass shell, all gluons are split 
into qq pairs, each parton then joining with a neigh- 
bour of the correct colour index to form a colourless 
cluster. Heavy quarks (b, c) are then decayed. Clusters 
whose mass exceeds a certain value Mc are split into 
two and all clusters are allowed to decay by phase 
space, via resonances, to stable final state particles. 

The three most important arbitrary parameters 
in the Webber model are hence the cascade virtuality 
cutoff Qo, the LLA scale parameter ALL and the clus- 
ter mass parameter Me. Alternative prescriptions for 
setting up the cascade within the basic framework 
of the Webber model involve other paramters [7, 18], 
but these will not be considered here. 

(A new program incorporating a revised model 
with additional QCD features [30] has been made 
available only very recently, and hence we do not 
show any results in this paper.) 

2.2 The Lund cascade model 

The latest Lund cascade model [15] is included as 
a parton-level generator option in JETSET ver- 
sion 6.3 [10]. The cascade evolves according to the 
Altarelli-Parisi equations as for the Webber model, 
though here the similarity ends. There is no boosting 
of the initial q q pair to a frame in which they are 
at 90 ~ Instead the first patton branching is defined 
by matching the cascade onto the exact O (as) matrix 
element by using a rejection technique [15]. The an- 
gular ordering of successive branchings is similarly 
imposed by a rejection method. The evolution vari- 
able z is defined in terms of four-momentum products 
and the whole process is Lorentz invariant, though 
the gauge changes from one vertex to the next. The 
model has two arbitrary parameters: the virtuality 

cutoff Qo and the LLA scale parameter ALL , though 
there are certain theoretical degrees of freedom in the 
treatment of the kinematics of the cascade evolution, 
as well as in the choice of Q2 scale for as. We have 
used the prescriptions chosen in the default version 
of JETSET [19], where e.g. Q2 ~pZT. 

At the termination of parton production, a colour 
triplet string is stretched between the final quarks, 
the gluons being kinks on the string, with the correct 
colour ordering. The string is then fragmented ac- 
cording to the Lund recipe [20] to obtain the final 
state hadrons. The parameters which were considered 
in the model optimisation procedure were a, b in the 
symmetric Lund fragmentation function: 

f ( x ) = l  (1- x ) " e x p ( - ~  -)  

used for all flavours, and a, the width of the Gaussian 
PT spectrum for primary quarks ~e-V~/z,2.(m2 
=p~.+m 2 is the hadron transverse mass-squared). 
The other string fragmentation parameters, such as 
the strange quark- and various diquark-suppression 
factors, are of secondary importance to the inclusive 
global properties of hadronic final states and were 
left at their default values. 

2.3 The Lund 0 (o~ 2) model 

JETSET 6.3 contains in addition a second order ma- 
trix element (ME) parton generator implementing the 
calculations of [21]. There is already evidence [22- 
24] that these calculations, allowing at most 4-parton 
states, fail to reproduce the rates of 4-jet-like events 
observed at PETRA. Because of the complexity of 
ca l cu l a t i ng  3 rd, let along higher, order QCD contribu- 
tions to jet cross sections in perturbation theory, 
which has not yet been achieved*, the only alternative 
perturbative approach is provided by the LLA. For 
the forseeable future, the 2 nd order calculation is hence 
the best 'exact' matrix element calculation available. 
As in [8], we keep the parton pair resolution parame- 
ter Ymln [25] fixed (at 0.02) for all results presented 
here. For the O(a~) matrix element the QCD scale 
parameter is d ~ .  Hadronisation is imposed after the 
parton production according to the Lund string mod- 
el as briefly discussed in Sect. 2.2. 

3 Definition of observables 

We study both global event shape observables and 
single track inclusive distributions, using charged par- 
ticles only. Event shapes may be characterised by us- 

* The coefficient of (~d~) 3 in the expansion of the ratio of hadronic 
to muon pair cross sections, R, has recently been calculated [33] 
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ing the sphericity tensor: 

N 

PJa PJl~ 
T~B-- j= l 

IPj[ 2 
j = l  

where the sums are over the N particles in the event. 
The eigenvalues Qt, Q2, Q3 are ordered such that 
Q3>Q2>QI and satisfying QI+Q2+Qa=I. The 
event axis is taken to be the sphericity axis, the eigen- 
vector corresponding to Q3, and the event plane is 
that defined by the eigenvectors corresponding to Qa 
and Q2. The variables aplanarity 

A= 3/2Q~ 0_<A<l/2 

and sphericity 

S=3/2(Q~ +Q2) 0_<S_<1 

are commonly used to characterise events. Extreme 
two-jet events have S - 0 ,  whilst S---> 1 for spherical 
events. Extreme planar events have A = 0. Closely re- 
lated event observables are: 

2 2 (PT,n>=(P 2> Q2 and (Prou,)=(p 2> Qt 

where Pr~n and Prout are the particle momentum com- 
ponents transverse to the sphericity axis in and out 
of the event plane respectively. The particle momenta 
enter quadratically into the sphericity tensor, so that 
the sphericity axis is more sensitive to high momen- 
tum tracks than, for example, the thrust axis, where 
the thrust T is defined: 

N 

Max ~ IPttjl 
j : l  1/2_< T_<I T -  N 

IPj[ 
j = l  

the axis being chosen to maximise ~,[Plljl. Extreme 
two-jet events have T= l. Particle rapidity is defined 

1 (E+P/I~ 
y = ~ l n  \ ~ ]  

with respect to the thrust axis. A commonly used 
fragmentation variable is the scaled track momentum 

x , =  2lpl/l/s. 
The scaled invariant mass-squared of the two 

hemispheres in the event, M~/s, M~/s, are well-be- 
haved quantities in perturbative calculations. Here 
the event is divided into two hemispheres by the plane 
perpendicular to the sphericity axis and 'h '  denotes 

the hemisphere with the greater mass, '1' that with 
the lower mass. Because we use only charged particles 
in this analysis we divide the mass-squared by the 
visible energy-squared, 2 Evis, rather than by s, where 
the pion mass is assumed for all particles measured 
in the tracking chambers. 

4 Particle and event selection 

The data were taken with the TASSO detector at 
PETRA at a centre of mass energy W= 35 GeV. De- 
tails of the detector may be found in [26]. The selec- 
tion of multihadronic final states from e § e- annihila- 
tion was based upon the information on charged par- 
ticle momenta measured in the central detector. The 
selection criteria for charged particles and for multi- 
hadron events are described in detail in [1], but the 
main requirements are: a charged track must have 
a momentum component transverse to the beam 
pxy>0.1 GeV and a cosine of the polar angle Icos 01 
<0.87. The r.m.s, momentum resolution including 
multiple scattering is ap/p = 0.016 (1 + p 2) 1/2, with p in 
GeV. The main criterion for multihadron events is 
based on the momentum sum of the accepted charged 
particles, ~pj>0.265 W. In the 1986 running period 

J 

31 176 such events were measured. 
To ensure a large acceptance for the particles in 

jets, only events with Icos 0jet[ <0.7 were considered, 
where 0~ t is the angle between the sphericity axis 
and the beam axis. Events with a hard photon in 
the initial state were suppressed by requiring 
Icos 0,[ > 0.2, where 0, is the angle between the normal 
to the event plane and the beam direction. From the 
initial sample of 31 176 events, 18849 survived these 
cuts and were used in the subsequent analysis. 

5 Backgrounds to the data sample 

The backgrounds to the single photon (or Z ~ hadron- 
ic data sample from 77 scattering and z pair produc- 
tion events were estimated by Monte Carlo simula- 
tion and found to be 0.91 +0.10%, 0.72+0.03% re- 
spectively before the cuts in 0jet, 0,, in agreement with 
previous estimates [-1, 7], and 0.35+_0.05%, 
0.35 +0.02% after the event topology cuts. The back- 
ground from beam gas interactions was negligible at 
this energy [1]. Whilst the percentage contamination 
to the data sample is small, certain ranges of some 
observables are especially sensitive to background 
and are expected to be heavily contaminated. For 
example, the first few bins of the charged multiplicity 
distribution are estimated to contain a large propor- 
tion of ?7 and z events which are typically of low 
multiplicity, whilst the latter, having in general a few 



very energetic tracks, also populate bins of high xp. 
To take this into account, the properly normalised 
background was subtracted from each distribution on 
a bin-by-bin basis. 

6 Parameter tuning 

No attempt was made to optimise each model simul- 
taneously to the large number of different observables 
described in Sect. 3. It is clear that for any fit of a 
model to data, the larger the number of distributions 
fitted the worse will be the overall fit, unless there 
are strong correlations between the various observ- 
ables, in which case it would be foolish to fit them 
all at once. Instead, a small set of relatively uncorre- 
lated distributions of both event and single track ob- 
servables, which are especially sensitive to the param- 
eters to be fitted, was chosen, namely: 

(1) Sphericity, S 
(2) Particle momentum transverse to the event 

plane, Prout 
(3) Particle momentum fraction, xp 
(4) Particle multiplicity per event nc~ 

where only charged particles were used. This set con- 
tains two event and two track variables. S is domi- 
nated by properties in the event plane (Q2 ~> Q1) and 
is hence roughly orthogonal to Prouc The former is 
sensitive to hard gluon radiation in the event plane 
whilst the latter is sensitive to softer gluons and Pr 
arising from the hadronisation process, xp is sensitive 
to the longitudinal fragmentation of jets, as is the 
event multiplicity nch. These distributions are hence 
suitable for determining optimum values of the pa- 
rameters for both the perturbative QCD processes 
(A, Qo) and the hadronisation (Me, a, b, o-). 

We use a method similar to that of a previous 
publication [2]. For each model, ng values of each 
of the np parameters were used to define a grid in 
a parameter space of dimension np. For each of the 
ng, points in the grid, Monte Carlo events were gener- 
ated with QED radiative corrections and put through 
the detector simulation program and hadronic event 
selection procedures, giving roughly 5000 events re- 
maining. Distributions of the observables, normalised 
per event, were produced for each MC dataset and 
also for the background-subtracted TASSO data. For 
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each bin of each distribution to be fitted, for every 
MC dataset the Z 2 was calculated between the MC 
and the same bin for the data. A second order polyno- 
mial in the np tuning parameters was then fitted to 
the n~p Z 2's for that bin. The sum of the polynomials, 
over all bins in all distributions was then minimised 
using the program MINUIT [271 to obtain the tuned 
values of the parameters. 

An important point to note is that by this proce- 
dure the models (after detector simulation etc.) were 
compared with the essentially 'raw' TASSO data 
(after background subtraction). An alternative ap- 
proach would have been to tune the models directly 
to the fully-corrected data, where the correction fac- 
tors (see Sect. 7) were themselves determined from 
MC studies using the models. The former procedure 
is clearly less prone to possible biasing of the model 
tuning results than the latter. 

The tuned parameters are shown in Table 1, to- 
gether with the default values and the values obtained 
by Mark II [8] for comparison. Any one parameter 
may be varied by --~ +_ 10% from the optimum value 
with minimal effect on the description of the data. 
However, for the Lund cascade model (Table 1 b) we 
found that a, b could be varied simultaneously across 
a wide range so as to preserve the agreement of the 
nch distribution with the data, and were only strongly 
constrained by the fit to xp (see Sect. 8). This degree 
of freedom in a, b was much less evident for the Lund 
O(c~ 2) model (Table 1 c), a reflection of the greater in- 
fluence of the string fragmentation on the hadronic 
final state for the matrix element generator as com- 
pared to the cascade. The tuned values, of a, b shown 
in Tables 1 b and c give a satisfactory description of 
the momentum spectrum of primary D* -+ mesons 
measured in high energy e§ - annihilation experi- 
ments [28]. 

Probably because of the a - b  correlation, the 
Mark II optimum values for the Lund models are 
somewhat different than ours, and they also obtain 
a good description of their data at 29 GeV. This al- 
lows a thorough and rigorous testing of the QCD 
models, in that they can only be fairly judged and 
compared after exploration of the range of their pre- 
dictions arising from reasonable variations of their 
arbitrary parameters. 

Table 1 a. Parameters for the Webber cascade model 

Parameter Default Tuning range Tuned value Mark II 

QCD LLA scale ALL (GeV) 0.35 0.1~).5 0.25 0.20 
Cascade virtuality cutoff Qo (GeV) 0.75 0.6-2.0 0.61 0.75 
Cluster-mass parameter Mc (GeV/c z) 3.75 2.0M.0 2.3 3.0 
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Table 1 b. Parameters for the Lund cascade model 

Parameter Default Tuning range Tuned value Mark II 

QCD LLA scale ALL (GeV) 0.40 0.15-1.2 0.26 
Cascade virtuality cutoff Qo (GeV) a 1.0 0.5 -2.0 1.0 
Fragmentation function parameter c~ 0.50 0.1 -1.0 0.18 
Fragmentation function parameter b 0.90 0.i -1.0 0.34 

Gaussian PT parameter ] / ~  (GeV/c) 0 . 3 5  0.33-0.42 0.39 

0.40 
1.0 
0.45 
0.90 

0.33 

" This parameter was not tuned simultaneously with the others, but was varied in the range shown 
after the optimum values of ALL, a, b, a had been found 

Table 1 e. Parameters for the Lund O (~) model 

Parameter Default Tuning range Tuned value Mark II 

QCD scale in O (c~) A~ (GeV) 0.50 0.2-1.1 0.62 0.50 
Parton pair resolution parameter 
Ymln 0.02 Fixed a 0.02 0.015 
Fragmentation function parameter a 1.0 0.1-1.0 0.58 0.9 
Fragmentation function parameter b 0.7 0.2-1.1 0.41 0.7 
Gaussian Pr parameter [//~ (GeV/c) 0.40 Fixed ~ 0.40 0.33 

" In previous analyses [7] this parameter was found to be well-constrained by the data 

7 Corrections to the data 

The distributions presented below were corrected for 
acceptance, detector effects, initial state radiation and 
the cuts described in Sect. 4 using a Monte Carlo 
simulation [15] with our tuned parameters of Tab- 
le lb.  Initially, Ngen even t s  were generated at 
W=35  GeV, with no QED radiative corrections, 
yielding the distributions ng~n(x) of charged particles 
produced either in the fragmentation process or com- 
ing from the decay of particles with lifetimes less than 
3- 10-1o s. A second set of events was then generated, 
including QED radiative effects, and traced through 
a simulation of the TASSO detector, thereby produc- 
ing hits in the tracking chambers. Energy loss, multi- 
ple scattering, photon conversion and nuclear interac- 
tions in the material of the detector as well as decays 
were taken into account. The events were then passed 
through the track reconstruction and acceptance pro- 
grams used for the real data, yielding Nde t accepted 
events corresponding to the distributions of observ- 
ables r/det(X ). 

A correction factor Ci(x) for every bin i of every 
distribution x was then defined: 

i /~i 
,'-,i/ x__ ngen(X) / det(X) 

The corrected distribution nicorr(X) is then derived 
from the measured distribution nieas(x): 

i - -  i i /'/ . . . .  ( X ) -  C (x) F/ . . . .  (x).  

These correction factors C~(x) lie mainly in the range 
0.7 < C(x) < 1.4, though they are typically rather close 
to unity. 

To estimate the systematic error in the correction 
process, this procedure was repeated using an inde- 
pendent jet fragmentation event generator [-2, 29], 
yielding a second set of correction factors. The sys- 
tematic error was taken to be the difference between 
the two sets of correction factors, though this was 
generally rather small. 

The ' t rue '  sphericity and thrust axes as well as 
the correction factors for the S, T and A distributions 
were determined using all (charged and neutral) parti- 
cles which were either prompt or produced by the 
decay of particles with lifetimes less than 3.10 - los. 
The correction factors for all other quantities were 
calculated for charged particles only. 

Using a Lund Monte  Carlo simulation, the 
charged multiplicity distribution was unfolded as de- 
scribed in [-1]. nch= 2, 4 were taken from the Monte 
Carlo calculations. The systematic uncertainty in the 
unfolding procedure was estimated by using a Web- 
ber Monte Carlo simulation, the error being taken 
as the difference between the Lund and Webber un- 
folded values. 

8 Comparison of the data with the models 
at W = 35 GeV 

For  each model, the tuned parameter sets given above 
were used to generate 50000MC events at 



Table 2. Sphericity. The errors include the statistical error and that 
from the correction procedure 

Sphericity range 1/N,~ dN/dS 
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Table 3. Aplanarity. The errors include the statistical error and that 
from the correction procedure 

Aplanarity range 1/ Nr d N / d A 

0.00-0.02 3.47 • 0.47 0.00-0.01 22.5 _+ 1.5 
0.02-0.04 9.88 +0.28 0.01~0.02 30.0 +0.7 
0.04-0.06 8.39 +0.40 0.02-0.03 17.8 -+0.8 
0.06-0.08 6.19 +0.46 0.03-0.04 11.3 -+0.5 
0.08-0.10 4.40 -+0.36 0.04-0.05 6.35 -+0.30 
0.10-0.12 3.09 +0.17 0.05-0.06 4.00 +0.23 
0.12~.14 2.47 -+0.12 0.06-0.07 2.24 _+0.22 
0.14-0.16 1.87 -+0.11 0.07-0.08 1.65 -+0.14 
0.1643.18 1.43 +0.13 0.08-0.09 1.04 -+0.11 
0.18q3.20 1.17 +0.09 0.09-0.10 0.73 _+0.08 
0.20~3.22 0.89 -+0.10 0.10-0.30 0.108 -+0.008 
0.22-0.24 0.85 • 
0.24-4).28 0.66 _+0.07 Mean 0.0237-+0.0007 
0.28-0.32 0.53 • 
0.32~0.40 0.34 -+0.04 
0.40-0.48 0.21 • 

0.48-0.60 0.12 -+0.01 Table 4. Thrust. The errors include the statistical error and that 
0.60-1.00 0.022-+ 0.003 from the correction procedure 

Mean 0.113 • 0.006 

W= 35 GeV, with no QED radiative corrections, no 
decays of particles with lifetimes greater than 3 
x 10-lO s and no simulation of the detector. Distribu- 

tions of the observables were then produced for each 
of these MC datasets and are shown in Figs. 1-14 
compared to the fully-corrected 1986 TASSO data 
at W = 3 5  GeV, also given in Tables 2-12. The lines 
shown in the figures connect the Monte Carlo calcu- 
lated points. Unless otherwise stated, the errors on 
the data are the sum in quadrature of the statistical 
errors, the uncertainty in the background subtraction 
and the errors from the correction procedure de- 
scribed in Sect. 7. For most distributions any addi- 
tional systematic errors are estimated [-1] to be of 
similar magnitude to the given errors. For the xp dis- 
tribution the total systematic errors are estimated to 
be 5% for Xp<0.05; 4% for 0 .05<xp<0 .7  and 10% 
for xv>0.7 [-1, 7]. 

The Webber model gives too many spherical 
events (Fig. 1), and too many events of high aplanarity 
(Fig. 2). The thrust (Fig. 3) is poorly described; the 
distribution is smeared about the peak at T~0 .94  
giving both an excess of events at high T and also 
in the low-T tail. There are too many high 2 <PTin> 
events (Fig. 4) whilst the high tail of (P~'o,t) is well- 
represented (Fig. 5), though there is an excess in the 
first few bins at low PT. The charged particle multi- 
plicity distribution is shown in Fig. 6; the model pro- 
duces too many high multiplicity events, the mean 
being (nc~)=  14.2 compared to 13.6___ 0.5 (total error) 
in the data. Turning to single particle distributions, 

Thrust range 1/ Nev d N / d T 

0.50-0.60 0.001 + 0.001 
0.60~.64 0.05 _+0.02 
0.64-0.68 0.19 _+0.03 
0.68~).72 0.30 _+0.04 
0.72-0.76 0.55 _+0.04 
0.7643.80 0.79 _+0.09 
0.80~.84 1.45 -+0.12 
0.84-0.88 2.53 _+0.22 
0.88-0.90 4.38 _+0.17 
0.904).92 7.02 _+0.38 
0.92-0.94 9.63 _+0.44 
0.94-0.96 10.44 _+0.40 
0.96-0.98 5.80 _+0.33 
0.98 1.00 0.82 _+0.21 

Mea 0.906 _+ 0.018 

Table 5. 2 (Pr,~). The errors include the statistical error and that 
from the correction procedure 

(pZT~.) range 1/Nev dN/d (P~'i=) 

0.00-0.05 0.99 -4- 0.07 
0.05-0.10 4.35 +0.11 
0.10-0.15 4.23 • 
0.15q3.20 2.89 +0.10 
0.20-0.25 1.93 _+0.08 
0.25-0.30 1.18 +0.05 
0.30-0.35 0.96 _+0.07 
0.35-0.40 0.72 _+0.06 
0.40-0.45 0.52 _+0.04 
0.45-0.50 0.38 +0.03 
0.50-0.60 0.27 +0.02 
0.60-0.75 0.16 • 
0.75-1.00 0.083 • 0.007 
1.00-2.50 0.011 _+ 0.003 

Mean 0.238 • 0.009 
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Table 6. 2 (Pro~)" The errors include the statistical error and that 
from the correction produce 

(p~-o~) range 1/N** dN/d (P~co~) 

0.00.0.01 0.47 _+ 0.10 
0.01-0.02 3.66 • 
0.02-0.03 9.33 -+0.31 
0.034).04 12.50 _+0.43 
0.0443.05 13.60 -+0.41 
0.05-0.06 13.40 -t-0.62 
0.06-0.07 10.61 +0.55 
0.07-0.08 8.49 +0.36 
0.08-0.09 6.68 • 
0.09-0.10 5.00 • 
0.10-0.11 3.98 _+0.31 
0.11-0.12 2.50 _+0.24 
0.12-0.13 1.98 _+0.17 
0.13.0.15 1.56 __+0.11 
0.15-0.20 0.71 +0.05 
0.20-0.50 0.064_+ 0.008 

Mean 0.071 _+ 0.001 

Table 7. The n~h distribution unfolded using a Lund Monte Carlo 
simulation. The first error is statistical and the second is the system- 
atic uncertainty (see text) 

n~h 1/N~ dN/dn~h( • 10 -3) 

2 0.4 __+0.5 +0.0 
4 5.9 _+0.8 -+0.6 
6 32.3 _+L5 _+0.2 
8 84.4 ___ 2.2 _+ 1.7 

10 153.4 _+3.0 • 
12 197.4 _+3.4 _+8.2 
14 191.6 +3.4 -+7.3 
16 143.8 -+2.9 +4.3 
18 91.7 _+2.3 _+6.7 
20 50.7 _+ 1.7 + 8.5 
22 27.3 -+ t.2 _+ 1.4 
24 12.4 • +0.8 
26 5.2 _+0.5 -+0.5 
28 2.0 • +0.5 
30 0.8 +0.2 _+0.1 
32 0.4 -+0.2 • 

, 34 0.1 _+0A _+0.1 

Mean 13.58 _+ 0.02 _+ 0.46 

Prln' PTout PT and xp (Figs.7, 8, 9, 10 respectively) 
are well described, though there is a slight excess of 
Prln in the tail. Rapidity (Fig. i i )  is not so well de- 
scribed, the MC giving too many particles for y >  3. 
M~/s, M~/s (Figs. 12, 13) are poorly represented with 
a large excess of events of low mass, though the de- 
scription of (M~ -- M~)/s (Fig. 14) is much better. 

The general conclusion is that quantities related 
to Pr out of the event plane are reasonably well-de- 
scribed, whilst those related to Pr in the plane are 

Table 8. Pr,~- The errors include the statistical error and that from 
the correction procedure 

Prl. range 1/N, vdN/dpT~n 

0.0.0.1 37.32 -+0.68 
0.1.0.2 29.40 _+0.49 
0.2.0.3 21.41 _+0.42 
0.343.4 14.84 _+0.26 
0.4.0.5 10.55 +0.19 
0.54).6 7.40 +0.10 
0.6-0.7 5.29 -+0.17 
0.7-0.8 3.86 +0.08 
0.8.0.9 2.83 + 0.06 
0.9-1.0 2.14 +0.09 
1.0-1.1 1.47 _+0.04 
1.1-1.2 1.17 _+0.06 
1.2-1.3 0.91 _+0.03 
1.3-1.4 0.67 _+0.03 
1.4-1.5 0.62 _+0.04 
1.5-1.6 0.41 +0.03 
1.6-1.8 0.32 _+0.01 
1.8-2.0 0.22 _+ 0.01 
2.0-2.5 0.103 _+0.006 
2.5-3.0 0.036 + 0.006 
3.0-5.0 0.008 __ 0.001 

Mean 0.331 -+ 0.002 

Table 9. PTo~,- The errors include the statistical error and that from 
the correction procedure 

Prou~ range 1/N~v dN/dpTout 

0.00-0.05 53.0 __ 1.0 
0.05-0.10 46.34 _+0.84 
0.10-0.15 40.44 +0.74 
0.15-0.20 33.82 _+0.50 
0.20-0.25 26.90 + 0.49 
0.25-0.30 21.64 _+0.36 
0.30.0.35 16.46 _+0.43 
0.35-0.40 12.14 _+0.21 
0.40.0.45 9.18 __0.24 
0.45-0.50 6.72 +0.15 
0.500.55 4.84 _+0.12 
0.55-0.60 3.56 _+0.11 
0.60-0.65 2.60 _+_ 0.11 
0.65-0.70 2.06 _+0.12 
0.70A).80 1.15 _+0.04 
0.80.0.90 0.64 _+ 0.03 
0.90-1.00 0.33 _+0.03 
1.00-2.00 0.050 + 0.003 

Mean 0.201 + 0.001 

overestimated at high PT" The latter is probably partly 
influenced by the low value of the mass above which 
clusters are split into two, Mc=2.3 GeV/c 2, deter- 
mined from the tuning. Our results are in general 
agreement with those of Mark II [8], with minor dif- 
ferences in some distributions. The total Z 2 is 942 



Table 10. PT. The errors include the statistical error and that from 
the correction procedure 

Pr range 1/N,~ dN/dpr 
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Table 12. Rapidity. The errors include the statistical error and that 
from the correction procedure 

Rapidity range 1/Nev dN/d y 

0.0 0.1 12.68 -+0.19 0.00.2 459 _+0_09 
0.14).2 25,16 -+__0.49 0.2-0.4 5.03 _+0.06 
0.24).3 26.25 ___0.64 0.4-0.6 5.09 _+0.08 
0.34).4 21.43 +0.36 0.64).8 5.15 -1-0.07 
0.44).5 15.85 -+0.20 0.8-1.0 5.40 _+0.12 
0.54).6 11.37 -t-0.14 1.0-1.2 5.43 -+0.14 
0.64).7 7.96 __0.20 1.2-1.4 5.41 -+0.14 
0.74).8 5.68 -+0.12 1.4--1.6 5.27 -/-0.14 
0.84).9 4.08 -+0.09 1.6-1.8 5.12 _+0.17 
0.9-1.0 2,91 _0.11 1.8-2.0 4.88 -+0.19 
1.0-1.1 1.98 ___0.05 2.0-2.2 4.55 -+0.20 
1.1-1.2 1.52 ___0.05 2.2-2.4 3.86 _+0,11 
1.2-1.3 1.16 ___0.04 2.4--2.6 3.25 -+0.10 
1.3-1.4 0.85 -+0.04 2.6-2.8 2.61 +0.06 
1.4-1.5 0.74 +0.06 2.8-3,0 1.85 -+0.04 
1.5-1.6 0,51 -+0.03 3.0-3.2 1.36 _+0.03 
1.6-1.8 0.36 -+0.02 3.2-3.4 0.90 _+0.03 
1.8-2.0 0.23 -+0.01 3.4-3.6 0.56 -+0.03 
2.0-2.5 0.117-+0.006 3.6--3.8 0.35 _+0.02 
2,5-3,0 0.038 +0.006 3.8-4.0 0.20 -+0.01 
3.0-5.0 0.008-+0,001 4.0-4.2 0.12 -+0.01 

4.2-4.4 0,066 -+ 0,007 
Mean 0,425 -+ 0.003 4.4-4.6 0.035 _+ 0,004 

4.6-4.8 0.013 _+ 0,003 
4.8-5.0 0.006 _+ 0.002 

Table 11. xp. The errors include the statistical error and that from 
the correction procedure 

xp range 1/Nev dN/d xp 

0.00~.02 121.0 __+ 1.5 
0.02-0.04 161.9 +2.5 
0.04-0.06 107.6 __+2.1 
0.06 0.08 72.0 __+ 1.8 
0.08-0.10 51.5 _+ 1.1 
0.10-0.12 37.06 __+0.88 
0.1~0.14 29.95 + 1.17 
0.14-0.16 22.88 +0.55 
0.16-0.18 17.97 _+0.35 
0.184).20 14.50 __+0.36 
0.20-0.22 12.67 + 0.50 
0.22-0.24 9.66 +__0.35 
0.24-0.26 8.22 -I-0.35 
0,264).28 6.99 -+0,38 
0.284).30 5.68 +0,21 
0.30-0.32 4.76 _+ 0.20 
0.32-0.34 3.90 +0.17 
0,34-0.36 3.49 +0.21 
0.36-0.38 2.73 +0.15 
0.38-0.40 2.59 +0.15 
0.40-0.44 1.95 _+ 0.09 
0,44-0.48 1.52 + 0.08 
0.48-0.52 1.02 _+ 0.07 
0.52-0.60 0.71 _+0.04 
0.60-0,70 0.32 _+0.03 
0.70-1.00 0,07 _+ 0.02 

Mean 0.0877 + 0.0007 

Mean 1.45 _+0.01 

for 245 data points, though correlations between 
many of the observables make this number difficult 
to interpret. 

The Lund O(~)  model reproduces the sphericity 
distribution very accurately (Fig. 1), though gives far 
too few events of high aplanarity (Fig. 2). Thrust is 
much better described than by the Webber model 
(Fig. 3), though the peak is shifted to slightly lower 
T values than the data. There are slightly too many 
high 2 (Prln) events (Fig. 4) and too few high 2 (P~oot) 
events (Fig. 5). Pr,n and Pr are very well described 
(Figs. 7, 9) though there is a deficiency of high Prou~ 
tracks (Fig. 8). The charged multiplicity distribution 
(Fig. 6), xp (Fig. 10) and rapidity (Fig. 11) are well de- 
scribed, though there are too few tracks in the range 
1.4<y<2.4; (n~h)=13.8. The M2/s distributions 
(Figs. 12-14) are reproduced satisfactorily. 

Overall, the prin-related quantities are accurately 
reproduced, whilst Pro~t quantities are seriously un- 
derestimated for high Pr; there are slightly too few 
high thrust events. These results are in good agree- 
ment with Mark II. The quality of description of the 
data by the MC is much better than for the Webber 
model, with a total Z 2 of 658. 

The best description of the data is provided by 
the Lund cascade model, which gives a generally good 
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description of all observables, though inevitably with 
some discrepancies in some bins of  certain distribu- 
tions. The most  serious examples are the underestima- 
tions of the high Pri~ and PT tails (Figs. 7, 9). Of partic- 
ular note is the excellent description of the thrust 
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distribution (Fig. 3), which many models  have had 
difficulty with in the past. In these observations we 
agree with the Mark II results, with only one major 
exception: we do not  observe the serious shortfall of  
tracks at xp > 0.7 seen in [8]. This is because of the 
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different values of  the fragmentation parameters (a, 
b) used in the comparisons.  We have found that the 
combinat ion (0.18, 0.34) actually gives a very similar 
x v spectrum to the default combinat ion (0.5, 0.9), ex- 
cept in the region xv > 0.6, where the latter falls well 

below the former. The Mark II tuned values, (0.45, 
0.9) are clearly very close to the default and it is there- 
fore no surprise that they find a much lower MC 
result in this region of  Xp. The M2/s distributions 
(Figs. 12-14) are well represented. The overall Z 2 is 367. 
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The O (cd) model seems to do well with the observ- 
ables related to hard gluon radiation in the event 
plane, namely S, 2 (PT,,>, Pr,n, but does not give en- 
ough events of high A, (p2out) or tracks of high Pr .. . .  
even though the parameter 0-, which basically controls 
these quantities, has a reasonable value. By contrast 
the LLA model (Wcbber cascade) is good for 
prou-like observables, but overestimates Pr~n quanti- 
ties. The LLA+O(es)  ME model (Lund cascade) re- 
produces the prout-like distributions very well but 
gives too few events/tracks of high Pr~n, though it 
is generally better for these than the LLA model, 
which overestimates. 

Given that Mark II finds the same effects using 
rather different values of the fragmentation parame- 
ters, we feel justified in concluding that it is likely 
that many of these effects arise chiefly from the QCD 
parts of the models rather than the hadronisation, 
though of course these two processes cannot be iso- 
lated completely in interpreting the model results. In- 
deed, it was found in [-8] that the combination of 

Webber LLA cascade+Lund  string fragmentation 
gave somewhat better agreement with the data than 
the Webber cascade with cluster hadronisation. It is, 
however, perhaps not surprising that a better descrip- 
tion of the data is provided by a model incorporating 
both LLA and O(c%) ME QCD, thereby taking into 
account both hard and multiple soft gluon emission, 
rather than either LLA or O(c~ z) QCD alone. (This 
O(e~) ME feature could be implemented [31] in the 
new version of the Webber model [30].) 

9 Energy evolution of the observables 

A further test of the QCD fragmentation models is 
whether they are able, with the parameters optimised 
at one energy, to describe the evolution of the various 
observables across the range of energies explored at 
e § e -  colliders to date. We present in Figs. 15-20 the 
mean values of some of the observables shown in 
Figs. 1-14, as a function of the c.m. energy W. In addi- 
tion to the present measurements at W= 35 GeV (la- 
belled 'this publication'), TASSO data are shown (la- 
belled 'TASSO 1984') for the energy range 
12 .0<<W><41.5  GeV from a previous publication 
[1], where the data were corrected using an indepen- 
dent jet Monte Carlo simulation including a QCD 
parton level calculation to O(~s) [-34]. Also shown 
are the M A R K I I  [-8] and HRS [4] results at 
W= 29 GeV. Unless otherwise stated, the errors on 
the TASSO measurements from this analysis at 
W= 35 GeV are the sum in quadrature of the statisti- 
cal errors and the errors from the background sub- 
traction and data correction; the errors on the pre- 
vious TASSO data and the HRS data are statistical 
only; the Mark II errors are the sum in quadrature 
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at 29 GeV and for the models. The error shown on the 35 GeV 
data point includes the uncertainty arising from using two different 
Monte Carlo calculations to correct the data (Sect. 7) 
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29 GeV and for the models. The error shown on the 35 GeV data 
point includes the uncertainty arising from using two different 
Monte  Carlo calculations to correct the data (Sect. 7) 
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Fig. 19. The mean charged multiplicity as a function of W for the 
TASSO data in the range 12_<W_<41.5 GeV, the HRS data at 
29 GeV and for the models. The errors on the data include systemat- 
ic effects (Sect. 7) 

of the statistical errors and the uncertainty in the cor- 
rection procedure. 

The mean sphericity is shown in Fig. 15, where 
all the models reproduce the trend of the data, though 
all systematically overestimate <S> between 14 and 
25 GeV. Interestingly, this effect was also seen by 
Mark II who tuned to their data at 29 GeV. Above 
22 GeV the Webber cascade gives systematically 
higher sphericities than both the Lurid models. The 
mean sphericity calculated for the data in the present 
analysis, where the correction factors were determined 
using an LLA+O(es) fragmentation model, is in 
agreement with that at W= 34.5 GeV from our pre- 
vious publication, where the data were corrected us- 
ing an O (e,) fragmentation model. 

<T) (Fig. 16) is reasonably described by all the 
models; the Lund cascade is probably the best. Web- 
ber is systematically lower than the data and the O(c~) 
seriously underestimates below 34 GeV. 

2 .tr For ((Pr,n)) (Fig. 17), both Webber and O(~) are 
better than the Lund cascade, which is systematically 
lower than most of the data. The HRS point at 
29 GeV appears to be somewhat lower than the gen- 

2 eral trend of the TASSO data. The ((Pro,<)) data 
(Fig. 17) are well described by all models, though 
again the HRS point (shown with systematic error 

2 included) lies below the TASSO data. ((Prln)) in- 

* The inner < ) denotes averaging over all particles in an event 
and the outer < ) denotes averaging over all events 
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Fig. 20. The mean  xp as a function of W for the TASSO data in 
the range 12_< W<41.5 GeV, the Mark  II and HRS data at 29 GeV 
and for the models. The error shown on the 35 GeV data  point 
includes the uncertainty arising from using two different Monte  
Carlo calculations to correct the data (Sect. 7) 

2 creases more rapidly with energy than ((Prou,)), re- 
flecting the harder gluon emission in the event plane 
than out of it. The <Pr> evolution (Fig. 18) is well 
described by Webber; the Lund cascade is systemati- 
cally low in the higher energy domain. The peculiar 
behaviour of the O(e 2) model is a consequence of 
the value of A ~ = 0 . 6 2  GeV used; the default value 
A ~ = 0 . 5 0  GeV used in conjunction with either the 
tuned values or the default values of a, b gives much 
better agreement with the data below 34 GeV. 

Both the Lund models are in good agreement with 
the data for <n~h>; (Fig. 19). Webber is systematically 
around --~0.5 1 unit above the data, though in excel- 
lent agreement with the TASSO 1986 measurement. 
For (xp> (Fig. 20), all models are in good agreement 
with the data, though the O (c~) is somewhat soft be- 
low 22 GeV 

10 Summary and conclusions 

We have compared the three most successful pertur- 
bative QCD +fragmentation models with the high 
statistics data sample collected by TASSO at 35 GeV. 
Having optimised the important parameters of each 
model by comparison with the data for a few relevant 
observables, we find that all the models give a reason- 
able overall description of the global features of had- 
ronic events at this energy, though the quality of 
description of different observables varies for each 
model. 

The Lund model incorporating a LLA parton cas- 
cade interfaced with the O(e~) ME provides a better 
overall representation of the data than either the 
Webber cascade or Lund O(c~) models. We interpret 
the differences between the models as being due main- 

ly to the different treatments of the parton level pro- 
cesses, with some inevitable lesser contribution from 
hadronisation effects. The O(e~) ME described prop- 
erties in the event plane, mainly determined by hard 
gluon bremsstrahlung, very well, but was deficient in 
the properties transverse to this plane, which are more 
sensitive to soft gluon and hadronisation effects. The 
LLA cascade gave a good description of the trans- 
verse observables, but overestimated those in the 
plane. The LLA cascade + 0 (e~) ME provided a good 
representation of the transverse properties but under- 
estimated some observables in the plane, though here 
the discrepancy between MC and data was much 
smaller than for the LLA cascade. This suggests that 
the amount of hard gluon radiation is somewhat un- 
derestimated, despite matching the O(es) ME onto 
the cascade to try and get this feature correct. It is 
tempting to suggest that the slight lack of gluon emis- 
sion in the event plane could be made up by O(e~) 
corrections to the O(~s) ME, though this cannot of 
course be proved, and hadronisation effects are prob- 
ably just as large as such corrections. 

The evolution of the mean values of the observ- 
ables as a function of c.m. energy over the range 
12.0____V~_<_41.5 GeV is generally well described by 
the models using the parameters optimised at 35 GeV. 
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