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Abstract.  The  lifetime of the z lepton was measured 
using two different techniques. F r o m  the impact  pa- 
rameter  distr ibution of 3132 one prong  decays -c~ 
=(289 + 33 +26)  fs was obta ined and from the decay 
length distr ibution of 648 three prong  decays z~ 

) 34 -+ 11 fs. These results were combined  to 

give a final value of z~=(301 ___ 29) fs. 

I Introduction 

The  z lepton, or tauon,  is a fundamenta l  particle of 
the s tandard  model  and its lifetime % is an impor tan t  
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parameter .  A measurement  of z~ enables for instance 
a test of lepton universali ty via the relat ionship 

z~ ='c u (GffG~) 2 (mu/m~) 5 B (z ~ eve v~), (1) 

where B('c--* ege v~) is the electronic z branching frac- 
t ion and Gu, ~ the Fermi  constant  determined from 
# and z decay respectively. This article describes a 
measurement  of  ze per formed with the JADE-de tec to r  
at the e + e - - s to rage  ring P E T R A .  

Two different techniques were used. In the first, 
applicable only to z decays into three or more  charged 
particles, the distance d between the decay vertex and 
the p roduc t ion  vertex was measured.  This is related 
to the lifetime via 

d = y . f l . c . t *  , 

where t* is the decay time in the tauon  rest system 
and the V factor is essentially determined by the beam 
energy y=Ebeam/m ~. The  average p roduc t ion  vertex 
posi t ion was measured  for each filling, using large 
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Fig. l a ,  b. Definition of the impact parameter 6 and its sign. In 
a the tauon is created at point A and decays at point B. The projec- 
tion onto the r -  ~b plane of the tauon and the decay particle trajec- 
tory are shown. The impact parameter 6 is the distance of closest 
approach in the r -  ~b plane of the observed decay particle trajectory 
to the production point. Because of measurement errors the "decay 
point" B can be reconstructed on the wrong side of the production 
point as sketched in b. In this case 6 is given a negative sign. 

angle e + e -  --* e + e -  scattering. Including radiative ef- 

fects, the expected <d)/z~ is 2860 lam/ps at 
= 35 GeV. 

In the second method the impact parameter 6 is 
measured. This, as shown in Fig. 1, is the distance 
of closest approach of a decay particle trajectory to 
the production vertex. This distance, measured in the 
r -~b plane i.e. perpendicular to the beam direction, 
is given by 16l = t* [sin 0] Isin ~bl p~/m~, where 0 is the 
angle between the tauon and the beam directions and 
q~ the angle between the tauon direction and that of 
the decay product, whose impact parameter is being 
measured. The measurement was restricted to the 
r -q5  plane since there the measurement accuracy of 
the detector is best. The sign of 6 is defined as shown 
in Fig. 1. Negative values of 6 can occur because of 
measurement errors or incomplete knowldege of the 
tauon direction. For  the present analysis the relation 
between ( 6 )  and z~ is 161 gm/ps. The advantage of 
the impact parameter method is that also one prong 
decays, which amount  to about 86% of all z-decays, 
can be used. 

For  both the decay length and impact parameter 
the expected effects of the finite lifetime are similar 
to or smaller than the experimental uncertainties. It 
is therefore essential that the resolution functions of 
the apparatus are well understood or at least well 
parametrized. This is discussed in some detail in Sect. 
II after the description of the apparatus. The measure- 
ment of the position of the interaction point is pre- 
sented in Sect. III, the tauon selection in Sect. IV, the 
analysis in Sect. V, and finally in Sect. VI the results 
are discussed and compared with other recent mea- 
surements of ~.  

H Apparatus 

The JADE detector is described in [ I ] .  Here we re- 
view only the tracking system, which is of special rele- 
vance for this analysis and which was improved for 
this experiment. 

In 1984 the JADE-detector  was equipped with a 
vertex chamber which is essentially an extension of 
the central jet-chamber to smaller radii replacing the 
former beam pipe counters. It is, as the jet-chamber, 
azimuthally divided into 24 cells, each vertex chamber 
cell containing 7 sense wires. The wire planes of the 
vertex chamber are rotated by half a drift space rela- 
tive to those of the central jet chamber. The innermost 
sense wire of 760 mm length is located at a radial 
distance of 99 mm from the beam line. The distance 
between two sense wires is 9 mm. The chamber was 
mounted around an aluminium beam pipe of 180 mm 
diameter, which had a wall thickness of 3 ram. This 
relatively large diameter was chosen because the 
chamber was installed before PETRA had reached 
its maximum energy and it was feared that a narrow 
beam pipe could cause serious background problems. 

The chamber was operated with a gas mixture 
of Argon (89.1%), CO2(9.9%) and CH4( l%)  slightly 
above atmospheric pressure at a constant gas density. 
The read out was accomplished by Flash-ADC's 
which measured the signal amplitude at both ends 
of each wire every 10 nanoseconds with a 6 bit resolu- 
tion. These data were then analysed within the CA- 
MAC-system by several microprocessors which re- 
corded the shape of all signal pulses. Based on this 
pulse shape information the drift-time was determined 
off-line. In the r -q5  plane a spatial resolution for iso- 
lated tracks of about 110 gm was obtained. The dou- 
ble track resolution was 1.5 mm. No effort was made 
to determine the z-coordinate, that is the component 
along the beam direction, using the vertex chamber. 
The vertex chamber was mechanically connected to 
the central drift chamber via the beam pipe support 
system located at about _ 1.5 m from the interaction 
point. 

Most of the data used for the present analysis 
were taken during 1986, when the central jet chamber 
was equipped with a fast Flash - ADC - system. 
For  details see [2]. This new readout system im- 
proved the spatial resolution of the central jet- 
chamber from 170 to 110 gm, and the double pulse 
resolution from 7 to 2 mm. 

The location of the vertex chamber relative to the 
jet-chamber was determined using Bhabha events. 
The relative position in the r -q~  plane was deter- 
mined for every run period with an accuracy of about 
___20 gm. The material between the vertex chamber 
and the central chamber amounted to 0.10 radiation 
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Fig. 2. Il lustration of a z-event showing the tracks of a z-pair in 
the central part  of the JADE detector. The view is in beam direction 
showing from the center outwards, the vertex chamber, the jet 
chamber - an enlarged view of this inner part is shown in b) - 
and the z-chamber followed by a ring of scintillation counters and 
the barrel lead glass counters. The z -  in this event decays into 
an electron, which deposits an energy of 6.3 GeV in the lead glass, 
and the z + into 3 charged particles 

lenghts. In fitting the particle trajectory to the mea- 
sured space points in both chambers we allowed for 
scattering in this material  The scattering angle was 
a free parameter in the fit with an associated error 
given by the expected amount of multiple scattering. 

An illustration of a typical e + e - - ~  z + z-  event 
in the JADE detector is shown in Fig. 2. In this event 
the tauon decayed into an electron while its antiparti- 
cle decayed into three charged particles. The enlarged 
view of the central region shows the vertex chamber 
more clearly. 
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Fig. 3a-e.  The distance of closest approach of collinear much  tracks 
from the reaction e+e ~ / ~ §  is shown in a. The curve shows 

a fit with a normal distribution yielding a = 225 gm. In b the distance 
is divided by its calculated uncertainty (s.d.) for each entry. The 
curve shows a normal distribution of zero mean and unit variance. 
In e the same distribution as in b is shown but for collinear tracks 
of low momentum from the process e + e ---, e + e -  ~ + 7r- 

For each track, the uncertainty of its extrapolation 
to the origin was calculated from the scattering of 
the individual hits around the fitted track and from 
the particle momentum and the material traversed 
by the particle. In order to correctly describe the ob- 
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served distributions it was found to be necessary to 60 
scale the calculated uncertainties by two factors; the 
first of these, a factor of 1.6, scales the constant part 4.0 
of the vertex resolution and the second, a factor of 

2.0 
1.35, scales the momentum dependent part. In Fig. 3 a 
the measured distance of closest approach of the two 0.0 
muon tracks from the reaction e + e -  ~/~ + # -  is plot- • 
ted. Applying the above scaling factors one expects -z0 
the distribution shown by the full line in Fig. 3 a. This 
is a normal distribution with a = 225 gm, yielding a -4o 
single track resolution at the interaction point of 
160 ~tm. In Fig. 3b the distance of closest approach -6 .o  

divided by its calculated uncertainty is plotted. The 
data are well described by a normal distribution with 3.0 
unit variance. In order to demonstrate that the as- 
sumed errors are also reasonable for low momentum 
tracks, we show in Fig. 3c the normalised distance z.5 
of closest approach of collinear pions with (p~) 
=0.5 GeV/c from the reaction e+e---*e+e-rc+rc -. 

~.o Here again the data are well described by the same 
distribution. > 

I I I  Produc t ion  point  

Both methods of measuring % require that the posi- 
tion and extension of the luminous region be known. 
It was assumed that both of these quantities were 
constant over a given fill and that the shape of the 
luminous region was constant for a given energy. The 
mean position of the interaction vertex for each fill, 
the fill vertex, was determined in the r -  ~b plane using 
a sample of highly collinear Bhabha events, typically 
about 40 per fill. The fill vertex was defined to be 
that point at which the sum of the distances of closest 
approach of the Bhabha tracks to the point was mini- 
mal. The positions of the fill vertices are shown in 
Fig. 4. 

Considerable jumps occurred, especially in the x- 
direction, i.e. in the machine plane, whenever the 
beams were realigned. The extension of the luminous 
region transverse to the beam is given in Table 1. 
The numbers observed are in good agreement with 
those expected from the machine physics characteris- 
tics. 

As a check of this procedure we plot in Fig. 5 
the distance of closest approach to the fill vertex of 
tracks from muon pair events. The distance A is di- 
vided by or, where o- is the uncertainty on the track 
extrapolation discussed in the previous section, the 
extension and the statistical uncertainties in the posi- 
tion of the luminous region. The data are well de- 
scribed by a normal distribution with unit variance 
indicating that the various contributions to A and 
its variance a have been accurately determined. 
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Fig. 4. Distribution of fill vertices for the run period 1985 and 1986. 
Only runs with active vertex chamber are considered. The x - y  
coordinates are transverse to the beam direction at the interaction 
region, x is in the machine plane, y normal  to it 

Table 1. Parameter list of the 1985 and 1986 data on z production 

Data  1985 1986 

(1/~) [GeV] 41.5 35 
Int. luminosity [ pb -  1] 21.2 85 
4~ of fills 698 1333 
Extension of luminous region 

a~ Blm] 390 330 
% Btm] 70 30 
of observed z+ z--pai rs  556 2994 
of accepted 3 or more prong decays 110 538 

#e of accepted one prong decays - 3132 

I V  D a t a  

Only data taken while the vertex chamber was active 
are considered in this analysis. The data were accu- 
mulated during 1985 and 1986 and the corresponding 
integrated luminosities are listed in Table 1. The event 
selection, described in detail in [3], aimed at a good 
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horizontal direction are plotted. In a the average uncertainty is 
350 pm, in b 220 p.m 

detection efficiency for all decay modes. Events in 
which both tauons decay into electrons or both into 
muons were excluded. The overall detection efficiency 
for z-pairs, including the final visual scan, is 
(36.6_+ 1.0)%, as determined by Monte Carlo simula- 
tion. The resulting number of tauon pairs is given 
in Table 1. 

For the "c decay vertex determination it was re- 
quired that 3 or 5 tracks be visible in the central drift 
chamber. Each track, with the possible exception of 
one, was required to have associated hits in the vertex 
chamber. Tracks which could have originated from 
photon conversion in the material of the beam pipe 
or the tracking chambers were eleminated before 
these cuts were applied. 

The z decay vertex was determined from these 
tracks, in the r - r  plane, by minimizing a properly 
defined z/-function. The X2-probability distribution 
Px2 is constant with the exception of a peak close 
to 0, which is due to the remaining background from 
photon conversion and K ~ decays. A further cut, Pz2 
> 7 % ,  was made in order to obtain a clean sample 
of z decays. The remaining background of about 4% 
is from tauon production by 2-photon collisions 
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e+e - ~ e + e - z + z - ( ~ 2 % ) ,  for which the tauon mo- 
mentum and opening angle distributions differ from 
the one of the annihilation events, and from hadron 
production e + e-  ~ hadrons ( ~  2%). 

Only one prong decays were used for the measure- 
ment of the impact parameter. The restriction to one 
prong decays was in order to have a statistically inde- 
pendent sample. The analysis was restricted to the 
1986 data as these were taken at a constant energy. 
The different energy settings of the 1985 data were 
not fully simulated in the Monte Carlo calculations. 
A detailed simulation, however, is essential for the 
impact parameter method. The one track had to have 
at least 4 associated hits in the vertex chamber and 
a momentum exceeding 1 GeV/c. The background in 
this one prong sample is again estimated to be about 
4%. The largest contributions are from the reactions 
e + e - ~ e + e - z + z - ( , , ~ l . 7 % )  and e + e - ~ e + e  - or 
# + # -  (~  1.3%). 

V Analysis 

Ea Vertex method 

The decay vertex (x., Yv) in the r - r  plane is deter- 
mined by minimizing the function 

o'~' 

where A i is the distance of closest approach of track 
i to the vertex in the r - 4 )  plane, and o-i the corre- 
sponding uncertainty. The r-q5 plane, which is per- 
pendicular to the beam direction, is chosen as it is 
the plane in which particle's trajectory is most precise- 
ly measured. The decay length d is determined from 
the vector 1 between the production and decay vertex 
and the tauon flight direction. The vector 1 is con- 
strained to be parallel to the projection of the flight 
direction onto the r - r  plane. The flight direction 
was approximated by the momentum sum of the 
charged decay products, to an accuracy of about 2 ~ , 
which is sufficient for the determination of d. 

The distributions of the measured decay lengths 
and their uncertainties are shown in Fig. 6. The error 
is dominated by the uncertainty in the decay vertex 
measurement while the uncertainty in the fill vertex 
position makes only a small contribution. Also shown 
in Fig. 6 are the distributions obtained from a Monte 
Carlo simulation assuming z~ = 280 fs, which describe 
the data quite well. 

The lifetime was determined by a maximum likeli- 
hood fit to the d distribution for events within 
]d] < 10 mm and o-e< 7.5 mm. In the fit allowance was 
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Fig. 6a, b. The distribution of measured decay lengths a and of 
their calculated uncertainties (s.d.) b. The curves show the results 
of a Monte Carlo simulation assuming ~, = 280 fs. The cuts applied 
are indicated 

made for all known background sources which, with 
the exception of e+e - - ~ e + e - ' c + ~  - and the very 
small contribution from e § e- ~ c g ,  were assumed to 
be created at the interaction point. 

The straightforward fitting procedure, however, 
would yield a result which is slightly biased for the 
following reason. The probability distribution used 
for the likelihood function is essentially an exponen- 
tial folded with a gaussian distribution. The width 
of the latter is primarily determined by the uncertain- 
ties in the decay vertex position. This uncertainty in- 
creases with decreasing opening angle of the decay 
products. The scattering in the beam pipe, however, 
affects the measured opening angle distribution. If it 
increases the opening angle, then the observed decay 
length is longer than the true one and the uncertainty 
attributed to the vertex is smaller. The reverse hap- 
pens if the opening angle is decreased by the scattering 
in the beam pipe. This effect causes long decay lengths 
to have too large a weight. In the fitting procedure 
a linear correction was applied to compensate for this 
effect. If we denote by do the " t rue"  decay length 
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Fig. 7. Generated versus reconstructed values of z, from a Monte 
Carlo simulation: After application of the correction described in 
the text the results are consistent with the identity indicated by 
the diagonal 
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Fig. 8. Decay length distribution weighted by the inverse square 
of its error (s.d.). The full line represents the best fit curve 

and by d its measured value, then 

a a (d) = a a (do) + ~ (d - do) + . . . .  

The " t rue"  uncertainty an(do), which is needed for 
an unbiased fit, was approximated by replacing do 

~(~) 
by the expected average d and the gradient ~ -  was 

determined from Monte Carlo studies. With this cor- 
rection the fit yields unbiased results, as is demon- 
strated with Monte Carlo data in Fig. 7, where the 
lifetime used in the event generation is plotted versus 
the one obtained from the fit. Without this correction 
the line would be shifted upwards by about 50 fs. 

Figure 8 shows the distribution of the measured 
decay lengths weighted by the inverse square of their 
uncertainties. The result of the maximum likelihood 
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fit is also shown. The resulting lifetime is -c~ 

( + 3 5 )  fs' where ~ statistical err~ are given" = 309 34 

The systematic uncertainty is dominated by the un- 
certainties in the detector resolution and is estimated 
to be about +_ 11 fs. The result obtained by the vertex 
method is thus 

+35 
% = ( 3 0 9 _ 3 4 -  11)fs. 

F.b Impact parameter method 

The impact parameter method is considerably more 
complicated than the decay vertex technique for sev- 
eral interrelated reasons. The observable effects of the 
tauon lifetime are small and the relation between the 
impact parameter and the decay time is more involved 
than the one to one correspondence, ignoring radia- 
tive effects, between decay length and decay time. Fur- 
thermore, a good knowledge of the tauon flight direc- 
tion, of the position and shape of the luminous region 
and of the detector resolution are more critical. These 
drawbacks are partially compensated by the larger 
number of one prong decays. 

For the one prong decays, used in this analysis, 
the tauon flight direction could obviously not be de- 
duced from the momentum of the single charged de- 
cay product. The tauon direction was therefore ap- 
proximated by an axis defined in a similar way to 
the thrust axis. The axis was chosen such that ~lp!l[ 

be maximal, where p!l was the momentum component 
along the axis. The sum extends over all observed 
charged and neutral decay products of both tauons, 
with the exception of the particle whose impact pa- 
rameter was to be measured, which was omitted to 
avoid correlations. It is important that the distribu- 
tion of this axis be correctly described by the Monte 
Carlo simulation. Fig. 9 shows a comparison between 
data and simulation of the particle momenta and of 
the angle between the axis described above and the 
particle momentum in the r-~b plane. The measured 
impact parameter distribution is shown in Fig. 10 to- 
gether with Monte Carlo predictions for %--0, 280 
and 560 fs. It is evident that a value of %=280 fs 
describes the data best. It is also evident, however, 
that the tails of the distribution are not properly de- 
scribed by the simulation. The events in this region 
were visually inspected and were mostly found to con- 
tain a track from a nuclear interaction within the 
beam pipe or the detector material or a track, which 
was poorly measured because it traversed the central 
jet chamber very close to a wire plane. These events 
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6 is shown in a. The full line is the result of the Monte Carlo 
simulation. The momentum distribution of the decay particles is 
shown in b 

amounted to about 1.5% of the event sample. Within 
errors they are symmetrically distributed around (6) 
with a s.d. of ~ 1.7 mm and are taken into account 
in the fitting procedure by a background term with 
a gaussian distribution. This term is in addition to 
the previously mentioned backgrounds which were 
estimated by Monte Carlo techniques. 

The weighted impact parameter distribution to- 
gether with the best fit curve is shown in Fig. 11. The 
mean central value of the distribution is (51 _+6)gm 
and its variance o-~ -- 350 pm. From a maximum likeli- 
hood fit we obtain z~ = (289 ___ 33) fs. 

The systematic uncertainties of the impact param- 
eter technique are considerably larger than those of 
the decay length determination. We estimate a sys- 
tematic error of 26 fs. The main contributions are the 
uncertainties in the detector resolution (~ 20 fs), the 
location of the interaction region (~ 11 fs), and in the 
background at large 131 (~ 8 fs). We estimate a system- 
atic uncertainty in the fill vertex of 40 gm in both 
directions. The statistical uncertainties of the fill ver- 
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prediction for 3 different values of % 
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Fig. 11. The distribution of the impact parameter weighted by the 
inverse square of its uncertainty (s.d.). The full line shows the best 
fit to the data 

tex which are indicated in Fig. 4 are taken into ac- 
count in the fitting procedure and are contained in 
the statistical error of %. 

The final result obtained using the impact parame- 
ter technique is 

% = ( 2 8 9 + 3 3 + 2 6 )  fs. 

VI Summary and conclusion 

The two measurements of "c~ are in good agreement. 
We therefore combine the two results, weighting them 
by the inverse of the quadratic sum of the statistical 
and systematic uncertainties. The statistical uncer- 
tainties of the two measurements are uncorrelated 
since the -c decay samples are independent. The partial 
correlation of the systematic uncertainties is taken 
into account. The resulting average which we quote 

Table 2. Compilation of recent accurate measurements of the tauon 
decay time % 

z, [fs] Reference 

295 _+ 18 ARGUS 87 1-4] 
325 _+ 23 CLEO 87 [5] 
302_+17 HRS 87 1-6] 
309__+ 19 MAC 87 [7] 
288+23 M A R K I I  87 [8] 
306_+24 TASSO 88 [9] 
301 _+ 29 this experiment 

Table 3. Leptonic decay branching fractions of the tauon 

B(z~e~ev,) 0.170_+0.011 JADE [-113] 
B(z~eg~v~) 0.173_+0.005 world average [11] 

B(z~#~,v~) 1.010___0.040 world average [11] 
B(z'--> eFe V.~) 

B (~ ~ # ~  v,) 0.973 theory 
B(z ~ege v~) 

as our final result is 

z,=(301 +29) fs, 

where the error includes statistical and systematic un- 
certainties. 

A compilation of recent precise measurements of 
% is given in Table 2, where the statistical and system- 
atic errors of each experiment have been added in 
quadrature. The agreement between the various ex- 
periments is good. The weighted average of all mea- 
surements is (303 + 8) fs. 

For  a check of lepton universality according to 
(1) the electronic decay fractions of the tauon have 
to be known. A recent measurement of B(z ~ e f e  v~) 
by JADE as well as the world average value are listed 
in Table 3. Taking the JADE results only we obtain 
G,/G,=0.95+0.06, a ratio in good agreement with 
universality G~ = G u. Using the world average values 
of % and B('c~e~ev,) one obtains GJG~=0.954 
+0.020. The deviation from z - #  universality, how- 
ever, diminishes if electron-muon universality is as- 
sumed and the measurements of B(z ~ #vu vO are in- 
cluded for the determination of B(z ~ ege v0. This is 
obvious from the numbers given in Table 3. 

Clearly a considerable reduction of the individual 
measurement errors of both z~ and B(r~egeV,) is 
needed before a violation of z - #  universality can 
be claimed from such a deviation; and the present 
situation is best summarized by stating G~ = Gu within 
8% at 95% C.L. It may nevertheless be worthwile 
to remind the reader that measurements [12] of the 
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axial vector coupling constants via the angular sym- 
metries in the reactions e + e - ~ r + r - , / ~ + #  - also 
yield, with a significance of about 2 s.d., somewhat 
lower values for the tauon than for the muon. 
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