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Abstract. The production of strange baryons in e + e -  
annihilation has been studied at centre of mass ener- 
gies of 34.8 GeV and 42.1 GeV, using the TASSO de- 
tector at DESY. Inclusive cross-sections have been 
obtained for A ~ and ~ -  production and an upper 
limit has been placed upon the production rate of 
X *e (1385). We measure the A ~ multiplicity per event 

to be 0.218+0"011+0.021 and 0256+0"030+0.025 
--0.011 - " - - 0 . 0 2 9 -  

] / / s :  34.8 and 42.1 GeV respectively. The 2 -  multi- at 

plicity per event is found to be 0014+0"003+0.004 
�9 - 0.003 - 

[ / s=34 .8  GeV. An investigation has been made at 
of the extent to which A ~ are produced in pairs. The 
A ~ cross-section has been studied as a function of 
event sphericity. 

Introduction 

Baryon production has been observed in high energy 
e + e -  annihilation for some years�9 By making mea- 
surements of the production cross-sections of these 
particles, as a function of their spin and strangeness, 
one can hope to throw some light upon the mecha- 
nisms through which they are created. 

In this paper  we present a study of strange baryon 
production, made using the TASSO detector at the 
P E T R A  storage ring at DESY. The analysis used a 
total of 21891, 8620 and 31176 hadronic events, at 

mean centre of mass energies, ~s,  of 34.5, 42.1 and 
35.0 GeV respectively. The 34.5 GeV data sample was 
taken with the early TASSO detector configuration 
[1], whereas the other two data samples were taken 
after the installation of a vertex detector [2]. These 
hadronic events were selected using the standard 
TASSO event cuts, described in [3]. Contaminat ion 
from non-hadronic background was estimated to be 
2.9% in the 34.5 and 42.1 GeV data samples [3], and 
1.6% in the 35.0 GeV one [4]. Throughout  this paper  
(with the exception of the section on A ~  correla- 
tions), any reference to a particle includes the corre- 
sponding antiparticle. 

An investigation of A ~ production 

A ~ were found by searching for the decay: A~ pn_.  
All oppositely charged pairs of tracks in each event 
were considered to be A ~ candidates. For  each, the 
higher momen tum particle was assumed to be the 
proton. A series of cuts was then applied in order 
to reduce the background�9 The most important  of 
these were that: (1) The distances of closest approach 
of the two tracks to the e + e -  beam should each ex- 

ceed some cut-off. (2) After projection into the plane 
perpendicular to the beam axis, the angle between 
the A ~ momen tum vector and the line joining the 
interaction point to the A ~ vertex should be less than 
some cut-off. (3) The A ~ vertex should not lie within 
a specified distance of the interaction point. (4) The 
two track vertex should be of reasonable quality. (5) 
The n + n -  invariant mass of the two tracks should 
not lie too close to the mass of a K ~ (6) The A ~ 
momentum should exceed some specified cut-off. (7) 
The p n -  invariant mass ot the two tracks should 
lie within a signal bin of specified width, centred upon 
the A ~ mass. 

A more detailed description of these cuts may be 
found in the Appendix. 

When deciding exactly where the cuts should be 
placed, a novel approach was used. To begin with, 
all A ~ candidates in a set of Monte  Carlo events [5] 
were found, and for each, all the properties to which 
cuts would be applied were calculated. This informa- 
tion was then stored on disk for easy access. A set 
of cuts was then found which, when applied to this 
set of A ~ candidates, maximized the signal to noise 
ratio (i.e. the ratio of the number  of real A ~ to the 
number  of fake A ~ passing the cuts), whilst satisfying 
the constraint that the efficiency for A ~ detection 
should exceed some specified value. This set of cuts 
was found using the program M I N U I T  [6], which 
is capable of finding the maximum of a function of 
many  variable parameters,  subject to any number  of 
constraint equations. In principle, this procedure 
should have provided the best possible set of A ~ selec- 
tion cuts for given A ~ detection efficiency, (although 
for several reasons this was not quite achieved in 
practice). A further advantage of this technique is that 
only Monte Carlo events are used to choose the cuts, 
and thus one avoids the normal temptat ion of study- 
ing the data in order to find a set of cuts which pro- 
duces a peak there. It has been shown [7] that when 
searching for a small signal, the latter procedure is 
very likely to yield systematically high estimates of 
particle cross-sections and can even produce com- 
pletely spurious signals of several standard deviations 
significance. A far more detailed description of the 
cut optimization technique may be found in [7]. 

In order to improve the momen tum resolution for 
real A ~ a 3-D vertex fit [8] was performed upon each 
A ~ candidate during the course of the A ~ selection 
procedure. 

Passing the real data through the M I N U I T  tuned 
cuts, with the exception of the pro- invariant mass 
cut, produced the pn  invariant mass spectra shown 
in Fig. l a - c .  It is estimated that there are 375, 170 
and 932 real A ~ over backgrounds of 255, 125 and 
986, in the signal bins of these plots, for the 34.5, 
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Fig, la---e, p ~ -  invariant mass  spectra for 34,5, 42.1 and 35.0 GeV 
data samples respectively 

42.1 and 35.0 GeV data samples respectively. Equal 
numbers of A ~ and ~o  were found to within statistical 
errors. These numbers were obtained by making a 
max imum likelihood fit to each plot, assuming a 
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Fig. 2. A ~ detection efficiency versus A ~ m o m e n t u m  for the 35.0 GeV 
data sample 

Gaussian signal and a smooth background.  (In all 
such fits refered to in this paper, the fit was made 
over the mass range covered by the curve in the figure, 
with the exception of the few MeV/c 2 immediately 
above the threshold). The fits were repeated several 
times, with various background parametrisations,  in 
order to assess the size of any systematic errors in- 
curred in this step of the analysis. Such errors were 
found to be present at a level of ~ _+4%. 

The efficiency for A ~ detection was estimated us- 
ing a new set of Monte  Carlo events (generated with 
a different set of r andom numbers from those used 
for the cut optimization). It was found to be 8.6%, 
7.9% and 13.6% for the 34.5, 42.1 and 35.0 GeV data 
samples respectively. Note  that the 42.1 and 35.0 GeV 
data samples benefitted from the presence of the ver- 
tex detector, al though in the case of the 42.1 GeV 
data sample, the resultant improvement  in the A ~ de- 
tection efficiency was offset by the effects of the wor- 
sening environment inside the detector associated 
with running at the higher energy. To illustrate the 
behaviour of the A ~ detection efficiency as a function 
of the A ~ momentum,  we show this efficiency for the 
35.0 GeV data sample in Fig. 2. The efficiency reached 
its max imum value for A ~ momenta  of ~ 2.0 GeV/c, 
fell away slowly towards higher momenta  and was 
extremely small for momen ta  below ~0.5 GeV/c. 

The size of any systematic errors on these efficien- 
cies, due to uncertainties in the resolution, efficiency 
and noise levels in the central detector, was assessed 
by varying these quantities in the Monte  Carlo and 
noting the effect. The contribution from these three 
sources was found to be ~_+5%,  ~ + 6 %  and 

_+ 2% respectively. In addition, because the A ~ de- 
tection efficiency was quite strongly momen tum de- 
pendent, we were reliant upon the Monte  Carlo cor- 
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rectly predicting the shape of the A ~ differential cross- 
section with respect to momentum. The size of any 
systematic error incurred through this reliance was 
estimated by comparing the predictions of Monte 
Carlos employing the Lund [9, 10], Webber [-11, 12], 
and various independent jet fragmentation models 
[,13-16]. It was found to be ~ -+4%. Included in this 
error is a contribution of ~-4-1% arising from the 
need to estimate the unmeasured contribution to the 
cross-section from low momenta A ~ (p<0.5 GeV/c). 
From the Lund Monte Carlo, we estimate that this 
low momentum region contains about 4% of all A ~ 
produced. As a final check on systematic errors, the 
entire analysis was repeated using a few other sets 
of A ~ selection cuts, each set having a different A ~ 
selection efficiency. + 0 011 

It was concluded that 0.218_0"011_+0.021. and 

0 256 + 0.030 AO �9 - - 0 . 0 2 9 - + 0 " 0 2 5  are produced per event at 

centre of mass energies of 34.8 GeV and 42.1 GeV 
respectively (having corrected for radiative effects and 
combined the results obtained from the 34.5 GeV and 
35.0 GeV data samples using a simple weighted aver- 
age). These figures are in excellent agreement with 
the results obtained from Mark II, TPC and HRS, 

at l / s  = 29 GeV. These three experiments obtained fig- 
ures of 0.213-+0.012_+0.018 [17], 0.197_+0.012_+ 
0.017 [18] and 0.217 -+ 0.009 -+ 0.022 [19] respectively. 
JADE has made a measurement of the A ~ cross-sec- 

tion at ~ s = 3 3  GeV and they obtained a value of 
0.234+0.064 A ~ per event [20]. The result obtained 
in the current analysis supersedes the previous TAS- 
SO result of 0.31 __.0.03-+0.06 [21] which was based 
upon a smaller data sample and a different set of 
A ~ selection cuts. We have analysed the 35.0 GeV 
data sample using the old set of cuts and found results 
which were in excellent agreement with those given 
here. It was concluded that the difference between 
the old and the new TASSO A ~ production rates is 
understood in terms of increased statistics, more real- 
istic fragmentation models and a better understand- 
ing of the detector. The Lund* and Webber** Monte 

* All  compar i sons  m a d e  in this  paper  between Lund  and the data ,  
have  been m a d e  using J E T S E T  Vers ion 6.2, with mos t  of its pa rame-  
ters be ing  left at  their  default  values as given in [22]. In order  

to fit the g loba l  proper t ies  of the da ta  at  ~ = 34.8 GeV, the follow- 
ing pa ramete r s  were changed  (no ta t ion  as in [22]): PARE(2 )  
= A y i s = 0 . 5 2  GeV, P A R ( 1 2 ) = 0 . 4 2  GeV/c  (the Gauss i an  P, of the 
p r ima ry  hadrons),  P A R ( 3 1 ) = 0 . 9 6  and P A R ( 3 2 ) = 0 . 7 0  GeV =2 (the 
a and  b pa ramete r s  in the symmet r ic  L u n d  f ragmenta t ion  function). 

A t  ~ = 4 2 . 1  GeV, the o p t i m u m  p a r a m e t e r  values were found to 
be P A R E ( 2 ) = 0 . 9 9 G e V ,  P A R ( 1 2 ) = 0 . 4 0 G e V / c ,  P A R ( 3 1 ) = I . 1 2  
and  P A R ( 3 2 ) =  0.70. G o o d  agreement  wi th  measured  had ron  cross- 
sect ions was  ob ta ined  at  bo th  energies after chang ing  the pa rame te r  
PAR(3)  = [P(us ) /P (ud) ] / [P ( s ) /P (d ) ]  to 0.48. The b ranch ing  ra t io  
of A + ~ A ~  X was set equa l  to 23% in accordance  wi th  the mea-  
surement  of [23] 

Table  l a - f .  The differential  cross-sect ions of the A ~ at  
= 34.8 GeV 

do" 
P 

GeV/c  nb/(GeV/c) 
0.46-1.14 1 ~0+o.23 ~.~o_0.22 X i0  -2 

1.14-1.51 1,58+-~ ~ X 10 -2 

1.51-1.88 1.47+-~ x lO -2 
1.88-2.29 1.05+_o~ s x 10 -2 

2.29-2.70 AA+0.18 
. . . .  o.17 X 10  - 2  

0 0~+o.16 . . . .  O.IS x i0  -2 2.70-3.12 

3.12-3.77 0 a~+o.12 . . . .  0.11 X 10  - 2  

3.77-4.66 0 a140.12 . . . .  O.ll  X 10 - 2  

4.66-5.85 

5.85-17.2 

0 n~+o.os  �9 ~ - o . 0 8  X 10  - 2  

0 13~:+0.02 . . u  0.02 x 10  . 2  

P• 

GeV/c  

do- 

~b/(GeV/c) 
7 r.A+ 1-62 0.00-0.068 . . . . .  1.67 • 10--2 

0.068-0.145 6.30+-~:348 x 10 -2 

0.145-0.236 6.34+Ii~g X 10 -2 

0.236-0.331 8.32+Ih 23 X 10 .2 

0.331-0.428 6.56+~i ~ x 10 -2 

0.428-0.537 a 714o.75 . . . . .  0.73 x 10  - 2  

0.537-0.691 A7+0.50 
. . . .  0.48 X 10 - 2  

o1+o.35 -~'-o.34 • 10-2 0.691-0.907 

0.907-1.32 1 aA+0.1s . . . .  o.1~ x 10 . 2  

1.32-5.40 0 1~+0.02 �9 ~ - o . o 2  x 10  - 2  

do- 

nb 
0 . 0 0 - 0 . 5 7 0  "1 1K40"32 . . . . .  0.31 x 10 -2 

9 1~40.32  0.570-0.817 . . . . .  o.31 x 10 -2 

0.817-1.02 9 "1"14o.33 . . . . .  0.32 X 10 - 2  

1.02-1.21 2 ~A40.37 . . . .  0.36 x 10 .2 

1.21-1.39 2 ~+o.3s . . . .  0.38 x 10 - 2  

1.39-1.56 ~ 1"1+~ . . . . .  0.43 X 10 - 2  

1.56-1.75 "1 13140.49 . . . . .  0.47 X i0  -2 

1.75-1.97 1.97+~ x 10 -2 

1.97-2.23 1 ~a+o.37 . . . . .  o.35 x 10 .2 

2.23-3.29 0.60+o~ x 10 -2 

d o  
Pll ?r~ 7 

GeV/c  nbl(GeVlc) 
0.00-0.81 2 1~+0.23 .•  X 10  - 2  

1 l t~40.17 . . . .  0.16 X 10  - 2  0.81-1.22 

1.22-1.63 1 ~+o.17 . . . .  o.17 X 10 -2 

1.63-2.06 

2.06-2.49 

2.49-2.98 

2.98-3.66 

3.66-4.56 

4.56-5.82 

5.82-17.2 

1 1"1+0,16 . . . .  o.1,~ X 10 -2 
1A+0.16 

. . . .  0.16 X 10 - 2  

11,)40.14 
. . . .  0.14 • 10--2 

0 3140 .12  . . . .  O.ll X 10 -2 
KA+0.13 

�9 ~ - 0 . 1 1  X 10  . 2  

0 Ag+0.08 . . . .  0.08 • 10--2 

0 t3~40.02 "~ - -0 .02  X 10 - 2  

P• 

GeV/c  

do" 
~ o u t  

nb/(GeV/c) 
0.00-0.032 1 ~,+o.26 .o,~_0.25 X 10 -1 

0.032-0.067 1 .~n40.21 .o,t_o.20 X 10 - 1  

1 Ao40.23 .,~O_o.22 x 10 -1 0.067-0.107 

0.107-0.151 1 ~9+0.22 . . . .  0.20 x 10 -1 
0.151-0.197 1 ln+o.17 . . . . .  o.16 x 10 -1 

0.197-0.251 n O940"16 X 10  - 1  v . ~ - - 0 . 1 5  

0.251-0.319 0"140.15 . . . .  o.14 x 10 -1 
0 an+O.11 x 10 -1 

-uu--O.lO 0.319-0.404 

0.404-0.545 0 ~7+o.o7 . . . .  0.07 x 10 -1 

0.545-1.770 0 (1~40.01 . . . .  o.o1 x 10 -1 

s do" 

nb(GeV/c) 2 
0.069-0.092 11.06+_I:~ 8 X 10 +2 

0.092-0.109 5.64+_~ 7~ x 10 +2 

0.109-0.126 4.58+-o~ x 10 +2 

0.126-0.148 2.81+~ as X 10 +2 

0.148-0.169 3.65+~ ~ X 10 +2 

0.169-0.192 2.32+_~ X 10 +2 

0.192-0.229 1.40+_~ 4 X 10 +2 

0.229-0.278 1.42+_0~ x 10 +2 

0.278-0.343 0.94+~ 9 x 10 +2 

0.343-1.000 1A+0.03 
. . . .  0.03 X 10 +2 

Carlos produce 0.220 and 0.262 A ~ per event respec- 

tively, a t / s  = 34.8 GeV. In passing, it should be noted 
that both of these fragmentation models can repro- 
duce the measured proton cross-section. The TASSO 
and TPC collaborations have measured the proton 
multiplicity per event to be 0.67_+0.06 [24] and 

0.53_+0.07 [25] at l / s =  34 and 29 GeV respectively. 
By comparison, the Lund and Webber Monte Carlos 

** All  compar i sons  m a d e  in this  paper  between the Webbe r  model  
[11, 12] and  the da ta  have  been made  using vers ion 4.2 wi th  B. 
Webber ' s  r ecommended  pa ramete r  values:  ALL~0.35 GeV, maxi -  
m u m  cluster  m a s s -  3.75 GeV/c  2, g luon  vir tual  mass  cutoff- 
=0 .75  GeV/c  2, and  u, d, s, c and  b qua rk  masses  of 0.004, 0.008, 
0.15, 1.80 and  5.2 GeV/c  2 respect ively 



Table2a-f. The differential cross-sections of the A ~ at 
= 42.1 GeV 

P 

GeV/c 

0.61-1.29 

1.29-1.88 

1.88-2.68 

2.68-4.14 

4.14-17�9 

dcf 

,~b/(GeV/r 
,1a+0.38 . . . .  o.3~ x i0 -2 

1 K'1+0"32 . . . .  0.29 x 10 .2 
0 ~0+o .20  . . . .  0.19  X 10 . 2  

0 N9+0.12 . . . .  0 . H  X 10 -2 
1fl+0.03 .~u_0 .0 3  X 1 0  - 2  

P• 
GeV/c 

d a  
~PA-in 

,~/(G~V/~) 
0.00-0.152 8 .~,;,+2.32 . . . .  2.16 x 10 -2 

0.152-0.337 4.63+_I:s82 x 10 -2 

0.337-0.583 2.73+~ X 10 -2 

0.583-0.976 2.47+~ a X 10 .2 
0.976-4.86 0.32+0:06 X 10 -2 

do" 
n 7~ 

nb 

0.00-0.686 2 s 9 + _ ~ 2 1 5  -~ 

0.686-1.04 2.13+_~ 49 X 10 -2 

1.04-1.38 1.94+o~ 3 X 10 -2 

1.38-1.79 2.04+~ • 10 -~ 
1.79-3.43 0.65+~ • 10 -~ 

Pll 
GeV/c 

0.00-0.995 

0.995-1.66 

1.66-2.48 

2.48-3.97 

3.97-17.5 

do" 

nbl(GeV/r 
1 69 +0.39 �9 - 0 . 3 6  X 10 . 2  

,11+0.30 �9 ~-o.28 X 10 .2 
0 ~7 +0 .2 0  . . . .  0.18 X 10  - 2  

RA+0.13 
�9 ~ - o . 1 2  X 10  . 2  

0 08 +0.03 �9 -0.03 x 10 .2 

Plout 
GeV/c 

do" 
~'p• 

nb/(GeV/c) 

0 . 0 0 - 0 . 0 8 0  1.28+013335 X 10  - 1  

0.032-0.165 1 aa+o.32 . . . . .  o.3o x 10 -1 

0.067-0.273 1.11+~ s x 10 -1 

0.107-0.451 n 9~+o.12 x 10 -1 
. . . .  --0.11 

0.151-1.910 n ~n+ o.02 . . . . .  0.02 X 10 -1 

s do" 

nb(GeV/c) 2 

0.060-0.081 12.1+3:2 x 10 +2 

0.081-0.106 8.3+]1~ x 10 +2 

0.106-0.138 3 8 +0.9 �9 - 0 . 9  x 10 +2 

0.138-0.204 2 6 +0.0 - - o , 0  x 10 +2 

O A +0 '1  10 +2 0.204-0.811 . . . .  o.~ • 

p r o d u c e  0.68 a n d  0.54 p r o t o n s  pe r  e v e n t  a t  V s  
= 34.8 G e V .  

Di f fe ren t i a l  c ros s - sec t ions  wi th  respec t  to  m o m e n -  

t u m  (p), r a p i d i t y  (t/) ( ca lcu la ted  w i t h  r e spec t  to  t he  

spher ic i ty  axis) a n d  m o m e n t u m  c o m p o n e n t s  pa r a l l e l  

to  the  spher ic i ty  axis (PlI) a n d  p e r p e n d i c u l a r  to  this  

axis in (PZin) a n d  o u t  (P• of  the  e v e n t  p l a n e  were  

s f )  was  a lso  ob ta ined �9  T h e  sca led  c ross  sec t ion  (~ 
dxE p ,  

ca l cu l a t ed  (where  fl is the  A ~ ve loc i ty  a n d  xE is t he  
A ~ energy ,  exp re s sed  as a f r ac t i on  of  the  b e a m  energy) .  

These  a re  g iven  in T a b l e s  1 a - f  a n d  2 a - f ,  w h e r e  an  

ove ra l l  sy s t ema t i c  e r r o r  o f  ~ +_ 9 %  due  to  the  sys tem-  
a t ic  effects d e s c r i b e d  a b o v e  is n o t  i nc luded .  W e  h a v e  

a lso  n o t  i n c l u d e d  the  s y s t e m a t i c  e r r o r  of  _+ 5 %  w h i c h  

was  p r e sen t  due  to  o u r  u n c e r t a i n t y  in R. I n  ca l cu la t -  
ing  the  d i f ferent ia l  c ross - sec t ions ,  we  u s e d  

R = 4 . 0 1  +0 .03_+0.20 ,  in a c c o r d a n c e  w i t h  o u t  ea r l i e r  

m e a s u r e m e n t  [3] .  (He re  R d e n o t e s  the  r a t i o  o f  the  

to t a l  h a d r o n i c  c ro s s - s ec t i on  to  the  l o w e s t  o r d e r  Q E D  
# + # -  cross-sec t ion) .  F i g u r e s 3 ~ c  a n d  4 a - c  s h o w  

da da da 
dp '  dpzi  n a n d  dpPzo,t for  the  34.8 a n d  42.1 G e V  A ~ 

samples  respec t ive ly ,  a l o n g  w i t h  the  p r e d i c t i o n s  o f  the  
L u n d  M o n t e  Ca r lo .  I t  c a n  be  seen t h a t  L u n d  r e p r o -  

duces  the  m e a s u r e d  d i f ferent ia l  c ro s s - s ec t i ons  v e r y  

well. ( N o t e  tha t  the  d i f ferent ia l  c ro s s - s ec t i ons  ob -  
t a i n e d  f r o m  the  d a t a  h a v e  b e e n  a v e r a g e d  o v e r  t he  

213 
da 

: ~b/(C~Vl~) 

i  .A0 \ 

[:03 

o.o 2.0 4.0 6.0 80  1oo 12.o 14,0 16.0 

Momentum (GeV/r 

dcr 
dp• " 
- - .  ,b/(GeV/r 

b 10 J 

,0~ ~ ' \  
~, .  "\ \A ~ 

o 

10-4 . . . . . . . . . . . .  i . . . .  t . . . .  i . . . . . . . . . . . . . . .  

0.0 0.5 1 0  1.5 2.0 2.5 3.0 3.5 4.0 4.5 5 0  5,5 

pl.i. (GeV/c) 

d~ 
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da 
Fig. 3a. dp for A ~ and ~ production at Vs=34.8 GeV. b d_~a 

dp• 
da 

for A ~ and Z production at [/s=34.8 GeV. e for A ~ and 
dp• 

Z- production at 1/s = 34.8 GeV. The curves show the Lund predic- 
tions 
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dG AO ~ = 4 2 . 1  GeV. b ~ for Fig. 4a. dpp for production at d e  AO 

dcr AO production at ] /s=42.1 GeV. e ~ for production at ~/s 

=42.1 GeV. The curves show the Lund predictions 

given momentum ranges, whereas the curves repre- 
senting the Lund predictions have not.) 

A study was then made of the extent to which 
A ~ are produced in pairs. Combining the 34.5 GeV 
and 35.0 GeV data samples, we found in total 27.8 
real A ~  pairs over a background of 17.6, and 2.8 
real A ~ 1 7 6  pairs over a background of 16.9. 

. +0.013 o N  
We estimate that 0.052 0012 +0"010 A A pairs are 

produced per event at I / s =  34.8 GeV. This number 
compares well with the results of TPC and HRS, 
which obtained figures of 0.042_+0.017_+0.014 [18] 

and 0.054_+0.014-+0.012 [-19] respectively, at ]/s 
=29  GeV. For  comparison, Lund predicts a number 
of 0.045. The result obtained from the data implies 

11 7 o A o that 47.7_ + 10"8 -+ 4.7 Yo of all are produced in such 

pairs, which is over four times the proportion one 
would expect in the absence of any correlations 
(11.0-+0.6-+1.l%). 

Dividing each event into two hemispheres, sepa- 
rated by the plane perpendicular to the sphericity 

axis, it was found that there was a 71 + 11~ - 11 Vo chance 

of both particles in a A~ ~ pair going into the same 
hemisphere. The data thus provides some evidence 
for local conservation of baryon number and/or  
strangeness during fragmentation. The Lund predic- 
tion for this number is 69%. 

In addition, it was estimated that 

0.0052+0"0087+0.0010 A ~ 1 7 6  pairs are pro- 
- 0.0052 - 

+7.8 AO duced per event (i.e. 4.8 _ 4.8 -+ 0.5 % of all are pro- 

duced in such pairs). This is consistent with what 
would be expected in the absence of any correlations. 
The Lund prediction for this number is 0.0082. 

Finally, A ~ production was investigated as a func- 
tion of event sphericity (S). The results of this analysis 
are presented in Table 3a and b and plotted along 
with the Lund predictions in Fig. 5 a-d. It is apparent 
that the number of A ~ produced per event (nao), does 
increase quite fast with increasing event sphericity and 
there is some indication that it does so faster than 
the total charged multiplicity does. Lund underesti- 
mates the size of the increase. As high sphericity 
events arise mainly as a result of hard gluon brems- 
strahlung, this result suggests that A ~ are produced 
more prolifically in gluon jets than in quark jets. 
However, b g events also have fairly high sphericities, 
so one can not draw any firm conclusions. A similar 
effect has been observed in A ~ production by Mark II 
[17] and in proton production by TPC [26]. CLEO 
[27] and A RG U S  [28] have established that baryons 
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Table 3a, b. A ~ product ion  as a funct ion of  event  sphericity at ~s  
=34.8 GeV (a) and ]~=42.1  GeV (b) 

Event nA o 
Sphericity 

0.000-0.022 n 17a+o.o22 
~ ' ~ ' ~ - - 0 . 0 2 1  

0.022-0.037 n Ho+o.o24 
~ ' ~ - - 0 . 0 2 3  

0.037-0.053 n 919+o.o28 
u - ~ - - O . 0 2 7  

0.053-0.072 n 172 +o-o2s 
u" --0.024 

0.072-0.091 n t~a+o.032 
~ ' ~ - - 0 . 0 3 1  

0.091-0.120 0 200 +~176 ' - - 0 . 0 2 8  

0.120-0.163 n 9~7+o.o32 
~ ' ~ ' - 0 . 0 2 8  

0.163-0.232 0.263+~176 
0.232-0.347 n 0~+0.035 

~ . ~ u ~ - - O , 0 3 3  

0.347-0.842 n oo~+O,O3O 
~ ' ~ - 0 . 0 2 8  

Event nAo 
Sphericity 

0.000-0.035 0.185+~176 8 
0.035-0.071 0.160+~176 

o.o71-o.134 o.231+~176 
0.134-0.245 0.404+~ 
0.245-0.729 0.446+0:08 ~ 

A ~ M u l t i p l i c i t y  p e r  E v e n t  

0.35 

0.30 

0.25 

0.20 

0.15 

0 1 0  

0.05 

O0 

n c h a r 9  e 7/ 'A~ 

7 Z c h a r g e  

9.6 n t ~ t ~ N q - 0 . O 0 2 3  
u - v ~ w v _ 0 . 0 0 2 2  

n ntn�+O.OO21 11.6 . . . . . . .  o.oo2o 
12.7 o 0023 0.0167+_o:oo21 
13.2 n nt~l+o.ool9 

v - v ~ v ~ - 0 . 0 0 1 9  

13.9 n n1~+0.0023 
v .u~  ~o_0 ,0022  

14.3 n N I A N  + 0 - 0 0 2 1  
u . v  ~ u _  0 .0020  

N N I ~ N +  0 ' 0 0 2 1  14.7 . . u x . u _ o . o o 2 o  

N N 1 ' 70+  0 ' 0021  
1 5 . 3  o . u ~ . ~ _ 0 . 0 0 1 9  

15.7 n NIRO +0.0022 
u . u ~ u ~ - - 0 . 0 0 2 1  

16.4 n mT~+ o.oola 
~ ' u ~ ' ~ - 0 . 0 0 1 7  

n c h a r 9  e h A ~  

n e h a r y e  

0 . 0 0 4 1  11.8 0.0157~_0.oo38 
14.6 n a l a n +  0 - o o 3 5  

u . ~  ~u_0 ,0033  

16.2 n n t4q+  0 ,00 ' 13  
-~  ==~ -0 .0039  

N r  
1 7 . 1  . . . . . . .  o.o040 

17.8 n n�~n+ 0-0~ 
~ ' ~ v v - - O . O 0 4 2  

. . . .  , . . . .  , . . . ,  . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , , . .  

, a 

0 . I 0  

0.05 

0.0 

0.0 

0.0 O.l 0 2  0 3  0 4  0 .5  0.6 0 7  0 .8  0.9 1.0 

S p h e r i c i t y  
A ~ M u l t i p l i c i t y  p e r  E v e n t  

0 .60 . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , .  - ~  

0 ,55  e 

0.50  

0 4 5  

0,40 

o . ~  

0 .30  

0.25 

0 .20  

0,15 

are produced at an enhanced rate in the 3 gluon decay 
of the Y,, relative to the neighbouring continuum. 

An investigation of  3 -  production 

E -  were found by searching for the decay chain: 
S - - - * A ~  - fol lowed by A ~  - .  All oppositely 
charged pairs of  tracks were considered to be A ~ can- 
didates; the track with the higher m o m e n t u m  was 
assumed to be the proton, the other track the pion. 
A third track was then searched for with the same 
charge as the pion. It was assumed to be the pion 
which had come directly from the 3 -  decay. In order 
to reject fake i f -  a number of  cuts were then applied, 
of  which the most  important were: (1) The distances 
of  closest approach of all three tracks to the e + e -  
beam should each exceed some cut-off. (2) After pro- 
jection into the plane perpendicular to the beam axis, 
the angle between the 3 -  m o m e n t u m  vector and the 
line joining the interaction point to the 3 -  vertex 
should be less than some cut-off. (3) The 3 -  vertex 
should not lie within a specified distance of the inter- 

(Ao/Charged) Multiplicity per E v e n t  

0030 

I b 
0 0 2 5  

0 0 2 0  

0 0 1 5  

0 .010  

0 005  

0 0  

J 

. . . .  , . . . .  , . . . .  i . . . .  t . . . .  I . . . .  i . . . .  , . . . .  , . . . .  , . . . .  

0 .0 0.1 0.2 0 .3  0.4 0 5  0 6  0 7  0 .8  0.9 1 0  

S p h e r i c i t y  
(A~ Multiplicity per Event 

0030  , .  , , . . . .  , .  , . . . .  , . . . .  , . . . .  , . . . .  

002s j d 

0 o20  

0 .015  

0 0 1 0  

0005  

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0 .9  1.0 0.0 0.1 0 2  0 3  0.4 0.5 0 0  0 .7  0 0  0.9 1 0  

S p h e r i c i t y  S p h e r i c i t y  

Fig. 5a. A ~ multiplicity versus event  sphericity at I / s=  34.8 GeV. b A ~ multiplicity divided by total  charged multipl icity,  p lot ted  against  

event  sphericity at ]/s=34.8 GeV. e A ~ multiplicity versus  event  sphericity at [/s=42.1 GeV, d A ~ multiplicity divided by total  charged  

multiplicity, plotted against  event  sphericity at [/s = 42.1 GeV. The curves  s h o w  the L u n d  predict ions  



216 

E n t r i e s  p e r  5 MeV/c ~ 

B . O  . . . . . . .  , . . . . . . .  , , . . . . . . . .  , . . . . . .  " r  , . . . .  

7 0  8 i n  

6o r n  
i l l !  
i l l ' ,  

5.o i l i t  
: : b !  

o o  . . . . . . .  

1,20 1.25 130 1.35 1.40 145 1,50 1 55 

a%t-  i n v a r i a n t  m a s s  (GeViC) 

E n t r i e s  p e r  5 MeV/c ~ 

30.0 . . . . . . . . .  < . . . . . .  , . . . .  , . . . . . . . . .  , . . . . .  , �9 , . . . . . . . .  

Sign.! b 
B i n  2 5 0  

26.0 { " 

150 

1 6 0 5 0  ~ "  

6.0 ' ' '  . . . . . .  
1.20 1.25 1.30 1.35 I A0 1.45 1.50 1 55  

A~ - i n v a r i a n t  m a s s  (GeV/e z) 

Fig. 6 a ,  b. A ~  - invariant mass spectra for 34.5 and 35.0 G e V  data 
samples respectively 
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Fig. 7a,  b. A%c + invarianI mass spectra for 34.5 and 35.0 O e V  data 
samples respectively 

action point or within a specified distance from the 
A ~ vertex. (4) The tracks intersecting at the A ~ and 
S -  decay points should form vertices of  acceptable 
quality. (5) The ~ -  m o m e n t u m  should exceed some 
specified cut-off. (6) The pro- invariant mass of  the 
A ~ candidate should lie close to the true A ~ mass. 
(7) The A ~  - invariant mass of  the ~ candidate 
should lie within a signal bin of specified width, 
centred upon the true Y mass. 

A more detailed description of these cuts may be 
found in the Appendix. 

The cuts were optimised using M I N U I T  (as in 
the A ~ analysis) so as to maximize the signal to noise 
ratio obtained. 

The m o m e n t u m  resolution for real ~ -  was signifi- 
cantly improved by making a 3-D vertex fit [-8] to 
the A ~ candidate, and then refitting all three tracks 
subject to two additional constraints. These were that 
the p ~ -  invariant mass of  the A ~ candidate should 

be precisely equal to the true A ~ mass, and that the 
projected flight path of  the A ~ should intersect (in 
3-D) the flight path of the pion which had come direct- 
ly from the S -  decay. These track-refits were carried 
out during the course of  the Z -  selection procedure. 

Passing the data through these cuts, with the ex- 
ception of that applied to the A ~  - invariant mass, 
produced the A ~  - invariant mass spectra shown in 
Fig. 6a and b. For comparison, the wrong sign, A ~  + 
mass spectra are given in Fig. 7a and b. The 42.l GeV 
data sample was not used, being too small to make  
its analysis worthwhile. By making a maximum likeli- 
hood fit to each of these spectra, it was estimated 
that there were 10.1 and 24.8 real S -  over back- 
grounds of 7.5 and 25.3, in the signal bins of  these 
two plots, for the 34.5 and 35.0 GeV data samples 
respectively. Surprisingly the two data samples con- 
tained in total 25.4 ~ -  and only 9.5 ~+ .  The absorp- 
tion cross-section for anti-baryons is larger than that 
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for baryons, but this would only lead one to expect 
a charge asymmetry of approximately 5%. We there- 
fore assume that the observed asymmetry is just a 
statistical fluctuation. However, it is curious that an 
analysis by Mark II found 29 S -  and only 12 ~+ [30] 
and that one by HRS found 9.6 S -  and only 5.8 ~+ 
[ 313 .  

Using a set of Monte Carlo events, the efficiency 
for 3 -  detection was estimated to be 3.8% and 6.0% 
for the 34.5 and 35.0 GeV data samples respectively. 
The efficiency was extremely small for 3 -  momenta 
of less than ~ 0.7 GeV/c and we were forced to rely 
upon the Lund and Webber fragmentation models 
to predict the fraction of S -  being produced in this 
region. (In doing this, it was encouraging to note that 
the two models gave almost identical predictions for 
the shape of the ~ -  momentum spectrum and that 
the Lurid model described well the shape of the A ~ 
spectrum - as mentioned earlier in this paper). Sys- 
tematic errors on the efficiencies were estimated using 
similar methods to those employed in the A ~ analysis. 
Again, a check on these was made by trying a few 
different sets of ~ -  selection cuts. 

When calculating the total cross-section for ~ -  
. o m  ~.~ . u ~  [ I O U U m t l O l l ,  tllm i e ~ u i t ~  c s u t a i n ~ u  the 3 A 4 onA 

35.0 GeV data samples were combined. As the statis- 
tics involved were small, this was not done using a 
simple weighted average, but rather by multiplying 
together the two likelihood functions which had been 
obtained from the fits to the two p r~-rc invariant 
mass spectra. In this manner, it was concluded that 

at r  GeV, a total of 0.012+0"003+0.003 S 
- - 0 . 0 0 3  - 

are produced per event. This result lies below the 
old TASSO figure of 0.026 + 0.008 + 0.009 [29], which 
was obtained using a different set of S -  selection cuts 
and a much smaller data sample. Inverstigations 
showed that the difference between these two results 
arose from a number of sources: most notably from 
statistical fluctuations, the use of more up to date 
fragmentation models and a better simulation of the 
behaviour of the detector. As a check, the 34.5 and 
35.0 GeV data samples were reanalysed using the 
original TASSO cuts [29]. This yielded a result of 
0.016 +__ 0.005 _+ 0.004 S -  per event (having combined 
the two data samples), in good agreement with that 
obtained using the new analysis procedure. For  the 
final TASSO number, we averaged the two results 
(remembering that they are not statistically indepen- 

dent) and concluded that + 0 003 0.004 E -  are 0.014 0"003 -+ 

produced per event (having corrected for radiative 
effects). 

This result agrees to within errors with the results 
of Mark II and HRS, which found 

T a b l e 4 a - f .  The  differential  c ross - sec t ions  of  the  S -  a t  ] /~ 
= 34.8 G e V  

P 

G e V / c  

0.62-2.10 

2.10-3.27 

3.27-10.4 

do` 

nb/(G~V/r 
n.3+2:~ x 10 -4 
5 8 +3.0 �9 -2.6 X 10 -4 

2.9+1:3o X 10 -4  

PJ-in 

G e V / c  

do` 

nb/(GeV/c) 
0.00-0.285 5.6+_~:~ X 10 -3  

0.285-0.656 2.1+]:~ X 10 -a  

0.656-3.78 0.7+_~ X 10 -3  

do, 

nb 
o.oo-o.985 1.3+~:~ • lO -3 

,) Q+I.O 0.085-1,46 . . . .  0.9 • 10-3 

1.46-2.67 1.3+~ X 10 -3  

do" 

GeV/c nbl(GeVlc) 
0,00-1.82 8.9+4: ~ X 10 -4  

1.82-3.08 7 n+3.1 . . . .  2.s x 10 -4  

3,08-10.4 2 4 +1"0 �9 - 0 . 9  X 1 0  - 4  

P]-out 

G e V / c  

do" 
~pA_out 

nb/(GeV/c) 
0.00-0.134 10.8+~: 6 x 10 -3  

0.134-0.327 7.8+_33:16 • 10 -3  

0.327-1.79 0 a+o.4 �9 ~-0.4 x 10 -3  

a do" 

nb(GeV)  2 

0.084-0.144 5.4+~:~ X 10 +1 

0.144-0,206 1 1+ o's �9 "*--0.6 X 10 +1 

0.206-0.606 0.7+~ X 10 +1 

0.017+0.004__+0.004 [30] and 0.016+0.004+0.004 

[31J ~'- per event respectively, at ~ /s=29 GeV. For  
comparison, the Lund and Webber Monte Carlos 
produce 0.017 and 0.039 E -  per event respectively, 

1/~-- 34.8 GeV. at 
Differential cross-sections for ~'- production are 

given in Table 4a-f,  where overall systematic errors 
of +__20% and + 5 % ,  due to imperfections in the 
Monte Carlo and uncertainties in the value of R re- 

da da da 
spectively, are not included, dp' dp• and dp• 

together with the Lund predictions are plotted in 
Fig. 3 a-c. 

A search for Z *-+ (1385) production 

Z* -+ were searched for by looking for the decay chain: 
S *-+ -->A~ -+ followed by A~ -. The A ~ and r~ +- 
resulting from a S *+- decay are invariably produced 
extremely close to the e + e-  interaction point. This 
meant that the A ~ could be searched for using an 
almost identical selection procedure to that employed 
in the A ~ analysis. When looking for the rt +-, the most 
important  cuts applied were that: (1) Its distance of 
closest approach to the e+e beam should be less 
than some cut-off. (2) The reconstructed S *+- vertex 
should lie within some specified distance of the inter- 
action point. Unfortunately, because most of the par- 
ticles in a typical hadronic event are produced near 
to the interaction point, these two cuts allowed 
through a lot of background. A detailed list of the 
cuts applied may be found in the Appendix. 

The optimum values for these cuts were again 
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found by allowing M I N U I T  to process information 
obtained from a set of Monte  Carlo events. 

During the course of the 2;* + selection procedure, 
all three tracks in each 2; *+ candidate were refitted, 
as was done in the S -  analysis, so as to improve 
the momen tum resolution. 

Passing the data though these cuts produced the 
pn+-n invariant mass spectra shown in Fig. 8a and 
b. If 2;,5 were produced in abundance, then one 
would see a peak centred upon a mass of 
1.385 GeV/c 2, and of full-width (at half height) 

40.0 MeV/c 2. No significant peak is observed. 
F rom the Monte  Carlo events, the efficiency for 

2;,5 selection was estimated to be 2.2% and 3.8% 
for the 34.5 and 35.0 GeV data samples respectively. 
The efficiency was extremely small for 2;* -+ momenta  
of less than ~0.8  GeV/c. As in the ~'- analysis, the 
systematic error on these two efficiencies was estimat- 
ed to be of the order of + 2 3 % .  Once again, a few 

different sets of X* -+ selection cuts were tried out when 
performing the analysis, as a double check on these 
systematic errors. 

A max imum likelihood fit was then made to both 
mass spectra simultaneously (combining the informa- 
tion which they each contained). The likelihood func- 
tion, L(o-, U1, U2 ... U6), used in this fit, was simply 
set equal to the product  of the likelihood functions 
of the two separate mass spectra. Here, a was the 
2* • cross-section and U, to U 6 were parameters  used 
to describe the background curves. 

Because the background in the X* • analysis was 
significant, we tried out several different parametrisa-  
tions of it when performing this fit. This gave us some 
idea of the systematic errors which the fit introduced. 
The signal was fitted with the convolution of a Gaus- 
sian (representing the experimental resolution) with 
an s-wave Breit-Wigner. (Although the X* • actually 
decays via a p-wave, an s-wave Breit-Wigner has been 
found to describe it better [32]). The fits indicated 
that a Z* • peak was present at somewhere between 
the 1.5 and 2.8 standard deviation level; the exact 
significance depending on which set of X* • selection 
cuts were used and on which parametrisat ions were 
employed when fitting the mass spectra. 

When trying to place an upper limit on the X* • 
cross-section, one is faced with the problem that the 
term "upper  l imit" is not uniquely defined (see for 
example [33-35]). In order to assess the size of this 
problem, it was decided to calculate the upper limit, 
using two of the most  commonly  used definitions of 
the term, and then to compare  the results. These were; 

i) To define the 95% confidence level upper limit 
on a, to be that value of a for which loge(L) is 1.92 
below its max imum value (1Oge(L) being maximised 
with respect to the other parameters  (U, to U6 whilst 
o- is varied). 

ii) To assume that the likelihood function, when 
evaluated at (a, U, ... /-76), is proport ional  to the likeli- 
hood of these parameters  taking those particular 
values. The probabili ty distribution of ~ can then be 
found by integrating L(a, U~ ... U6) over the uninter- 
esting parameters  (U, to U6) and then normalizing 
it (so that its integral over all allowed values of o- 
is equal to unity). F rom this probabili ty distribution 
the upper limit on a can be calculated. 

Some justification for both of these definitions is 
given in [36]. 

In practice, it was found that both definitions gave 
very similar (but not identical) results. Using the sec- 
ond definition, it was possible to take into account 
the systematic uncertainties on the 2;* • detection effi- 
ciency by convoluting a Gaussian of appropriate  
width with the probabili ty distribution of a. 

In this manner,  it was concluded at a confidence 



level of 95%, that fever than 0.053 N* + are produced 

per event at 6 = 34.8 GeV (having corrected for ra- 
diative effects). For  comparison, the Lund and Web- 
ber Monte Carlos produce 0.042 and 0.084 2;* -+ per 
event respectively, at this energy. 

HRS have observed a N* + signal at ] /s  = 29 GeV 
and quote a result of 0.033 +_0.006+_0.005 [37] Z + + 
per event. The previous TASSO result was an upper 
limit at 95% confidence level, of 0.09 Z *-+ per event 
[38]. 

AR GUS  have also measured the 2; *-+ cross-sec- 
tion [28], with significantly better statistics. They de- 

duced that at ~ s ~  10 GeV (continuum), the ratio of 
2;*-+ to A ~ production is 0.116+_0.016+0.020. If one 

assumes that this ratio is the same at l / s =  34.8 GeV, 
then one predicts that 0.024 +-0.003 + 0.004 X *-+ per 
event would be produced at this centre of mass ener- 
gy. This is consistent with the results given in this 
section and indeed would help to explain the presence 
of the small peak observed in this analysis. 

Conclusions 

We have measured the A ~ multiplicity per event to 
+0011  +0.030 

be 0.218 0"017+0"0211- and 0.256_0.029_+0.025 at 

] / s=34.8  and 42.1 GeV respectively. The 2 -  multi- 

plicity per event is found to be 0.014+0"003+0.004 
- 0.003 - 

[ /~=34.8 GeV. Differential cross-sections for A ~ at 
and ~ -  production have been obtained. All these re- 
sults are found to be well described by the Lund frag- 
mentation model. The Webber model produces too 
many strange baryons. Note that small variations in 
the maximum allowed cluster mass in the Webber 
model, can easily alter the baryon production rates 
by a factor of ten or so. However, if one were to 
reduce the strange baryon production rate in this 
manner, then one would obtain too few protons. 

+ 0 0 1 3  A0 ~ 
We find that 0.052 0"012+0.012 pairs and 

+ 0  0087 AO A o + ~ o ~ o  
0.0052 0"0052+_0.012 pairs are pro- 

71 +11 duced per event at ~ s = 3 4 . 8  GeV. In _ 1 1 %  of 

the A~ ~ pairs, both particles go into the same hemi- 
sphere (taken with respect to the sphericity axis). This 
provides some evidence for local conservation of bar- 
yon number and is in excellent agreement with the 
Lund model predictions. 

We observe that the A ~ multiplicity rises as a func- 
tion of event sphericity. The total charged multiplicity 
also increases, but apparently not quite as fast. Lund 
underestimates the size of the increase. 
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An upper limit has been placed upon the number 
of N*+ (1385) produced per event, of 0.053 at 95% 
confidence level. This is consistent with the cross-sec- 
tion measurement by HRS. 

Appendix 

In this appendix is given a list of the cuts used to 
find A ~ 3 -  and 2;*-+. All the cuts given were opti- 
mized using M I N U I T  as explained in the main text. 
Although a large number of cuts were used, this 
should not cause the reader concern. There are two 
reasons for this. Firstly, the cuts were optimized by 
studying Monte Carlo events as opposed to studying 
the data, and as explained in the main text, this elimi- 
nates a major source of systematic errors associated 
with choosing one's cuts. Secondly, it became appar- 
ent after performing the M I N U I T  cut optimization, 
that the optimal values of some cuts were so loose 
as to make them almost irrelevant. They could easily 
have been left out of the analysis without significantly 
altering the final results. 

Notation 

I n  ~1__- . . . . . . . . .  A t _ _  c . . . . . . . .  * - ~ "  . . . . . . . . .  211  [ c ~ c ~ n L s c  w m  m a u c  t u  tins appcnulx, be _~a_  ._ H c q u ~ n t  

the TASSO coordinate system. In this system, the 
z-axis runs parallel to the beam, and the r-q5 plane 
lies perpendicular to it. The origin of the coordinate 
system lies at the centre of the detector. 

P~ denotes the momentum component  of a track 
in the r-~b plane. The quantity O 0 b e a  m is the distance 
of closest approach of a track to the e + e -  interaction 
point, after projection into the r-~b plane. Here the 
e + e-  interaction point was taken to be at the centre 
of the beam spot, as determined from tracks accumu- 
lated during several hours of running [39]. The mea- 
sured beam size ( ~ 3 3 0 x 9 0 g m  2) was sufficiently 
small as to be unimportant  to the analysis presented 
here. 

The tracks used in the analyses 

The 34.5 GeV data sample was taken with the early 
configuration of the TASSO detector [1], in which 
the central detector consisted of a central proport ion- 
al chamber (CPC) surrounded by a large drift 
chamber (DC). Tracks were reconstructed from the 
hits in these two chambers using a track-finder known 
as MILL  [40]. 

The 42.1 and 35.0 GeV data samples were taken 
after the installation of a vertex detector (VXD) [2]. 
To make use of the VXD, we employed a track-finder 
known as PASS 5 [41]. This extrapolated each M I L L  
track into the VXD and attempted to associate VXD 
hits with it. In order to ensure that tracks were relia- 
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bly reconstructed in the VXD, PASS 5 tracks were 
only retained if they had hits assigned to them in 
at least four out of the eight layers of the VXD. For 
the purposes of the current analysis, if PASS 5 failed 
to extend a particular MILL track into the VXD, 
then we just used the MILL track for the analysis 
instead. In order to check systematic errors, the A ~ 
analysis of the 35.0 GeV data sample was repeated 
using an independent track finder known as FELIX 
[42]. This also searched for tracks in all three 
chambers of the central detector, but unlike PASS 
5, it made no use of MILL tracks. 

All tracks used in the analyses were required to 
pass a few standard TASSO quality cuts. 

i.e. They were required to have Pt>0.1 GeV/c; 
[cos 01<0.87 and IZ01 <20.0 cm 

Here, 0 is the angle which the track's momentum 
vector makes with the beam axis and Z 0 is the z- 
coordinate of the track at its distance of closest ap- 
proach to the beam. 

The A ~ selection cuts 

In this section, the cuts used to identify A ~ are given. 
Those cuts used to measure the A ~ cross-section will 
be given in round brackets: (), whereas those used 
whilst searching for ~ -  and Z* -+ will be given in the 
brackets: [ ] and { } respectively. Because the condi- 
tions were different at each energy studied, the cuts 
were tuned separately for each of the three data sam- 
ples. Inside each of the brackets, the cuts used for 
the 34.5, 42.1 and 35.0 GeV data samples will be given 
in that order. Note however that the 42.1 GeV data 
sample was only used in the A ~ analysis. Also note 
that the cuts described in paragraphs 1) and p) were 
not applied when searching for ~ -  or Z *-+. When 
searching for ~ - ,  neither were cuts described in para- 
graphs i), j) and k). The cuts used were as follows; 

a) The pion Dobe, m should be greater than (0.34, 0.17, 
0.24) [0.33, 0.20] {0.39, 0.30} cm 
b) The proton D0bea m should be greater than (0.00, 
0.08, 0.03) [0.13, 0.05] {0.00, 0.13} cm 
c) The pion Doboa m x P,x fi should be greater than 
(0.15, 0.06, 0.05) [0.23, 0.04] {0.14, 0.04} cm-GeV/c 
d) The proton D0beam X Pt x fl should be greater than 
(0.28, 0.06, 0.06) [0.16, 0.04] {0.30, 0.07} cm-GeV/c 

Cuts a) to d) are designed to eliminate the large 
number of particles which were produced close to 
the interaction point. Cuts c) and d) were developed 
after noting that the contribution to these particle's 
O0bea m due to scattering is proportional to 1/(Pt x fl). 
As most of the particles in each event were pions, 
the particle velocity /~ was calculated from the mo- 
mentum assuming pion mass. 

e) There should be no more than (2, 4, 4) [3, 4] {2, 
5} hits assigned to either the proton or the pion, in 
the central detector, before the A ~ vertex. 

In order to ensure that the two tracks almost inter- 
sected in 3-dimensions, the following pair of cuts was 
applied; 

f) After projection into the r-~b plane, the flight paths 
of the proton and the pion should be no further than 
(0.1, 0.3, 0.2) [1.0, 1.0] {1.0, 1.0} cm apart at their 
point of closest approach. 
g) At the point at which the tracks intersect in the 
r-q~ plane, (or their point of closest approach if they 
don't intersect), the proton and pion tracks should 
differ in their z-coordinates by no more than (4.1, 
10.1, 15.4) [17.0, 17.0] {17.0, 17.0} cm. 
h) In order to improve the momentum resolution for 
real A ~ a 3-D vertex fit [7] was then performed upon 
each A ~ candidate. The confidence level associated 
with the increase in )/2 which occurred as a result 
of forcing the two tracks to intersect was then calcu- 
lated. To check the vertex quality it was required that 
this exceed (0.0, 2 .3x10 -7, 0.0) [4.9x 10 9, 0.0] 
{6.2x 10 -lz,  0.0}. 

A further improvement in momentum resolution 
was achieved by making a mass dependent correction 
to each particle's momentum, in order to take into 
account the energy loss which it suffered in passing 
through the beam-pipe etc. 

i) The A ~ vertex was required to be at least (1.7, 1.5, 
1.0) {4.2, 1.2} cm away from the beam spot in the 
r-q~ plane and at least (4.8, 1.6, 2.1) {8.3, 1.9} cm away 
from it in 3-dimensions. 
j) The A ~ vertex was required to lie within a momen- 
tum dependent minimum and maximum distance 
from the beam spot, corresponding to probabilities 
of (0.14, 0.08, 0.09) {0.09, 0.14} % and (1.00, 1.00, 1.00) 
{1.00, 0.99} % of a A ~ decaying before reaching that 
distance. 
k) The A ~ momentum vector was required to point 
back towards the interaction point to within (3.3, 2.8, 
3.3) {1.4, 2.5} degrees in the r-~ plane and to within 
(15.0, 80.0, 115.0) {15.0, 60.0} degrees in 3-dimensions. 
1) All A ~ candidates were required to have a momen- 
tum of at least (0.61, 0.61, 0.46) GeV/c. 
m) The angle 0* between the proton momentum vec- 
tor and the A ~ flight path, as measured in the rest 
frame of the A ~ was required to satisfy ]cos 0"[< (0.98, 
0.97, 0.98) [0.95, 0.96] {0.90, 0.93}. This cut favours 
particles with large D0bea m and situations in which 
one of the two particles being considered has far 
larger momentum than the other (as is normally the 
case for real A ~ 
n) If both tracks are assumed to be pions, then the 
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n + n -  invariant mass should differ from the K ~ mass 
by the least (1.1, 1.5, 0.5) [0.0, 0.0] {13.0, 9.0} MeV/c 2. 
o) If both tracks are assumed to be electrons, then 
the e + e-  invariant mass should be greater than (50.0, 
70.0, 65.0) [80.0, 65.0] {20.0, 90.0} MeV/c 2. 
p) A ~ candidates were required to have a p~z- invar- 
iant mass such that they lay inside a signal bin, which 
was centred upon the true A ~ mass and had a half 
width of (8.1, 8.0, 7.9) MeV/c 2. 

The 3 -  selection cuts 

In this section the cuts used to identify 3 -  are given. 
Throughout  the section, the symbol ~ will be used 
to denote the ~ which came directly from the 3 -  
decay, whereas the symbol n~ will be used to denote 
the n -  which came from the A ~ decay. Having ob- 
tained a sample of A ~ as described in the previous 
section, the following additional cuts were applied; 

a) The Doboa m of the ~ -  should be greater than [0.07, 
0.10] cm. 
b) DobCam X Pt x fi of the n~- should be greater than 
[0.00, 0.03] cm. GeV/c 
c) There should be no more than 2 hits assigned to 
~ before the 3 -  vertex. 
d) After projection into the r-q~ plane, the flight paths 
of the A ~ and the ~ should be no further than 1.0 cm 
apart at their point of closest approach. 
e) At the point at which they intersect in the r-~b 
plane, (or their point of closest approach if they don't  
intersect), the A ~ and n~- tracks should differ in their 
z-coordinates by no more than 25.0 cm. 
f) A significant improvement in momentum resolu- 
tion for real S was then obtained by refitting all 
three tracks subject to the following two constraints; 

i) That  the p~2 invariant mass should be precise- 
ly equal to the true A ~ mass. 

ii) That  the projected flight path of the A ~ should 
intersect the flight path of ~- .  After this refit, the 
following additional cuts were applied; 

g) The A ~ vertex was required to be at least [-0.13, 
0.10] cm away from the 3 -  vertex in the r-q~ plane 
and at least [0.13, 0.10] cm away from it in 3-dimen- 
sions. Similarly, the i f -  vertex should be at least [0.8, 
0.4] cm away from the interaction point in r-q~ and 
at least [3.2, 1.9] cm away from it in 3-dimensions. 
h) The 3 -  momentum vector was required to point 
back towards the beam spot to within [-3.2, 4.7] de- 
grees in r-q~ and [40.0, 145.0] degrees in 3-dimensions. 
i) The 3 -  vertex was required to lie closer to the 
interaction point that the A ~ one (although a 2.0 cm 
tolerance was allowed on this). 
j) All E -  candidates were required to have a momen- 
tum of at least [0.79, 0.60] GeV/c. 

k) The A ~ vertex was required to lie within a momen- 
tum dependent minimum and maximum distance 
from the E -  vertex, corresponding to probabilities 
of [0.00, 0.01] % and [0.99, 0.98] % of a A ~ decaying 
before reaching that distance. Similarly, the 3 -  
should lie within a momentum dependent distance 
of the beam spot, with corresponding probabilities 
of [0.13, 0.08] % and [0.99, 0.99] % respectively. 
1) The decay angle 0"o of the A ~ in the rest frame 
of the 3 - ,  taken with respect to the 3 -  flight path, 
should satisfy [cos 0"o[ < [0.97, 0.99] 
m) i f -  candidates were required to have a A ~  in- 
variant mass such that they lay inside a signal bin, 
which was centred upon the true 3 -  mass and had 
a half width of [13.3, 11.3] MeV/c 2. 

The Z* • selection cuts 

In this section, the cuts used to identify Z* • are given. 
The A ~ were searched for as described earlier in this 
Appendix. The following additional cuts were then 
applied; 

a) The Dobea m of the n -+ should be less than {0.58, 
0.19} cm 
b) Dobear, • Pt • fi for the n -+ should be less than {0.75, 
0.20} cm. GeV/c 
c) The p n f  invariant mass was required to lie in the 
region from {8.1, 7.8} MeV/c 2 below the true A ~ mass 
to {8.7, 8.4} MeV/c 2 above it. 
d) In order to improve the momentum resolution of 
those tracks which were the result of a genuine Z* • 
decay, all three tracks were then subject to a con- 
strained refit, as was done in the 3 -  analysis. 
After this refit, the following additional cuts were ap- 
plied; 
d) The Z* + vertex was required to be less than {9.6, 
2.6} cm away from the beam spot in r-q~ and less 
than {9.6, 3.8} cm away from it in 3-dimensions. 
e) All 2:* • candidates were required to have a mo- 
mentum of at least {0.88, 1.14} GeV/c. 
f) The decay angle 0"o of the A ~ in the rest flame 
of the Z* +, taken with respect to the Z* • flight path, 
was required to satisfy cos 0% ~ { - 0.98, - 0.99} 

This cut is slightly different to the analogous ones 
employed in the A ~ and S -  analyses, in that it does 
not eliminate those 2: *• candidates with cos 0"o~ 
+ 1. This change means that the cut still disfavours 
those Z *• candidates in which the A ~ and n -+ have 
similar momenta (which is frequently the case for fake 
Z *• but not often true for real ones). However, it 
will not eliminate those ~z + tracks with small D0bea m. 

g) Z *+- candidates were required to have a A ~  + in- 
variant mass such that they lay inside a signal bin, 
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which was centred u p o n  the true Z *-+ mass and had  
a half  width of  {30.6, 30.5} MeV/c 2. 
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