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Abstract. Multihadronic events measured with the 
C E L L O  detector in the energy range 14 to 46 GeV 
have been analyzed in terms of thrust, jet masses and 
the asymmetry  of the energy-energy correlation. The 
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data have been compared  with 2nd order Q C D  calcu- 
lations. F rom a study of the general properties of 
fragmentation effects, model-independent limits on 
AQc o and 0~s have been found to be 79 MeV <AQc D 

<628 MeV and 0 .117<es<0.169 (at V ~ = 3 5  GeV). 
The dependence of these results on the renormaliza- 
tion scheme is discussed. 

I Introduction 

The event shape of mult ihadronic events produced 
in e + e -  interactions at high energies has frequently 
been used to determine the coupling strength ~s of 
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the strong interaction. However, it is well known that 
in analyses of this type the result depends significantly 
on the fragmentation model used to extract the value 
of es [1, 2]. Furthermore,  the Monte-Carlo simulation 
of hadronic final states involves QCD matrix elements 
whose implementation always requires a phase space 
cut at the par ton level to avoid infrared and collinear 
divergences, or negative values of the production 
cross sections for a given number of partons. The 
problems of this kind of approach to determine c(~ 
have been discussed elsewhere [3]. 

The analysis presented here tries to avoid the diffi- 
culties outlined above. The method was first used by 
PLUTO [4] and Field [5] and later by JADE [6]. 
It is based on a direct comparison of second order 
QCD calculations with various event shape parame- 
ters V, sensitive to C~s, which have been extracted from 
the corrected data. The energy-dependence of such 
an observable V is assumed as a sum of a QCD  term, 
in the form of a power series expansion in es, and 
a hadronization term H(s): 

V(s)=C1 ~(S) + c 2  + ... +H(s) (1) 
7~ 

where s is the square of centre-of-mass energy. 
At present, only second-order QCD calculations 

exist for the event shape parameters, so that the QCD 
term is a second-order polynomial in cr The hadroni- 
zation term H(s) incorporates the effects of the frag- 
mentation of quarks and gluons into observable parti- 
cles as well as higher order QCD-terms neglected in 
the power series. The energy dependence of the QCD 
term follows from the energy dependence of the run- 
ning coupling constant ~ which, in the MS renormal- 
ization scheme, is given by: 

12re 
~,(s, A~s) = 

(33 - 2Nf) log (s/A~) 
(1 - 6 ( 1 5 3 ~ ) ~  l o M - s / 7 ~ ) -  19Ny) log (log (s/A~))]_] (2) • 

where Nf is the number of effective quark flavours. 
In our energy range Ny = 5 and all A ~  values given 
in this paper refer to 5 flavours. The relationship be- 
tween A ~  and the number of flavours has been dis- 
cussed by Marciano [7]. 

The exact functional shape of H(s) is unknown 
but, for some observables at least, general statements 
about  its properties can be made which will be used 
in this analysis. The first is that the size of the hadroni- 
zation term should decrease with energy. The second 
and here more important  property is the sign of H(s) 
which for some variables is known to be always posi- 
tive or always negative for all reasonable fragmenta- 

tion models. This allows us to use these observables 
to place upper and lower limits on a s and hence on 
AQcD, in a way which is largely model-independent. 

2 Method 

We study four quantities, which are insensitive to in- 
frared and collinear divergences in the QCD matrix 
element and which have been calculated up to second 
order in a s. 

1. 1 - T .  The thrust of an event is defined by T 
= m a x ( ~  [PL[/~ [P[), where PL is the longitudinal 
component of the particle momentum p with respect 
to a given event axis. The differential distribution of 
the thrust is divergent for T ~  1, but the average value 
of 1 -- T is insensitive to this divergence and has been 
calculated [8] in the MS renormalization scheme as: 

1.05 ~ (1.0 + 9.05 ~-~/- (3) (1 T )  
7[ \ 

2. M~,/s. The jet masses are calculated by dividing 
an event into two hemispheres in such a way that 
the sum of the two squared invariant masses is mini- 
mized. The distribution of the heavier of the two in- 
variant masses M~/s resembles that of 1 - T: The peak 
of the distribution shifts to lower values with increas- 
ing energy. The mean value of the heavier jet mass 
has been calculated by Clavelli [9] as: 

(M~/s)= l.05~(1.O+6.57 ~). (4) 

3. (M~ - M~)/s. The difference between the heavy and 
the light jet masses is of special interest because the 
second order corrections are small [9]: 

a s a s  ((M~--M~)/s)=l.05~(1.O+2.76~). (5) 

4. Ague. The energy-energy correlation E(Z) is defined 
as the distribution of the angle Z between the direc- 
tions of any two particles in an event, where ~f is 
weighted by the particle energies [10]. The asym- 
metry of the energy-energy correlation (A~Ec) is the 
difference E(180~ It has been calculated 
to second order by several authors [10, 11]. Here 
we consider the Z interval between 90 ~ and 30 ~ which 
is the angular range outside a typical jet cone so that 
the contribution from gluon radiation, sensitive to 
cr s, is expected to dominate. The integration of the 
angular asymmetry within the above limits yields: 

9o~ 

AE~c dz=0 .766  1.0+3.59 . (6) 
30* 



As mentioned, our analysis relies on the sign of 
H(s) for these observables. Four different fragmenta- 
tion models have been studied to check the agreement 
on this property. We have compared two models with 
independent fragmentation (Ali [12] and Hoyer [13]), 
a pat ton shower model [14], and the LUND string 
fragmentation model. All models are used as imple- 
mented in the LUND 6.3 Monte-Carlo program [15]. 
All the models predict H(s )>0  for the observables 
( 1 -  T)  and the heavy jet mass (m2/s), and H(s )<0  
for the difference of the jet masses ((M 2 -M2) / s ) .  For  

AE~C dz all the models also predict negative hadron- 
ization contributions, if the integration is done over 
a suffiently large region. Only if the lower integration 
limit is 40 ~ or higher, the Hoyer model gives a small 
positive hadronization contribution, H(s)~ +0.004. 
We have chosen an integration range (90 ~ to 30 ~ ) with 
a sufficient margin to guarantee a negative sign of 
the hadronisation term for all the models. 

3 Data analysis 

The experiment was carried out with the CELLO de- 
tector at the e + e- storage ring PETRA, covering the 
energy range from 14 GeV to 46.8 GeV with a total 
integrated luminosity of about 120 pb-1. A detailed 
description of the CELLO detector can be found in 
[16]. We briefly outline here only the detector compo- 
nents relevant to this analysis. The central tracking 
device consists of interleaved cyclindrical drift and 
proportional chambers inside a magnetic field of 
1.3 tesla. Neutral particles (mainly photons) are de- 
tected by a fine grain lead/liquid argon calorimeter, 
sampling the energy depositions of the showers from 
7 layers in depth. The total thickness of the calorime- 
ter is 20 radiation lengths. 

The cuts imposed on neutral and charged particle 
tracks in the selection of multihadronic events depend 
on the detector status and the background conditions. 
The cut in transverse momentum for charged particles 
varies from 150 MeV to 250 MeV and energy deposi- 
tions of neutral showers have to exceed 400 to 
600 MeV. Only tracks originating from the interac- 
tion vertex and which are contained in the fiducial 
volume of the central detector (cos O < 0.85) are taken 
into account. Multihadronic events are selected by 
combinations of the following requirements: 

1. Number of good charged particle tracks > 5 
2. Total energy of charged particles > 0.2 ~/s 
3. Total energy of neutral particles > 1 GeV 
4. Total visible energy > 0.33 V's 
5. Net charge of particle tracks < 6 
6. Charged particle tracks in both z-hemispheres. 
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Events passing conditions 1, 2, 4, 5 or 1, 3, 5, 6 are 
accepted as multihadrons. Additional cuts on the an- 
gular distribution cos 0jot of event axes (thrust, spheri- 
city) select a subsample of events which are well con- 
tained in the central detector. 

The effects of initial state radiation, detector ac- 
ceptance, detector resolution, and event selection have 
been corrected by an unfolding procedure [17]. The 
measured and the corrected distributions are con- 
nected by a convolution integral: 

g(y)= j A (y, x) f (x) dx, 

when g(y) is the measured distribution, f(x) is the 
corrected distribution and A(y, x) is the resolution 
function. Replacing the integral by a sum, we get the 
corrected distributions by minimizing: 

X2 : E (E Ajifii - -  g j)2 
(~ g j) 2 

with the bin contents f~ as free parameters and with 
resolution matrices Aj~ obtained from full Monte-Car- 
lo simulations of the detector. From the corrected 
distributions the average values for our observables 
are then calculated. The solution of this type of inte- 
gral equation is in general unstable, due to the loss 
of information in the detector, and generates strongly 
fluctuating f~. To obtain stable solutions, additional 
conditions must be imposed by a regularization pro- 
cedure. We have imposed the following two condi- 
tions on the f~ : 

1. f => 0 (histograms must not have negative entries). 
2. The total curvature of the function f(x) is limited 
by adding to the Z 2 a term proportional to the total 
curvature squared: 

S = Z z + z  ~ (f"(x)) 2 dx. 

The regularization constant z is adjusted by hand to 
give a satisfactorily smooth shape for the resulting 
unfolded histogram. It turns out that the mean values, 
on which this analysis is based, do not depend on 
the value of the parameter z. 

The results of the unfolding procedure do not depend 
on the form of the Monte-Carlo distributions f~ which 
were used to calculate the resolution function. Thus 
any direct dependence of the corrected data on the 
fragmentation models used to produce the Monte- 
Carlo events is excluded. Only small, indirect effects 
remain, e.g. where different event shapes may lead 
to slight variations of the efficiencies or resolutions. 
These variations have been studied and are included 
in our systematic errors. 

The unfolding procedure has been applied to the 
first three event shape variables. Owing to the defini- 
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tion of the energy-energy-correlations, an unfolding 
procedure cannot be readily applied to this variable. 
However, our angular resolution is good enough to 
make unfolding unnecessary. The effects of energy res- 
olution, track efficiency and acceptance are corrected 
bin by bin using factors derived from the Monte-Car- 
lo simulations. Also here, the small effects on the cor- 
rection factors due to the various fragmentation 
schemes have been included in the systematic errors. 

4 Results  

Figure 1 shows our corrected data for ( l - T > ,  
<MZ/s>, <(M~-M~)/s> and ~ AEEcd%, together with 
the pure QCD-predictions (without hadronisation) 
for A m =  200 MeV. It can be seen that the expecta- 
tions for the signs of the various hadronization terms 
are confirmed and that the absolute size of H(s) de- 
creases with energy (except for (M2-M~)/s, where 
the fragmentation term is approximately energy-inde- 
pendent). 

From the model calculations discussed above par- 
ametrisations of H(s) can be derived. H(s) is found 
to fall approximately as C/]~ss (for 1--T, M2/s, 
~AEEcd)0 or to be constant (for (M~-M2)/s). A 5 
parameter fit to our data (four constants C for the 
energy dependence H(s) of the four event shape vari- 
ables, and Am) results in Am=375_60  MeV. The 
fit gives Z2=32.5 with 27 degrees of freedom. The 
error includes the statistical and systematic uncertain- 
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Fig. 1. Measurements  of the quantites < l - T > ,  <M~/s>,<(M~ 
-M~)/s> and ~AEEc dz  in the energy range 14-46.3 GeV. The data 
points have been corrected for detector effects and initial state radia- 
tion. The errors include statistical and systematic errors. The curves 
represent pure Q C D  predictions for the four variables using A~s 
= 200 MeV (this value of A m is in agreement with the present exper- 
imental information [22]. Comparing the dashed curve and the 
data points for ~AEEcdZ one can see that for this quanti ty the 
fragmentation contributions are small 

ties of the data, but not the effect of the choice of 
the functional form of H(s). Different parametrisa- 
tions of H(s) are found to give values of Am covering 
a wide interval, limited only by the restrictions on 
the sign of H(s). It is clear that this method will not 
result in a model-independent value for Am. 

Nevertheless, conservative limits on Am can be 
obtained, using the QCD terms alone. As A m is var- 
ied, the theoretical curves in Fig. 1 move up and 
down, and excessive variations of Am would change 
the sign of H(s) for any given observable. The "cor- 
rect" sign (see Sect. 2) of given H(s) thus limits the 
values of A~rs. In Table 1 these limits are shown for 
all four variables. It is found that the most stringent 
limits on A~s result from requiring a positive sign 
for H(s) in <M~/s> (upper limit for Am), and a nega- 
tive sign for H(s) in ~ AEEC dz (lower limit for Ags). 
Fitting the experimental data with H(s)=0 in each 
case gives, at the 95% confidence level: 

Am<655 MeV, ~s(35 GeV)<0.171 

Am> 45 MeV, cq(35 GeV)>0.107. 

Due to their larger fragmentation terms, < i - T> and 
<(M~ - M2l)/S> give less stringent limits (Table 1). Fig- 
ure 2 shows the upper and lower limits for ~ deter- 
mined from M~/s and ~ AEEC dz, respectively, as func- 
tions of the center of mass energy. Also shown are 
the limits from the combined fit of the pure QCD 
formulae (see Sect. 2) to the data with values for AQco 
as given above. 

As fragmentation effects can be assumed to de- 
crease with energy, we have tried to improve the limits 
by using only the data points at energies greater than 
30 GeV. However, with fewer data points there are 
larger statistical errors on Am and the limits do not 
change much (see Table 1): 

Table 1. Limits on A m using various methods described in the 
text. The quoted limits correspond to the 95% confidence level. 
The renormalisation scale x was chosen as 1 

a) Lower limits <M~-M~)/s) ~AEEcdZ 
(A~vs in MeV) (Ags in MeV) 

H (s) = 0, Fit over all energies > 13 > 45 
H(s) = 0, E > 30 GeV only > 10 > 56 
H(s) polynomial > 18 > 79 

b) Upper  limits <1 - T) <M~/s) 
(Am in MeV) (Am in MeV) 

H(s )=0 ,  Fit over all energies < 1390 <655 
H(s) =0 ,  E >  30GeV only < 1430 <654 
H(s) polynomial < 1320 < 628 
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Fig. 2. Limits on ~ from SAE~c d Z and (M~/s). The data points 
show the values for ~ calculated from our experimental values for 
A~Ec dz and (MZ/s) by setting H(s)=0. The solid curves corre- 

spond to the 95% confidence level limits on A m which have been 
derived from fits of the pure QCD formulae to the data 

Ax~s< 654 MeV, ~(35 GeV)<0.171 

Aws> 56 MeV, ~s(35 GeV)>0.111. 

A further increase of the minimum energy does not 
lead to more stringent limits. 

Finally, we use a third approach which makes use 
of all the data points and takes into account the had- 
ronization term H(s). We describe H(s) as a third 
order polynomial in s, subject to the restrictions on 
sign and monotonous  decrease already discussed, fit 
the formulae for V(s) to the data and calculate the 
corresponding limits for A~s. This method results in 
our tightest limits on A~rs (see Table 1): 

A~rs< 628 MeV, ~s(35 GeV)<0.169 

A ~ > 7 9  MeV, ~(35 GeV)>0.117. 

The total cross section for e + e -  annihilation to 
hadrons also gives a value for Avrs independent of 
the fragmentation model. From a combination of all 
the experimental results at CESR, DORIS,  PEP, PE- 
TRA and T R I S T A N  a value + 3oo of Agls=400_22o MeV 
can be obtained [18], using a second order QCD 
calculation. The 95% C.L. limits for A~rs from the 
total cross section data are considerably weaker than 
those presented here. Taking into account the uncer- 
tainties in the cross section normalisation due to high- 
er order QED corrections one obtains 0.030<Ax~s 
<0.930 GeV. However, the R value also yields the 
most probable value for Ares in this interval, namely 
400 MeV, which is in good agreement with the central 
value (375_+60 MeV) and consistent with the limits 
from the event shape analysis presented here, but is 
independent of assumptions concerning the hadron- 
isation process. 
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5 Renormalisat ion scheme dependence 

The calculation of the QCD-series expansion (1) re- 
quires the introduction of a specific renormalisation 
convention and scale. There are many possible 
choices of renormalisation scheme. The renormalisa- 
bility of the theory ensures that the perturbative pre- 
diction for a physical observable V does not depend 
on the scheme, if the calculation is done to all orders. 
In practice, of course, a QCD calculation to all orders 
is not feasible and perturbative calculations for the 
observables investigated here are presently limited to 
second order. The first order coefficient (Ca in (1)) 
is independent of the renormalisation scheme. But the 
higher order coefficients of the expansion do depend 
on the scheme and so will the result of AQc o extracted 
by means of a low-order QCD formula from an obser- 
vable V. 

In calculations to second order c~s, any change 
of renormalisation scheme is equivalent to a change 
of the scale s--*xs in the formula for ~s [19]. The 
coefficient C2 in (1) is then transformed to 

C2 = C 2 -{- 0 .5 C 1 (11 - ~Ny) In (x). 

There are no solid theoretical guidelines for the choice 
of x. Stevenson [20] has suggested to choose an opti- 
mized renormalisation scale based on a "principle of 
minimum sensitivity" (PMS), so that the calculated 
value of the observable shows minimal sensitivity to 
the scale. This implies choosing x so that OV/Ox=O. 
Note that different observables have different opti- 
mum values of x. For  the above four variables, the 
values of x where this condition holds are almost 
independent of A~rs. Using PMS we get the following 
limits (see also Table 2): 

Table 2. Limits on A~rs using an optimised choice of the renormalisa- 
tion scale ("PMS" scale, see text) 

a) Lower limits ((M~- M2)/s) x ~A~EcdZ x 
(A m in MeV) (Am in MeV) 

H(s)=0, > 12 0.40 >40 0.33 
Fit over all energies 

H(s) =0, > 9 0.40 >48 0.33 
E > 30 GeV only 

H(s) polynomial > 18 0.40 > 65 0.33 

b) Upper limits (1 - T )  x ( M~/s ) x 
(A~rs in MeV) (A~rs in MeV) 

H(s)=0, <407 0.08 <354 0.15 
Fit over all energies 

H(s)=0, <497 0.08 <401 0.15 
E> 30 GeV only 

H(s) polynomial <375 0.08 <340 0.15 
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Table 3. Examples for upper limits on A~rs with an arbitrary but  
large renormalisation scale (x = 2) 

Upper  limits (1 - T) ( M2/s) 
(Am in MeV) (A m in MeV) 

H(s)=0,  Fit over all energies <2170 <930  
H(s )=0 ,  E > 3 0  GeV only <2180 <915 
H(s) polynomial < 2040 < 880 
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Fig. 3. Limits on A~rs as a function of the renormalisation parameter  
x. The dashed lines represent the fits over the whole energy range 
with H(s)= 0. The dotted lines are for Eem > 30 GeV. The solid lines 
result from fits with a polynomial H(s) (see text) 

A m <  340 MeV, x=0 .15  

Ara-s > 65 MeV, x = 0.33. 

For  any given A~s the PMS scale yields the max imum 
value for the observables given in (3-6). Consequently 
the value for A~rs, obtained in a Q C D  fit to the mea- 
surement of an observable using PMS, will be the 
lowest in comparison to any other scale. It  follows 
that PMS will lead to the tightest upper  limits but 
to the most  conservative lower limits for A~rs. This 
can be verified by comparing the results for A~rs in 
Tables I and 2. 

Without  a good guideline for a choice of scale, 
we have varied x over a plausible range. The lower 
limit was chosen as x>0 .1  (x>0.006 for ( l - T ) ) .  
Below this, the values of the observables become un- 
physical and no real solutions for es can be obtained. 
As to the upper limit of x, we have explored x values 
up to 10 with the general observation that  the limits 
for Ags increase with increasing x. For  illustration, 
Table 3 gives our results for the upper  limits for Ags 
at the value of x---2. Figure 3 shows the limits on 
Ags as a function of x up to x = 1 for the observables 

M2/s and S AEEC dz. In all observables the limits ob- 
tained from our data continue to grow with increasing 
x. Since there is no clear prescription as to which 
x to take there is also no clear upper  limit on Am.  
There is, however, a definite minimum for the lower 
limit on Am, which is reached at the PMS scale, as 
discussed above. 

One may ask whether experiment can help to de- 
cide about  the correct scale x, given the second order 
Q C D  predictions (1). However,  for each of the four 
observables it is possible to find a range of combina- 
tions of x values and values of Ags that  allow good 
fits to our data with H(s)=-O. The range of possible 
values of x is big and we conclude that  the influence 
of the hadronization term, the experimental errors, 
and the close correlation between A~rs and x do not 
allow us to make statements about  experimentally 
preferred values for x. 

There may, however, exist observables which al- 
low a determination of optimal  values for both  x and 
Ags. For  this purpose, the relative rates of 2, 3, and 
4 jet final states in mult ihadronic events seem to offer 
promise. Preliminary evidence suggests that  a rather 
small value of x (in the order of 0.1) is preferred [21]. 
Since the event shape variables studied here are di- 
rectly related to the relative par ton multiplicities in 
the final state one can use the x determined from 
the jet cross sections as a guide for the proper  scale. 
We therefore consider x--- 1 a conservative choice for 
the determination of an upper  limit of AQco. The 
lower limits, on the other hand, do not depend strong- 
ly on the scale and have a definite minimum. They 
can be regarded as solid experimental constraints on 
Ags. Taking into account the hadronizat ion term 
H(s) and the uncertainties related to the renormalisa- 
tion scale dependence we conclude for the Q C D  scale 
parameter  Aoc D that 

65 MeV < AQC D < 628 MeV 

at the 95% C.L. (see also Table 2). 
The choice of the renormalisat ion scale in princi- 

ple also affects the limits for A m  calculated from the 
total e + e -  annihilation cross section (see preceeding 
section). The variation of A m in the x range below 
1, however, is insignificant and the limits given above 
do not change much. 

6 Conclusions 

From measurements of the energy dependence of the 
event shape variables 1-  T, M2h/S, (M~--M~)/s and 
SAEEcdZ in the energy range from 14 to 46 GeV we 
have derived limits for the Q C D  scale parameter  AQCD 
which are independent of fragmentation effects. 
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Working in the MS renormalisation scheme we ob- 
tain the limits 79 M e V < A ~ < 6 2 8  MeV at the 95% 
C.L. These values are consistent with similar analyses 
from other authors. R.D. Field [5] quotes limits of 
0.02 < A ~  < 0.40 GeV, while the PLUTO collabora- 
tion [4] quotes values for ~s(30 GeV) between 0.11 
_+0.01 and 0.15+0.02, corresponding to 0.02<A~rs 
<0.55 GeV. JADE [-6] quote limits of 0.025<Aus 
<0.400 GeV at the 95% C.L., based on a single data 
point giving the tightest limit. All these results are 
for the MS renormalisation scheme and do not take 
into account the effects of changes of the renormalisa- 
tion scale x. Whereas the choice of x does not signifi- 
cantly affect the lower limit of AQC D the upper limit 
increases with increasing x. Restricting x to the plau- 
sible range below 1 we find 65 MeV<Aoc D 

<628 MeV at the 95% C.L. 
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