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Abstract. High energy electron proton colliders 
open new kinematical domains for the investigation 
of scaling violations in nucleon structure functions. 
Focussing on HERA as a definite study case we 
explore the precision which can be expected in 
determinations of the QCD scale parameter A and 
the running coupling c o n s t a n t  ~s(Q2). Our results 
provide a quantitative basis for discussions of the 
possibilities and requirements of QCD tests in 
inclusive deep inelastic scattering at HERA energies. 

I Introduction 

Quantum chromodynamics (QCD) predicts logarith- 
mic scaling violations in the nucleon structure 
functions [1]. The predictions can most directly be 
tested in deep inelastic lepton-nucleon scattering. Past 
fixed target experiments [2] have clearly revealed scale 
breaking. The observations are consistent with a 
logarithmic behaviour as described by the Altarelli 
Parisi equations of perturbative QCD [3] for values 
of the scale parameter A around 200 MeV. Despite of 
the overall agreement between different experiments 
and theory, the measurements do however not yet 
provide an absolutely conclusive test of QCD. Apart 
from experimental difficulties, one faces a well-known 
basic problem. At low momentum transfer q, there are 
power-behaved corrections in 1/Q 2 (Q2 = _ q2) from 
finite mass effects and higher twist operators that 
complicate the QCD analysis. At sufficiently high 
values of Q 2, on the other hand, the log Q2 QCD effects 
are expected to dominate, but because of asymptotic 
freedom also the perturbative scaling violations shrink 
slowly with increasing Q2. Fixed target experiments 
have covered the region from Q2 = (9(1 GeV 2) to a few 
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hundred GeV 2. With the ep collider HERA [4], 
presently under construction at DESY, one will soon 
have new opportunities to examine scaling violations 
of structure functions in a kinematical domain 
extending two orders of magnitude in Q2 beyond the 
region studied so far. This does not necessarily mean 
that it will be easy to put QCD to a decisive test. In 
any case, accurate measurements of structure functions 
and parton distributions at ep colliders are important 
not only with regard to QCD, but also for other 
physics topics such as electroweak tests or searches 
for new physics [5]. 

In this paper we examine possibilities and 
requirements for the QCD analysis of structure 
functions and quark distributions in high energy ep 
collisions. As a definite study case, we focus on HERA 
energies and luminosities [-4]. Influences of the 
detector performance are also taken into account in 
the following sense. The QCD analysis is restricted to 
sections of the full available phase space where the 
systematic shifts of cross-sections are expected to lie 
below a tolerable limit. Uncertainties arising from 
errors in the absolute energy calibration of the 
calorimeters, presumably one of the most severe error 
sources, are estimated explicitly. Thereby, we follow 
studies [6] made for the H 1 and ZEUS detectors [7]. 
In order to indicate directions of possible improve- 
ments we also consider more ideal situations where 
larger phase space regions are assumed to be available. 
For a given scenario we then evaluate the statistical 
precision with which the QCD scale A (and the 
running coupling ~s(Q2)) can be determined from 
QCD fits to the Q2-dependence of structure functions. 
The latter are extracted [8,9] from differential ep 
cross-sections which in turn are obtained from Monte 
Carlo generated event samples simulating real data. 

The determination of quark distributions for 
individual flavours or combinations of flavours from 
the neutral (NC) and charged current (CC) cross- 
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sections measureable in ep collisions is an interesting 
and non-trivial problem on its own [8-11]. With 
increasing Q2,Z~ exchange in the NC processes 
ep ~ e X  becomes comparable in strength to 7 exchange 
and, as a consequence, additional structure functions 
as well as Z~ effects enter the NC cross- 
sections. This leads to some complications which have 
not been present in past fixed target experiments. From 
this point of view the situation is simpler in the CC 
processes, ep --* vX. However, due to the non-isoscalar 
nature of the proton target one has four independent 
structure functions in the two measureable cross- 
sections. Strategies and prospects of extracting and 
separating structure functions and quark distributions 
have been studied in detail in earlier papers [8-10]. 
The results given therein are used as a starting point 
for the present investigations. This work also extends 
the study of QCD tests in 1-10] in different respects, 
in particular concerning the systematic search for 
structure functions suitable for QCD tests, the 
numerical treatment by Monte Carlo simulation and 
the estimates of systematic errors. 

The paper is organized as follows. Section 2 provides 
a brief description of the theoretical cross-sections, the 
relevant kinematical regions and the Monte Carlo 
simulation of event samples. The QCD analysis of 
structure functions based on the Altarelli-Parisi 
equations is outlined in Sect. 3. Here we also 
summarize some previous results on the extraction of 
structure functions and quark distributions from the 
differential ep cross-sections. Our numerical estimates 
on the precision which can be expected in the 
determination of A from QCD fits are presented and 
discussed in Sect. 4. Section 5 examines the question 
whether the running of ~s(Q2), expected in QCD, can 
be established at HERA. Our main conclusions are 
given in Sect. 6. 

2 Theoretical cross-sections, kinematical regions 
and Monte Carlo simulation 

Our analysis is based on the deep inelastic NC and 
CC cross-sections as calculated in the parton model 
to lowest order in the standard electroweak theory. 
The parton densities are assumed to obey leading 
order QCD evolution equations. As usual, the 
kinematics of deep inelastic scattering is described in 
terms of the ep squared centre-of-mass energy 
s = (pe + p)Z, the squared momentum transfer Q 2 _  
_ q Z =  _ ( p  _pl)2 and the scaling variables y =  
P.q/P.pe and x = QZ/2P'q. Here, p~,p~,P denote the 
four-momenta of the incoming and scattered lepton 
and the incoming proton, respectively. In the 
kinematical region Q 2 >  100GeV 2 target mass [12] 
and dynamical higher twist effects [13] can be 
neglected. Moreover, it appears sufficient to deal with 
four, effectively massless quark flavours (u, d, s, c) 1-14]. 
Throughout this paper, we consider unpolarized e-Vp 
scattering. 

Factorizing out the dominant Q2 dependence from 
the differential NC cross-sections we define the 
dimensionless distributions 

5NC(e~)_ xQ 4 daNc(e -x-) 
2~Z~ 2 Y+ dx dQ 2 

= Fz(x  ' O 2) +_ __Y- xF3(x,  Q2) (1) 
Y+ 

where Y_+ = 1 _ (1 -y )2  and a is the electromagnetic 
finestructure constant. The NC structure functions 

F2(x ' Q2) = ~. A:(Q2) [xqf(x ,  Q2) + XFl:(X, Q2)] 

xF3(x, Q2) = ~ Bf(Q2)[xq:(x ,  Q2) _ Xglf(X, Q2)] (2) 
f 

are linear combinations of quark and antiquark 
density distributions, q: (x ,Q 2) and gt:(x, Q2), with 
flavour (denoted by the index f )  and Q2-dependent 
coefficients, 

2 2 2 2 Af (Q 2) = e) - 2efVeVfP z + (v 2 + ae)(v: + ay)P z 

B:(Q 2) = - 2e:aeafP z + 4VeV:aea:P 2. (3) 

The latter involve the electric charges e:(e, = 2, ea = 
1 etc.), and the NC vector and axial vector 
3 '  

couplings, v: = (T3: - 2e: sin 20w)/sin 20w and a: = 
T3f/sin 20w with T3: being the third component of the 
weak isospin (T3, = 1, T3d = --�89 etc.) and Ow being 
the Weinberg angle. The Z and 7 propagators enter 
(3) via the ratio Pz ~ + m2~ 

Myltiplying the differential CC cross-section by an 
overall factor containing the W propagator, one is left 
with the following combinations of quark density 
distribution functions: 

ticc(e_T) = 4 sin 40w(Q 2 d- m2) 2 dacc(e -v-) 
rcct 2 dxdQ 2 

[u,(x, 0. 2) + (1 - y)2 d,(x, Q2)] 
= ( 4 )  

- y)2d,(x, e2)] 

where ui and di denote the up- and down-type quark 
flavours (u, c) and (d, s), respectively. 

The above expressions cannot directly be applied 
to experimental data because of non-negligible higher 
order effects. The one-loop radiative electroweak 
corrections have been obtained for NC and CC 
scattering in complete [15] and approximate cal- 
culations [16]. We assume that the experimentally 
measured cross-sections can be corrected for these 
effects and that the QCD tests are performed with the 
corrected data. We have checked that excluding the 
region y > 0.9, where the NC radiative corrections are 
particularly large, does not significantly change our 
numerical results on the precision of A. Furthermore, 
higher order QCD contributions modify the evolution 
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Fig. 1 a, b. Experimentally accessible 
regions for structure function measure- 
ments at two choices of HERA beam 
energies: a 30GeV e -v on 820GeV 
proton and b 15 GeV e-v on 300GeV 
proton. The boundaries shown by full 
and long-dashed lines are given by (5) 
and (6), respectively, and specify the 
regions where differential cross- 
sections are expected to be measurable 
with less than 10~ systematic errors 
based on kinematics reconstruction 
from the scattered electron and pro- 
duced hadron flow, respectively [6]. 
Lines of constant y are indicated as well 
as the region covered by present-day 
fixed target experiments 

equations for the parton densities [17], and generate 
a longitudinal structure function [18]. Since these 
effects have little influence on the error estimates 
considered here, we have neglected them. In fact, it 
has been shown in [10] that for x >  10 -2 and 
Qz=>50GeV2 at ~ - s=314GeV the neglect of the 
longitudinal structure function from QCD shifts the 
extracted value of A by only 20MeV. Since this 
function can be determined from data at different x/s 
[10, 19], it can be included in the final analysis. 

The kinematical regions probed at HERA energies 
are illustrated in Fig. 1. There are two ways to 
experimentally determine the kinematical variables 
x,y and Q2 for a given NC event: either from the 
momentum of the scattered electron or the total 
hadron flow. However, due to finite resolution of the 
detectors [7] and particles escaping through the beam 
pipe [20] the above variables cannot be reconstructed 
with sufficient precision in the whole phase space. The 
resulting systematic shifts of the differential cross- 
sections can be kept below 10~o in a restricted region 
of the phase space, which for the nominal HERA 
energy ~ = 314 GeV, was found to be [6] 

for electron measurements: 

5 x 1 0 - 5 _ < x < 0 . 6 ,  Q / > 5 G e V  2, y>0 .1  (5) 

for hadron measurements: 

0.01 _< x --< 0.5,  Q2 > 1 0 0 G e V  2, y > 0.03. (6) 

Figure la shows the above restrictions as boundaries 
in x and Q2. The corresponding 'safe' regions at the 
minimum HERA energy (about x/~ = 134 GeV [21]) 
are indicated in Fig. lb, where we have assumed that 

2 ---3 (5, 6) still hold [22] except that xmi . = Qml,/s x 
10-~. In NC events one can make use of either electron 
or hadron measurements, whereas CC events only 
allow measurements via the hadron flow. NC 
measurements therefore gain in accuracy through 

cross-checks between the two measurements and can 
also be extended over a larger kinematic range. Yet, 
a large fraction of the NC statistics is located in 
0.03 < y < 0.1 where an accurate electron measure- 
ment is not possible. Thus, the ability to measure the 
kinematical variables from the hadron flow is very 
important also for the NC case. The lower y-cut in 
(6) (cf. Fig. 3 below) is related to the beam pipe hole, 
e.g. y=0.01 corresponds (for Q2> 100GeV z) to a 
polar angle of the scattered quark in the range 3-5 ~ . 
On the other hand, it is the electron measurement 
which gives access to the region of very small x in NC 
scattering as emphasized in Fig. 1. 

Using the Monte Carlo (MC) program LEPTO [23] 
data samples are generated to simulate the statistics 
of real data. The generator is based on the standard 
model electroweak cross-sections given in (1-4). For 
the input parton distributions we use parameteri- 
zation I of Duke and Owens (DOI) [24] with 
A = 200 MeV. The electroweak parameters take the 
values e=1 /137  , sinZ0w=0.226, mw=81.4GeV 
and mz = 92.5GeV. This choice is consistent with 
the standard model relations including radiative 
corrections. 

For the main part of our analysis we assume the 
nominal beam energies, i.e. 30GeVe ~ on 820GeV p 
giving the centre-of-mass energy , , / s=314GeV.  
Furthermore, we concentrate on the kinematical 
region Qz>100GeV2 and x>0.01  where non- 
asymptotic scaling violations should be absent and, 
where the log Q2 evolution of parton densities as 
described by the usual Altarelli-Parisi equations in 
QCD [3] should be fully valid. Non-singlet fits are 
studied for x > 0.25. To set the statistical scale we 
consider an integrated luminosity of 200 pb-1 per 
beam configuration which corresponds to about 
150days of fully efficient running at the design 
luminosity 1.5 x 1031 cm -z s -1 [4]. Measurements at 
x < 0.01 may also play an important role in QCD tests 
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Table 1. Monte  Carlo event samples and cross-sections 

~ s  Q~i, Restrictions a [pb ]  

[GeV] [GeV 2] x-range (5,6) N C e  + N C e -  C C e  + C C e -  

314 100 0 . 2 5 - 1  no 337 339 2.71 8.66 
yes 23.9 25.9 1.93 6.31 

0.01 - 1 no 3.72 • 103 3.74 • 103 29.4 52.7 
yes 2.37 x 103 2.40• 103 27.2 48.4 

10 1 0 - 4 - - 1 0  -2  no 4.13 • 104 4.13 • 104 4.86 5.80 
yes 2.43 x 104 2.43 x 104 - -  - -  

134 17.8 0.25 - 1 no 2.19 • 10 s 2 .20x  103 1.23 5.41 
yes 143 147 0.981 4.28 

0.01 - 1 no 1.95 x 104 1.96 • 104 8.44 19.4 
yes 5.62 x 103 5.66 • 103 6.98 16.8 

as pointed out in [10, 25]. Therefore, we include the 
region a t  Q 2 ~  1 0 G e V  2 and 1 0 - 4 _ ~  X--~ 10 - 2  in our 
analysis. Here, the event rate is so large that very good 
statistics can be obtained with less integrated 
luminosity. On the theoretical side, however, the 
evolution equations have to be modified due to 
In 1/x-contributions at low x [26,27]. It is also 
conceivable that non-perturbative physics [26] has 
some impact already at x ~ 10 - 4 .  The understanding 
of QCD in this range still requires further theoretical 
investigations. In order to demonstrate the statistical 
power available for QCD tests in the very low x region 
we extrapolate conventional parton densities and the 
leading log Q2 evolution to the region i0- 4 < x < 10- 2. 

The MC data samples and corresponding cross- 
sections are summarized in Table 1 for both the full 
kinematical regions just described as well as for the 
regions restricted according to (5, 6). This shows the 
loss of statistics in going from an idealized situation 
to a more realistic one where systematic uncertainties 
can be kept at an acceptable level. Obviously, the most 
severe loss is caused by the lower cuts in y. For 
kinematics reconstruction based on the hadron flow 
this cut is essentially caused by the beam pipe hole. 
These limitations also lead to a gap between the 
kinematical region explored in fixed target experi- 
ments and the region considered suitable for accurate 
structure function measurements at the highest HERA 
energy. Since the kinematical requirements, (5) and (6), 
are expected [-22] to remain roughly the same when 
lowering the centre-of-mass energy, one could decrease 
this gap by running at HERA with reduced beam 
energies. As an illustrative case, we consider the lowest 
practicable beam energies [21] of 15GeV e ~ on 
300GeV protons yielding the c.m. energy x/~= 
134 GeV (see Fig. lb). Since the luminosity is expected 
to scale essentially linearly with the proton beam 
energy [,21], we assume an integrated luminosity of 
only 100 pb-1 for this low energy option. 

Actually, MC events and cross-sections in each 
sample are recorded in bins of x and Q2 which, in 
order to assure reasonable statistics, become larger as 
x and Q2 increase. For Q2 we have chosen four bins 

per decade which are equally large on a logarithmic 
scale, i.e. A log Q2 = 0.25. In x we have taken bins with 
Ax =0.05 for x <0.5, Ax--0.1 for 0.5 <x<_0.8, and 
the bin 0.8 < x < 1. For NC events we have in some 
cases exploited the high statistics available at x < 0.1 
and made a finer binning with four bins per decade 
on a logarithmic scale. 

3 Structure functions and QCD evolution 

Tests of QCD scaling violations in deep inelastic 
scattering are performed with structure functions 
extracted from the inclusive differential cross-sections. 
In the quark-parton model, these functions are 
superpositions of quark and antiquark distributions 
with certain coefficients: 

F(x, Q2) = ~ ['aiqi(x, Q2) + flfti(x, Q2)]. (7) 
i 

For the purpose of analysing the Q2 evolution 
predicted by QCD, it is useful to separate F(x, Q2) into 
a non-singlet and a singlet component: 

F(x, Q2) ___ aFNs(X ' Qz) + bFs(x, Q2) (8) 

where 

FNs(X, Q2) = ~ ai.i [qi( x, Q2) _ 7qj(x, Q2)] 
i , j  

and 

(9) 

Fs(x, Q2) ___ ~ [_qi(x ' Q2) + {li(X, Q2)]. (10) 
i 

The latter functions obey the Altarelli-Parisi equa- 
tions which, in leading logarithmic approximation, 
read as follows: 

0 
~t FNs(x, t) = Pqq(x) | Ftqs(X, t) (11) 

~ \  G(x,t)} \Poq(x) P~o(x) } ~ k ,  G(x,t)) 
(12) 



with t=(2 / f lo ) In  [ln (QZ/AZ)/ln (QZ/A2)], flo = 11 
2 2 - ~ N I ,  Qo denoting the starting point of the Q2 

evolution, and N I being the number of active flavours 
(in our case Ny = 4). Furthermore, G(x, Q2) is the gluon 
density distribution, Pab(X) are the QCD splitting 
functions as given explicitly in [3], and the convolution 
on the right-hand side of (11, 12) is defined by 

1 1 

A(x)|  = ~ dx~ ~ d x 2 6 ( x -  x~x2)A(xa)B(x2). (13) 
0 0 

The initial distributions FNs(x, Q2), Fs(x ,Q2) and 
G(x, Q2) are neither predicted by perturbative QCD 
nor can they be measured in the whole x-range by a 
single experiment. They must therefore be fitted to the 
data simultaneously with the A parameter. Several 
algorithms have been developed for the QCD analysis 
[28-30]. Here, we mainly use the Furmanski-Petronzio 
program [30] in which the solution of the 
Altarelli-Parisi equations is obtained by expanding 
the input distributions at Q2 and the evolution kernels 
in terms of orthogonal polynomials. In this way the 
distributions at Q2 are determined by solving a system 
of linear equations for any A, which is thereafter found 
by a one-dimensional minimization. This method is 
to a large extent algebraic and rather fast on the 
computer as compared to non-linear multidimensional 
minimizations used in other algorithms. To cross- 
cheek our main results we have also made fits with 
the program by Abbott et al. [28]. 

In contrast to structure functions relevant at present 
fixed target energies the coefficients ~g, fig in (7) are not 
constants at the high values of Q2 reachable at ep 
colliders, as is clear from the NC expressions, (1-3). 
For example, by adding and subtracting the rescaled 
NC cross-sections ~Nc(e -7-) one obtains 

F2(x, Q2) = �89 + ~yc(e+)) (14) 

Y +  + 
xFs(x, Q2) = 2Y_ (fiNe(e-) - ffNc(e )) (15) 

that is structure functions with Q2 dependent coef- 
ficients Ag(Q 2) and Bi(Q 2) as specified in (3). While F3 is 
a pure non-singlet distribution, ff2 can be decomposed 
into the singlet distribution Fs defined in (10) and the 
non-singlet distribution Ap = ~ (u i + t~g - dg -dg): 

i 

1 [A 2 _ _  F2(x,Q 2)=~ ,(Q ) An(Q2)]xAp(x,Q 2) 
1 2 + y[A,(Q ) + An(Q2)]xFs(x, Q2). (16) 

Then, using (11) and (12) it is in principle straight- 
forward to perform QCD fits directly to the structure 
functions (14) and (15). 

One can immediately see from (2) and (3) that xF3 
vanishes at sufficiently low Q2, whereas F 2 reduces to 
the familiar electromagnetic structure function 

em 2 F 2 (x, Q ) = ~ e2(xqi(x, Q2) + XClg(X, Q2)) (17) 
i 
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or, in the representation of (16), 
em 2 F 2 (x, Q ) = ~-xAp(x, Q:) + ~xFs (x ,  Q2). (18) 

F~ m is just one example (however, from the point of 
view of QCD tests the most important one) of structure 
functions which can be obtained from a single 
cross-section or a combination of cross-sections in 
restricted ranges of x and/or Q2. In a similar 
approximate way one can extract several other 
distributions, in particular, valence quark distribu- 
tions at x>0.25. Moreover, by using all four 
independent cross-sections, r -7-) and ffcc(e~-), it is 
possible to avoid such approximations and obtain also 
distributions which are not accessible otherwise. A 
convenient complete set of distributions obtainable 
from the above four cross-sections is given by the 
valence distributions u~, d~ and the summed 
distributions U = ~ (u I + @), D = ~ (d s + all). Other 

Y Y 

functions can then be obtained through linear 
combinations of these [8, 9]. In practice this procedure 
requires considerably more statistics than the 
approximate approach and is subject to additional 
systematic uncertainties, for example, in the relative 
normalization of different data sets. Various methods 
for the extraction of structure functions from measured 
cross-sections and the accuracy which can be expected 
from HERA experiments are discussed in detail in 
[8-10]. Here, we shall follow [9] where results are 
presented on 

(i) the non-singlet distributions u~, d~, u~ ++_ d~, e,,u~- 
eddy, 
(ii) the singlet distribution Fs, and 
(iii) the mixed distributions uv + S/2 = ~ (ug + ffi), 

g 

d v + S/2 = Z (dg + (Q, U = • (ug + Og), D = Z (dg +dg), 
g i i 

Use, = U - u~, Ds~, = D - do, S =  Use, + D .... Fe2 m. 

While in [9] the focus is on the determination of the 
shape in x of structure functions, we concentrate here 
on the determination of the QCD scale parameter A 
from the Q2-dependence of the above distributions. 

4 Determinat ion of  A 

4.1 Statistical precision 

The accuracy which can be achieved in determinations 
of the A parameter from QCD fits depends on the 
statistical accuracy of the structure function data, the 
available lever arm in x and Q2, the inherent sensitivity 
of the structure function to A and the number of initial 
distributions that have to be fitted simultaneously with 
A. These aspects are considered in the following 
analysis. 

To proceed systematically, we first examine the 
physical sensitivity of A of the structure functions in 



506 

0.2 

0.1 

S 

-0.1 

-0.2 

:31Z, GeV . . . . .  50Me 
A =200MeV I 

. . . . .  A =500MeV I 

0.1 0.2 0.3 0.4 
X 

Fig. 2. Sensitivity of the distribution xU'=~x(u~ + ~) to the A 
parameter. The full data symbols represent MC measurements, 
based on 400pb -~, within the restricted kinematical region 
(5, 6), while the open symbols are obtained without these cuts. The 
curves are theoretical predictions for different A values 

0.8 

~NC(e +) ~ 200 pb -1 ~/s=314 GeV 

0.7 F~ m ............... ~ x=.O14 

......... x= �9 

='04  

x= .076 

0.4 

�9 �9 x ,~  

~ ~ �9 ..... 7T ~ x=.lz 

, X 

" '7  

O. 1 ~ ~ . . . . ~ =  .4, ~ 

_ y - - . O ~ 0 3 .  A ', _ ~  

�9 - o "~ = '," _.~ x=.6,  c 
0 . 0  . . . . . . . .  ' . . . . . . . .  ' . . . . . . . .  " ~ "  

101 10 z 103 104 10 5 

QZ [GeV z] 
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represented by the MC data, while the dotted curves are the 
corresponding expectations on the electromagnetic structure 
function Fzm = ~e~x(q, + gfi). Also shown are lines of constant y 
(cf. (5, 6)) 

comparison to their expected statistical accuracy. 
More specifically, following [9] we extract the 
distribution functions listed in the last section from 
the MC data sets characterized in Table 1 and 
calculate the logarithmic derivative ~ In F/~ In QZ. The 
resulting statistical errors on these derivatives are then 
compared with the theoretically calculated shifts due 
to variation of A from the nominal value A = 200 MeV 
used in the MC simulation. This examination directly 
indicates the possible quality of a A measurement from 
a QCD analysis of a given structure function. We find 
that only the electromagnetic structure function F~ m, 
(17), appears promising in this respect. In all other 
cases, the statistics available under the assumptions of 
Table 1 is not sufficient for a meaningful determination 
of A. One should note, however, that the same 
statistics would allow good to reasonable measure- 
ments of the shape in x of the structure functions 
considered in the above test. Needless to say, the study 
of QCD scaling violations is a much more difficult 
experimental problem, in particular, since the QCD 
evolution is rather slow from Q 2 =  100GeV / to 
Q2 = 104 GeV 2, i.e. in the typical HERA range. A good 
illustration of these remarks is provided by the 

distribution xU = ~ x(ui + fh) whose x-shape can be 

quite well measured (see Fig. 14a in [9]) and yet its 
derivative with respect to In Qz, shown in Fig. 2, cannot 
be determined with sufficient accuracy for a QCD test. 

In order to be more quantitative, we have also 
carried out a full QCD analysis for those structure 
functions passing the previous qualitative examination 
with the most favourable results. Mixed, the singlet, 
as well as pure non-singlet distributions have been 
selected. With the exception of F~ m, the statistical 
errors on the fitted values of A are found to exceed 
300 MeV in all cases, even when assuming a definite 
gluon distribution as input. This is not surprising since 
the bulk of the NC statistics is located at 
Q3< 103GeV 2 and y <0.5, where the NC cross- 
sections are essentially equivalent to F~ m. On the other 
hand, structure functions based on CC data, alone or 
in combination with NC data, tend to be statistically 
more accurate at large Q2 where the sensitivity to 
scaling violations is smaller. 

In ep collisions, F T can be obtained to a rather 
good approximation directly from the rescaled 
differential cross-sections ffNc(e~-), (1), or after separa- 
tion of i F  3 using the sum of t~Nc(e-) and ~Nc(e+), (14). 
Figure 3 shows ~Nc(e +) in bins of x and Q2 as derived 
from the MC event sample for x / s =  314GeV and 
x > 0.01 (see Table 1). The statistical errors correspond 
to an integrated luminosity of 200 pb-  1. Furthermore, 
the full curves in Fig. 3 are the result of the appropriate 
theoretical calculation of ~NC(e § whereas the dotted 
curves represent F~m(x, Q2). A s  expected, 5Nc(e +) 
deviates from F~ m at large Q2 where the weak NC 
interactions can no longer be neglected. These 
deviations are exhibited in Fig. 4 in more detail for 
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Fig. 4a ,  b. Relative deviation of the structure 
function F~ m from the actually measured quantity 
r +). The curves in b correspond to the same 
values of x as indicated in a 
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Fig. 5. Evolution of the structure function F2 m. The contributions 
in QCD from valence quarks, sea quarks and gluons are shown 
separately by the curves calculated for the unrestricted y-range and 
Q2 > 100 GeV 2. The MC data  indicate two different measurements,  
similarly as described in Fig. 3 

both energies x/~ = 314 and 134 GeV. Compared with 
�89 + ~NC(e + )) and ffNC(e-), 6NC(e +) is preferable 
not only as a better approximation to F~ m, due to 
partial cancellation of Z ~ contributions in F2 and xF3 
in (1), but also since the electroweak radiative 
corrections are smaller for the e + case [10, 15]. As can 
be seen from Figs. 3 and 4, some care has to be taken 
when performing a QCD analysis of the measured NC 
cross-sections. If (18) is used, the analysis should be 
restricted to a region in x and Q2 where the differences 
of F~ m and ffNC(e -v-) are small. Alternatively, one can 
take into account the weak effects and, for example, 
perform a QCD fit to �89 + ~NC(e+)) using (16). 
Since the two procedures differ only in the high Q2 
region where the statistical errors are large (see Fig. 3) 
the error on A will be essentially the same for both 
fits. We choose the former of the two possibilities, and 
keep only bins in x and Q2 where the deviations of 
ffNc(e +) from F~ m are acceptable. More definitely, 
requiring 

I1 a m -  + - F 2  /oNc(e )1 
< e  (19) 

5stat(aNc(e +)) 

we have checked that for ~_~ 1 the QCD fits yield 
stable results. At %~=314GeV and for ~ d t =  
200 pb-  1 condition (19) excludes the region y _> 0.55, 
Q2>2500GeV2, while at x / s = 1 3 4 G e V  and for 
f ~ d t  = 100pb -~ the region y => 0.5, Q2 => 1500GeV 2 
~s excluded. 

Table 2 summarizes the values of A and the 
statistical errors that result from the QCD fits to the 
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Table 2. Statistical precision on A and e from QCD fits to ~ (e+] ~ F em 
N C  x ~ ~ 2 

Restricted range, (5, 6) 
x-range Type of fit A [MeV] A [MeV] c~, (Q2) [GeV z] 

a ) .~  = 314GeV, Q2 > 100GeV 2, ~SYdt = 200pb 1 

x > 0 . 2 5  non-singlet, (11) 145 • 48 175 + 176 0.132 _+ 0.023 2770 

x > 10 -2 (11, 12) 297 • 76 I77 • 135 0.159 • 0.026 400 

x > 10- 2 (11, 12), xG(x, QZo) fixed 215 + 16 201 _+ 25 0.164 + 0.005 400 

b) , ~  = 314 GeV, Q2> 10 GeV 2, ~.L,F dt = 100 pb-a 

x >= 10 -4  (11, 12) 196 -f- 5 225 • 25 0.204 + 0.006 80 

c) , /~= 134GeV, Q2> 18GeV 2, f~dt  = 100pb -1 

x > 0 . 2 5  non-singlet, (11) 200 • 47 460 _+ 263 0.193 _+ 0.028 530 

x > 10- 2 (11, 12) 211 • 27 227 + 58 0.188 • 0.012 160 

different subsets (specified in Table 1) of the MC data 
plotted in Fig. 3. The Z 2 values per degree of freedom 
vary between 1 and 1.5 in these fits; an example is 

)~Z/ndf=88/54 for the case with x / s = 3 1 4 G e V ,  
x >  10 -z  and restricted phase space (Table 2a). In 
order to check the calculated errors we have used the 
program of Abbott  et al. [28] in the leading log 
version, which solves the Altarelli-Parisi equations 
(11,12) numerically and applies the M I N U I T  
minimization procedure [31] to fit A and the 
parameters  of the initial distributions at Qg. Compared  
to our main analysis we have here used numerically 
calculated cross-sections instead of Monte  Carlo 
simulated ones and parameterized the input distribu- 
tions (Fs, A,G) differently at Q ~ =  10 or 100GeV z 
instead of 4 GeV 2. The results obtained in this way 
agree well with those given in Table 2. For  example, 
we obtain A = 192 _+ 29 MeV instead of 201 _ 25 MeV 
for x ~ 10 -z,  xG fixed, and A = 259 + 25 MeV instead 
of 225_+25MeV for x > 1 0  -4, fitting all initial 
distributions. In cases with 6A -~ A, where the error 
estimate is less precise for a mult iparameter  fit, larger 
differences may occur using different procedures. 

To discuss the results in more detail let us first 

concentrate on the nominal HERA energy x / s =  
314GeV and the kinematical region Q2>= 100GeV 2, 
x > 0.01 (Table 2a). For the interpretation of the 
results it is useful to realize that for x <0.1 the 
evolution of F~ m is dominated by the gluon 
contribution, whereas for x > 0.25 only the valence 
quarks matter, as illustrated in Fig. 5. Several 
comments  are now in order: 

(i) Fitting the three initial distributions Ar(x, QZ), 
Fs(x , Qg) and G(x, QZo) simultaneously with A in the 

restricted range (5, 6) one can obtain A with an error 
6A ~- 140 MeV. 
(ii) The main obstacle for a more precise result on A 
is the unknown gluon component  which plays a 
dominant  role in the evolution of F~ m (Fig. 5). If the 
gluon distribution were completely known a very 
precise value for A with an error of only 25 MeV could 
be obtained. Therefore, constraints on the gluon 
density from other measurements such a s  F L [19] or 
special processes like boson-gluon fusion [32] could 
improve the value of 6A. However, one has to proceed 
very carefully since the fitted value of A is strongly 
correlated with the shape of G(x, Q2o), in particular at 
low x [103. 
(iii) The usual way to circumvent the gluon problem 
is to restrict the analysis to the valence quark region, 
where only a non-singlet fit has to be performed. 
However, a fit for x > 0.25 yields 6A ~- 180 MeV. This 
is mainly due to the cut y > 0.03 which is particularly 
severe in the valence quark region as can be seen from 
Fig. 3. 
(iv) Repeating the fits (i)-(iii) in the unrestricted 
kinematical region one obtains A with a statistical 
error 6A ~_80, 15 and 50MeV, respectively. These 
values are ideal limits corresponding to a perfect 
detector with full angular coverage. The comparison 
with the corresponding results (i) (iii) shows the high 
price paid for controlling the systematic errors through 
the restrictions in (5, 6). On the other hand, these values 
also indicate the improvements that could be gained 
if the 'safe' region can be enlarged, but this requires a 
very detailed knowledge of the detectors. 

So far, we have not considered the important  
capability to take NC data in the range 1 0 - 4 -  < x _< 
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10 -2. Here, Q2 < 103 GeV 2 and therefore 7 exchange 
dominates completely leaving F~ m as the only relevant 
NC structure function which, moreover, can be 
measured with high statistics. On the other hand, the 
theoretical analysis is expected to be more complicated 
involving the question of ln x modifications to the 
QCD evolution formalism [26,27], effects of the 
longitudinal structure function [18], and contribu- 
tions from heavy quark production [14]. Since in this 
paper our main interest concerns error estimates we 
may nevertheless, as an illustration, continue to use 
the ordinary evolution equations (11) and (12) also at 
x < 0.01, but keeping Q2 > 10 GeV 2. The correspond- 
ing MC result on #Nc(e -v) given in Fig. 6 illustrates 
the strong Q2 dependence of the structure function at 
low x. Even if one restricts the QCD analysis to the 
kinematical region, (5) and (6), one can obtain A with 
an error of only 25 MeV (Table 2b). Furthermore, at 
low x the Q2 evolution of F~ m is mainly determined 
by the gluon contribution as already mentioned 
(Fig. 5). Thus, the gluon density can also be better 

constrained in QCD fits which extend to the region 
x < 0.01 [10, 25]. 

Another way to improve the statistical significance 
of A measurements at HERA is to lower the ep 

centre-of-mass energy. The reason is that the fixed 
lower limit in y, (5, 6), then allows access to smaller 
values of Q2, see  Fig. lb, where the NC cross-section 
is larger and the QCD scaling violations are more 
pronounced. For the lowest HERA energy of about 
x F =  134 GeV, one can still stay in a region of Q2 and 
x where the non-asymptotic background should be 
unimportant or at least manageable. The requirements 
x > 0.01 and y > 0.1 imposes a minimum Q2 value 

z 
Qmi,= 18GeV z. For a total luminosity of 100pb -1 
the MC simulation of 6Nc(e +) and the QCD fits have 
been carried out in the same way as described above 
for the nominal HERA energy. The resulting values 
of A are given in Table 2c. Most interestingly, we find 
in the case of a complete QCD fit in the restricted 
region defined by (5) and (6) that the statistical error 
on A decreases from 5 A  ~- 140 MeV at x/]  = 314 GeV 
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to 6A - 6 0 M e V  at x/~ = 134GeV. Thus, despite the 
lower integrated luminosity in this case, a factor 2 
improvement is obtaind due to the larger cross-section 
and stronger scaling violations at lower Q2. Further 
improvements can be obtaind by combining data at 
the two different energies. For example, a combined 
fit to the two data samples with x > 10 -2 in Table 
2a and c, respectively, gives the statistical error 
6A = 45 MeV. 

Obviously, the inherent sensitivity of F~2~(x, Q2) to  
A depends strongly on the region in Q2 considered. 
One example for this assertion has just been given 
above. It is worthwhile to study this dependence in 
more detail. For definiteness, we refer to the complete 
QCD fits in the region x > 0.01 at the two c.m. energies 
xfs = 314 GeV (Table 2a) and x/~ = 134 GeV (Table 2c). 
The changes of 6A with the lower and upper limits 
Q2in and 2 Q . . . .  respectively, are illustrated in Fig. 7. 
Firstly, we observe that the general behaviour of 6A 
is the same for the restricted and unrestricted 
kinematical regions. Secondly, we notice a clear 
difference in the influence of Q2in as compared to Q2ax. 
The strong variation of 6A with 2 Qmin implies that the 
outcome of a given fit will be mainly determined by 
the data at the lower end of the Q2 region contributing 
to the fit. Thirdly, we find that the statistical precision 
of A is practically not influenced by measurements 
beyond Q2,,~few 10 3 GeV 2. This corroborates our 
earlier statement that one would not obtain a 
significantly more acurate value of A by taking the 
weak effects explicitly into account and including all 
data up to the highest accessible values of Q2. We 
note, however, that for different minimum x and Q2 
values, as required for instance in the valence quark 
approximation, the relative weight of the very high Q2 
region can be substantially enhanced. 

4.2 Systematic shifts 

The analysis carried out in the last subsection was 
based on statistical considerations only. Due to the 
complexity of the HERA experiments a thorough 
investigation of all systematic problems that may 
influence the measurement of A is not possible here. 
However, in order to obtain some idea about the size 
of systematic uncertainties we shall examine con- 
sequences of errors in the calibration of the" 
electromagnetic and hadronic calorimeters. The 
accurate calibration of a large calorimeter system is 
known to be difficult. One expects systematic errors 
at the per cent level [7]. These errors affect the energy 
measurement of the scattered electron and the 
produced hadrons and can therefore shift the 
reconstructed kinematical variables. This is an 
important source of systematic errors in structure 
function measurements. For a more detailed dis- 
cussion we refer to [33, 34]. 

Small deviations e~and eh of the measured electron 
and hadron energies E .  H from the actual values E~m, 

i.e./7, = E,(1 + ee) and/~u = Eu(1 + eh), cause shifts of 
the reconstructed kinematical variables from the 
electron or hadron measurements as compared to the 
true values: 

1 + ee ~2 = Q2(1 + ee ) 3r e = X e 
1 + % - % / y  

(1 + eh)(1 --  y) 
Y e = Y - - ~ e ( l - y )  ~ / / = X  

1 - y(1  + eh) 

~2 -{- eh)2( 1 --  Y) 
Qn = Q 2(1 33n = y(1 + eh). (20) 

1 - y (1  + eh) 

Following 1-33] one may assume the acceptance to 
remain unchanged for small shifts, ee, ~h << 1. In that 
case, the number of events per corresponding bin is 
identical, i.e. 

d#(~, ~2) dR dO E - da(x, Q2) dx dQ 2. (21) 
d:~ dQ 2 dx dQ 2 

For rescaled cross-sections 6 such as the ones defined 
in (1) and (4), (21) implies 

t~(2, (~2) = f (x, Q2) f dx dQ 2 "~ ~, .,2, 
f('r ~7~t ~ ) a t x ,  Ig j, (22) 

where f is a factor which can be read off from the 
cross-section formulae and the Jacobian is calculated 
from (20). 

Applying this procedure to the NC e+p cross- 
section, we obtain the shifted differential distribution 
~Nc(e+). As shown in Fig. 4, the latter provides an 
approximate measurement of the electromagnetic 
structure function, i.e. ~sc(e + ~ A"m ) _  F 2 . Then, using the 
representationof F~ m given in (18), we have performed 
QCD fits to F~ ~ in the restricted kinematical range, 
(5,6), at x / s =  314GeV. Two QCD fitting programs 
[30, 28] were used and consistent results were found. 
The net effect of small calibration errors %, eh is a shift 
in the location of the minimum of the Z 2 function 
without significant changes in its shape or norma- 
lization, i.e. the fits lead to similar X 2 values and 
statistical errors 6A. 

The following systematic shifts were obtained for 
two representative cases which are dominated by 
the hadron flow and the electron measurements, 
respectively: 

AA = _+ 70 MeV for e h -- _ 0.01 in x > 0.01, 
Q2 > 100GeV 2. 

A A =  ~ 40MeV for % =  • in 1 0 - 4 < x <  10 -2, 
Q2 < 100 GeV 2. 

Furthermore, AA is found to vary linearly with e. We 
note that the expected uncertainties in the calorimeter 
calibration are e~ = _+ 0.0t and eh = -+ 0.02 [7]. 

Our results indicate a substantial influence of 
calibration errors on the values of A obtained from 
QCD fits above x ~- 0.01. However, for QCD analyses 



of measurements below x -~ 0.01, the systematic effects 
on A are smaller. In both cases the systematic shifts 
AA are comparable in magnitude with the estimated 
statistical precision. 

5 The strong coupling constant 

The significance of QCD tests can be characterized by 
the precision with which the A parameter or, 
alternatively, the strong coupling constant ~ can be 
determined. As well-known, scaling violations in 
perturbative QCD are actually determined by the 
running coupling ~s(Q 2) which depends logarithmi- 
cally on A and therefore is rather insensitive to A at 
large values of Q2. It is thus clear that one can a priori 
not expect to obtain a very precise value of A from a 
measurement at high Q2 only. On the other hand, the 
corresponding error on ~s(Q 2) can be rather small. 
Compared to previous measurements of ~s, HERA will 
cover a larger range in Q2. Therefore, it is important 
to investigate whether the Q2 dependence of ~s can be 
established in single experiments. 

We first express the expectations on 3A presented 
in Table 2 in terms of the running coupling ~s(Q2). To 
be consistent with the QCD fits, we use the relation 

12re 1 
=s(Q 2) - (23) 

25 ln(Q2/A 2) 

which holds in leading logarithmic approximation for 
four massless quark flavours. As the relevant scale QZ 
we take the mean value ( Q 2 )  of the particular data 
set chosen for the analysis. The resulting values for 
as((Q2)) together with (Q2) are also included in 
Table 2. The statistical errors of as obtained by error 
propagation typically vary from about 5~o for 
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measurements at a relatively low m e a n  ( Q 2 ) =  
(9(100GeV 2) to about 15~o for measurements at 
( Q2 ) = (9(10 3 GeV2), assuming the luminosities stated 
in Table 2. One sees that there is a good chance for 
reasonably accurate measurements of ~s(Q 2) in a 
relatively wide range of Q2. 

To exploit this potential for testing the running of 
~s(Q 2) one should optimize kinematical ranges and 
luminosities in order to obtain precise measurements 
at both low and high Qz. Figure 8 contains some 

possible measurements of ~s at x / s =  314GeV with 
200pb -1 and at x / s =  134GeV with 100pb -1. It is 
obvious that the low Q2 measurement is very 
important for an observation of the Q2 variation. The 
cuts x<0 .01  and Q2<100GeV2 were therefore 
imposed on the very low x data in order to lower its 
mean Q2 value resulting in ~s=0.222+0.010  at 
( Q 2 )  = 2 6 G e V  2. We note that this measurement 
crucially relies on the understanding of QCD in the 
x range down to 10 -4.  A measurement at a large mean 
Q2 of a few 103 GeV z will be possible based on the 
non-singlet analysis of the valence region. This fit 
could presumably also be optimized by using a weaker 
cut in (19) and pushing the upper cut in x, (5, 6), to 
slightly higher values although we have not attempted 
such a fine tuning. Nevertheless, Fig. 8 gives an 
indication of a running ~s(Q2). The extreme Q2 values 
used for the ~s measurements can be about 20 GeV 2 
and 2000 GeV 2 giving a variation of ~s, according to 
(23) with A = 200 MeV, from 0.243 to 0.139, whereas 
our estimated statistical errors are about 6~, = 0.010 
and 0.023, respectively. The intermediate points in 
Fig. 8, obtained in a different kinematical range and 
at the lower energy, will also be important to establish 
a Q2 variation. In particular, if the gluon distribution 
could be used as an input, the statistical error on A 
would improve substantially as indicated with the 
inner error bars on the full circle in Fig. 8. Finally we 
stress the rather high precision that can be obtained 
from a combined fit to data at both centre-of-mass 
energies, namely ~s = 0.178 _+ 0.009 (open square in 
Fig. 8). 

6 Summary and conclusion 

We have studied the prospects for systematic QCD 
tests via measurements of deep inelastic structure 
functions in high energy ep collisions. Our starting 
point is a Monte Carlo simulation of the differential 
cross-sections for the inclusive NC and CC scattering 
processes, ep ~ eX and ep--* veX. Although we have 
mainly focussed on the nominal HERA center-of- 
mass energy, x/~ = 314GeV, a lower energy option, 
w/s = 134 GeV, is also considered. The corresponding 
integrated luminosities are taken to be 200 and 
100 p b -  1, respectively, corresponding to 150-200 fully 
efficient running days for each energy and lepton beam. 

From the differential cross-sections in x and Q2, one 
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can extract a variety of structure functions and quark 
distributions. The procedures considered I-8-10] 
involve the combination of e p and e+p cross- 
sections, and/or simplifying approximations which, 
however, apply only in particular kinematical regions. 
Whereas the shape in x turns out to be quite accurately 
measurable for a number of distributions, it is 
only the electromagnetic structure function F~ m= 
~e{x(qi + {h) which can be measured in x and Q2 with 
the precision necessary for QCD studies. Using Monte 
Carlo results on F~ m, we have performed various QCD 
fits based on the Altarelli-Parisi evolution equations 
in the leading logarithmic approximation. As singlet 
fits in large kinematical ranges are difficult to perform 
we have calculated the main results with two different 
QCD-fit programs [30,28] and obtained consistent 
results. At ~ss=314GeV and with x>0.01 and 
Q2=> 100GeV 2, and using only the exp-erimentally 
'safe' region given by (5, 6), we obtain in an uncon- 
strained fit of (t I, 12) a statistical error for A of about 
100 MeV. Various ways to improve the precision on 
A are pointed out: 

(i) Fixing the gluon density reduces the value of 6A 
to about 25 MeV. 
(ii) A possible extension of the kinematical region to 
lower y values, after a careful analysis of experimental 
problems, could increase the statistics considerably. 
For example, one would halve the error of A if one 
could include the region in y down to 0.0t [25]. 
(iii) Running at lower energy would reduce 6A to 
about 60MeV for a luminosity 100pb -1 at ~ =  
134 GeV, because the accessible Q2 range then extends 
to smaller values where cross-sections and scaling 
violations are larger. As in previous fixed target 
experiments, a combination of data at two (or more) 
energies would improve the accuracy further. For the 
two energies considered in our study, we obtained 
6A = 45 MeV. 
(iv) The region of very low x values contain very high 
statistics data which results in a statistical error 
~A ~-25MeV, when formally extending the QCD 
leading log approximation down to x ~ 10 -4. A better 
understanding of QCD in this region is, however, 
required and further theoretical investigations needed 
to exploit this potential. 

Another important question concerns the systematic 
uncertainty of A. A full detector simulation is beyond 
the scope of this paper. However, we have estimated 
the effects of calibration errors in the calorimetric 
energy measurements which are expected to be a main 
problem in this respect. In the standard range x > 0.01, 
Q2> 100GeV 2 where the kinematics can be recon- 
structed from the total hadron flow we find that a 
hadronic energy miscalibration of t~o would shift A 
by 70MeV. In the low-x region, e.g. x<0.01, 
Q2 < 100 GeV 2, where the kinematics is obtained from 
the scattered electron a corresponding 1~ error in the 

electromagnetic calorimeters would cause the shift 
AA = 40 MeV. 

Leaving aside experimental obstacles, the anti- 
cipated difficulties in the determination of A are in 
fact a matter of principle. The point is that scaling 
violations in QCD are determined by the running 
coupling c~(Q z) which at large values of Q2 has less 
sensitivity to A. For this reason, we have reexpressed 
our estimates on A as expectations on  ~s(Q2). 
Depending on cuts in x and Q2 one can obtain 
measurements of ct~(Q z) at different scales ranging from 
Q2_~20GeVZ to Q2-2000GeV2 with statistical 
errors fie~/es increasing from roughly 5~o to 20~o. The 
wide Q2 range covered by a single experiment at 
HERA is very important for investigating the Q2 
dependence of e,. Between the extreme values of Q2 
one expects a decrease of as by about 0.10 to be 
compared with our estimated statistical errors of about 
&~s=0.01 and 0.02, respectively. Together with 
measurements at intermediate values of Q2, this could 
give evidence for the running of the strong coupling. 

To conclude we find HERA to be an interesting 
testing ground for QCD. The precise measurement of 
the A parameter is, however, not straightforward and 
requires to exploit as far as possible the potential in 
terms of the kinematic range, long running times, 
understanding QCD in the unexplored region of very 
low x and controlling the systematics at the one per 
cent level. 
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