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Abstract. The cross-sections and the forward-backward
charge asymmetries of muon and tau pairs produced

in et e” collisions at 1/§=35 GeV have been measured
by the JADE Collaboration. The cross-sections, o—”(]ﬁ

=35 GeV)=69.79+1.35+ 140 pb and O'r(l/;= 35 GeV)
=71.72+1.48 + 1.61 pb, are in agreement with the QED
o® prediction. The charge asymmetries are 4,=—(9.9
+1.54+0.5)% and A,= —(8.1+2.0+0.6)% in agreement
with the value —9.2% predicted by the standard model,
using M;=91.0 GeV and sin? 0, =0.230.
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Introduction

The production of muon pairs is one of the simplest
reactions in which the predictions of QED and the stan-
dard model [1] can be tested in e* e™ annihilations.
Whereas QED — in lowest order — predicts a symmetric
angular distribution for the muon pairs the standard

model predicts an asymmetry at PETRA energies, ]ﬁ
230 GeV. This asymmetry is due to the interference of
the photon and the Z° amplitudes. The magnitude of
the asymmetry depends on the center-of-mass energy
and on the values of the parameters of the model.

The asymmetry was first established experimentally
when the e*e” storage ring PETRA was operating at

center-of-mass energies of ]/gz 34 GeV [2, 3]. Since that
time numerous measurements of the angular asymmetry
of muon pairs have been made by experiments at PEP

(/s=29 GeV), PETRA (}/s~30-45 GeV) and recently

also TRISTAN (]/E up to ~60 GeV) [23]. In addition the
asymmetry was also measured for the process e*e”
— 1" 17, which, according to the standard model, should
be identical to that of e*e™ —pu* u~. The magnitude
of the asymmetry was in general found to agree with
the numerical predictions of the standard model within
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experimental errors [4]. However it was noticed that
the magnitude of the measured muon asymmetries at

an energy of \/gz 34 GeV were approximately two stan-
dard deviations above the expectation. For e*e”
—1* 17 the opposite was true: although in agreement
with the theory, albeit with somewhat larger errors, al-
most all measurements were below the expectation. This
has sometimes been attributed to unrecognised back-
ground in the tau pair data samples.

No deviation from the QED prediction could be
found in the total cross-sections of muon and tau pairs
in the PEP and PETRA energy range. This is as expected
in the standard model since the predicted deviations
from pure QED, with the given parameter values, are
below the experimental errors.

Here we present the results of an analysis of data
which were accumulated with the JADE detector in the
last year of operation of the e* e™ storage ring PETRA.

Data were taken at ]/§=35 GeV and 4772 muon pairs
corresponding to an integrated luminosity of 88.3 pb™*!
and 3238 tau pairs corresponding to 92.5 pb~* were ana-
lysed. In the muon pair analysis a renewed effort was
made to understand the absolute normalisation. As a
further test of the predictions of the standard model the
angular asymmetry was studied as a function of the acol-
linearity of the muon pairs. In the tau-pair analysis the
main point of interest was an improved determination
of background, in particular of any contamination by
events from Bhabha scattering.

Detector

The upgraded JADE detector [5, 6] was used for the
measurement. The tracking system consisted of three de-
tectors, the jet-chamber, a vertex detector close to the
beam interaction region and a z-chamber surrounding
the jet-chamber. The heart of the detector was the jet-
chamber with the new flash-ADC electronics which re-
sulted in an improved resolution of 110 um in the drift
direction (r¢) and a double track resolution of better
than 2 mm. The longitudinal z-coordinate was measured
by charge division in the jet-chamber and in addition
an accurate point was delivered by the z-chamber at
a radius of ~1m. The latter had a precision of better
than 0.5 mm and led to an overall z-resolution in combi-
nation with the jet-chamber of ~20 mrad in the polar
angle 6.

Another improvement of the detector was the instal-
lation of a vertex detector inside the jet-chamber close
to the interaction point. Its main purpose was to increase
the accuracy of life-time measurements, but it had the
side effect of further improving the momentum resolu-
tion and improving the rejection of background for the
tau pair analysis. The momentum resolution for high
momentum tracks was determined to be Ap/p?
~1.0% GeV ™, which is reflected as a full width at half
maximum of ~40% in Fig 1. The electromagnetic
shower detector consisted of lead-glass blocks, the ma-
jority of which were SF5 with a radial length of 12.X,,.
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Fig. 1. Distribution of E,.,./p for muon pair candidates, E,.,.
=17.5 GeV. The histogram shows the results of the simulation

For the running at PETRA’s highest energies the middle
part of the barrel {lcos 8] <0.277) was replaced by SF6
of 18 X, depth, thus diminishing energy leakage. The

energy resolution was aE/E=0.O4/VE+0.015 (E in
GeV); the angular resolution for electrons at high ener-
gies was 0, =10 mrad and ¢,=12 mrad.

The detector was surrounded by the muon filter
which was designed to detect penetrating particles. It
consisted of layers of absorbers interleaved by drift-
chambers and was unchanged compared to previous
analyses. A particle moving from the interaction point
through the muon filter perpendicular to the beams had
to traverse a minimum of 6.4 absorption lengths.

y-Pairs

The selection of muon and tau pairs followed the same
procedure as described in previous publications [2, 7,
8]. It is only briefly summarized here. Muon pairs were
selected by demanding two high momentum tracks
which came from the interaction region and which left
a pattern in the muon filter corresponding to minimum
ionizing particles. The time of flight of the muon candi-
dates had to agree with the beam timing thus eliminating
cosmic rays. Contrary to previous selections no cut was
made on the acollinearity angle. In practice it was re-
stricted by the acceptance cut which demanded that both

Table 1. Determination of the total cross-sections for e*e™ — u* u~
and et e” =11 17 0, is the radiatively corrected measurement and
Fqep the QED prediction in lowest order

ete" outu” ete ot

Events 4772 3238
Background (%) 2.66 +0.31 5.75 +046
Losses (%) 1550 +0.83 1540 +0.70
L(pb™ 1) 88.33 +0.29 9249 +0.30
Acceptance (%) 68.10 +0.40 40.87 +0.39
Rad. Corr. (¢ 1.306 +0.001 1.31140.009
go (Pb) 69.79 +1.35 71.72 +£1.48
qep (Pb) 70.9

R=0,/0qzp 0.9844-0.019 1.012+0.021




muon candidates have |cos 0] <0.85. Background from
the reaction ete”™ —eTe utpu”, giving in general a
muon pair of lower momenta, and tau pairs were elimi-
nated by a cut on the momentum sum of the muon
tracks. The cut varied with the acollinearity angle. The
remaining background was estimated to amount to
2.7%. The background fraction is reduced to 0.94% if
an acollinearity cut of 200 mrad is applied as in previous
publications.

The acceptance was studied using a Monte Carlo
simulation of et e — u* u~ to order «® by Berends et al.
[9]. The detector effects — resolutions, efficiencies, etc.
— were then simulated for the particles and the same
cuts applied as in the data. The geometrical detector
acceptance defined by |cos §]<0.85 is 73.4%; it is re-
duced to 68.1% by the cuts on track quality and by
the efficiency of the muon identification. Additional
losses — not included in the simulation — were caused
by the trigger inefficiency (4.5%), inefficiencies of the
time-of-flight counters (5.2%), and losses due to calibra-
tion errors (5.8%). The losses were determined using ap-
propriate data samples, e.g. the trigger and counter ineffi-
ciencies were determined using tau pair data which were
triggered by independent triggers based on the shower
counters. The losses due to calibration errors were deter-
mined by reprocessing a fraction of the data with the
final calibrations.

After correcting for «® contributions from QED the
total measured cross-section is:

6,(]/s=35GeV)=69.79 £ 1.35+ 1.40 pb

where the first error is statistical and the second contains
the estimated systematic uncertainties from the lumino-
sity measurement, the acceptance calculation and the
background determination. This measurement can be di-
rectly compared with the QED prediction in lowest

order for ]/§=35 GeV which is 70.9 pb. The new mea-
surement agrees well with this theoretical prediction. The
deviation from pure QED predicted by the standard
model is +0.2 pb with present parameter values (for the
numbers see paragraph on comparison with the standard
model), which is too small to be detected given the exper-
imental errors.

For the calculation of the differential cross-section
the events were split in 10 bins of cos 8, where 6 was
the polar angle of the u* with respect to the flight direc-
tion of the positron. The corrections for event losses
and background were applied as for the calculation of
the total cross-section; they have no angular asymmetry.
Radiative corrections for o effects from pure QED were
applied, they have an asymmetry of about +1.5% in
the accepted angular range. The corrected cross-section
is shown in Fig. 2a. It is well described by a function
of the form predicted by the standard model:
sdo/dQ ocl1+cos® 6+8/3 Acos 0. The parameter A is
the integrated angular asymmetry, which is defined as
A =—-NF — N , where N denotes the number of “forward”

Np+ Np
and Ny the number of “backward” events, respectively.
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Fig. 2a, b. Differential Cross-Section for a) e e ~pu™ u~ and b)

ete w117 at ]/5: 35 GeV after QED radiative corrections. The
full lines represent 2-parameter fits to the form N(1+cos?8
+8/3 A cos 0) (the numerical results for A are given in the text)
while the dotted lines are symmetric QED predictions

Events are counted as forward (backward) if the angle
of the positive muon with respect to the positron beam
direction is smaller (larger) than 90°. The fit to the data
shown in Fig. 2a yields the asymmetry:

A,=—0.099+0.015+0.005.

Restricting the data sample to an acollinearity of
<200 mrad as in previous analyses the result remains
unchanged within the errors.

The new value for 4, agrees well with our previous
statistically independent result of —0.1114-0.018 +0.010

at an energy of (]ﬁ>=34.4 GeV [7]. We have given
a smaller estimate of the systematic error which results
mainly from our better understanding of the charge de-
termination and the background.

In lowest order electroweak theory muon pairs are
produced back to back, ie. within experimental resolu-
tion they are collinear. Emission of hard photons either
in the initial or the final state leads to acollinear muon
pairs. The acollinearity distribution of the selected events
is shown in Fig. 3; it is well described by the standard
simulation, which includes a° effects.

The muon asymmetry was also studied as a function
of acollinearity, see Fig. 4. The theoretical expectation
can be interpreted as follows. In pure QED collinear



550

Events / 0.08 rad
5000 e reree e

1000
500

100
50f

L5 ¢ (rad) 20

Fig. 3. Acollinearity distribution of muon pair candidates. The
histogram shows the simulation including o® contributions
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Fig. 4. Asymmetry for e*e™ — u* 4~ as a function of acollinearity
for data and Monte Carlo simulation. The simulation includes elec-
troweak contributions and full > radiative corrections. The param-
eters are as in the text, except M, which was set to 91.9 GeV

events have a positive asymmetry due to the interference
of two photon exchange processes with one photon ex-
change. Non-collinear events on the other hand have
a negative asymmetry due to the interference of ampli-
tudes with photon emission in the initial and final states.
The interference with the Z-amplitude shifts the whole
curve to negative values. Due to the finite angular resolu-
tion the abrupt change of the asymmetry to negative
values when allowing for an acollinearity is smeared out.

The data were split into three acollinearity bins and
the asymmetries in these bins were computed by compar-
ing the number of events in the forward and backward
directions. In Fig. 4 the results are compared with the
prediction of a Monte Carlo computation including &>
effects, i.e. photonic corrections for photon and for Z°
exchange diagrams. It can be seen that the agreement
between data and simulation is good. Previously, in an
independent analysis the fraction of acollinear events
with a visible energetic photon has been shown to agree
with the standard model in separate studies for both
u u”yand for tt 77y [10].

t-Pairs

The tau selection, described in detail in [8], was designed
to select all decays except those where both taus decayed
into electrons or muons plus neutrinos. These latter
events were excluded because of the overwhelming back-
ground from ete” »pu*u~ and ete” —e*e . The
event selection started with a topology requirement: all
charged and neutral particles had to lie in two opposite
cones of half opening angle 45°. The angle between the
cone axes was restricted to values below 100° and the
polar angle of both cone axes was required to have
|cos 6] <0.76. Cuts were applied to reject background
from e"e” - pu"u”, e e~ —hadrons and two photon
production of muons, taus and hadrons. Particular care
was taken to reject events from Bhabha scattering, the
main cuts were the following: events were eliminated

if they had a total shower energy above 0.80 ]/E, or a
single shower above 0.45 ]ﬁ, or in which the charged

particles deposited shower energies of more than 0.60 ]/.;
Finally events were rejected if they only contained two
electrons in the two hemispheres. Electrons were recog-
nized by comparing the energy deposited in the lead-
glass counters with the particle momentum. All events
were then subjected to a visual scan in order to eliminate
as much of the remaining background as possible.

The background from Bhabha events was carefully
analysed since it has a particularly strong impact on
the asymmetry measurement. In the acceptance region
the Bhabha cross-section to order «* is a factor 17.5
higher than the tau pair cross-section and the asymmetry
is &~ +78% due to the presence of the t-channel photon
exchange. After the energy cuts mentioned above, Bhab-
ha events are in general only accepted as tau candidates
for two reasons: either they radiate a large amount of
their energy, the radiated photons remain undetected
and the electrons are not recognised as such; or they
can be accepted due to detector deficiencies like defective
lead-glass channels or gaps between the lead-glass
counters.

For the simulation of the Bhabha background a
Monte Carlo program was used which, in addition to
complete o effects [11], simulated higher orders approx-
imately by radiating multiple photons in the final state
[12, 13]. In addition, the gaps between the lead-glass
blocks which in total amount to roughly 2% of the inner
surface of the lead glass array were simulated. An elec-
tron hitting such a gap can escape without depositing
an appreciable amount of energy. The general detector
simulation program GEANT [14] was used leading to
a background estimate of (2.7+0.4)%. A large fraction
of these events was however rejected in the visual scan
which was tailored to reject Bhabha scattering candi-
dates by explicitly removing events where a track oppo-
site to a showering particle pointed to a counter gap
or a defective channel. Thus the final background in
the data sample from Bhabha scattering was estimated
to be (1.2+0.3)%. This estimate is higher than our pre-
vious result which was (0.6 £0.6)%. The two estimates
are however compatible within the errors.



Additional background came from two photon pro-
duction of tau pairs (2.0%), other two photon processes
(1.4%), multihadronic events (0.86%) and muon pairs
(0.4%).

Event losses were mainly due to nuclear interactions
(3.7%), the visual scan (9.8%) and small losses due to
cuts (1.9%). The comparitively high loss of events in
the visual scan resulted from the scanners’ aim of obtain-
ing a clean sample of tau events for the determination
of the tau lifetime. The loss was determined by analysing
in detail the scanners’ criteria for rejecting events.

The acceptance was calculated using a Monte-Carlo
event generator incorporating o effects [9]. The tau de-
cay branching ratios were taken from [15]; they were
however adjusted to sum up to 100% and to reproduce
well the measured topological branching ratios. Due to
the event selection the acceptance is not very sensitive
to the branching ratios, their uncertainties lead to an
acceptance error of 0.7%. The detector effects were taken
into account and the same cuts applied as for the data.
The measured cross-section after correcting for o effects
is

o.(|/5=35 GeV)=71.72 + 1.48 + 1.61 pb.

The systematic error is due to errors in the luminosity
determination, the radiative corrections, the acceptance
calculation and the determination of background and
event losses. The agreement with the theoretical predic-
tion of 70.9 pb and our previous measurements [8] is
good.

In order to determine the differential cross-section
only those events were selected in which at least one
hemisphere of the event contained exactly one good
track. Its charge was then used to determine whether
the event was forward or backward. The polar angle
of the tau was approximated by the polar angle of the
vector difference of the two momentum vectors of the
event hemispheres which were calculated by summing
the charged and neutral particle momenta. The differen-
tial cross-section corrected for background and o* QED
effects for the 2932 accepted events is shown in Fig. 2b;
the asymmetry due to o® QED effects was + 1.3%. The
remaining asymmetry was calculated from a fit to the
measured differental cross-section as for muon pairs. The
result is:

A= —0.081£0.020 £ 0.006.

The systematic error contains contributions from uncer-
tainties in radiative corrections the determination of the
“positive” tau direction, and from the background deter-
mination (mainly Bhabha scattering). To check that this
result was not influenced by remaining background from
Bhabha scattering, the asymmetry was determined using
only non showering events and also event samples in
which events pointing to counter gaps had been re-
moved. No significant change was observed in the result-
ing asymmetry.

The corresponding measurement at [/Ez 34.6 GeV
was A = —0.060+0.025+0.010 [8] which becomes

551

Table 2. Asymmetries for e*e™ -yt y~ and ¥ 1. If two errors
are given, the second one is due to systematic errors

ete  outu”

[/s(GeV) [Ldt(pb™") Events A (%) Agy® %
139 16 458+ 27449 - 12
22.0 24 264  —10.6+64 - 33
34.4 712 3400  —11.14+18+10 — 88
35.0 88.3 4772 — 99415405 — 92
38.0 119 422 — 97450410 —11.2
43.7 431 1258 —191+28+10 —159
ete =1t

I/s(GeV) ([Ldt(pb™) Events A(%) Agy® (%)
34.6 624 1998  — 67+425+10° — 89
35.0 92.5 2935  — 81420406 — 92
38.0 11.8 336 + 68+63+10° —112
437 43.1 913 —17.743.6+10° —159

® Agy was computed with the formula given in the text with M,
=91.0 GeV and sin? 8,,=0.230

b Modified compared to the old publications to take into account
the increased estimate of Bhabha background

A
0 —————— ” T T T T T
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oeete»uty” T
01r omete 77T | 7
o] [ .

-0.1 r Standard Model

sl !

ol I ; . TR
0.0 500.0 1000.0 1500.0
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2000.0
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Fig. 5. Asymmetry for e*e” -y p~ and e*e” —»t* ¢ as a func-
tion of s. The new data are shown as full points, the error bars
include statistical and systematic errors added in quadrature. The
curves show the predicted asymmetry in lowest order for QED
and the Standard Model with sin* 0, =0.230 and M,=91.0 GeV

—0.067 if the present estimate of Bhabha background
is also applied to the old data. The new measurement
is in agreement with the old one. For convenience all

JADE lepton asymmetry measurements are given in Ta-
ble 2 and Fig. 5.

Comparison with the Standard Model

According to the prediction of universality of genera-
tions, which is also built into the standard model, the
asymmetries of muon and tau should be equal. The new
measurements support this; the direct comparison of the
present muon and tau asymmetries yields:
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Table 3. Summary of axial coupling constants

JADE
s~34.7 GeV /573046 GeV
1986 pre-1986 combined
a, 108017 1274023 1154014 1.16+0.10
a,  088+023 0754030 0841018 0904014
afa, 1224037 168+073 1374034 1284023

PETRA (CELLO, JADE, MARK J, PLUTO, TASSO)

/57347 GeV 1/s730-46 GeV
1986 pre-1986 combined

a,  104+011 1254012 1134008 1.1240.06

a,  088+015 0824021 0864012 0.90+0.09

aja, 1174023 1524041 1324021 126+0.15

An
Yin 1.2240.37

T

including statistical and systematic errors which were
added in quadrature.

In order to increase the significance of this compari-
son our older independent results were included and —
in a second step — also the results of the other PETRA
experiments. Since these data were obtained at different
energies they were compared to the prediction of the
standard model, which is in lowest order:

3 44,0, 1+ 80,0 % g e 1
8 14 20,0 0, + W +a2) 02y +any) 1°

where
_ 1 s
=16 sin? Oy -cos? O s— M3

Using sin? 0 =0.230 [16] and M;=91.0 GeV [17] and
standard couplings, ie. a,=a,u=—1 and v,=v,,=
—1+4 sin? 0y, the predicted asymmetry at ]/§= 35 GeV
is calculated to be —9.2%. In the above parameterisa-
tion the theoretical asymmetry can be directly compared
with the data in Table 2 and this comparison is correct
up to the one loop level*.

Using the measured asymmetry values the axial cou-
pling constant of the muon or tau were determined from
the theoretical expression. The averaged results for a,,,
and for the ratio a,/a. are given in Table 3 for the JADE
data as are the results obtained when all PETRA data
are used [20]. The errors in the table contain statistical
and systematic contributions from the asymmetry mea-
surement. An additional uncertainty comes from the er-
ror of the Z-mass and sin”? ;. An uncertainty of
+0.1 GeV in the Z-mass — this is the present error esti-
mate for the direct mass measurements [17] — leads to

* For a discussion of radiative corrections for different parameter-
isations see e.g. [7, 18, 19]

an uncertainty of +0.003 in the coupling constants, an
uncertainty of +0.005 in sin? 8y to an uncertainty of
+0.015 in the mu or tau coupling constants. Both errors
are negligible compared with the experimental errors of
the asymmetry measurements and are not contained in
the table.

The “new” measurements at 1/§= 35 GeV are shown
in column 2 of Table 3 and the “old” ones at a similar
energy in column 3 in the same table (note that the
numbers in this column have been re-calculated using
the new Z-mass and sin”8y). The comparison shows
better agreement with the universality prediction for the
new data, not only for JADE data, but also for the results
using all PETRA data. The best statistical accuracy is
obtained when all data at all energies are used. The trend
that a, is slightly higher and a, lower than expected is
still observed: a,/a,=126+0.15. The deviation from 1
in a,/a, corresponds to 1.7 standard deviations. This
number does not change significantly if the data from
the PEP collaborations are included [21].
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