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Abstract. Jet properties in e + e-  annihilation at center 
of mass energies of 14, 22, 35 and 43.7 GeV were studied 
with the data collected in the TASSO detector at PE- 
TRA, using the same evaluation procedures for all the 
energies. The total hadronic cross section ratio for the 
center of mass energy interval 39-47 GeV was deter- 
mined to be ~ = 4 . l l  +0.05 (stat.)+0.18 (syst.) at ~]/s)  
=43.7 GeV. Corrected distributions of global shape 
variables are presented as well as the inclusive charged 
particle distributions for scaled momentum and trans- 
verse momentum. The center of mass energy evolution 
of the average sphericity, thrust, aplanarity and particle 
momentum is shown. 

1 Introduction 

At present, properties of jets in e--e- annihilation can 
only be described by phenomenological models, charac- 
terized by a number of adjustable parameters. An addi- 
tional handle to understand hadronization and to test 
the models is offered by the evolution of various jet prop- 
erties with the center of mass energy. The PETRA stor- 
age ring has operated at center of mass energies between 
i2 and 47 GeV, offering a large range of energy for which 
such studies can be made. This paper complements an 
earlier study by our collaboration [1]. 

The data in this paper were analysed in terms of 
the total hadronic cross section, the event shape and 
the inclusive distributions, using the same numerical pro- 
cedure at each center of mass energy, which resulted 
in a high degree of consistency of data sets at all four 
energies. This, together with the analysis of our 43.7 GeV 
data, implied reanalysis of the data at 14, 22 and 35 GeV. 

2 Event and particle selection 

The data were collected with the TASSO detector at 
the PETRA storage ring at DESY between 1979 and 
1986 (see Table 1). The detector has been described else- 
where [2, 3]. The data acquisition and the event selection 
criteria were similar to those described in [43, but since 
they are important for the description of the systematic 
error estimation we repeat them briefly here: 

2) Idol<5 cm, where do is the distance of the point 
of the closest approach to the origin in the plane perpen- 
dicular to the beam; 

3) Pxy > 0.l GeV/c, where p~y is the track momentum 
in the plane perpendicular to the beam; 

4) [cos O~l __<0.87, where Otr is the track polar angle; 
5) Iz0-zo l<20  cm, where z o is the track coordinate 

along the beam (which defines the z axis) at its closest 
approach to the origin and z v is the z coordinate of 
the event vertex calculated with the tracks passing the 
above requirements. 

A hadronic event was required to fulfill the following 
conditions: 

1) at least 5 (4) good tracks for a center of mass ener- 
gy W > 2 7  GeV ( W < 2 7  GeV); 

2) the effective mass of the 3 particle system in events 
with 1 and 3 (W__<15 GeV) or 3 and 3 (W>15  GeV) 
particles in each hemisphere (defined by the sphericity 
tensor) be greater than the ~ mass; 

3) for W <  15 GeV, at least one track in each hemi- 
sphere (defined with respect to the beam axis) and 
I~ Q I < 3, where Q is the particle charge; 

4) [zv[<6 cm; 
5) the momentum sum of accepted particles had to 

satisfy ~ IP[ >0.265. W. 

The above conditions were imposed on the data dur- 
ing the offline analysis. At data taking there were trigger 
conditions equivalent to demanding a minimum number 
(2-5) of charged tracks with momentum larger than 
0.25 GeV. In addition, independently, there were other 
conditions the most important one being a trigger on 
the energy seen in the calorimeters. 

In order to suppress events with hard photon radia- 
tion in the initial state, and to ensure a large acceptance 
for the particles in the jets, additional cuts were made. 
It was required that Icos Onl > 0.20, where O, is the angle 
between the normal to the event plane and the beam 
direction and [cos Os[<0.7, where Os is the angle be- 
tween the sphericity tensor axis and the beam direction. 
To avoid distortions in the event shape variable distribu- 
tions, all particle momenta which were reconstructed to 
be larger than 1.5 times beam momentum, were rescaled 
(conserving the direction) to be equal to 1.5"Pbea  m. 

Charged tracks were accepted if they satisfied the follow- 
ing requirements: 

1) three-dimensional reconstruction; 

Table 1. The data samples used in this analysis 

Nominal Range of c.m. Average c.m. ~ 5~dt No. of 
energy energy (GeV) energy (GeV) (p b - i) events 

14 GeV 14.02-14.04 14,03 1.63 2704 
22 GeV 21.98-22.00 21.99 2.79 1889 
35 GeV 34.91-35.10 35.00 110 31 175 
44 GeV 39.32-46.78 43.70 35.0 6299 

3 Monte Carlo event generator 

To correct the data a Monte Carlo program [5, 6] was 
used. Two options for calculating the initial pat ton con- 
figuration were employed, namely the Lurid cascade [7] 
option (Lund LLA+O(c~s) ) and a matrix element [8] 
option (Lund O(~2)) (es denotes the strong coupling con- 
stant). Since the event generator is used to calculate the 
corrections for the data, some of its parameters were 
adjusted to get an agreement between the data and the 
Monte Carlo. A tuning method similar to that of pre- 
vious TASSO publications [1, 9] was applied. Several 
distributions were used to tune the parameters, namely 



(I /N) dN/dQ2, (l /N) dN/dQ1, (I/N) dN/dL2, 
(I/N) dN/dL1, (1/atot) da/dp(~n, (1/atot) da/dp(~)out, 
(1/ffto0 da/'t'(~)/~v• (1/O-tot) da/dp~)~t, and (1/atot) da/dx. 
Here Q~, Q2 and L1, L2 are the smallest and next to 
the smallest eigenvalues of the sphericity [10] and the 
first order mome n t um  [11] tensors respectively; 
P_kin, P• are the transverse momen tum components  in 
and out of the event plane defined by the plane perpen- 
dicular to the eigenvector corresponding to the smallest 
eigenvalues of the tensors. The S or P superscripts denote 
p• calculated with respect to the sphericity tensor axis 
or the first order momen tum tensor axis respectively, 
and x is defined by 2p/W,, where W is the center of mass 
energy. One should stress that  the Monte  Carlo was used 
here as a tool to obtain the corrected data and not with 
a view to determine physical parameters.  

The tuned parameters,  obtained in a simultaneous 
fit, were: the Q C D  scale parameter  A, aq related to the 
r.m.s, of the Gaussian P_L quark spectrum e -p~/2~ and 
the parameters  a and b of the Lund fragmentation func- 
tion [12] 

~ (  bm~ 2 2 2 
f ( z ) =  1--z)~e ~ ; m•177  

where z is the fraction of remaining E + Pll (energy plus 
longitudinal momentum)  taken by a hadron. This func- 
tion was used for the light quarks only. For  b and c 
quarks the Peterson fragmentat ion function [13] 

f(z) 

z 1 z 

was used. Different sets of Peterson fragmentation pa- 
rameters, close to those determined previously by TAS- 
SO [14, 15], were tried while performing the fits de- 
scribed below and G=0.07,  %=0.01 gave the best de- 
scription of the data and were used in the further analy- 
sis. In fits with the Lurid fragmentation function used 

Table 2. Number of events produced and parameter values of Lund 
0 (c~) and Lurid LLA + O (cd) programs used while correcting the 
data at ffV= 14, 22, 35 and 44 GeV 

14 GeV 22 GeV 35 GeV 44 GeV 

Lund LLA + O (G) 

ALLA [GeV] 
a 
b [c4/GeV 2] 
% [GeV/c] 

Lund 0 (~z) 
A~rs [GeV] 
a 

b [c4/GeV z] 
% [GeV/c] 

No. of MC events 

No. of data events 

12740 

2704 

0.57 
0.96 
0.70" 
0.40 

8450 

1889 

0.44 
0.87 
1.05 
0.37 

75120 

31 175 

0.74 
1.10 
0.84 
0.42 

30560 

6299 

a fixed at the default value 
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Table 3. ;(z per degree of freedom for some uncorrected distribu- 
tions at Vr 14, 22, 35 and 44 GeV as a measure of the agreement 
between the data and the Monte Carlo simulation. LM and LL 
denote Lund O (e2) and Lund LLA + 0 (G) Monte Carlo 

Variable 14 GeV 22 GeV 35 GeV 44 GeV 

LM LL LM LL LM LL LM LL 

rich 2.1 0.75 1.6 0.37 5.2 2.4 1.4 0.99 
xp 2.2 2.3 1.2 1.2 5.8 5.5 2.2 1.5 
S 1.8 1.3 0.95 0.57 1.0 1.4 1.9 0.68 
A 1.3 1.4 0.64 0.99 8.0 1.3 3.7 1.1 
T 3.0 1.4 0.89 0.33 2.4 1.7 3.2 2.3 

for all quark flavours the )~2 of the fit was about  20% 
higher than with the Peterson fragmentat ion function. 

To save computer  time the tuning was performed 
to corrected data described below and an iterative proce- 
dure was applied until agreement between the data and 
fully simulated Monte  Carlo events, expressed in terms 
of Z 2, was acceptable or it was not possible to obtain 
a further significant decrease of )~2. In the case of Lund 
LLA + 0 (as) the fit was performed at 43.7 GeV only and 
the Monte  Carlo with those parameters  properly de- 
scribed the data at lower energies. In the case of Lund 
0(~ z) it was found necessary to perform a separate fit 
also at 35 GeV. 

Table 2 shows final parameter  values of the Lund 
O(e 2) and Lund LLA+O(~s)  programs used at each 
center of mass energy. The number  of Monte  Carlo 
events produced with the full detector simulation are 
also shown. 

Table 3 shows X z for some uncorrected (" raw") distri- 
butions, compared  with the fully simulated Monte  Carlo 
events, including radiative corrections, background con- 
tamination, detector response, event reconstruction and 
selection cuts. Since at each energy the number  of events 
in the Monte  Carlo sample was significantly bigger than 
the number  of the data events, the Z 2 are dominated 
by the statistical errors on the data. While making com- 
parisons of )~2 for two different energies one should re- 
member  that the number  of events in the data is different 
at different center of mass energies and that Z 2, by its 
nature, increases with the number  of events. The number  
of Monte  Carlo events was the same for each option. 
From the table one can see that the overall agreement 
between the data and the Lund LLA + O (as) Monte  Car- 
lo at 43.7 GeV is sufficiently good for our purpose, as 
mentioned above. As mentioned already the Lund 
L L A +  O(~s) Monte  Carlo was run with the same param-  
eters at all energies and the agreement between the data 
and the Monte  Carlo was rather good. The agreement 
for the Lund O(e~ z) Monte  Carlo is still satisfactory, al- 
though two sets of parameters  had to be used. 

4 The total cross section 

The total cross section for annihilation into hadrons ac- 
cording to the reaction e § e -  ~ hadrons was determined 
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by evaluating the acceptance e for Monte  Carlo events 
with Q E D  radiative corrections [16] applied. The final 
result was obtained from the equation: 

gmeas 
O't~ S e ( 1  +6)  

where Y is the collected luminosity and ~ is the correc- 
tion for the increase of the cross section due to the Q E D  
radiative effects. The hadronic cross section was then 
expressed by its ratio ~ to the theoretical cross section 
a0 for the process e + e -  -->/~+/~- calculated in the lowest 
order of QED. 

To make sure that the acceptance was calculated pro- 
perly, distributions of the variables used to make the 
selection cuts were studied. Figures 1 4 show a compari-  
son of uncorrected distributions of charged multiplicity 
n~h, track polar  angle cos Ot~, particle momen tum per- 
pendicular to the beam p~y and ~ Ip l /W as measured 
with the TASSO detector at a center of mass energy 
of 43.7 GeV with the fully simulated Lund LLA + O (~) 
Monte  Carlo events, including radiative Q E D  correc- 
tions, background,  detector response, event reconstruc- 
tion and selection cuts. Despite some small discrepancies 
the overall agreement between the data and the Monte  
Carlo is good. The measured value of N at 43.7 GeV 
is ~ = 4.113 _+ 0.052 (stat.)+0.085 (syst.). The systematic 
error was estimated by varying the selection criteria, in- 
cluding the trigger condition, and by changing the option 
of the generator from Lund LLA + O (~) to Lund O (cd). 
The contributions to the systematic error coming from 
the changes in the various cuts and conditions are sum- 
marized in Table 4. 

We are adding an additional systematic error of 3.0% 
coming from the luminosity measurement  and 2.5% 
[17, 18] coming from uncertainties in the radiative cor- 
rections and for higher order effects, which have been 
neglected. The final result including all the errors reads: 

~=4.11_+0.05 (star.)_+0.18 (syst.). 

and is in a good agreement with the results of other 
P E T R A  experiments [-19, 20, 21]. The N values calculat- 

Table 4. Cuts and conditions used for systematic error estimation 
at 14, 22, 35 and 44 GeV and contributions to the systematic error 
of r162 at if/= 44 GeV 

Condition varied Standard Contribution 
condition to the systematic 

error of 0~ 

]d0l~3 cm _<5 cm 0.45% 
pxy>0.2 GeV >0.1 GeV 0.21% 
Icos Otr[ < 0.8 N0.87 0.63% 
IZtr--Zvortl <= 15 cm <20 cm 0.51% 
nch>7(6) >5(4) 1.16% 
lcos Osl < 0.65 _<_ 0.70 - 

~P-->0.3 >0.265 0.11% 
W -  

only events with the all events 1.16% 
track trigger on 

Lund O (cr 2) MC used Lurid LLA + O (a~) 0.07 % 
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Table 5. Total hadronic cross section ratio ~ for 17V= t4, 22, 35 
and 44 GeV 

14.03 4.12+_0.08 +0.11 -+ 0.16 a 
4.12-+0.21 

2 1 . 9 9  3.86-+0.09-+0.08-+0.15 
3.86-+0.19 

35.00 4.15 -+0.02-+0.08 _+ 0.16 
4.15-+0.18 

43.70 4.11 -+0.05 -+0.08 -+0.16 
4.11_+0.19 

a The first error is statistical, the second is systematic coming from 
selection cuts and Monte Carlo, the third is systematic coming 
from luminosity measurement and missing terms in the radiative 
corrections calculations. The value in the second row presents all 
the errors combined in quadrature 

ed in this analysis for 14, 22, 35, and 43.7 GeV are pre- 
sented in Table 5. The values at 14 and 22 GeV are very 
close to our old results [4, 17]. The value at 35 GeV 
is based on new data as compared to [-4, 17]; it agrees 
with results published there. The 43.7 GeV data include 
all the statistics from [18]; also at this energy the new 
cross section value agrees with the old ones. 

5 Inclusive particle momentum 
and event variable distributions 

5.1 Corrections 

The distributions presented in this section were obtained 
by correcting the measured distributions for initial state 
radiation, background contaminat ion from z+ z -  and yy 
processes [22], particle decays, detector effects and selec- 
tion procedure. 

The correction procedure was similar to that in [4]: 
first, a set of Nge. events was generated using a Monte  
Carlo program at a fixed center of mass energy with 
no Q E D  radiative corrections, yielding the distributions 
ngen(X ) of charged particles for different intervals of an 
observable x. All the pr imary produced particles or those 
produced in the decay of particles with an average life- 
time smaller than 3 .10-1~  s were considered. For  this 
event sample the sphericity and thrust axes distributions 
were derived not only from the charged particles, as in 
the case of all the other distributions, but from both 
charged and neutral particles. 

Secondly, both  hadronic and background events 
were generated including Q E D  radiative effects and were 
followed through the TASSO detector simulation pro- 
gram, generating hits in the tracking chambers. Energy 
loss, multiple scattering, photon conversions, nuclear in- 
teractions in the material of the detector and particle 
decays as well as the detector efficiency, resolution, noise 
and cross-talk were taken into account. The events were 
then passed through the same track finding and recon- 
struction programs and through the reduction programs 
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as used for the real data, yielding gde t accepted events, 
corresponding to the distributions rider(X). For every bin 
i of every distribution n(x), a correction factor Ci(x) was 
calculated 

O(x)- n oo(x)/nL,(x) 
Ngo. . Nae, " 

T h e  c o r r e c t e d  d i s t r i b u t i o n s  nir w e r e  t h e n  d e r i v e d  
f r o m  the  m e a s u r e d  d i s t r i b u t i o n s  n~me~(X) for  a t o t a l  o f  
N m ~  even t s ,  u s i n g  the  f o r m u l a  

nL,(x) = O(x) n'mo~ 
Nmeas 

The above definition implies that the distributions 
nioo,~(x) are normalized to one event for global event vari- 
ables and to the average accepted charged multiplicity 
for inclusive distributions. 

5.2 Statistical and systematic errors 

The statistical errors are dominated by those of the data. 
At all center of mass energies two types of systematic 
error were considered, namely those coming from the 
differences between the data and the Monte Carlo and 
those coming from the type of Monte Carlo used. The 
former were estimated by changing the selection cuts 
and trigger condition, the latter by taking the difference 
between the corrected distributions obtained with the 
Lund LLA+ O(~s) and Lund O(c~ 2) Monte Carlo. 

Table 4 itemizes the systematic error sources in- 
fluencing the distributions of the studied quantities. For 
each bin of each distribution and for the average values, 
the errors shown below are the sums in quadrature of 
statistical and systematic errors. 

5.3 Inclusive momentum distributions 

Figure 5 and Table 6 present the normalized cross sec- 
tion (1/ato 0 d a/dx, w h e r e  x is the fractional particle m o -  

m e n t u m ,  x = 2p/W. The data presented in Table 6 show 
some disagreement as compared with the o l d  T A S S O  

~D 
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Fig. 5. Normalized scaled momentum distributions (1/atot)da/dx, 
where x=2p/W at W= 14, 22, 35 and 44 GeV. The lines join the 
corresponding points for clarity 

Table 6. Normalized scaled momentum distributions (1/atoOda/dx, where x=2p/W. In the calculation of (x )  
the interval 0 < x < 0.02 was included 

X 14 GeV 22 GeV 35 GeV 44 GeV 

0.02 0.03 47.2 + 1.7 94.0 -+ 3.9 
0.03-0.04 56.5 -+ 3.6 102.2 -+ 3.3 
0.04 0.05 66.3 -+2.1 90.7 -+3.9 
0.054).06 62.9 -+ 2.7 85.9 +_ 3.6 
0.064).08 58.0 _+2.3 65.7 -+2.0 
0.08-0.10 44.9 +_ 1.7 50.3 _+2.1 
0.104).12 36.1 -+ 1.3 35.4 -+ 1.5 
0.124).14 29.4 __+ 1.0 27.0 __+ 1.3 
0.144).16 22.05 +_0.96 21.8 +I .3  
0.164).18 18.9 -+ 1.7 17.1 +__ 1.2 
0.184).20 16.01 +_0.95 15.16 -+0.95 
0.204).25 11.58 +0.42 10.78 -+0.47 
0.254).30 7.44 __+0.48 7.05 -t-0.38 
0.304).35 5.28 +__0.30 4.65 -+0.38 
0.35-0.40 3.15 -+0,35 3.13 +_0.32 
0.40-0.50 1.75 -+0. I1 1.76 -+0.15 
0.504).60 0.95 -+0.13 0.82 -+0.13 
0.60-0.70 0.342 +_0.056 0.41 __+0.11 
0.70-0.80 0.181 -+0.041 0.193 -+0.050 
0.80 1.00 0.058 -+0.017 0.056 -+0.025 

(X> 0.1302+__0.0023 0.1102+_0.0020 

169.3 -+2.4 
143.7 -+2.7 
115.5 +_1.6 
93.3 +_1.5 
69.2 -+ 1.2 
49.7 -+ 1.1 
36.33 _+0.43 
28.08 _+0.37 
22.43 +0.35 
18.02 _+0.31 
14.38 -+0.28 
10.24 -+0.16 
6.43 +_0.11 
4.23 -+0.10 
2.719 -+0.087 
1.587 _+0.037 
0.782 -+0.028 
0.341 +_0.023 
0.162 _+0.018 
0.030 -+0.012 

0.0908 + 0.0008 

191.8 _+3.9 
152.7 _+3.0 
118.5 _+2.9 
95.0 _+ 2.7 
70.5 -I- 1.3 
49.0 +- 1.7 
37.17 +0.89 
28.67 +0.84 
22.66 _+0.6l 
17.79 _+0.76 
13.45 _+0.47 
10.06 _+ 0.32 
6.18 -+0.23 
4.08 _+0.18 
2.66 -+0.14 
1.517 _+0.072 
0.631 +_0.052 
0.331 +_0.031 
0.129 _+0.017 
0.0309 +- 0.0059 

0.0839 -+ 0.0009 



Table 7. Normalized scaled momentum distributions (1/Cqot)d ~r/d x, shown in the binning used in fits 

x 14 GeV 22 GeV 35 GeV 44 GeV 
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0.024).05 56.4 _+3.9 95.4 _+2.6 142.9 _+2.0 154.4 +2.4 
0.054).10 54.1 _+1.7 63.6 -+1.6 66.23 __+0.92 67.2 _+1.2 
0.104).20 24.51 _+0.46 23.48_+0.49 23.85 __+0.18 23.95 _+0.38 
0.204).30 9.51 _+0.28 8.92_+0.29 8.335 __+0.098 8.12 _+0.20 
0.304).40 4.21 _+0.22 3.89_+0.19 3.476_+0.069 3.37 __+0.12 
0.404).50 1.75 _+0.11 1.76_+0.15 1.587__+0.037 1.517-+0.072 
0.504).70 0.640 _+ 0.061 0.61 _+ 0.10 0.562 __+ 0.019 0.484 _+ 0.031 

results  I-4] at  14-35 G e V  center  of mass  energy. Since 
d a t a  p resen ted  here were cor rec ted  with  m o r e  real is t ic  
M o n t e  Car lo  me thods ,  they are  m o r e  re l iable  and  super-  
sede our  ear l ie r  results.  

The  energy dependence  of  the differential  cross sec- 
t ion  is be t te r  seen in Fig. 6 and  Tab le  7, which  show 
(1/O'tot) do-/dx for fixed x in tervals  p lo t t ed  versus s =  W 2. 
The  a m o u n t  of  the scale b r e a k i n g  can  be quant i f ied  by  
fi t t ing the  d a t a  to the fo l lowing form sugges ted  by  Q C D  
[23, 34] 

1/o-to t d~r/dx = Cl(1 + c 2 ln(s/so)) 

with 

So = 1 GeV 2. 

The  resul t  of the fit is given in Table  8. N o t e  tha t  
O((1/a, ot) do-/dx)/O ln s = c l  c2 and  tha t  the  quo t ed  er rors  
have  been ca lcu la ted  t ak ing  full accoun t  of co r re la t ions  
be tween  cl  and  c2. There  are  signif icant  scal ing viola-  
t ions.  In  Fig. 6 the results  of the  L u n d  L L A  + O(es) and  
L u n d  O(e~ z) M o n t e  Ca r lo  are  shown also. The  M o n t e  

Table 8. Fit results to the s-dependence of the scaled cross section 
(1/ato,) da/dx = c1(1 + c2 ln(s/so)), where So = 1 GeV 2 

X C 1 C 2 C I ' C  2 

0.024).05 - 179 _+ 12 - 0.2498 _+ 0.0070 44.6 _+ 1.7 
0.054).10 28.0 _+ 6.8 0.191 _+0.068 5.33 _+0.82 
0.104).20 25.2 _+ 1.6 -0.0072_+0.0087 -0.18 _+0.23 
0.204).30 12.75_+ 0.95 -0.0486_+0.0071 -0.62 _+0.14 
0.304).40 6.22-+ 0.70 -0.0615_+0.0090 -0.383_+0.099 
0.404).50 2.34_+ 0.37 -0.045 _+0.015 -0.107+0.053 
0.50~).70 1.03-+ 0.21 -0.066 -+0.015 -0.068-+0.029 

Car lo  p a r a m e t e r s  are  those  given in Tab le  2. One can 
see tha t  the L u n d  p r o g r a m s  represen t  the  d a t a  and  its 
energy dependence  qui te  well. 

A n o t h e r  way  of  l ook ing  at  the scaled m o m e n t u m  
d i s t r ibu t ion  (usual ly  e m p l o y e d  in mu l t i g luon  emiss ion  
studies,  see e.g. [25] and  references therein) is to p lo t  
xda /dx  versus ln(1/x)  ins tead  of  p lo t t ing  da/dx aga ins t  
x, which al lows one to have  a c loser  l o o k  at  the low 
x values.  F r o m  Fig. 7 (Table  9) one can  clear ly  see tha t  

Table 9. Normalized In (l/x) distributions (1/CSot) d r In (l/x), where x = 2 p/W 

ln(1/x) 14 GeV 22 GeV 35 GeV 44 GeV 

0.04).2 0.052_+ 0.026 0.033_+ 0.016 0.0222_+ 0.0088 0.0195_+ 0.0043 
0.24).4 0.140_+0.025 0.164_+0.056 0.127 _+0.013 0.111 _+0.015 
0.443.6 0.325_+0.047 0.351 _+0.086 0.297 _+0.013 0.257 _+0.022 
0.64).8 0.624_+0.068 0.581 _+0.067 0.559 _+0.020 0.474 _+0.057 
0.8 1.0 0.95 _+0.10 0.986_+0.084 0.860 _+0.026 0.865 _+0.046 
1.0-1.2 1.620_+0.085 1.46 +0.13 1.256 _+0.028 1.277 _+0.053 
1.2-1.4 2.02 _+0.11 1.88 _+0.13 1.780 _+0.033 1.663 _+0.070 
1.4-1.6 2.68 _+0.11 2.45 _+0.16 2.294 _+0.042 2.259 _+0.078 
1.6 1.8 3.09 _+0.12 2.86 _+0.14 2.888 _+0.040 2.798 _+0.094 
1.8-2.0 3.49 _+0.15 3.31 _+0.15 3.369 _+0.047 3.367 _+0.098 
2.0-2.2 3.81 _+0.13 3.67 _+0.16 3.741 _+0.042 3.855 _+0.098 
2.2-2.4 3.99 _+0.16 4.26 _+0.19 4.264 +0.078 4.26 _+0.13 
2.4-2.6 4.08 _+0.15 4.68 _+0.19 4.587 _+0.076 4.66 -+0.18 
2.6~.8 3.98 +__0.30 4.63 -+0.27 4.878 +0.067 4.99 _+0.11 
2.8 3.0 3.44 -+0.16 4.74 _+0.26 5.106 _+0.083 5.23 _+0.12 
3.0-3.2 2.97 _+0.14 4.03 _+0.19 5.244 _+0.080 5.31 _+0.13 
3.~3.4 2.19 _+0.15 3.71 _+0.14 5.100 _+0.070 5.40 _+0.16 
3.4-3.6 1.63 _+0.13 3.13 _+0.16 4.737 _+0.080 5.25 _+0.12 
3.6-3.8 1.198_+0.070 2.31 _+0.15 4.206 _+0.081 4.68 _+0.10 
3.8-4.0 0.799_+0.061 1.72 _+0.19 3.532 _+0.086 4.26 +0.10 
4.0M.2 0.478_+0.095 1.257-+0.083 2.734 -+0.068 3.41 -+0.10 
4.2M.4 0.953-+0.073 2.082 _+0.064 2.784 _+0.075 
4.4-4.6 0.56 _+0.10 1.487 _+0.075 2.08 _+0.10 
4.64.8 1.051 _+0.022 1.566 _+0.072 
4.8-5.0 0.632 _+0.044 1.053 _+0.049 
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Table 10. Normalized transverse momentum distributions (1/Go,) d r GeV/c)-1 

p• (GeV/c) 14 GeV 22 GeV 35 GeV 44 GeV 

0.0043.05 6.11 _+ 0.49 6.79 i 0.46 
0.0543.10 12.11 -+0.73 14.29 -+0.66 
0.1043.15 17.03 _+0.96 18.1 _+ 1.0 
0.1543.20 18.65 -+0.81 21.5 -+ 1.1 
0.204).25 18.28 _+0.90 21.58 _+0.87 
0.25-0.30 19.10 -+0.65 21.3 -t- 1.5 
0.3043.35 16.31 -+0.83 18.97 __0.75 
0.35-0.40 14.19 _+0.90 16.7 + 1.0 
0.404).45 11.30 -+0.85 13.71 -+0.74 
0.45-0.50 9.33 -+0.48 12.03 -+0.76 
0.504).60 6.73 -+0.33 8.47 -+0.44 
0.60-0.70 4.46 -+ 0.29 6.02 -+ 0.42 
0.7043.80 2.48 -+0.19 4.15 -+0.25 
0.8043.90 1.69 -+0.19 2.52 -+0.29 
0.90-1.00 0.89 -+0.10 1.84 -+0.19 
1.00-1.20 0.589 -+0.088 1.03 -+0.12 
1.20-1.40 0.196 -+0.040 0.51 -+0.11 
1.40-1.60 0.082 -+0.041 0.269 -+0.058 
1.60-1.80 0.030 -+0.018 0.164 -+0.046 
1.80-2.00 0.030 -+0.022 0.123 -+0.053 
2.00 2.50 0.070 _+0.035 
2.50-3.00 0.0086 _+ 0.0059 
3.00-4.00 
4.00-6.00 

(Pl> 0.3466 -+ 0.0056 0.3889 -+ 0.0064 

7.70 +0.38 8.50 ___0.49 
16.43 _+0.45 17.70 _+0.92 
21.96 +0.41 23.19 +0.62 
24.96 • 25.54 +0.64 
25.43 • 26.08 +0.67 
23.95 +0.36 24.00 _+0.56 
21.88 +0.29 22.69 +0.60 
19.13 +0.56 19.48 _+0.58 
16.50 _+0.24 17.94 +0.59 
14.35 _+0.22 15.02 _+0.45 
11.04 +0.16 12.17 -+0.28 
7.73 -+0.14 8.69 -+0.22 
5.49 -+0.10 6.27 -+0.23 
4.008 -+0.085 4.43 -+0.25 
2.810 _+0.077 3.30 -+0.16 
1.786 -+0.054 2.344 -+0.077 
1.049 -+0.039 1.338 -+0.057 
0.622 -+0.038 0.846 -+0.044 
0.379 ___0.019 0.563 +0.036 
0.239 -+0.016 0.412 -+0.034 
0.1261 _+0.0066 0.229 _+0.016 
0.0500 _+0.0048 0.087 _+0.016 
0.0155 -+0.0018 0.0385-+0.0050 
0.00320 4._ 0.00071 0.0068 -+ 0.0016 

0.4342 -+ 0.0038 0.4695-+ 0.0049 
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Table 11. Normalized sphericity distributions (l/N) dN/dS 

S 14 GeV 22 GeV 35 GeV 44 GeV 

0.000-0.025 0.40 _+0.20 1.30 _+0.30 5.30 _+0.37 8.02 -+0.54 
0.025-0.050 1.61 -+0.33 5.46 -+0.74 9.31 _+0.63 9.45 _+0.43 
0.050-0.075 3.01 _+0,49 6.61 _+0.84 6.32 _+0.27 5.83 _+0.31 
0.075-0.100 4.21 _+0.78 5.96 -+0.65 4.19 -+0.15 3.80 -+0.26 
0.100-0.150 4.09 -+0.31 3.28 _+0.45 2.70 _+0.16 2.14 _+0.15 
0.15(M).200 3.06 _+0.25 2.30 _+0.28 1.485 -+0,062 1.35 -+0.11 
0.200-0.250 1.85 _+0.33 1.36 _+0.17 0.938 -+0.061 0.86 -+0.11 
0.250-0.300 1.50 -+0.20 0.94 _+0.18 0.646 -+0.100 0.544 -+0.073 
0.300.0.350 1.09 -+0.15 0.87 -+0.18 0.485 _+0.080 0.455 _+0.055 
0.350-0.400 1.05 _+0.18 0.56 _+0.12 0.359 _+0.043 0.320 _+0.049 
0.400-0.450 0.58 _+0.24 0.330 _+0.053 0.254 _+0.028 0.217 _+0.044 
0.450-0.500 0.509 ,+_+0.083 0.198 _+0.018 0.193 _+0.060 
0.500-0.550 0.34 _+0.10 0.138 _+0.019 0.150 _+0.049 
0.55(M).600 0.34 _+0.12 0.150 _+0.037 0.120 _+0.019 0.083 _+0.025 

0.600-0.650 0.348 _+0.073 0.115 _+0.051 0.084 _+0.013 0.084 _+0.025 
0.650-0,700 0.0469 _+ 0,0081 0.043 _+ 0.016 
0.700-1.000 0.067 _ + 0 . 0 2 5  0 . 0 1 0 4 _ + 0 . 0 0 6 3  0 .0082_+0 .0033  0.0079_+0.0025 

<S> 0.2252 • 0.0075 0.1528 _+ 0.0075 0.1 155 _+ 0.0047 0. 1053 _+ 0~0035 

Table 12. Normalized aplanarity distributions (l/N) dN/dA 

A 14 GeV 22 GeV 35 GeV 44 GeV 

0.00-0.01 5,8 _+ 1.5 11.2 _+ 1.9 25.4 + 1.7 35.3 _+ 1.9 
0.01-0.02 12.8 +2.9 20.6 _+2.4 28.4 +2.6 28.4 -+2.1 
0.02-0.03 14.0 -+ 1.7 18.0 • 17.00 _+0.65 14.9 -+ 1.1 
0.03-0.04 12.8 _+ 1.2 15.5 -+1.5 10.30 -+0.65 8.3 • 
0,04-0.06 9.97 _+0.98 8.9 -+1.2 5.25 -+0.88 3.59 -+0.87 
0.06-0.10 4.43 _+0.71 3.05 _+0.38 1.43 -+0.32 1.08 _+0.33 
0.10-0.15 2.16 -+0.37 0.78 _+0.16 0.37 -+0.11 0.180 -+0.060 
0.15-0.20 0.68 -+0.14 0.210 -+0.065 0.083 _+0.025 0.046 +0.025 
0.20-0.30 0.32 -+0.16 0.039 - + 0 . 0 2 3  0 , 0 1 3 6 - + 0 . 0 0 5 3  0.0157_+0.0080 

(A> 0.0613 ___0.0057 0.0386 _+0.0029 0.0261 _+0.0019 0.0213 _+0.0015 

Table 13. Normalized thrust distributions (l/N)dN/dT 

T 14 GeV 22 GeV 35 GeV 44 GeV 

0.60~.64 0.47 _+ 0.23 0.07 _ 0.20 
0.64-0.68 0.62 _+0.24 0.218 -+0.074 
0.68-0.72 1.16 -+0.31 0.37 -+0.12 
0.724).76 1.61 _+0.23 0.81 _+0.23 
0.76-0.80 1.92 +0.36 1.22 _+0.17 
0.80-0.84 3.32 _+0.45 2.27 _+0.29 
0.84-0.88 4.52 _+0.73 4.06 _+0.38 
0.88-0.90 6.05 _+ 0.55 5.7 _+ 1.2 
0.90-0.92 6.7 _+ 1.2 7.23 __+0.87 
0.92-0.94 5.6 _+1.6 8.60 __+0.82 
0.94-0.96 3.1 -+ 1.1 7.8 -+ 1.9 
0.96-0.98 0.97 __+0.31 2.9 -+ 1.0 
0.98-1.00 0.132 -+0.086 0.33 _+0.18 

< T> 0.8499 _+ 0.0085 0.8876 _+ 0.0073 

0.037 _+0.020 0.019 _+0.014 
0.164 _+0.027 0.171 +_0.048 
0.328 -t-0.065 0.236 _+0.042 
0.583 _+0.093 0.57 _+0.11 
0.869 ___0.079 0.84 +0.11 
1.44 +0.13 1.12 +0.13 
2.65 +_0.25 2.48 +0.16 
4.04 _+0.40 3.55 _+0.30 
6.04 _+0.66 4.85 _+0.49 
8.6 _+1.1 6.8 +_1.1 

I0.65 _+0.36 11.67 -+0.66 
7,5 ___ 1.4 10.3 -+ 1.9 
1.14 _+0.33 1.97 _+0.63 

0.9079 _+ 0.0045 0.9157 _+ 0.0049 

the growth of the mult ipl ici ty with energy is due to the 
increase of low m o m e n t u m  particle product ion .  

Figure  8 and  Table  10 present  the d is t r ibut ions  of 
the transverse m o m e n t u m  with respect to the sphericity 
tensor  axis. They become broader  as energy increases, 

5.4 Global event parameters 

Figures 9-11 (Table 11-13) show the sphericity, ap lanar -  
ity [10] and  thrust  [26, 27] dis t r ibut ions.  All of them 
change with center of mass energy in a way which indi-  
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(1/eqot)da/dp• (GeV/c)-< TASSO (lines) and MARK II (points) 
data. The lines join the corresponding points, the error bars were 
removed for clarity 

cates tha t  the events become  more  co l l ima ted  with  in- 
creasing energy. 

The  14, 22 and  35 GeV results  differ f rom the ear l ier  
[4] result.  The  difference comes  ma in ly  f rom the fact 
tha t  the d i s t r ibu t ions  are very sensit ive to the M o n t e  
Car lo  used to correct  the da t a ;  in the pas t  an indepen-  
dent  je t  O(cq) M o n t e  Ca r lo  [28] was used, which  does  
not  r ep roduce  the d a t a  so well. Since L u n d  L L A  + O(cq) 
M o n t e  Car lo  r ep roduces  the d a t a  bet ter ,  one can hope  
tha t  the new d i s t r ibu t ions  are closer  to the  t rue ones. 

5.5 Comparison with M A R K  II 

A c o m p a r i s o n  of  the T A S S O  d a t a  with the M A R K  II  
[29] d a t a  is shown in Figs. 12-16, where  the x, S, A, T 
and  p .  d i s t r ibu t ions  are  presented.  The  M A R K  II  results  
for spherici ty,  ap l ana r i t y  and  thrus t  in t e rpo la te  qui te  
well be tween  our  d a t a  at  22 and  35 GeV;  in the inclusive 
d i s t r ibu t ions  the ag reemen t  is still reasonable .  

6 Summary 

In summary ,  je t  p rope r t i e s  at  center  of  mass  energies 
of 14, 22, 35 and  43.7 G e V  were s tudied  with the  d a t a  

col lected in the T A S S O  detector .  The  to ta l  h a d r o n i c  
cross sect ion ra t io  N at  a center  of  mass  energy of 
43.7 GeV was found  to be ~ = 4 . 1 1 + _ 0 . 0 5 ( s t a t . )  
+ 0.18 (syst.). 

Cor rec t ed  d i s t r ibu t ions  of  g loba l  shape  var iables  
such as spherici ty,  ap lana r i ty ,  th rus t  and  inclusive 
cha rged  par t ic le  d i s t r ibu t ions  of  scaled m o m e n t u m  and  
t ransverse  m o m e n t u m  were ob ta ined .  A t  all energies the 
same M o n t e  Car lo  event  gene ra to r  was used to ca lcula te  
the correct ions .  A t  all energies the  same cor rec t ion  tech- 
n ique was app l i ed  to avo id  sys temat ic  biases. 
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