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[^1]Abstract. The forward-backward asymmetry in the reaction $e^{+} e^{-} \rightarrow b \overline{5}$ has been determined at centre of mass energies near 35 GeV using the TASSO detector. We report results from three different methods. The combined result of the measurements is $\overline{A_{b}}=-0.21 \pm 0.08$ ignoring $B^{0} \bar{B}^{0}$ mixing. Taking mixing into account leads to a corrected asymmetry of $\overline{A_{b}^{\text {cor }}}=-0.28 \pm 0.11$. The axial vector coupling constant of the $b$ quark as calculated from the corrected asymmetry is $a_{b}=-1.2 \pm 0.5$ to be compared with the value $a_{b}^{\mathrm{SM}}=-1$ from the standard model.

## 1 Introduction

There is a forward backward asymmetry in the reaction $e^{+} e^{-} \rightarrow q \bar{q}$ originating from the interference between photon and $Z^{0}$ exchange. In the standard model the asymmetry for charge $-1 / 3$ quarks is predicted to be large, $A_{q} \simeq-0.23$ for $b$ quarks at 35 GeV centre of mass energy including higher order QED and QCD corrections. In order to determine the $b$ asymmetry it is necessary to identify $b \bar{b}$ events and, within the events, the direction of the $b$ quark. The event jet axis provides a good measure of the line of flight of the quark but it is also necessary to distinguish the quark direction from that of the antiquark.

In studies of the forward-backward asymmetry in $c \bar{c}$, the distinctive properties of $D^{*}$ decay have been used to identify the quark direction. In $b \bar{b}$ events the charge of high transverse momentum leptons has been used to distinguish $b$ from $\bar{b}$, but there are few significant measurements of the asymmetry in $b \bar{b}$ events (Table 1).

In this paper we present results for $b$ asymmetry extracted by three different methods. One is obtained from a study of inclusive electron production, one from high transverse momentum muon production. In both these methods lepton charge is used to tag the quark charge. In the third method a sample of $b$ enriched events is used. Enrichment was accomplished by using the long $b$ lifetime, and the sign of the quark is determined by the weighted jet charge.

Table 1. The measured $b$ quark asymmetries [32]

| Experiment | Method | $\sqrt{s}[\mathrm{GeV}]$ | $A_{b}$ |
| :--- | :--- | :--- | :--- |
| TPC | $e$ | 29.0 | $-0.34 \pm 0.33$ |
| TPC | $\mu$ | 29.0 | $-0.15 \pm 0.20$ |
| MAC | $\mu$ | 29.0 | $0.034 \pm 0.070$ |
| CELLO | $e, \mu$ | 35.0 | $-0.222 \pm 0.081$ |
| CELLO | $e, \mu$ | 43.0 | $-0.491 \pm 0.165$ |
| JADE | $\mu$ | 34.6 | $-0.228 \pm 0.065$ |
| JADE | $e, \mu$ | 35.0 | $-0.116 \pm 0.048$ |
| MARK J | $\mu$ | 37.0 | $-0.21 \pm 0.19$ |
| PLUTO | $\mu$ | 34.8 | $-0.36 \pm 0.25$ |
| AMY | $\mu$ | 55.2 | $-0.72 \pm 0.28$ |
| TASSO (1984) | $\mu$ | 34.5 | $-0.375 \pm 0.275$ |
| TASSO (1984) | $e$ | 34.6 | $-0.25 \pm 0.22$ |
| This paper | $e, \mu$, jet | 35.0 | $-0.21 \pm 0.08$ |

## 2 The asymmetry from inclusive electrons

In this method the primary quark charge is measured via the electrons from the semileptonic decays of the $b$ quarks. The different flavours were separated using the transverse momentum of the prompt electron and an event shape quantity.

The data were collected with the TASSO detector at the PETRA storage ring at DESY, from February 1980 to July 1982 and from March to November 1986. A total of 52584 multihadronic events with centre of mass energies between 33 GeV and 36 GeV and with an integrated luminosity of $168.3 \mathrm{pb}^{-1}$ were selected using the TASSO standard criteria [1].

### 2.1 Event selection

The TASSO detector has been described in detail elsewhere [2] and here we simply note that the information used was taken from the drift chamber with a momentum resolution of
$\frac{\sigma_{p}}{p}=0.016 \cdot \sqrt{1.0+p^{2}} \quad p$ in $\mathrm{GeV} / \mathrm{c}$
and from the lead liquid argon shower counters located above and below the TASSO magnet coil.

Because the electron identification is essential for this analysis and mainly done with the help of the shower counters they are briefly described. The active surface area of the shower counters covers approximately $40 \%$ of the solid angle. This is reduced to $35 \%$ because particles which lie within 5 cm of the edge of the active area are not accepted. The shower counters consist of a system of towers and strips. The towers are composed of lead plates with a front surface area of $7.1 \times 7.1 \mathrm{~cm}^{2}$ (front towers) and $14.2 \times 14.2 \mathrm{~cm}^{2}$ (back towers) and a thickness of 2 mm . They are stacked so as to point to the interaction region. Four front towers are followed by one back tower. The towers provide a measurement of the total energy of electromagnetic showers with a resolution determined from electrons with an energy between $1.0 \mathrm{GeV}<E<5.0 \mathrm{GeV}$ [3] of
$\frac{\sigma_{E}}{E}=\frac{0.136}{\sqrt{E}}+0.03 \quad E$ in GeV.
The strips are 2 cm wide and plated onto copper clad epoxy circuit boards. They run orthogonal to the beam axis ( $\varphi$ strips) and parallel to it ( $z$ strips). The strips provide a position resolution determined from electrons with energy $1.0 \mathrm{GeV}<E<5.0 \mathrm{GeV}$ [3] of
$\sigma_{\varphi}=\left(\frac{0.77}{p}+0.53\right) \mathrm{cm} \quad p$ in $\mathrm{GeV} / \mathrm{c}$,
$\sigma_{z}=\left(\frac{0.48}{p}+1.27\right) \mathrm{cm} \quad p$ in $\mathrm{GeV} / \mathrm{c}$.

These errors contain the multiple scattering error, the error on the position measurement of the shower and the error on the extrapolated track position.

Electrons are identified using the information of the drift chamber and the shower counters. The energy deposition in the shower counters as well as the longitudinal and lateral distributions of the shower energy were required to be compatible with those of an electron of the observed momentum. The most important requirements were [4]:

1. The momentum of the track was required to be at least $1.0 \mathrm{GeV} / \mathrm{c}$.
2. The track was required to be not identified as a converted photon.
3. The shower was required to be assigned to exactly one track.
4. The momentum of the charged track was required to agree with the total shower energy measured in the front and back towers.
5. The extrapolated position of the track was required to agree with the position of the shower as measured in the strips.
6. The shower energy measured in the front towers $\left(E_{\mathrm{F}}\right)$ and in the back towers ( $E_{\mathrm{B}}$ ) was required to satisfy:
$\frac{E_{\mathrm{B}}}{E_{\mathrm{F}}}<0.8+0.1 \cdot p \quad p$ in $\mathrm{GeV} / \mathrm{c}$.
7. The lateral distribution of the shower energy measured in the strips was required to be consistent with an electron shower.
With these cuts a total of 918 events with at least one identified electron was selected from the multihadronic sample. Those inclusive electron events have an average centre of mass energy of 34.8 GeV . Most of these events have exactly one electron ( $\simeq 99 \%$ ). Detailed Monte Carlo studies indicate that the tracks identified as electrons are mainly prompt electrons from semileptonic decays of $b$ or $c$ quarks, converted photons and hadrons misidentified as electrons. The contribution from the decay of $\pi$ or $K$ mesons or from faked tracks is negligible.

### 2.2 Simulation

To compare the results with predictions of the electroweak theory, we need an estimation of effects introduced by the event acceptance and investigation of the background. In this analysis Monte Carlo events were used, generated using the following schemes:
HOYER: The partons were generated according to first order QCD [5] including initial state radiative effects [6]. The fragmentation model used the independent jet fragmentation idea of Field and Feynman [7]. The strong coupling constant $\alpha_{s}$ was set to 0.19 , the transverse momentum parameter of the quarks was $\sigma_{q}=0.35 \mathrm{GeV} / \mathrm{c}$ and the fraction of pseudoscalars among the mesons produced in the fragmentation was 0.42 . The parameter $a_{f}$ of the fragmentation function was set to 0.56 [8].

The response of the detector is simulated in great detail using EGS [9] for the simulation of electromagnetic showers in the liquid argon calorimeters. The shower development of hadrons in the calorimeters has also been simulated, using the method of [10].
QCDFF: The partons were generated according to first order electroweak theory using the extended FKSS scheme (neglecting the asymmetry) including initial state radiation [6] and to second order QCD. The parameters used were the same as for the HOYER model with the exception of $\alpha_{s}$ which was set to 0.155 . The fragmentation model used the Peterson fragmentation function [11] for $b$ and $c$ quarks ( $\varepsilon_{b}=0.01$ and $\left.\varepsilon_{c}=0.075\right)$. These events were only passed through the inner detector.
LUND: The partons were generated according to first order electroweak theory including initial state radiation [6] and to second order QCD. The fragmentation model used the LUND string fragmentation [12] with the symmetric fragmentation function $(a=0.96$ and $b=$ $0.70 \mathrm{GeV}^{-2}$ ) for all flavours. These events were only passed through the inner detector.
The above parameters had been tuned to give good agreement between the simulation results and the TASSO data [13].

The Hoyer Monte Carlo, providing a full calorimeter simulation, was used to determine the electron identification and detection efficiency. The QCDFF and LUND generators were used for modelling the data and to extract an estimate of the systematic errors of the Monte Carlo simulation.

### 2.3 Flavour separation

To measure the asymmetry one has to distinguish between the different reactions which lead to a track identified as coming from an electron. We distinguish between events with prompt electrons and events with identified electrons from other sources. Prompt electrons come from original $b$ quark production ( $b \rightarrow e$ ), from original $c$ quark production $(c \rightarrow e)$ and from events in which a $b$ quark has subsequently decayed to a $c$ quark which then produced an observable electron ( $b \rightarrow c \rightarrow e$ ). The background events may have an original $b$ quark ( $b \rightarrow X$ ), an original $c$ quark $(c \rightarrow X)$ or an $u, d$ or $s$ quark $(u d s \rightarrow X)$. In cases with more than one identified electron we used only the electron with the largest transverse momentum with respect to the sphericity axis.

To distinguish between these six types of events we used the transverse momentum $p_{t}$ of the electron with respect to the sphericity axis and an event shape quantity called transverse mass $M_{t}$ first introduced by Marshall [14].
$M_{t}=\frac{\sqrt{s}}{\sum_{i=1}^{N_{t}} E_{i}} \cdot \sum_{i=1}^{N_{t}}\left|p_{i}^{\frac{1}{1}}\right| \quad i \neq i_{e}$
where $E_{i}$ and $p_{i}^{\perp}$ are the energy and transverse momentum of particle $i$ with respect to the event plane and
the sum runs over all $N_{t}$ charged tracks except the electron.

The event axis and the event plane are calculated with the sphericity tensor which on average reproduces the original quark direction to within $8^{\circ}$ [15]. Because tracks with high transverse momenta (as tends to be the case for prompt electrons) may lead to much bigger deviations with respect to the quark direction, the tensor in this analysis is calculated only from tracks which were not identified as an electron.

Probability distributions for all six types of events were determined from the Monte Carlo simulation. We used QCDFF and LUND Monte Carlo events (see Sect. 2.2). To simulate the electron identification, the efficiency to identify a track which points to the calorimeter was determined with the HOYER Monte Carlo. The efficiencies as a function of the momentum were determined for prompt electrons, converted photons and for hadrons.

The probability distributions were smoothed by fitting a phenomenological function $h\left(M_{t}, p_{t}\right)$ to them. Details of this procedure can be found in [4]. The resulting (normalized) probability density functions are $\rho\left(M_{t}, p_{t}\right)$. To measure the separation between the six event types one can define a matrix $T_{i j}$ [14].
$T_{i j}=\frac{1}{N_{i}} \cdot \frac{1}{N_{j}} \int_{0}^{\infty} \int_{0}^{\infty} h_{i}\left(M_{t}, p_{t}\right) h_{j}\left(M_{t}, p_{t}\right) d M_{t} d p_{t}$
with
$N_{i}^{2}=\int_{0}^{\infty} \int_{0}^{\infty} h_{i}^{2}\left(M_{t}, p_{t}\right) d M_{t} d p_{t}$
and
$i=b e, b c e, c e, b X, c X, u d s X$.
For identical distributions we then have $T_{i j}=1$, whereas if the distributions are completely separated we have $T_{i j}=0$. The elements of the matrix as determined from the Monte Carlo are given in Table 2. It can be seen that events of the type $b \rightarrow e$ are well separated from other processes, whereas the separation among the other five types of events is difficult.

We used the probability distribution functions to determine the number of prompt electrons $N_{\mathrm{p}}$ in our data

Table 2. Fractions for all sorts of reactions contributing to the inclusive electron sample

| $T_{i j}$ | $b \rightarrow e$ | $b \rightarrow c \rightarrow e$ | $c \rightarrow e$ | $b \rightarrow x$ | $c \rightarrow x$ | $u d s \rightarrow x$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $b \rightarrow e$ | 1 | 0.69 | 0.53 | 0.56 | 0.46 | 0.45 |
| $b \rightarrow c \rightarrow e$ |  | 1 | 0.90 | 0.95 | 0.85 | 0.81 |
| $c \rightarrow e$ |  |  | 1 | 0.86 | 0.94 | 0.94 |
| $b \rightarrow x$ |  |  |  | 1 | 0.90 | 0.85 |
| $c \rightarrow x$ |  |  |  |  | 1 | 0.99 |
| $u d s \rightarrow x$ |  |  |  |  |  | 1 |

Table 3. The fractions of the six types of processes giving rise to electron candidates

| Process | Fraction $f_{i}$ |
| :--- | ---: |
| $b \rightarrow e$ | $18.9 \pm 1.5 \%$ |
| $b \rightarrow c \rightarrow e$ | $7.7 \pm 0.6 \%$ |
| $c \rightarrow e$ | $30.6 \pm 2.4 \%$ |
| $b \rightarrow x$ | $3.0 \pm 0.3 \%$ |
| $c \rightarrow x$ | $16.5 \pm 1.7 \%$ |
| $u d s \rightarrow x$ | $23.3 \pm 2.4 \%$ |

sample, performing a maximum likelihood fit to all events.
$\ln L=\sum_{i=1}^{N} \ln \left(\frac{d^{2} N}{d M_{t} d p_{t}}\right)$
with

$$
\begin{aligned}
\frac{d^{2} N}{d M_{t} d p_{t}}= & N_{\mathrm{p}} \cdot f_{\mathrm{p}}^{b e} \cdot \rho_{b e}\left(M_{t}, p_{t}\right) \\
& +N_{\mathrm{p}} \cdot f_{\mathrm{p}}^{b c e} \cdot \rho_{b c e}\left(M_{t}, p_{t}\right) \\
& +N_{\mathrm{p}} \cdot f_{\mathrm{p}}^{c e} \cdot \rho_{c e}\left(M_{t}, p_{t}\right) \\
& +\left(N-N_{\mathrm{p}}\right) \cdot f_{x}^{b X} \cdot \rho_{b X}\left(M_{t}, p_{t}\right) \\
& +\left(N-N_{\mathrm{p}}\right) \cdot f_{x}^{c X} \cdot \rho_{c X}\left(M_{t}, p_{t}\right) \\
& +\left(N-N_{\mathrm{p}}\right) \cdot f_{x}^{u d s X} \cdot \rho_{u d s X}\left(M_{t}, p_{t}\right)
\end{aligned}
$$

where $f_{\mathrm{p}}^{i}$ are the fractions of events with prompt electrons and $f_{x}^{i}$ are the fractions of background events determined from the HOYER Monte Carlo (see Sect. 2.2). The result of the one parameter fit was:
$N_{\mathrm{p}}=525 \pm 41$
from 918 candidate events, which leads to the numbers and fractions shown in Table 3. To compare the Monte Carlo expectations with the data, one dimensional distributions in $p_{t}$ and $M_{t}$ were calculated from the two dimensional probability distribution functions by integrating over $M_{t}$ and $p_{t}$ respectively and weighted with the numbers determined above. As shown in Figs. 1 and 2 the agreement is very good.

The data can be split into a forward $(\cos \theta>0)$ and a backward $(\cos \theta<0)$ sample where $\cos \theta$ is calculated from (10) with $q_{e}=$ charge of the prompt electron or positron candidate. $\delta=$ angle between prompt lepton candidate and sphericity axis, and $\theta_{s}<\pi / 2$ angle between sphericity axis and incident electron (see Fig. 3).
$\cos \theta=-\frac{q_{e} \cdot \cos \vartheta}{\left|q_{e} \cdot \cos \vartheta\right|} \cdot\left|\cos \theta_{s}\right|$.
The cross section in (8) may then be written as
$\frac{d^{2} N}{d M_{t} d p_{t}}= \begin{cases}\frac{d^{2} N^{\mathrm{F}}}{d M_{t} d p_{t}} & \text { if } \cos \theta>0 \\ \frac{d^{2} N^{\mathrm{B}}}{d M_{t} d p_{t}} & \text { if } \cos \theta<0\end{cases}$


Fig. 1. Comparison of the $M_{t}$ distributions with the Monte Carlo simulation


Fig. 2. Comparison of the $p_{t}$ distributions with the Monte Carlo simulation


Fig. 3. Definition of the polar angle. The direction of the sphericity axis is labelled $\mathbf{S}$
with

$$
\begin{aligned}
\frac{d^{2} N^{\mathrm{F}}}{d M_{t} d p_{t}}= & N_{b}^{\mathrm{F}} \cdot f_{b}^{b e} \cdot \rho_{b e}\left(M_{t}, p_{t}\right) \\
& +N_{b}^{\mathrm{B}} \cdot f_{b}^{b c e} \cdot f_{c a s}^{+} \cdot \rho_{b c e}\left(M_{t}, p_{t}\right) \\
& +N_{b}^{\mathrm{F}} \cdot f_{b}^{b c e} \cdot f_{c a s}^{-} \cdot \rho_{b c e}\left(M_{t}, p_{t}\right) \\
& +N_{c}^{\mathrm{F}} \cdot \rho_{c e}\left(M_{t}, p_{t}\right) \\
& +\left(N^{\mathrm{F}}-N_{\mathrm{p}}^{\mathrm{F}}\right) \cdot f_{x}^{b X} \cdot \rho_{b X}\left(M_{t}, p_{t}\right) \\
& +\left(N^{\mathrm{F}}-N_{\mathrm{p}}^{\mathrm{F}}\right) \cdot f_{x}^{c X} \cdot \rho_{c X}\left(M_{t}, p_{t}\right) \\
& +\left(N^{\mathrm{F}}-N_{\mathrm{p}}^{\mathrm{F}}\right) \cdot f_{x}^{u d s X} \cdot \rho_{u d s X}\left(M_{t}, p_{t}\right)
\end{aligned}
$$

and the corresponding quantity $\frac{d^{2} N^{\mathrm{B}}}{d M_{\mathrm{t}} d p_{t}}$, which has the indices F and B interchanged and where
$N_{\mathrm{p}}^{\mathrm{F}}=N_{b}^{\mathrm{F}} \cdot f_{b}^{b e}+N_{b}^{\mathrm{B}} \cdot f_{b}^{b c e} \cdot f_{c a s}^{+}+N_{b}^{\mathrm{F}} \cdot f_{b}^{b c e} \cdot f_{c a s}^{-}$
$N_{\mathrm{p}}^{\mathrm{B}}=N_{b}^{\mathrm{B}} \cdot f_{b}^{b e}+N_{b}^{\mathrm{F}} \cdot f_{b}^{b c e} \cdot f_{c a s}^{+}+N_{b}^{\mathrm{B}} \cdot f_{b}^{b c e} \cdot f_{c a s}^{-}$
$N_{b}^{\mathrm{B}}=\left(N^{\mathrm{F}}+N^{\mathrm{B}}\right) \cdot f_{b}-N_{b}^{\mathrm{F}}$
$N_{c}^{\mathrm{B}}=\left(N^{\mathrm{F}}+N^{\mathrm{B}}\right) \cdot f_{c}-N_{c}^{\mathrm{F}}$
where $N_{b}^{\mathrm{F}}, N_{b}^{\mathrm{B}}, N_{c}^{\mathrm{F}}$ and $N_{c}^{\mathrm{B}}$ are the numbers of forward and backward events for $b$ and $c$ quarks respectively, $f_{b}$ and $f_{c}$ are the fractions of events with prompt electrons from $b$ and $c$ decay and $f_{b}^{b e}$ and $f_{b}^{b c e}$ are the fractions of $b$ events from the process $b \rightarrow e$ and $b \rightarrow c \rightarrow e$. All these fractions are taken from Table 3. A complication comes from the events ( $b \rightarrow c \rightarrow e$ ). A $b$ quark in these events can lead to a positron or to an electron with a ratio of 6.5:1 [16], corresponding to the fractions $f_{c \text { cas }}^{+}$ $=0.87$ and $f_{c a s}^{-}=0.13$.

To determine the numbers of forward events $N_{b}^{\mathrm{F}}$ and $N_{c}^{\mathrm{F}}$ a maximum likelihood fit similar to (8) was carried out. The result was
$N_{b}^{\mathrm{F}}=95 \pm 14 \Rightarrow N_{b}^{\mathrm{B}}=149 \pm 24$
$N_{c}^{\mathrm{F}}=132 \pm 19 \Rightarrow N_{c}^{\mathrm{B}}=149 \pm 29$
which leads to $b$ and $c$ quark asymmetries uncorrected for acceptance
$A_{b}^{\text {obs }}=-0.22 \pm 0.16$ and $A_{c}^{\text {obs }}=-0.06 \pm 0.19$.
These numbers serve as a check for the general procedure, because the $c$ quark asymmetry has been left as a free parameter. To check that the $b$ asymmetry did not arise from a small region of the detector, the fit was also carried out in smaller angular intervals. The results are shown in Fig. 4. A forward-backward asymmetry of the correct sign is indicated.


Fig. 4. The angular distribution of the $b \bar{b}$ events using the method of Sect. 2.3. The dotted curve shows the prediction of pure QED, the solid one is the standard model fit - uncorrected for acceptance

### 2.4 Results

To determine the asymmetry of the $b$ quark a maximum likelihood fit was carried out to the whole data sample including the angular probability distribution function as follows.

$$
\begin{equation*}
\ln L=\sum_{i=1}^{N} \ln \left(\frac{1}{N} \cdot \frac{d^{3} N}{d M_{t} d p_{t} d(\cos \theta)}\right) \tag{13}
\end{equation*}
$$

with

$$
\begin{aligned}
& \frac{1}{N} \cdot \frac{d^{3} N}{d M_{t} d p_{t} d(\cos \theta)} \\
& =\mathrm{f}_{b e} \cdot \rho_{b e}\left(\mathrm{M}_{t}, \mathrm{p}_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)+A_{b} \cos \theta\right] \\
& \quad+f_{b c e} \cdot f_{c a s}^{+} \cdot \rho_{b c e}\left(M_{t}, p_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)-A_{b} \cos \theta\right] \\
& \quad+f_{b c e} \cdot f_{c a}^{-} \cdot \rho_{b c e}\left(M_{t}, p_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)+A_{b} \cos \theta\right] \\
& \quad+f_{b X} \cdot \rho_{b X}\left(M_{t}, p_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)\right] \\
& \quad+f_{c e} \cdot \rho_{c e}\left(M_{t}, p_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)-A_{c} \cos \theta\right] \\
& \quad+f_{c X} \cdot \rho_{c X}\left(M_{t}, p_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)\right] \\
& \quad+f_{u d s X} \cdot \rho_{u d s X}\left(M_{t}, p_{t}\right) \cdot\left[\frac{3}{8}\left(1+\cos ^{2} \theta\right)\right]
\end{aligned}
$$

where $f$ and $\rho$ are the fractions and the two-dimensional probability distribution functions. We checked that radiative corrections change this form insignificantly in comparison to the size of the errors. For the asymmetry of the $c$ quark we use the averaged results of the measurements near 35 GeV given in Table 4. Using a value of $A_{c}=-0.151$ the fit which now does not depend on acceptance [17] leads to:
$A_{b}(e)=-0.20 \pm 0.11 \pm 0.04$
where the first error is statistical and the second systematic. The systematic uncertainties were estimated by changing the fractions, the cascade fractions and the asymmetry of the $c$ quark within their errors, leading to uncertainties of $0.02,0.005$ and 0.02 respectively. The uncertainty due to the calculation of the angle $\theta$ was estimated to be less than 0.01 . The uncertainty coming from the simulation was set to 0.02 . Thus the systematic error is approximately 0.02 . The result (14) depends on the value of $A_{c}$, which is now fairly well measured (Table 4); its error is included in the systematic error. The unconstrained result (12) is consistent with (14).

Table 4. The measured $c$ quark asymmetries near 35 GeV [33]

| Experiment | $\sqrt{s}[\mathrm{GeV}]$ | $A_{\mathrm{c}}$ |
| :--- | :--- | :--- |
| HRS | 29.0 | $-0.099 \pm 0.027$ |
| CELLO | 35.0 | $-0.129 \pm 0.088$ |
| JADE | 35.0 | $-0.149 \pm 0.067$ |
| MARK J | 35.3 | $-0.160 \pm 0.090$ |
| PLUTO | 34.8 | $-0.16 \pm 0.16$ |
| TASSO | 35.8 | $-0.160 \pm 0.043$ |

## 3 The asymmetry from inclusive muons

The $b$ asymmetry can also be determined by the selection of events containing a muon with high transverse momentum, because more than half of the muons from $b$ decay have transverse momentum relative to the thrust axis $p_{t}>1 \mathrm{GeV} / \mathrm{c}$. In TASSO, muon candidates are identified by hits in proportional wire chambers placed behind iron absorbers and covering 0.43 of $4 \pi$ steradians. Prompt muons originate in $b$ and $c$ decay and there is background from decays of pions and kaons before the iron absorbers and from hadronic punch-through. A detailed account of the TASSO muon detectors and the simulation of background may be found in [18] together with a detailed comparison of data, at a mean energy of 34.5 GeV , with the results of Monte Carlo simulations.

In order to determine an asymmetry, events containing a muon candidate with high transverse momentum are divided into two jets with a plane normal to the thrust axis. A positive high transverse momentum muon in a jet tags that jet as likely to contain a $\bar{b}$; a negative muon serves as a $b$ tag. In a previous paper [18] we carried out such an analysis. The forward-backward asymmetry was
$A^{\mathrm{obs}}\left(\mu_{1}\right)=-0.087 \pm 0.071$.
After correction for geometrical acceptance, background due to punchthrough and the contribution of $c \rightarrow X \mu \nu$ the true forward-backward asymmetry for particles containing $b$ quarks, over the full solid angle, was found to be
$A_{b}\left(\mu_{1}\right)=-0.375 \pm 0.275$
at a mean centre of mass energy of 34.5 GeV .
We have now analysed an independent sample of data, corresponding to an integrated luminosity of $110 \mathrm{pb}^{-1}$, at a centre of mass energy of 35 GeV . The sample consists of 245 events which contain a good muon candidate with $p>2 \mathrm{GeV} / \mathrm{c}$ and $p_{t}>1 \mathrm{GeV} / \mathrm{c}$, the magnitude of the cosine of the angle between the thrust axis and the beams being less than 0.8 . There are 116 events with forward jets and 129 with backward jets, in the sense defined above, the observed forward-backward asymmetry of these 245 events being
$A^{\text {obs }}\left(\mu_{2}\right)=-0.053 \pm 0.064$.
Monte Carlo studies, using the same simulation of background as in [18], lead us to expect that these 245 events represent $82 b \rightarrow \mu, 15 b \rightarrow c \rightarrow \mu, 49 c \rightarrow \mu$ and 99 background events. The observed forward-backward asymmetry is then
$A^{\mathrm{obs}}\left(\mu_{2}\right)=\frac{(82-15) \cdot A_{b}^{\text {obs }}\left(\mu_{2}\right)-49 \cdot A_{c}}{245}$
assuming that the background is symmetrically distributed. The charm asymmetry $A_{c}$ is expected to be -0.13
for the range of angles accepted, yielding a $b$ quark asymmetry for the accepted range of
$A_{b}^{\text {obs }}\left(\mu_{2}\right)=-0.29 \pm 0.24 \pm 0.07$.
The first error is statistical, the second systematic; it takes into account the uncertainties of the $c$-quark asymmetry $A_{c}$, of the $b$ semileptonic branching ratio and of the background.

Statistical errors in the Monte Carlo study are negligible in comparison with the statistical errors on the observed asymmetry. After correcting for the restricted angular range, we obtain for the $b$ quark asymmetry defined over the full solid angle
$A_{b}\left(\mu_{2}\right)=-0.33 \pm 0.27 \pm 0.08$.
If this results is combined with the statistically independent result from [18] we obtain a $b$ quark asymmetry determined using high transverse momentum muons of
$A_{b}(\mu)=-0.35 \pm 0.19 \pm 0.08$
at an average centre of mass energy of 35 GeV .

## 4 The asymmetry from quark charge measurement

## 4.1 b Enrichment by lifetime

In order to select the $b$ events from the hadronic sample a novel technique based on secondary vertex detection has been used. The technique exploits the relatively long lifetime of $B$ hadrons. A similar method has been used previously for $b$ tagging [19]. This analysis differs however in some important technical aspects, and will therefore be presented in some detail.

In order to reconstruct a $B$ hadron decay vertex very good tracking precision is required. The vertex detector (VXD) [20] is therefore central to the analysis. Consequently only the data collected at 35 GeV after installation of the VXD have been used. These amount to 31176 hadronic events selected by our standard hadronic cuts. The spatial resolution of the VXD for hadronic tracks in this period has been found to be $\sim 110 \mu \mathrm{~m}$, varying by $\pm 30 \%$ depending on the VXD layer and hit position in the cell. After track-finding the tracks have been refitted in the plane perpendicular to the beams ( $r-\phi$ plane) [23], allowing for multiple scattering between the VXD and the main drift chamber. The track impact parameter resolution achieved was $\sim 100 \mu \mathrm{~m}$ for high momentum tracks.

The tagging method itself depends on locating independently the production point (event vertex) and the decay vertex in a jet and comparing their positions. If a decay vertex is found significantly displaced from the production point, the jet is considered to be a $b$ tag. Due to worse detector resolution in the $z$ direction (along the beam) all the position measurements are performed in the $r-\phi$ plane only.
4.1.1 Production point finding. The starting point for the event vertex finding was the beam spot centre, determined on a run-by-run basis. Due to the relatively large beam size in the horizontal ( $x$ ) direction, an attempt has been made to locate the production point for each event more precisely inside the beam profile. The method used was essentially the same as described in our previous publication [19].
4.1.2 Event and track selection. The events were selected from the standard hadronic sample requiring in addition that the VXD was on, and the beam spot was well reconstructed. 30520 events have been thus selected.

For each event the sphericity axis was determined, using tracks selected by our standard track quality criteria [1]. However for the vertex finding tracks found by the FELIX [22] trackfinder were used. All tracks have been refitted in two dimensions [23]. Cuts on momentum ( $p>0.6 \mathrm{GeV} / \mathrm{c}$ ), on the quality of the fit and on the distance of closest approach to the beam were applied [21]. The purpose of these cuts was to remove tracks from $K^{0}$ or $\Lambda$ decays, photon conversions, tracks strongly affected by multiple scattering in the detector material, and tracks which were poorly reconstructed due to lack of hits or track finding mistakes. On average 5.2 tracks per event survived these cuts.

After selection the surviving tracks were assigned to jets. A jet was defined as a collection of tracks within a cone of $50^{\circ}$ around the sphericity axis, on one side. In the following vertex finding procedure each jet was considered separately.
4.1.3 Vertex fitting. The next step was to look for a vertex in each jet. A vertex fit was performed by repeating the track fit for a set of tracks simultaneously, constraining the tracks to intersect at a common point. This condition gives an additional constraint in a two-dimensional fit only if at least three tracks are fitted. Therefore only combinations of three or more tracks were considered and the vertex fit was attempted only for jets with at least three tracks.

The vertex finding algorithm started with forming various combinations of available tracks. Each such combination was subjected to the following cuts:

1. $\left|\Sigma q_{i}\right| \leqq 3, q_{i}$ is the charge of $i$-th track of the combination,
2. $\max \phi_{i j}>0.3 \mathrm{rad}, \phi_{i j}$ is the angle between the projections of tracks on the $r-\phi$ plane,
3. $\min \phi_{i j}>0.02 \mathrm{rad}$,
4. $\max \varphi_{i j}>0.4 \mathrm{rad}, \varphi_{i j}$ is the angle between tracks measured in three dimensions.
The first cut was intended to remove combinations which, due to a large charge imbalance, are unlikely to come from a $B$ hadron decay. Cuts 2 and 4 removed candidates with small opening angle. Due to the high mass of the $b$ quark it is expected that its decay products will have relatively large opening angles, so the cut should not remove too many $b$ decay candidates. On the other hand a vertex found from tracks very close


Fig. 5. Positions of the jet vertices found in 1986 data with respect to the interaction point. The picture shows 14402 points, 19 points are beyond the left margin of the frame, 39 beyond the right margin
to each other would have poorly determined position along the flight direction, and would therefore have small chance of being well separated from the production point. Finally, cut 3 removed combinations having a pair of very close tracks.

Each combination which fulfilled the above criteria was then passed to the fit program [23]. The combination was considered a vertex candidate if it passed the following cuts:

1. The vertex fit was successful in less than 10 iterations, 2. $\chi^{2} / \mathrm{NDF}<1.3$ in the vertex fit,
2. $\Delta \chi^{2}$, the difference of $\chi^{2}$ between the vertex fit and unconstrained track fits imply agreement at a confidence level CL $\left(4 \chi^{2}, n-2\right)>0.05$.
The quantity $\Delta \chi^{2}$ calculated for $n$ tracks of common origin is expected to have a $\chi^{2}$ distribution with $n-2$ degrees of freedom. The cut on confidence level associated with $\Delta \chi^{2}$ was therefore intended to remove vertices fitted to non-intersecting tracks. The other two cuts assured that the overall fit quality was good. Of all the found vertex candidates in a given jet, the one with best overall fit quality was kept as a jet vertex.

The above procedure applied to the data yielded 14460 jet vertices. Figure 5 shows the positions of 14402 of these vertices in a reference frame with the production point at $(0,0)$ and the jet axis pointing in positive $x$ direction. The majority of vertices are found to occupy an elliptical region of the approximate size $500 \mu \mathrm{~m} \times 150 \mu \mathrm{~m}$ centered on the production point. This corresponds nicely to the average size of the vertex error ellipse returned by the vertex fitter $(430 \mu \mathrm{~m} \times 100 \mu \mathrm{~m})$ folded with the interaction point finding error.

A careful examination of Fig. 5 reveals that the distribution is slightly asymmetric - there are apparently more vertices displaced from the interaction point in the jet flight direction than opposite to it. This suggests that those vertices correspond to the secondary decay points, as it is expected that a decaying heavy hadron will approximately follow the jet flight direction.
4.1.4 b Tag definition. Having reconstructed a jet vertex, the next step of the analysis was to define a $b$ tag. Our basic requirement is that a tagged jet should have its vertex significantly displaced from the production point.

In order to quantify this statement assume that measured positions of the interaction point and jet vertex are given by $\mathbf{x}_{\text {IP }}$ and $\mathbf{x}_{v}$, with error matrices $\hat{\sigma}_{\text {IP }}$ and $\hat{\sigma}_{v}$ respectively. Assume further that the true jet vertex coincides with the true production point (i.e. no secondary decay vertex has been tagged). One can find the most probable coordinates of that true production point by minimising the quantity
$\chi^{2}=\left(\mathbf{x}-\mathbf{x}_{\mathrm{IP}}\right)\left(\hat{\sigma}_{\mathrm{IP}}\right)^{-1}\left(\mathbf{x}-\mathbf{x}_{\mathrm{IP}}\right)^{\mathrm{T}}+\left(\mathbf{x}-\mathbf{x}_{v}\right)\left(\hat{\sigma}_{v}\right)^{-1}\left(\mathbf{x}-\mathbf{x}_{v}\right)^{\mathrm{T}}$.
The minimum value of the above $\chi^{2}$ (further called separation $S$ ) offers a good measure of the relative distance between the two points and has been used as a basic quantity defining a $b$ tag. Figure 6 shows, as a result of a Monte Carlo simulation, the number of accepted events as a function of the separation cut, separately for different primary quark flavours. The $b$ quark events start to dominate the accepted sample already at separa-


Fig. 6. The number of Monte Carlo jets with successful vertex fit remaining after the separation cut as a function of the cut; $S=\chi^{2}$
tion of about 7, and the purity of the sample grows quickly with increasing separation cut. It is interesting to note that the charm decay vertices are strongly reduced in the tagged sample, although the decay distances of charmed hadrons produced are close to those of the $B$ hadrons. The main reason is the lower mass of the charmed hadrons, which causes their decay products to have a small opening angle in the detector. Some of the charm decay vertex candidates are removed by pre-fit cuts, and those surviving have on average larger reconstruction errors along the flight direction, and thus smaller separation.

An additional suppression of the background can be achieved by exploiting the fact that the decaying $B$ hadron flight path is expected to follow approximately the event sphericity axis. A cut on the reconstructed vertex flight direction (i.e. angle $\varepsilon$ between the jet axis and the line from the interaction point to the vertex) removes many spurious tags, which have their directions more randomly distributed. The Monte Carlo suggested the cut $\varepsilon<23^{\circ}$ as reducing the non- $b$ background by more than $50 \%$, still keeping more than $90 \%$ of the separated $b$ vertices (the exact numbers depend somewhat on the separation cut).
4.1.5 The tagged sample purity. At this point of the analysis samples of various $b$ content and number of events can be selected by varying the separation cut. The remaining problem is however to measure the purity of the resulting sample.

We decided to use the data themseves to estimate the $b$ purity. To do this one can exploit the fact that both jets in an event are analysed completely independently. The main source of correlations in the tag probabilities between the two jets is the initiating quark flavour. Knowing the fractions of different quark flavours in the initial sample and counting the events with one and both jets tagged it is possible with few additional assumptions (that the tag probabilities for $u, d$ and $s$ initiating quarks are the same and that the ratio of the charm to light quark tag probabilities is as given by the Monte Carlo) to estimate the number of $b$ production events in the tagged sample.

In the case of the asymmetry analysis a separation cut $S>4.5$ has been used. It selected 979 tagged events, of which 33 had double tags. The $b$ event content of this sample has been estimated to
$P=59 \pm 6 \pm 3 \%$
using as input the fractions of $u, d, s, c$ and $b$ events in the starting sample, the ration of $u d s / c$ tagging propability from Monte Carlo, and the number of single and double tag events given above. The value has been corrected for some residual correlations between the jets, caused by geometry (the polar and azimuthal angles of the two jets are by definition always opposite to each other) and by initial sample biasing by event selection criteria. The first error is statistical, dominated by the number of the doubly tagged events, and the other is systematic, coming from uncertainties in the initial sam-
ple quark content and correction estimation. The primary charm contribution to the sample has been estimated to be $21 \%$.

This purity value has been checked by Monte Carlo simulation (which estimated $53 \%$ purity) and by the lepton methods described above ( $63 \%$ ) - in agreement with the double tag value.

### 4.2 The quark charge determination

The lifetime tagging method does not give any hint about the charge of the primary $b$ quark (i.e. does not distinguish between quarks and antiquarks). In order to measure the asymmetry we need some method to make this distinction.

We have decided to use the weighted jet charge idea of Field and Feynman [7]. The method envisages computing the quantity called the 'jet charge' defined by
$q_{\mathrm{jet}}=\sum_{\text {tracks }} q_{i}\left(\frac{p_{i}}{p_{\text {beam }}}\right)^{\nu}$
where the sum extends over all the tracks belonging to a jet, defined usually as a collection of particles moving in the same direction with respect to some axis. $\gamma$ is some arbitrary parameter chosen to optimize the method. The jet charges of two opposite jets are then compared to each other, and the jet with higher charge is assigned positive primary quark charge. This method has been used to measure the asymmetry in flavour unseparated events [24].

In order to find and maximise the probability of correct primary quark charge assignment, a Monte Carlo simulation has been done. Two different Monte Carlo programs with different fragmentation schemes have been used to estimate the systematic errors: QCDFF with independent jet fragmentation and LUND with string fragmentation. An event has been divided in two jets by a plane perpendicular to the event sphericity axis. All tracks passing the standard TASSO quality cryteria have been used.

The inventors of the method [7] proposed originally using the parameter $\gamma=0.5$ for best reconstruction of the quark charge. This choice has indeed been used by most analyses of this kind. In this analysis it has been found that for samples strongly enriched in $b$ quarks $\gamma=1.0$ gives possibly better results (both Monte Carlos agreed in this point). Table 5 shows the probabilities of correct charge reconstruction for various quark flavours in the two models, calculated from all events that passed the detector simulation.

To check for possible differences between the simulation and the data the distributions of some directly comparable quantities have been made and compared between the data and both models. As an example Fig. 7 shows the distribution of the higher jet charge. The models are in reasonable agreement with the data.

Table 5. Probability of a correct quark charge estimate for different primary flavours, as predicted by two Monte Carlo models

| Quark | Model |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | QCDFF <br> $(\gamma=0.5)$ | LUND 6.3 <br> $(\gamma=0.5)$ | QCDFF <br> $(\gamma=1)$ | LUND 6.3 <br> $(\gamma=1)$ |
| $u$ | $0.7416 \pm 0.0034$ | $0.6817 \pm 0.0037$ | $0.7233 \pm 0.0035$ | $0.6749 \pm 0.0037$ |
| $d$ | $0.6571 \pm 0.0075$ | $0.6087 \pm 0.0078$ | $0.6351 \pm 0.0076$ | $0.5991 \pm 0.0078$ |
| $s$ | $0.6630 \pm 0.0076$ | $0.6110 \pm 0.0078$ | $0.6540 \pm 0.0076$ | $0.6072 \pm 0.0078$ |
| $c$ | $0.6338 \pm 0.0037$ | $0.6445 \pm 0.0037$ | $0.5646 \pm 0.0038$ | $0.5989 \pm 0.0038$ |
| $b$ | $0.6985 \pm 0.0067$ | $0.7157 \pm 0.0055$ | $0.7160 \pm 0.0065$ | $0.7162 \pm 0.0067$ |
| average | $0.6834 \pm 0.0022$ | $0.6587 \pm 0.0022$ | $0.6506 \pm 0.0022$ | $0.6383 \pm 0.0023$ |



Fig. 7. The distribution of the higher of the two jet charges in an event. Data compared with two Monte Carlo models. The jet charge was calculated using $\gamma=1$

### 4.3 The asymmetry measurement

The asymmetry measurement was performed by measuring the negative jet flight direction with respect to the incoming electron. The event sphericity axis has been used as an approximation of the primary quark flight direction. A maximum likelihood fit to the form $N \cdot(1$ $\left.+\cos ^{2} \theta+\frac{8}{3} \cdot A(q) \cdot \cos \theta\right)$ gave:
$A(q)=-0.030 \pm 0.035$.
In order to extract the $b$ asymmetry from this number the contributions from non- $b$ background have to be subtracted and the effect of finite charge reconstruction probability taken into account. The background of lighter quark events has been subtracted statistically, assuming the standard model values for the asymmetries, the c quark content of $21 \%$, light quark ratios $u: d: s$ equal $4: 1: 1$ and values from Table 5 for the charge estimate probabilities. The effect of a finite probability of correct charge reconstruction ( $p$ ) on the measured asymmetry is to multiply the true value by a factor $(2 p-1)$
$A^{\text {meas }}=(2 p-1) \cdot A^{\text {true }}$.

The $b$ quark asymmetry extracted from the data after these corrections is

$$
\begin{equation*}
A_{b}(q)=-0.14 \pm 0.14 \pm 0.04 \tag{27}
\end{equation*}
$$

where the second error is the quadratic sum of systematic error contributions listed in Table 6.

## 5 Results

### 5.1 Effect of the $B^{0} \bar{B}^{0}$ mixing

A significant $B^{0} \bar{B}^{0}$ mixing has been observed by the ARGUS, CLEO and UA1 collaborations [25, 28]. We calculate the correction of the $b$ quark asymmetry following [26]. We assume that we have only $B$ mesons with $u, d$ and $s$ quark content. The fractions are expected to be equal to the production ratios of $u, d$ and $s$ quarks from the colour field of $1: 1: 0.4$. This leads to the fractions $f_{u}=f_{d}=0.42$ and $f_{s}=0.16$. The mixing parameters may be defined as:
$\chi_{d}=\frac{\Gamma\left(B_{d}^{0} \rightarrow \bar{B}_{d}^{0} \rightarrow \bar{X}\right)}{\Gamma\left(B_{d}^{0} \rightarrow X \text { or } \bar{X}\right)}$,
$\chi_{s}=\frac{\Gamma\left(B_{s}^{0} \rightarrow \bar{B}_{s}^{0} \rightarrow \bar{X}\right)}{\Gamma\left(B_{s}^{0} \rightarrow X \text { or } \bar{X}\right)}$.
If we combine the results from ARGUS and CLEO we get $\chi_{d}=0.164 \pm 0.039$. The mixing parameter $\chi_{s}$ is ex-

Table 6.Contributions to the systematic error on $A_{b}$

| Source | Contribution |
| :--- | :--- |
| $b$ Content of the tagged sample | $\pm 0.025$ |
| Flavour composition of the background events <br> Model dependencies of the charge identifica- <br> tion probabilities for light flavours | $\pm 0.020$ |
| Error on the probability of charge identifica- <br> tion in the $b$ events | $\pm 0.011$ |
| Errors on the predicted asymmetries of <br> the light flavours | $\pm 0.005$ |

pected to be in the range $\chi_{s}=0.47 \pm 0.03$ [27] which is in good agreement with the UA1 measurement. If we use that value we get an average mixing parameter of:
$\chi=f_{d} \cdot \chi_{d}+f_{s} \cdot \chi_{s}=0.144 \pm 0.022$
which is related to the ratio of the corrected $b$ quark asymmetry to the measured $b$ quark asymmetry
$\frac{A_{b}^{\text {cor }}(e)}{A_{b}(e)}=\frac{A_{b}^{\text {cor }}(\mu)}{A_{b}(\mu)}=\frac{1}{1-2 \cdot \chi}=1.40 \pm 0.06$.
It is less straightforward to determine the effect of mixing on the asymmetry measured from quark charge determination. The mixing affects the method by changing the probability of a correct jet charge assignment. The method uses however for the quark charge determination not only the tracks coming from $B$ meson decay, but also those from primary fragmentation which are not affected by mixing and therefore the mixing effect is diminished. Moreover, the method compares the two jets in an event to get the quark charge, so even if a $B^{0} \rightarrow \bar{B}^{0}$ transition occurs in one jet, the method does not necessarily change the charge assignment.

To determine the correction we used the same Monte Carlo sets as were used to estimate the charge reconstruction probability. The simulation of the mixing was performed by finding neutral $B$ mesons in the fragmentation history record and reversing the charges of all their decay products with a probability given by the mixing parameters cited above. The probability of the correct quark charge assignment was then calculated again for the modified set. This method leads to a ratio of the corrected $b$ quark asymmetry to the measured $b$ quark asymmetry of
$\frac{A_{b}^{\text {cor }}(q)}{A_{b}(q)}=1.18 \pm 0.05$.

### 5.2 Combined results

We have measured the forward backward asymmetry $A=(F-B) /(F+B)$ in the reaction $e^{+} e^{--} \rightarrow b \bar{b}$ at centre of mass energies near 35 GeV with three different methods and on different event samples, yielding
$A_{b}(e)=-0.20 \pm 0.11 \pm 0.04$,
$A_{b}(\mu)=-0.35 \pm 0.19 \pm 0.08$,
$A_{b}(q)=-0.14 \pm 0.14 \pm 0.04$.
The results agree within the errors. If we combine the results of the measurements we get
$\overline{A_{b}}=-0.21 \pm 0.08$
which is in good agreement with the results from other Experiments (see Table 1) as well as with our previous measurements. Taking the correction due to $B^{0} \bar{B}^{0}$ mixing into account leads to a corrected asymmetry of:
$\overline{A_{b}^{\text {cot }}}=-0.28 \pm 0.11$.

## 6 Comparison with theory and conclusions

The differential cross section for the production of a fer-mion-antifermion pair in the $e^{+} e^{-}$annihilation can be expressed in lowest electroweak order, taking into account the fermion mass, as
$\frac{d \sigma_{f \bar{f}}}{d \Omega}=\frac{d \sigma\left(e^{+} e^{-} \rightarrow f \bar{f}\right)}{d \Omega}$
$=\frac{\alpha^{2}}{4 \cdot s} \cdot\left[A \cdot\left(1+\cos ^{2} \Theta_{f}\right)+B \cdot \cos \Theta_{f}+C \cdot \sin ^{2} \Theta_{f}\right]$
with coefficients $A, B, C$ given in [34]. By integrating the cross section one finds
$A_{f}=\frac{\int_{0}^{1} \frac{d \sigma_{f \bar{f}}}{d \Omega} d(\cos \theta)-\int_{-1}^{0} \frac{d \sigma_{f \bar{f}}}{d \Omega} d(\cos \theta)}{\int_{-1}^{1} \frac{d \sigma_{f \bar{f}}}{d \Omega} d(\cos \theta)}=\frac{3}{8} \cdot \frac{B}{A+C / 2}$.
For numerical calculations of the $b$ quark asymmetry we use $M_{Z}=91.1 \mathrm{GeV} / \mathrm{c}^{2}$ [29], $\Gamma_{Z}=2.6 \mathrm{GeV} / \mathrm{c}^{2}, \sin ^{2} \theta_{W}$ $=0.227 \pm 0.004$ [30] and $m_{b}=5.3 \mathrm{GeV} / \mathrm{c}^{2}$ [31]. This leads to:
$A_{b}^{0}=-0.25$.
The $b$ mass has a $1.5 \%$ effect only. Corrections due to higher order QED and QCD (without weak effects) are calculated with the LUND Monte Carlo (see Sect. 2.2). This leads to:
$A_{b}^{\mathrm{SM}}=-0.23 \pm 0.03$
where the error is purely statistical in origin, coming from the finite number of Monte Carlo events available. This can be compared with our experimental result
$\overline{A_{b}^{\text {cor }}}=-0.28 \pm 0.11$.
The axial vector coupling constant of the $b$ quark as calculated from the corrected asymmetry is
$a_{b}=-1.2 \pm 0.5$
in agreement with the standard model value of
$a_{b}^{\mathrm{SM}}=-1$.
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