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Abstract. The cross sections for 2-, 3- and 4-jet produc- 
tion have been determined with the JADE detector, sited 
on the e § e--storage ring PETRA. Data at ]//~= 14, 22, 
35 and 44GeV were compared to two O(c~ z) QCD calcu- 
lations. A first analysis was performed with uncorrected 
data using the O(ct 2) 3-jet matrix element calculation of 
Ellis, Ross and Terrano and the Lund String Monte 
Carlo program. In a second analysis the calculation of 
Kramer and Lampe was compared to corrected data. 
Both approaches gave a poor description of the data 
when the square of the momentum transfer Q2=s  was 
used as the scale of the running coupling constant. The 
description improved when the renormalization scale 
was adjusted to the process studied. The data were used 
to fix the best renormalization scale. 
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1 Introduction 

The production of hadronic jets in high energy 
e+e--annihilat ion has been studied intensively in the 
last few years in order to test the gauge theory of the 
strong interaction, Quantum Chromodynamics (QCD). 
Although the QCD quanta are not directly observable 
and thus tests of QCD predictions always depend on 
a hadronization model, the observation of hadronic jets 
is proof of the underlying parton structure. At the high- 

est PETRA energies (1/~>20 GeV)jet  multiplicities of 
3 and more have been observed and can be explained 
as originating from gluon bremsstrahlung. 

Up to now QCD has only been solved perturbatively. 
Jet cross section measurements have the attractive fea- 
ture that they, to a first approximation, test different 
orders of the perturbative solution. For example a mea- 
surement of the 4-jet rate is essentially a test of the O(~ z) 
jet cross section calculations. However jet cross sections 
calculated in QCD are valid only for partons resolved 
at a given jet resolution (e.g. the minimal scaled invariant 
mass y between any two partons) and do not take had- 
ronization effects into account. Since the hadronization 
is not analytically calculable, hadronization models have 
to be employed to establish the relationship between the 
QCD jet rates and the hadron jet rates measured in 
the detector. Various investigations rl,  2] have shown 
that the 2 nd order QCD calculations of the multi-jet pro- 
duction rates do not describe the measured data. It was 
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observed that the predicted 4-jet rate is significantly 
lower than the measured rate. On the other hand the 
parton shower model JETSET [-3] proved to describe 
the data well [4, 2]. Due to the approximations made, 
there is, however, no unique relationship between the 
A-parameter in the latter model and the strong coupling 
constant e~. To measure ~ it is therefore necessary to 
compare the data to complete fixed order calculations. 

In perturbative QCD physical observables have only 
been calculated up to low orders. In addition to the 
uncertainties introduced due to the omission of higher 
order contributions this leads to a dependence of the 
results on the renormalization scale. The observed defi- 
ciency of the fixed order matrix elements mentioned 
above was found for the renormalization scale #2= Q2. 

In this paper the relative 2-, 3- and 4-jet production 
rates are compared to complete second order matrix ele- 
ment calculations with different renormalization scales 
being considered. Two analyses are presented: In the 
first analysis (Sect. 3) the data at 35 and 44 GeV are 
compared to a full Monte Carlo simulation using a ma- 
trix element based on the calculation by Ellis, Ross and 
Terrano (ERT) [5]. This calculation, with Eo recombina- 
tion scheme [6, 7] was incorporated into the JETSET 
6.3 Monte Carlo program [8]. The description of the 
relative jet rates was optimized by varying A m and #2 
and the improvement was checked by studying various 
event distributions. In the second analysis (Sect. 4) the 
data are corrected for detector and initial state electro- 
magnetic radiation effects. They are then compared to 
the calculation of Kramer and Lampe (KL') [9] modified 
for quark mass and hadronization effects. The renormal- 
ization scale #2 and Ags are adjusted in a simultaneous 
fit to the differential jet rates at all available PETRA 
energies, namely 14, 22, 35 and 44 GeV. The results are 
summarised and discussed in Sect. 5. 

2 Renormalization scheme dependence 

The definition of a renormalization scheme consists of 
the specification of the renormalization convention and 
the fixing of the renormalization scale [10], or equiva- 
lently, the fixing of the scale of the running coupling 
constant. In the following the MS renormalization con- 
vention [11] will be adopted. Since the scale is not a 
physical quantity, physical observables like cross sec- 
tions do, in the limit of infinite perturbation series, not 
depend on the choice of the scale. In finite perturbation 
series, however, the scale enters as a free parameter which 
is not specified by the theory. 

Up to O(~ 2) the coupling strength at one scale e,(#,2) 
is related by the renormalization group of QCD to the 
coupling strength at another scale es(#2) by [10, 12] 

c~(#'2)= e~(# 2) 1 - ~ -  bo In (1) 

where bo = (33 -  2 NI)/6 and N I is the number of relevant 
flavours. 

The 2-, 3- and 4-jet cross sections are usually given 
by 

a2 (y) = 1 + A2 (y). c~s(# 2) + Bz (Y). o~ 2 (#2) 

~r 3 (y) _.= A3 (.12). C~s (#2) + B3 (y). ~2 (#2) 

a4 (y) = B4 (y)" ~ (#2) (2) 

where y is the jet resolution parameter defined by y 
= m2/s with m the minimum allowed invariant mass be- 
tween any two partons and s the square of the c.m. ener- 
gy. Ai(y ) and Bi(y ) are the calculated QCD coefficients 
and depend only on the dimensionless cut parameter 
y. Applying (1) to incorporate the change of scale from 
#2 to #,2 one obtains expressions where the 2- and 3-jet 
cross section are now renormalization scale invariant 

2. up to order cq. 

a2 (y) = 1 + A 2 (Y)" ~(#' 2) 

+[B2(y)+ 2 ~  In #,2 

G3 (y) = A3(y) .  ~(#'2) 

+ [B3 (Y)+ 2 ~  In ( ~ z  2) A3 (Y)]' cr (# '2 ) 

~4(y)  = Ba(y) .  ~ (#'2) (3) 

A change of the scale modifies the value of cr and the 
second order coefficients of the 2- and 3-jet cross section, 
since both are calculated to next-to-leading order. Due 
to the renormalization scale invariance these modifica- 
tions cancel each other and leave the cross sections un- 
changed.* In contrast to these, the 4-jet cross section 
is only given in leading order and a change of the scale 
thus only affects the value of ~s. If the 2- and 3-jet cross 
sections are described by the O (cr 2) calculations it is thus 
possible to choose the scale in such a way that the calcu- 
lated 2- and 3-jet cross sections are unchanged and the 
4-jet cross section describes the data. Experimentally 
both A ~  and a common scale #2 can hence be deter- 
mined from a simultaneous measurement of the jet cross 
sections. 

For the relation between ~(#2) and AMs we adopt 
the convention introduced by Kramer [13] 

2 rc (4) 
0{s(# 2) -- #2 #2 

bo In ~ + 2 c In In A ~  

where c = (15 3 - 19 NI)/(2 (3 3 - 2 Ny)). 
To overcome the scale ambiguity of the theoretical 

predictions in finite order several theoretical procedures 
have been proposed [14, I5]. A criterion establishing an 
appropriate choice of scale even if higher order calcula- 
tions are not available has been suggested by Stevenson, 

* We want to point out, that in 0(~) due to the neglection of 
higher order terms, this cancellation is not perfect. In a comparison 
with measured data it may thus be necessary to readjust the value 
of Am in the definition of cq if the scale tt 2 is varied 
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the principle of minimal sensitivity (PMS) [14]. He sug- 
gests that since the full perturbation series is independent 
of the reference scale #2, at fixed order the scale which 
minimizes the dependence on the scale is the best choice. 
The PMS optimization procedure can be used to fix the 
scale for the running coupling constant for any quantity 
calculated to at least next-to-leading order. Brodsky, Le- 
page and Mackenzie (BLM) [15] propose as a "natural" 
choice of scale that scale which absorbs all vacuum po- 
larisation corrections into the coupling constant. For 
now the BLM scheme can only be applied to order e~ 
[15, 16]. In contrast to the ansatz above, where a com- 
mon scale is chosen for the different cross sections, the 
PMS and BLM scheme yield different scales for every 
quantity. For the KL' calculation of the 3-jet cross sec- 
tion the BLM scheme gives a scale of #gLu~0.1.y.Q 2 
[17]. 

In this analysis we determine the relative 2-, 3- and 
4-jet production rates and determine both A n  and the 
scale #2 by comparison with the theoretical expressions. 
We investigate the scales #2= x. Q2 with x an arbitrary 
number and Q2 the c.m. energy squared (Q2 ___ s). In addi- 
tion we study the case #2 =y.Q2, as proposed in early 
calculations of the 3-jet cross section [18-20] as a suit- 
able scale for jet production. We compare our results 
for the best choice of the scale as determined by our 
data with both of the theoretically motivated scale 
choices PMS and BLM. 

3 Comparison of theory with uncorrected data 
at 35 and 44 GeV 

In this section the adjustment of the scale #2 to the mea- 
sured data at 35 and 44 GeV centre of mass energies 
is described. A detailed account of this analysis is given 
in [6]. To simulate measured data a Monte Carlo pro- 
gram was used in which the hadronization and all effects 
influencing the measurement such as initial state QED 
radiation and the limitations of the detector due to finite 
acceptance and resolution were taken into account. By 
iteratively adjusting the scale #2 and A ~  we determine 
a set of parameters that best describe the data, The re- 
sults obtained from the jet cross sections were checked 
by studying the variation of several topological variables 
as a function of #2 and A~.  

3.1 Measurement of jet rates 

The data used in this part of the analysis were taken 
with the JADE detector at the DESY e § e--storage ring 
PETRA at centre of mass energies around 35 GeV 
(S L d t,-~ 176.0 pb- 1) and 44 GeV (~ L d t,-~ 39.5 pb- 1). 

A detailed description of the JADE detector, the trig- 
ger conditions and the selection of hadronic events is 
given in [21]. 

Charged particles coming from the primary vertex 
with momenta above 100 MeV/c and neutral particles 
with energies of more than 150 MeV were used. The 

visible energy in the event, E,is, was calculated assuming 
that charged particles be pions and neutral particles be 
photons. In order to select clean multihadronic events 
one additional cut was applied. For each event the miss- 

had to be smaller than 30% of ~//s. The ing momentum 
event sample then consists of 36159 events at 35 GeV 
and 4747 events at 44 GeV. The background was found 
to be less than 1% from z-pair events and less than 
0.1% from 2-7 events and can safely be neglected for 
this investigation. 

A jet reconstruction algorithm based on the algo- 
rithm YCLUS [1, 22] was used to determine the jet cross 
sections in the data and in the Monte Carlo events. This 
algorithm follows approximately the definition of the 
ERT E o prescription for resolved partons [6, 7] and 
works as follows: In each hadronic event the quantities 

2 Ek El(1 -- cos Okl) 
Ykl : E2is (5) 

are calculated for all pairs of particles k and l, assuming 
in the first step these to be massless. If the smallest Ykt 
is less than a prescribed threshold value Ycut the two 
particles k and l are replaced by a pseudoparticle or 
"cluster" with the four-momentum (Pk + P~)" This proce- 
dure is repeated until all combinations Ykz exceed the 
threshold value Ycut. The clusters are then considered 
to be "jets". It should be emphasized that measured 
physical quantities may not depend on details of the 
jet reconstruction algorithm. The reconstruction algo- 
rithm applied in the second analysis (Sect. 4) is also based 
on YCLUS, but the definition differs from the above 
in that in the first step charged particles k and l in (5) 
are assumed to be pions. 

In Fig. 1 the measured jet rates a. jet(Ycut)/O'tot, (n 
= 2, 3, 4), where O-to t is the total hadronic cross section 
and ffn-jet(Yeut) the n-jet production cross section, as a 
function of the threshold value Ycut, are compared to 
the rates in the Monte Carlo event samples with #2 = Q2 
for the scale of the running coupling constant. Although 
we used a slightly different definition of the jet recon- 
struction algorithm the measured rates in the data agree 
well with the results of a previous analysis [23]. The 
measured 5-jet rate for y~ut_>0.02 is less than 1% and 
was ignored in this analysis. In the Monte Carlo event 
samples three different values of A n  have been used. 
In the range Ags= [200-300] MeV the ERT Eo matrix 
element gives a good description of the 2- and 3-jet rate 
but fails to describe the 4-jet rate. The range was estimat- 
ed from Monte Carlo samples where different values for 
A n were used. 

The 4-jet rate predicted by the O(~ 2) theory is about 
50% of the measured rate at both energies. Comparison 
of the jet rates in the data with the 0(72) calculation 
of GKS in earlier JADE studies [1, 22, 24] and by the 
MARK-II [4] and TASSO collaboration [2] yielded 
similar results. 

3.1.1 Changing the renormalization scale. In the second 
step of the analysis the scale #2 in the Monte Carlo 
generator was changed to the PMS scales of the 2-jet 
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Fig. 1 a, b. Comparison of the measured jet rates at a 35 GeV and 
b 44 GeV to the Monte  Carlo jet rates for #2=QZ and different 
values of Am. The statistical error in the Monte Carlo simulation 
corresponds to the width of the bands 
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Fig. 2a, b. Comparison of the measured jet rates at a 35 GeV and 
b 44 GeV to the Monte Carlo jet rates with the PMS scales #opt,  2 
and #opt.2 3 and the scale y .  Q2 for A ~ =  90, 120 and 90 MeV, respec- 
tively. The statistical error in the Monte Carlo simulation corre- 
sponds to the width of the bands 

cross section in the KL' calculation 2 Popt, 2 and of the 
ERT Eo 3-jet cross section/top,,2 a. It was impossible to 
determine the optimized scale for the 4-jet cross section 
as the PMS optimization for this observable requires 
an O(~)calculation. Since this was not available we as- 
sumed that the optimized scales derived from the 2- and 
3-jet cross sections apply also to the 4-jet cross section. 
These scales and also the scale y. Q2 were used in the 
Monte Carlo program to generate events. The factor 
y used in the Monte Carlo generator is set to be cut-off 
ymi,(=0.015) in the parton generator. This is different 
from the minimum y in the individual event. Due to 
the smallness of the involved y values the influence of 
this difference was estimated to be small. 

This change of the scale for the running coupling 
constant ~(p2) resulted in a better agreement between 
the 4-jet rate in the data and in the Monte Carlo simula- 
tion leaving the 2- and 3-jet rates unchanged, as shown 
in Fig. 2. In order to achieve this improved agreement 
it is necessary to decrease A ~  from 250 MeV (with the 
scale/~2= Q2) t o  90 MeV (with the scales 2 z # =/*opt, 2 and 
p2 =y .  Q2) or to 120 MeV (with the scale #2 z =/%t, 3). This 
is in agreement with the renormalization scale invariance 

of the 2- and 3-jet cross sections as given by (3) but 
the dependence of A ~  on the scale shows that the ne- 
glected higher order terms in the perturbation expansion 
are significant. 

A further ansatz that may be used to choose an opti- 
mal scale is to look for that scale which, when used 
in QCD calculations to the order available, gives the 
best agreement with the data. Applying this principle 
here in the third step of the analysis, the scale of the 
running coupling constant was iteratively adjusted so 
that the jet rates in the data were described by the O(~ 2) 
ERT matrix element. It was found that the scale of the 
running coupling constant had to be decreased to 
0.005.Q2 in order to give a satisfactory description of 
the measured 4-jet rate. In Fig. 3 the jet rates in the 
data are compared with the Monte Carlo simulation 
using the best values for A~.  Note that although in 
Fig. 3 an even smaller scale i~ 2 =0.001. Q2 gives a better 
description of the 4-jet rate the resulting description of 
the 3-jet rate is poor. 

In agreement with the conjecture of the PMS optimi- 
zation procedure which gives for y>0.02 scales close 
to 0.005.Q2, e ' l ~  did not have to be changed here. The 
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Fig. 3a, b. Comparison of the measured jet rates at a 35 GeV and 
b 44 GeV to the Monte Carlo jet rates with different choices for 
the scale and AM. The statistical error in the Monte Carlo simula- 
tion corresponds to the width of the bands 

iterative procedure of testing many  different combina-  
tions of scales and values for AM~ in the Monte  Carlo 
generator resulted in ranges for p2 and A ~  that are 
compatible with the measured data of #z 
= [0.003-0.007]. Q2 and A ~ =  [50-130] MeV. The best 

description of the data was found for the scale #2 of 
0.005. QZ and a value for A ~  of 90 MeV. 

3.1.2 Event structure. In addition to the missing 4-jet 
fraction previous analyses [1, 22, 24] showed that  some 
event topology distributions are poorly described by the 
O(a~) Monte  Carlo simulation in which the scale Q2 
is used in the running coupling constant. To check the 
influence of the scale changes on the event topology, 
acoplanarity A [25], aplanarity A P = ~ Q 1 ,  thrust T 
[26, 27] and sphericity S=~(Q1 +Q2) [28] distributions 
were studied. Here Q1 < Q z < Q 3  (with Q1 + Q 2 + Q 3  = 1) 
are the normalized ordered eigenvalues of the momen-  
tum tensor M~#=~p~jp#j ,  where ~ and fl refer to the 

J 
x, y and z components  and the sum extends over all 
particles in the event. The eigenvector n3 defines the 
sphericity axis and n 3 and n2 define the event plane. 
The distribution of p~,t, the momen tum perpendicular 
to the event plane, was studied as an example of a single 
particle distribution. 

We confirmed that A and AP are badly described 
when the scale Q2 is used in the running coupling con- 
stant. The Z 2 values for the comparison between the ex- 
perimental distributions and the Monte  Carlo simulation 
are listed in Table 1. When the scale is changed to y. Q2 
or to the PMS scales the agreement between data and 
Monte  Carlo for the event topology distributions im- 
proves. The corresponding values for the sum of X 2 per 
degree of freedom for the different scales and the investi- 
gated topological variables are also shown in Table 1. 
It  was observed that  the values for the scale and A~a~ 
which gave the best description of the jet rates also best 
describe the topological variables studied. This was ex- 
pected since most  of the distributions studied are highly 
correlated to the number  of jets in the event. Whereas 
S and T are mainly dependent on the number  of 2-jets 
and 3-jets, respectively, and thus depend only weakly 
on the scale, A, AP and p~Ut depend strongly on the 
number  of multijets. This is confirmed by the dependence 
of the quality of the fit for A and AP on 92. That  the 
description of the p~t distribution does not improve for 

Table 1. Quality of the fits of the A, AP, T, S and p),t distributions at ~s=35 and 44 GeV using the ERT E0 matrix element in 
the JETSET 6.3 Monte Carlo at the listed renormalization scales and values for AM 

Variable / / 2  = Q2 #2 = y. Q2 //2 2 2 2 =//opt, 2 ]~ =//opt, 3 //2 = 0.005' Q2 
A~-~ = 250 MeV A M = 90 MeV A M = 90 MeV A M = 120 MeV AM = 90 MeV 

xZ/d.o.f, at l/s = 35 GeV 

A 147.0/24 108.1/24 88.9/24 126.8/24 39.6/24 
AP 127.2/29 106.5/29 87.6/29 123.4/29 34.9/29 
T 26.3/21 33.1/21 28.1/21 49.1/22 9.1/21 
S 130.9/79 137.9/79 84.3/79 122.9/78 121.1/78 
p}ut 406.4/46 380.0/46 375.8/47 388.6/46 237.2/46 

zZ/d.o.f, at ]/s = 44 GeV 
A 135.1/24 45.0/24 52.7/24 74.6/24 29.5/23 
AP 106.3/27 30.1/24 35.1/24 55.7/24 25.0/25 
T 40.7/21 30.4/21 23.4/20 38.3/20 12.2/21 
S 84.8/75 78.8/76 87.7/76 96.9/76 82.1/76 
p~Ut 418.6/46 317.1/45 367.5/45 431.8/45 329.8/45 
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smaller scales #2 is an indicative of additional hadroniza- 
tion effects not taken into account or not yet understood. 

The A and AP distributions of the 44 GeV data and 
Monte Carlo simulation for the scale Q2 and Am 
=250 MeV is shown in Fig.4. The same distributions 
for the scale 0 .005-Q 2 and Ags=90 MeV is shown in 
Fig. 5. As shown in Table I the description of the p~Ut 
distributions is only slightly improved. In Fig. 6 the p~Ut 
distributions of the 44 GeV data and the Monte Carlo 
simulation are shown for the scale Q2 and Am 
=250 MeV (a) and for the scale 0 .005 .Q  2 and Ags 
= 90 MeV (b). 

4 Comparison of theory with corrected data 
at 14, 22, 35 and 44 GeV 

In this section we describe a simultaneous fit of Am 
and the scale p2 to the data at all available energies. 
A detailed account of the analysis is given in [29]. We 
used the following procedure. In a first step the data 
were corrected for effects of the detector resolution, selec- 
tion criteria and initial state radiation. The QCD expec- 
tations [9] which depend on #2 and AM~ were modified 
to take into account the effects of hadronization and 

of finite quark masses. The expressions thus obtained 
were then compared with the data a n d / t  2 and Am ex- 
tracted from a simultaneous fit to the corrected data. 

4.1 Correction of the experimental jet rates 
for detector and initial state radiation effects 

The data  considered were taken at four centre of mass 
energies between 14 and 44 GeV. Both neutral and 
charged particles were used in the analysis. The selection 
criteria deviated from those used in Sect. 3 in the addi- 
tional requirements: 

�9 visible energy Evis" 0.5 l/~ < Evis<]/~ 
�9 missing momentum Pmi~s = [~Pq <0.25 ]//S 

The numbers of events satisfying these criteria are given 
in Table 2. 

The experimental 2-, 3-, 4- and 5-jet rates (Ri, i=  2-5) 
as a function of the resolution parameter Yc,, were ob- 
tained with the cluster algorithm described in Sect. 3. 
Since the jet rate does not depend on a particular bin 
size definition, we chose in all calculations of the follow- 
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Table 2. The samples of selected multihadronic events 

l/s [GeV] Number of events ~ L d t 

14 1699 1.6 pb - t 
22 1130 2.7 pb- 1 
35 25829 176 pb- 1 

44 3312 39.5 pb -1 

ing analysis a small bin width of 0.001. In order to avoid 
counting isolated high energy photons  as jets, a mini- 
m u m  of two particles was required to define a jet i.e. 
Npartlcles > 2. Because of this cut a 1-jet rate of the order 
0.05% was obtained. This was ignored in the following 
analysis. 

The unfolding of detector resolution and acceptance 
as well as initial state radiation was done with the par ton 
shower version of the Lund hadronization model JET- 
SET 6.3. This model describes the data at all centre of 
mass energies well [1, 29] with one set of parameters*.  

*A=0.5, B=0.9GeV -z, ec=0.05, eb=0.01, V2-a~=425MeV, 
Qo = 1 GeV/c 2, ALLA = 400 MeV 
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For  the correction two Monte  Carlo samples were gener- 
ated. 

(1) The first one was for a perfect detector with infi- 
nite resolution and no initial state radiation applied. All 
particles with a lifetime larger than 10- to sec - i.e. parti- 
cles with a lifetime larger than Ks  ~ - were treated as 
stable. The jet rates were then computed from the 
charged and neutral final state particles including K~ 
neutrons and neutrinos and denoted here by 
RnO detector { MC tYcuv. (2) For  the second sample a full simula- 
tion of the J A D E  detector was carried out and initial 
state radiation was applied. Particles with lifetimes such 
that they would decay in the sensitive part  of the detector 
were allowed to decay. All effects of resolution, accep- 
tance and selection were taken into account. The jet rates 
were computed from the reconstructed charged and neu- 
tral particles and denoted here by l~deteetort~, "~ a~MC ~Yeut/" 

For  each bin in Ycut a correction factor C(Yeut) 
__ Dno detector [ "t/Ddeteetor [ --*'MC tYeuO/*'MC tYeut) was calculated. The cor- 
rected integrated jet rates Ri ( i=2  5) where then ob- 
tained by multiplying the uncorrected data with this cor- 
rection factor bin by bin. For  the range 0.02 <Ycut < 0.14 
(the range used later for the fit) the correction factors 
are close to unity and typically do not deviate by more 
than 10% from unity for energies larger then 14 GeV. 
At 14 GeV, where quark mass effects are substantial, 
the correction factors for R4 and R5 are larger and ap- 
proach the value of 1.5 at some values of Yeut" 

The unfolded jet rates are shown in Fig. 7 as a func- 
tion of Yeut and with a bin size of 0.01. 

4.2 Correction of theoretical jet rates due to mass 
and hadronization effects 

The Q C D  jet rate calculation of Kramer  and Lampe, 
(2), cannot  be directly compared with the corrected jet 
rates for two reasons: 

(a) Q C D  calculations for massive partons exist only 
to first order in ~, [30, 31]. The full second order expres- 
sions are valid only for massless partons. The effects 
of finite masses have to be studied and taken into ac- 
count where necessary. 

(b) The Q C D  expressions are rates of partons,  
whereas the corrected data are rates of jets. Corrections 
for hadronization have to be applied. 

We chose to apply both corrections to the theoretical 
expressions. 

Mass correction. This correction was applied bin by bin 
as in the case of the detector correction described in 
Sect. 4.1. It  was obtained from the JETSET 6.3 hadroni-  
zation model with E R T  E o matrix element [7] for fixed 
values of A m  and scale #2. The dependence of the mass 
correction on A m  and ~2 is small and was neglected. 
In that  model the number  of kinematical configurations 
of massless partons is generated in accordance with the 
O(a 2) matrix element. The kinematic effect of massive 
quarks are taken into account by assigning finite masses 
to the partons and then rescaling the momenta  to ensure 
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energy conservation. The resulting changes in the parton 
rates were investigated by calculating the relative rates 
as a function of y for the case of u-quarks alone 
(RUpartons(y)) and for the correct mixture of quarks 

udscb (Ripartons(y)). The correction factor ki with which the the- 
oretical parton rates have to be multiplied is then just 
the ratio _ udscb . ki(y)-glpartons(y)/gipartons(Y ). At y = 0 . 0 8  the 
correction factor varies from about 0.92 at 1/~ = 14 GeV 
to 0.99 at V ~ = 4 4  GeV*. The resultant change of the 
4-parton rate is small and was neglected in the analysis. 
Thus only the 3-parton rate was corrected by k3(y) and 
the 2-patton rate recalculated from the sum rule 
R 2  partons : I - -  k 3 R 3 parlons - -  R 4  partons" 

Note  that this method of obtaining the mass correc- 
tion only takes into account the kinematical effects of 
the quark masses. In the absence of dynamical QCD 
calculations for massive quarks to second order in ~s 
it is impossible to do better than this. We make allow- 
ance for this uncertainty in the systematic error. 

* T h e  correc t ion  factor  for the 3 -par ton  rate can  be  l inearly  para-  
metr i zed  as a funct ion  o f  y:  k3 (y) = a .  y + b 

Correction for  hadronization. The correction of the ana- 
lytical O(c~) calculation for the effects of hadronization 
and the cluster algorithm can formally be written as 

4 i 

R~~ ~ ~' Pki(y=ycut)Mikj(Yeut); j=2--5,  (6) 
i = 2 k = 2  

where R~~ is the theoretical relative jet rate in 
0 (cr corrected for the effects of hadronization. The the- 
oretical 5-jet rate enters here only as a consequence of 
hadronization effects. The coefficient Pki(y) is the propor- 
tion of i-patton events, at a resolution of Yml,, which 
are resolved as containing k partons, at a resolution of 
y. The M~j(Ycut) are the probabilities that a given event 
is reconstructed as a j-jet event after hadronization, for 
the case that it had i partons at y=ymin and k partons 
resolved at y > Ymin" The probabilities Mikj(Ycut) are calcu- 
lated from Monte Carlo simulation using the ERT Eo 
matrix element as a function of Ycut and the centre of 
mass energy. An ideal detector without simulation of 
initial state radiation could be used since these effects 
were unfolded from the data. The hadronization parame- 



Table 3. Model parameters 

v-l~ [GeV] 14 22 35 44 

A 0.4 0.7 1.0 1.0 
B [GeV -z] 0.6 0.6 0.6 0.6 
~ 0.015 0.025 0.05 0.05 
~b 0.002 0.007 0.018 0.018 
Ymin 0.02 0.02 0.015 0.015 
Am [MeV] 250 250 250 250 

in the model were varied with ~/~ such that the ters 
model describes the data at all energies [32-341. Table 3 
lists the parameter values used. The Pk~(y) can be written 
as follows: 

P22 (y) = Go/O-to t �9 { 1 + 0~ A2 (Ymin) + ~x2 3 2  (Ymin)} 

P2 3 (y) = O'o/a,o t �9 {o~ [A2 (Y) - A 2 (Ymi.)] 

+ ~ [B2 (y)-- B2 (Ymin) - -  B ~  ~ (Y)] } 

P:(y) = fr0/O'tot. {0C 2 B~~ 4(y)} 

P~  (Y) = O-o/O-to t �9 {o~ s A 3 (Y) + o~ 2 [ B  3 (Y) - -  B~Of, 4 (y)] } 

P:(y) = O'o/O'to , �9 {0~ 2 S~~ a (y)} 

P2 (Y) = ao/atot �9 {a~ B4 (Y)} (7) 

Here a o is the electromagnetic Born cross section for 
the production of 5 quark flavours and 6tot the total 
hadronic cross section. The A i and B~ are the QCD coeffi- 
cients of (3) numerically calculated in [9]. The B~~ 
is the contribution of configurations with originally 4 
partons at y = Ym~, giving i partons, (i = 2, 3) resolved at 
y and was also determined by Monte Carlo. As a cross 
check it can easily be deduced from (7) that the sum 
P~(y)+P~(y)+Pz4(y) is equal to the right hand side of 
(2) up to the factor ao/ato,, as has to be the case for 
the total total fraction of 2-parton events at y. The same 
is true for the total 3- and 4-patton classes. 

The effect of the hadronization correction is illustrat- 
ed in Fig. 8. It shows the Monte Carlo parton rates, 
both uncorrected and corrected, for the two centre of 
mass energies 14 and 44 GeV. Whereas the correction 
is substantial at the lower energy it is almost negligible 
at high energies. At 22 and 35 GeV the corrections lie 
between those shown in Fig. 8 a) and b). With the parton 
classes Pk~(y) split up as defined in (7), the jet reconstruc- 
tion probabilities M~j(Yeut) in (6) turn out to be essential- 
ly independent of the value of a, (or AM~ and/~2) used 
in the simulation*. This is important  for the following 
fit of the scale/.t: and Am since a change of the scale 
involves, as discussed in Sect. 2, a change of the coupling 
strength. 

* Had we adopted the simpler correction procedure R~~ 
4 

= P (y=ycut)Mj(y~O the matrix Mj would have been strongly 
i=2 

dependent on ~ 
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4.3 Differential jet rates 

Using the results of Sect. 4.2 the experimental jet rates 
(Fig. 7) can be directly compared with the modified theo- 
retical expressions (6). In doing so, one has to consider, 
that the data points in Fig. 7 are highly correlated in 
several ways: Since the jet rates are integrated from zero 
up to Y~t, an event which enters the distribution for 
i jets at a particular y and leaves it at, say, y' contributes 
at all points between y and y'. A second correlation 

5 
comes from the sum rule obeyed by the jet rates ~ Rj 

j = 2  

= 1. Both correlations can largely be avoided if one con- 
structs three new distributions defined as follows: 

D2 (Yeut) = N.  [R2 (Your + A y ) -  R2 (Yeut)] 

Da (Y~ut) = N.  [R 3 (Y~ut + A y ) -  R3 (Yeut)] + D2 (Ycut) 

D4(y~,t)=N.[R4(yc, t+ Ay)--R4(ycut)]+D3(Yr (8) 

where N is the number of events observed at a given 
centre of mass energy (Table 2), and A y is the bin width 
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fit t o  all D i -d i s t r i bu t ions  for  d i f ferent  p a r a m e t r i z a t i o n  o f  the  scale  #2 

T a b l e  4. T h e  to t a l  n u m b e r  o f  e v e n t s  in the  D - d i s t r i b u t i o n s  as a f u n c t i o n  of  Ycut a n d  wi th  the  b in  w i d t h  Ay~ut=0 .01 .  T h e  s ta t i s t ica l  

e r r o r s  a re  g i v e n  b y  

Ycut V ~ = 1 4  G e V  ~ / S = 2 2  G e V  ~ = 3 5  G e V  ~ / s = 4 4  G e V  

D2 Da D4 D2 D3 D4 D2 D3 D4 D2 D3 D4 

0.005 23 183 592 53 305 706 2694 12341 2 1 1 8 0  593 2136 293 

0.015 81 444 515 128 407 245 4260 8151 3023  584 747 200 

0.025 149 384 186 140 199 45 3846 2 8 1 4  367 431 209 26 

0.035 176 228 73 124 92 14 2892 1068 60 303 83 8 

0.045 145 136 19 109 47 - 2193 537 2 247 55 - 

0.055 142 86 - 99 24 - 1685 264 3 189 27 - 

0.065 114 60 - 79 11 1428 114 - 127 13 

0.075 115 26 - 61 2 - 1082 83 - 156 6 - 

0.085 86 18 - 54 2 - 851 34 - 99 3 - 

0.095 84 15 - 39 2 694 15 - 69 1 

0.105 75 4 30 1 652 23 - 85 - - 

0.115 70 1 - 36 4 - 571 7 - 44  - 

0.125 73 - - 22 - 373 - - 58 - 

0.135 44 - 29 - 324 - - 43 - 

0.145 43 - 22 - 299 - - 48 - - 

0.155 32 16 - - 297 - 38 - - 
0.165 38 - 18 - - 217 - - 40 - 

0.175 30 - 11 - 212 - 27 - - 

0.185 35 5 - - 205 - 20 - 

0.195 19 - 8 - - 135 - 15 - 



Table 5. The unfolded 2-, 3-, and 4-jet rates for Your=0.005. The 
5-jet rate can be calculated from the sum rule Rs = 1 --R 2 --R3--R4 

~/s Rz (Yeut: 0.005) R3 (Your = 0.005) R4 (Yeut = 0.005) 

14 GeV 0.013350 0.068184 0.22344 
22 GeV 0.015134 0.090556 0.26979 
35 GeV 0.030216 0.168360 0.36690 
44 GeV 0.065480 0.277780 0.38135 
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Table 6. A~ values obtained from the fit of the theory of D2(Yeut) , 
D3(Yeut) and D4(yeut) at all energies. The errors are the statistical 
errors of the fit 

Skala #z [(GeV)2] A~ [MeV] xZ/d.o.f. 

1- Q2 269 +_ 7.2 1.92 
o. 1. Q2 143 + 4.2 1.69 
0.01- Q2 83 _ 1.9 1.41 
0.003. Q2 63 + 1.5 1.28 
y. Qz 96 _ 2.8 1.64 
#o~t, 2 (Y), z #opt, 3 (Y) 83 ___ 2.3 1.48 

used. It can be verified that the D i are not correlated 
through a sum rule and that each event enters each D- 
distribution (i.e. D2, D3 and D4) only once. The Di(Ycut) 
can be interpreted as the number of events in a Ycut bin 
for which the jet multiplicity changes from (i+ 1) to i. 
Thus D2(Ycut) is just the differential 2-jet rate. (D3(Ycut) 
-Dz(y~ut)) is equal to the differential 3-jet rate and 
(D4 (Yeut) - -  D 3 (Yeut)) equal to the differential 4-jet rate. For  
Y~ut values larger than about 0.04, D4(Y~ut) is essentially 
zero, and the differential 4-jet rate is then given by 
(-D3(Ycut)). The Di(yr are shown in Fig. 9 and their 
values listed in Table 4 for the centre of mass energies 
14, 22, 35 and 44 GeV. Note that in these distributions 
the information at which Yeut a given event changes its 
jet multiplicity is used only once. The corrected integrat- 
ed jet rates R2,  R3,  R 4 and Rs as a function of Yeut 
can be extracted from Table 4 using (8) and the start 
values Ri(Yeut=O.O05), ( i=2-4)  which are listed in Ta- 
ble 5. 

4.4 Simultaneous fit  of the scale [,12 
and Ar~ig at all energies 

The theoretical curves were then simultaneously fitted 
at all centre of mass energies once to all Di-distributions, 
( i=2-4)  and once to Dz(Ycut) and D3(Yeut) only. In these 
fits A ~  was treated as a free parameter for various scales 
#2. The change of g2 and A n  was handled according 
to the prescription discussed in Sect. 2 ((1) and (3)). As 
in Sect. 3 the scale #2= x. Q2 with 0.003 < x < 1 was con- 
sidered as well as #2=  y. Qa and the set of scales/~Zpt ' 2 (Y) 
and 2 #opt,3(Y) of [12] for 2- and 3-jet rates, respectively, 
The results for Ags from the fit of the theory to D2 (Yeut), 
D3(Yeut) and Dg(ycut) at all energies are given in Table 6. 
Note that these results are valid for the KL'  calculation 
of the 3-jet cross section. For  the distributions entering 
the fit a finer binning than displayed in Fig. 9 was used. 
In the fit procedure we started with a bin size of 0.001 
and combined those adjacent bins which contained less 
then 5 entries. The number of degrees of freedom was 
then 672. The errors are the statistical errors of the fit. 
Curves representing the fit results for scales Q2, 0.01. Q2 
and 0.003- Q2 are shown in Fig. 9 for the differential rates 
and also in Fig. 7 for the integrated rates. As found be- 
fore, the scale Q2 does not describe the data well. It 
underestimates the 4-jet rate and does not fit the shape 
of the 3-jet rate. The best fits are achieved with small 

scales in the range from 0.01. Qz to 0.003-Q2 , .  For  such 
small scales the 2, 3- and 4-jet rates are described in 
a consistent manner at all energies. 

As seen in Figs. 7 and 9, R5 and D4 are not well 
described by any of the scales. This comes as no surprise 

3 and any since the leading order for these variables is cq 
contributions can come exclusively from effects of the 
hadronization. For  this reason we repeated the fits using 
only the D2(Ycut) and D3(Ycut) distributions. These fits 
gave results consistent with those of Table 6. 

As far as the systematic error in the determination 
of A~s for a given scale is concerned, the dominant con- 
tributions come from three sources. 

(a) One is the uncertainty in the corrections for mas- 
sive quarks. We obtain a conservative estimate of the 
systematic error involved by repeating the analysis en- 
tirely without the mass correction. This decreases some- 
what the quality of the fit and leads to somewhat lower 
values of A~rs. For  the scales 0.01. Q2 and 0.003. Q3 Ags 
decreases by 5 MeV and 3 MeV, respectively. 

(b) The second major contribution to the systematic 
uncertainties is the dependence of the hadronization cor- 
rection coefficients M ~  on the hadronization parameters 
used in the model. All parameters given in Table 3 were 
varied within reasonable ranges. The M~j were most sen- 
sitive to a variation of the mean transverse momentum 
of mesons introduced in the process of hadronization 

aq. Varying [//2-% by 60 MeV typically resulted in a 
change of A~s of about  13%. 

(c) We repeated the fit using bin sizes between 0.001 
and 0.01. With increasing bin width the fitted value of 
Ags was shifted to at most 10% higher values and we 
account for this uncertainty in the systematic error. 

The contributions from these three sources were add- 
ed in quadrature and are given as the total systematic 
error on A n .  Since we did not study the dependence 
of our results on the hadronization model used in calcu- 
lating the corrections we did not consider this source 
of uncertainty in the systematic error. Summarizing the 
results of the fit of the differential jet rates one can say 
that a consistent picture of the data at all energies is 

* Note that for the scale #2= x. QZ the constant x cannot be made 
arbitrary small. Equation (1) leads to negative values of cq for very 
small scales. In the fit this point is reached for x=0.0025 and A~ 
=60 MeV at 1/~= 14 GeV 
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obtained for small scales and corresponding values of 
AM~ in the following range. 

#2 = 0.003.Q2 ~ 0.01.Q2 

A N [MeV] = 63 _+ 1.5 _+ 10.6 +-~ 83 _+ 1.9 _+ 13.8. 

5 Discussion and summary 

The 2-, 3- and 4-jet production rates were determined 
experimentally as a function of the jet resolution y in 
the energy range of 14 to 44 GeV. They were compared 
to exact O(a 2) QCD calculations, with hadronization 
taken into account using two different methods. In the 
comparison both the QCD parameter A n and the renor- 
malization scale #2 were varied. 

A strong correlation between A n  and the scale #z 
was observed. The scale #2 = Q2 leads to large A n values 
and to poor  overall agreement between data and theory. 
In particular the 4-jet rate is incorrectly predicted by 
about a factor of 2. Going to smaller scales improves 
the description. The coupling constant a5 increases as 
does the 4-jet rate, which is only calculated to leading 
order. The increase of as, however, does not influence 
the description of the measured 2- and 3-jet rate, since 
they are formulated renormalization scale invariant up 

2 to order as. 
Fixing the scale to different values and fitting A~rs 

using the differential jet rates yields a good description 
of the 2- and 3-jet rate for all scales and results in fitted 
values of Ag~ between 269 MeV for #2 = Q2 and 63 MeV 
for #2=  0.003. Q2. The description of the 4-jet rate im- 
proves with the reduction of the scale. 

A simultaneous fit of Ags and #2 leads to small scales 
in the range from #2=0.003-Q2 to 0.01-Q 2. The corre- 
sponding A n values are A ~ = 6 3 _ + 1 1  MeV and 83 
_+ 14 MeV for 5 quark flavours. Note that it is the 4-jet 
cross section that forces the scale to be small. We con- 
clude that the measured jet cross sections restrict A~a~ 
to lie between 63 and 269 MeV, to order a 2. To get 
a good description of all the measured jet rates it is 
necessary to use a small scale #2 and a correspondingly 
small value of A n .  

The two methods of treating the hadronization gave 
consistent results. The small scales needed to describe 
the data agree well with results obtained by fixing the 
scale by the method of BLM. Both these scales are of 
the order of a few GeV 2 [35, 36], i.e. below the mass 
of the bot tom quark. Since #2 is an unphysical parameter 
which depends on the order to which the theoretical 
prediction was calculated, we do not rescale A n  to the 
number of physical flavours (N I = 4) at this scale. 

Our results compare well with other investigations. 
Aurenche et al. [37] have performed a PMS optimiza- 
tion for the calculation of n o photoproduction in hadron 
collisions (yp~n~ They applied their results to the 
measurements of the NA14-Collaboration [38] and find 

A~rs = 120 + 105 - 50 MeV for N I = 4 quark flavours. This can 

be translated [39] into A 75 + 75 MeV for N I = 5 at 
~ =  --30 

PETRA energies, in good agreement with our result. 
Other adjustments of the scale using e+e - -da t a  have 
been performed by Bethke [40], the AMY-Collabora-  
tion [41], the OPAL-Collaboration [42] and the DEL- 
PHI-Collaboration [43]. The results are in agreement 
with this investigation. 

In summary, we find that a small renormalization 
scale describes the data significantly better than the scale 
#2=  Q2. The strong dependence of the measured value 
of A n  on the scale indicates that studies using calcula- 
tions to higher orders are necessary. 
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