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MarlinTPC: A Marlin based common TPC software framework for the LC-TPC collaboration
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We describe the goals and present functionality of MarlinTPC, a common software framework for the LC-TPC collaboration based on LCIO, Marlin and other ilcsoft tools.

1 Introduction

Three of the four available designs for detectors at the International Linear Collider (ILC) envisage a large time projection chamber (TPC) as main tracking device. It is the task of the LC-TPC collaboration to perform the necessary R&D to be able to fulfil the TPC performance requirements derived from the ILC physics goals [1].

In the course of LC-TPC activities a rather large variety of simulation, analysis and reconstruction software packages has been developed. The usage of these packages ranges from studying TPC performance as part of an overall detector for different detector layouts and background conditions, optimising prototype designs, reconstructing and analysing cosmic and testbeam data from various small prototypes using different readout technologies to full detector physics analyses. Most of these individual software packages have become rather sophisticated in their particular field of application. Valuable experience was collected during usage and development of the software partly leading to novel techniques to cope with new challenges encountered in TPCs with new amplification or readout systems. The drawback of this specialisation is that the software often works smoothly only for particular applications or TPC setups. Exchanging code between different packages or analysing data from different sources with the same program can be very time consuming and errorprone since the different programmes do not use commonly accepted interfaces and conventions. The goal of MarlinTPC is to overcome these drawbacks.

2 Design considerations

In view of the converging hardware efforts like the planned common large prototype, to improve the mutual understanding of results and to avoid further double work, it seems
natural to converge on the software tools. In June 2006 an initiative was started to take the first step towards this direction. Representatives of six LC-TPC member institutes met at DESY to find an agreement on common software standards. It was decided to transfer the existing algorithms to a new, commonly used framework, called MarlinTPC [2], building on top of LCIO [3], the de facto standard data format for ILC related work, and the accompanying ilcsoft tools [4]. This choice is motivated by the possibility to profit from general ILC software developments and by the fact that ilcsoft tools are already used by many other subdetector, simulation and physics analysis software projects. In particular Marlin [5] was chosen as analysis and reconstruction framework. Its modularity and well defined interfaces between its modules, called processors, ensure that different developers can work on different processors in parallel without interference and to plug’n’play with processors to easily try out e.g. different algorithms.

Further important pillars of MarlinTPC are the Linear Collider Conditions Data (LCCD) toolkit [6] and GEAR (Geometry API for Reconstruction) [7]. LCCD allows writing and reading of conditions data describing the detector status as function of time. It allows to tag data sets for later easy reference and to request data valid at a particular point in time. GEAR allows to access geometry information needed for the simulation, digitisation and reconstruction of events. Thereby it is made sure that consistent geometry information is used throughout MarlinTPC.

3 Reconstruction

In the beginning the focus was laid on the development of reconstruction processors. Therefore the reconstruction code is currently the most evolved part of MarlinTPC. It will be briefly described in this section.

3.1 Processor chain

The event data model (EDM) for the reconstruction is provided by the LCIO classes TrackerRawData, TrackerData, TrackerPulse, TrackerHit and Track. These data structures represent well-defined interfaces between the different reconstruction steps. Every processor retrieves one or several input collections which contain the input data (e.g. TrackerData objects), processes them (e.g. applies a pulse finding algorithm) and finally provides output collections containing the results of the applied algorithm (e.g. TrackerPulse objects). The output collections in turn can be read in by subsequent processors to further process the event data.

The present processor chain for the MarlinTPC reconstruction is shown in Table 1. Additional correction processors e.g. to correct for electric or magnetic field inhomogeneities or gain fluctuations can be easily added in the appropriate places if needed.

3.2 Present functionality

This section briefly describes the functionality of the MarlinTPC reconstruction as it is available in September 2007.

TrackerRawDataToDataConverterProcessor converts TrackerRawData objects with integer FADC counts into TrackerData objects with floating point numbers for the channel time spectrum. This allows for pedestal subtraction by the PedestalSubtractorProcessor
since the pedestals are in general non-integer values. The pedestals are provided by LCCD and are read in using the Marlin `ConditionsProcessor`. Optionally further correction processors can be applied after the pedestal subtraction.

The next step is the search for pulses in the channel time spectra performed by the `PulseFinderProcessor`. It uses a threshold based method which has an individual threshold per channel depending on the noise width calculated from the pedestal. The algorithm is capable to handle signals with positive and negative polarity as well as zero suppressed data to support a large variety of possible readout electronics.

The `ChannelMapperProcessor` translates the hardware channel numbers of the electronics into GEAR pad indices. Afterwards the number of ADC counts per pulse is converted into primary electrons by the `CountsToPrimaryElectronsConverterProcessor`, using electronics and gas gain calibration factors. The channel map as well as the calibration constants are stored using LCCD.

The `HitTrackFinderTopoProcessor` performs a topological search for pulses on neighbouring pads. Pulses on contiguous pads in one pad row are grouped as hit candidates. Afterwards the hit coordinates are calculated. Contiguous hits in different pad rows within an adjustable time window are assembled to make up a track candidate. The algorithm does not make any assumption on the trajectory and thus works for straight tracks like cosmic muons in a prototype as well as for a low energetic particle curling up in the TPC, producing a helix with a changing curvature due to energy loss. It is implemented for the two available GEAR pad geometries (rectangular and circular pad row layout). An estimate for the track parameters is calculated analytically by the `TrackSeederProcessor` to have a good starting point for the succeeding fit.

The `TrackFitterLikelihoodProcessor` determines the track parameters by maximising the global likelihood for observing the measured charge distribution on all pads associated with the track. It has been shown to give better results than just minimising the mean squared distance of the reconstructed hits to the track using a $\chi^2$ fit [8].

For bookkeeping every processor writes all its processor parameters like cuts etc. to the LCIO run header, as well as the subversion software revision of the code which was used to
process the data.
So far the code has just been validated with toy data. Thus the performance of the available processors still needs to be checked with real data or more realistic Monte Carlo samples.

4 Simulation, digitisation and analysis

Very recently sizable development work on simulation, digitisation and analysis code has started.

The simulation part of MarlinTPC started off with the package TPCGEMSimulation from [9]. It simulates primary ionisation using a parametrisation of HEED [10] output, drifting of the primary electrons to the endplates, amplification in a triple-GEM gas amplification system and electronics shaping. Optionally an ion backdrift processor can be added. The supported gases are Ar-CH₄ (95-5), Ar-CH₄ (90-10) and Ar-CH₄-CO₂ (93-5-2). The original package (which received geometry information as processor parameters) has been modified such that all geometry information is retrieved from GEAR now. At present it is not possible to simulate other gases or amplification systems. It is planned to separate out the digitisation components of the package and, in the long run, to make the simulation more generally usable to be able to simulate other gases or amplification systems.

Work has started on a set of digitisation processors which can be used to digitise both the output of detailed gas detector simulations generating individual ionisation clusters and the output of Geant4 [11] simulations providing rather large energy deposits instead of individual electron-ion pairs. This also includes the development of processors producing pile-up due to the large drift time of electrons (compared to the bunch crossing rate) and background from $e^+e^-$ pairs from the fusion of beamstrahlung photons.

For analysis purposes several processors are under development which provide information according to the recommendations of the first ILC TPC Analysis Jamboeree [12]. Examples are the residual distributions, the fraction of 1-pad, 2-pad, 3-pad hits, residuals as function of the position on the pad, etc.

5 Conclusions and outlook

Within its first year the MarlinTPC project has made significant progress. The most important reconstruction processors are available, partly using newly developed, more powerful algorithms than what was available in the old software packages. It is planned to extend the reconstruction to include algorithms needed to handle data from TPCs with pixel readout such as Medipix2 or Timepix readout chips. Efforts are under way to also get similarly powerful simulation, digitisation and analysis processors.

MarlinTPC will be finally put to the test with the completion of the common large TPC prototype. With the advent of data from this prototype it has to prove its capabilities.
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Track Resolution Studies for a MPGD TPC
Klaus Dehmelt
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Notkestr. 85, D-22607 Hamburg - Germany

Three out of the four concepts for the ILC detector will have a Time Projection Chamber (TPC) as the central tracking device. Due to physics specifications track parameters have to be determined to a high degree of precision. In order to achieve this precision Micro Pattern Gaseous Detectors (MPGD) have to be used as the readout structure for the TPC.

A small sized prototype TPC with a Gaseous Electron Multiplier (GEM [1]) has been used in order to perform resolution studies. The results will be presented.

1 The Small Prototype TPC

A small sized prototype of a TPC (Fig. 1), built at DESY was used for resolution studies. The gas amplification was achieved with a triple GEM structure, with both, staggered and non-staggered pad readout. The sensitive volume was $660 \times 50 \times 53 \text{ mm}^3$. The pads had a pitch of $2.2 \times 6.2 \text{ mm}^2$, distributed over 24 columns and 8 rows. Two different gas mixtures were used for the studies: TDR-gas (Ar 93%, CH$_4$ 5%, CO$_2$ 2%), respectively P5-gas (Ar 95%, CH$_4$ 5%). Cosmic muons were measured and the provided tracks were investigated for determining the spatial point resolution.

2 The Reconstruction software

Analysis of the recorded tracks was performed with the software package “MultiFit” [2], based on C++, ROOT [3], and LCIO [4]. The reconstruction takes place in three steps:

1.) finding a cluster,
2.) finding a track,
3.) fitting the track.

Two different methods were used in order to analyze and fit the tracks.

Figure 1: Small sized TPC prototype

Figure 2: The effect of the pad response.
They were based on a least square, respectively a maximum-likelihood method. Both were capable to determine straight line and circular arc tracks. The first method consisted of an adjustment of straight lines, respectively circular arcs for hits in the x-y-plane and subsequently minimizing $\chi^2$. The second method consisted of an adjustment of straight lines for pulses in the x-y-plane and subsequently maximizing the likelihood function \([5]\).

Using the minimization method one needs to include a Pad Response Correction (PRC). This is due to the fact that the pad size is of finite geometry. Deposited charge on these pads can be insufficiently shared between neighboring pads if the signal’s size is of the order of the pad size or narrower. Such charge distribution can lead to incorrect determination of the x-position (Fig. 2), since a center of gravity calculation would tend to reconstruct the position of the signal towards the center of a pad.

The PRC corrects for this effect, using a Pad Response Function (PRF). The PRF describes the measured charge on a pad as a function of the original charge and the pad geometry \([6]\). The PRF is a convolution of two $\Theta$-functions, describing the pad’s geometry, and a spatial charge distribution, assumed to be Gaussian distributed. The PRF is used to simulate the pad signal of a Gaussian distributed charge cloud. From these signals the x-position of the hit is determined with the center of gravity method and are being used to correct for the pad response. The minimization procedure is applied row wise, i.e. the responding pads are considered from row to row and subsequently a least square method is applied with respect to the residuals from the track parameters and positions of the track points.

The maximization method the correction due to the pad response is not necessary. In this case a charge density distribution due to primary ionization and a two-dimensional charge density function due to diffusion is used to describe the response of a signal on the pads. The convolution of these two functions leads to a charge distribution on the pad plane. After determination of the distributions on the individual pads a likelihood function is applied. The likelihood function consists of terms describing the probability of the expected charge deposition on the pads. The maximum for the sum of the probabilities will determine the best track parameters. The design of this fitting procedure includes intrinsically the pad response.

Figure 3: The track point resolution for two different gas choices and fitting methods.
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3 Track Point Resolution

Both fitting methods described in Ch. 2 were applied in order to determine the track point resolution. Dependent on gas choice and pad layout the methods gave more or less similar results as a function of drift length. The results are summarized in Fig. 3. The track point resolution varied between 120 $\mu$m and 180 $\mu$m for drift distances less than 600 mm. The best results were obtained with the maximum likelihood method when the width of the distributions were used as a fixed parameter. The resolution, needed for the ILC-TPC is not yet achieved and further evaluations have to be performed, in particular with larger prototypes of a TPC, i.e. with a larger number of readout pads.

4 Summary and Outlook

The software package “MultiFit” provides tools for reliable track reconstruction. With a small prototype of a TPC a track point resolution above the desired resolution for the ILC-TPC has been found. Further studies have to be performed in order to prove the feasibility of such a TPC.

Studies are ongoing for the determination of double track resolution. Important issues are the separation distance, the reconstruction efficiencies, and the influence of two nearby tracks on the fit and single point resolution. For these studies data from the cosmic as well from a laser track setup are being analyzed. First investigations show that an applied method for the hit separation yields a more efficient way for finding double tracks as compared to a hit merge method. For the hit separation a pulse splitting was performed such that a local minimum is found and subsequently reweighing of the charge sharing. This yields to an improvement of double track recognition.
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Pad Occupancy in the LDC TPC with the TDC-based Readout Electronics

Alexander Kaukher ∗
Universität Rostock - Institut für Physik
Universitätsplatz 3, 18051 - Germany

Electron-positron background in the ILC puts a constrain on the design of a readout electronics for the LDC TPC. The memory size of a Time-to-Digit Converter is estimated from the simulation of the background.

1 Introduction

The requirement of high luminosity in ILC leads to necessity of the large number of electrons in a single bunch. Due to the pinch effect[2] a large number of hard beamstrahlung photons (order of $10^{11}$ per bunch crossing) is generated. Although the beamstrahlung photons produce no hits in a gaseous detector like Time Projection Chamber (TPC), they serve as a source of a secondary background. It is anticipated that the main contribution to the background in the TPC comes from the $e^+e^-$ pairs, originating from the beamstrahlung photons.

Preliminary TPC studies[3] found occupancy in the TPC detector ≈1%, but give no information on the occupancy of a single pad. The subject of this work is to study the pad occupancy in the LDC TPC[4], which is one of the design constraints for the TPC readout electronics.

2 Simulation of the $e^+e^-$ pair background in the LDC TPC detector

GUINEA-PIG program[2] was used to simulate the $e^+e^-$ pair background. Input for the simulation is the beam parameters in a linear collider, for example the number of electrons in a bunch. For this simulation the TESLA parameter set is used, which is close to the nominal parameter set of the ILC[5]. Result of the simulation shows that on average, there are $10^5$ pair particles in a single bunch crossing. Data from the GUINEA-PIG are used in the Monte Carlo simulation.

Simulation of the LDC TPC response has been performed with Mokka 06-03[6]. In the LDC01_02Sc model, maximal drift path of the TPC is 2 m. Energy cut in TPC set to 32 eV (twice larger the ionization potential of Argon).

On average, there are 5000 energy depositions(hits) in the TPC volume per bunch crossing. In the main, one observes tracks oriented along the z-direction in the TPC detector. These tracks come from low energy particles which have so small helix radius and many turns, that they appear as the tracks pointing to the end-plate of the TPC. Similar tracks will be found from muons, which appear at the earlier acceleration stages in the ILC, but there will be only 0.07 muons per bunch crossing. In both cases, such pointing tracks will occupy the readout of few neighbouring pads on the end-plate. In order to estimate the pad occupancy one needs to count the number of signals registered by a pad.

∗This work is supported by the EUDET project.
3 Pad occupancy in the LDC TPC

Collisions of the beams in the ILC will occur every 369 ns\[^{[5]}\], while the full drift time of the electrons in the TPC volume is $\sim 47 \mu$s. It is assumed that the drift velocity of electrons in the TPC gas is 4.5 cm/\mu s. This implies that the background signals from 128 bunch crossings will overlap in the TPC. Since no trigger is foreseen in the ILC TPC, signals during complete bunch train (2625 bunch crossings within 1 ms) have to be recorded by the TPC data acquisition. This sets stringent requirements on the compactness and the power consumption of the TPC readout electronics, if it is installed directly on the end-plate of the LDC TPC.

It is assumed, that there is no attachment. Diffusion is neglected in $r\phi$ and $z$ directions. Due to the charge sharing, several pads can record a signal, but this currently not addressed.

In the Time-to-Digit Converter(TDC)-based readout electronics\[^{[7]}\], charge of a signal from a pad is encoded into the pulse width of a digital signal with the help of a charge-to-time converter(QTC). Signals from the QTC are digitized with a TDC and stored in its memory. The QTC has a variable dead-time. For smaller input signals, the output pulse width is shorter, so that the QTC will be able to re-trigger earlier. If two hits arrive close in time they will not be resolved – the QTC will produce single pulse on the output.

The QT conversion characteristics has logarithmic dependence and was calibrated in such a way, that the output pulse width of 200 ns (corresponds to 1 cm in the drift direction of the TPC) relates to the energy deposit of hits appearing most often, Figure 1. For this simulation, a simple QT conversion was considered: a hit which arrives on a pad first, sets an integration window to 50 ns; the energy deposits from all hits which are found in this window are summed up; the pulse on the output of QTC is derived according to Figure 1.

The time of appearance of a hit on a pad for a given bunch crossing is given by

$$T_i = \frac{L_{half} - |Z_i|}{V_{drift}} + T_i,$$  \hspace{1cm} (1)

where $Z_i$ - z-coordinate of a particle in TPC volume, $L_{half}$ - the maximal drift path in the LDC TPC, $V_{drift}$ - the drift velocity, $T_i$ - time of appearance of the hit in the TPC volume. With the help of equation (1) and QT-characteristics, signals from the QTC can be counted. 128 bunch crossing have been simulated and analyzed.

A distribution of the number of hits has the mean value of 2.6, Figure 2.

Figure 1: QT characteristics for the TDC-based readout electronics for the ILC TPC.

Figure 2: Hits per pad for 128 bunch crossings.
The maximal number of hits observed on a pad (size of a pad is 1 mm in the \(\phi\)-direction and 6 mm in the radial direction) is \(\sim 160\). Assuming a 64 channel TDC chip and the maximum number of hits on all channels per 128 bunch crossings is equal to 160, one obtains 210000 data records (signal measurements) to be stored in the TDC memory. If a single “arrival time/charge/TDC-channel” data record is represented by a 32-bit word, the memory size would be 820 kbytes.

Consider, for example, 64 pads on the same radius of the TPC end-plate. Repeating analysis for such a cluster of pads and assuming that the TDC has a common memory for all 64 channels, one obtains \(\approx 800\) data records per TDC chip, Figure 3. In this case the TDC memory size is 64 kbytes.

4 Conclusion

Effective way of data readout with the TDC-based electronics leads to smaller size of the TDC memory. Collected data can be transferred with smaller number of cables, thus simplifying the design of the TPC end-plate and improving the material budget.

Energy depositions originating from the \(e^+e^-\) background will distort the electric field in the TPC volume. Corrections of the electric field distortions can be made if the background data is available.
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Track Resolution Studies with the “LiC Detector Toy”
Monte Carlo Tool

W. Mitaroff, M. Regler, M. Valentan and R. Höfler

Institute of High Energy Physics – Austrian Academy of Sciences
A-1050 Vienna, Austria, Europe

LiC is a simple but powerful and flexible software tool, written in MATLAB, for basic detector design studies (geometries, material budgets). It is based on a helix track model including multiple scattering, and uses a Kalman filter for track fitting. We use this tool for comparing two variants of the LDC and one of the SiD layout, by studying track resolutions ($\Delta p_T/p_T$, $\Delta p_T/p_T^2$, transverse and spatial impact parameters) over the transverse momentum range $2.5 < p_T < 35$ GeV in the barrel region. Investigation of the forward/backward region is so far for LDC only.

1 The Monte Carlo Tool

A software tool for detector design, written in MATLAB®, has been developed for tracking studies at the ILC. It aims at investigating the resolution of reconstructed track parameters in the vertex region for the purpose of comparing and optimizing the track sensitive devices and the material budgets of various detector set-ups. The detector model corresponds to a collider experiment with a solenoid magnet and a helix track model. The geometric surfaces are either cylinders (barrel region) or planes (forward/backward region). Material causing multiple scattering is assumed to be concentrated within thin layers.

A simplified simulation performs tracking with inclusion of multiple scattering, and simulates detector measurements including systematic and/or stochastic inefficiencies and uniform or Gaussian observation errors. Supported are Si strips (single or double sided, with any stereo angle), pixel detectors, and a TPC – all described by a simple text file. This is followed by track reconstruction by means of a Kalman filter [1], the fitted parameters and covariances being evaluated at the inner surface of the beam tube.

For a thorough description of its functionality and usage see [2].

2 Track resolution study

This study is based on about $2 \times 18,700$ (LDC barrel), $22,400$ (SiD barrel) and $8,840$ (LDC forward/backward) tracks, respectively, simulated and fitted by the “LiC Detector Toy” program. Definitions of the “barrel” and “forward/backward” regions in terms of the dip angle $\lambda \equiv \pi/2 - \vartheta_{\text{polar}}$ are given in section 3.

The true and fitted track data are passed to and further analyzed by a Java program, running within JAS3 and using AIDA [3]: calculating the deviations of fitted w.r.t. true transverse momenta $\Delta p_T = (p_T^{\text{fitted}} - p_T)$, and the impact parameters $\delta_T$ and $\delta_0$ (transverse and in space, respectively); histogramming $\Delta p_T/p_T$, $\Delta p_T/p_T^2$, $b_T$ and $\delta_0$ for separate intervals of true $p_T$; extracting the rms or mean from each histogram; then using parametrizations (subsection 2.2) to fit $\text{rms}(\Delta p_T/p_T)$, $\text{rms}(\Delta p_T/p_T^2)$, $\text{rms}(\delta_T)$, and mean($\delta_0$) as functions of the central value of each $p_T$ interval – see figs. 1 . . . 4.

Section 3 presents preliminary results and conclusions.
2.1 LDC and SiD detector descriptions

The geometry and material constants of the ILC “Large Detector” (LDC) and “Silicon Detector” (SiD) concepts have been taken from [4], and are summarized below.

### LDC Detector description

<table>
<thead>
<tr>
<th>BARREL</th>
<th>Beams</th>
<th></th>
<th>pT</th>
<th>dX</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>VXD 5</td>
<td>60.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 4</td>
<td>48.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 3</td>
<td>35.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 2</td>
<td>22.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 1</td>
<td>16.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam pipe</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### SiD Detector description

<table>
<thead>
<tr>
<th>BARREL</th>
<th>Beams</th>
<th></th>
<th>pT</th>
<th>dX</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dbl. support</td>
<td>60.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 5</td>
<td>60.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 4</td>
<td>48.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 3</td>
<td>35.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 2</td>
<td>22.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VXD 1</td>
<td>16.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam pipe</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Barrel region restricted to $|\lambda| < 20^\circ$, in order to avoid the “supporting membranes” of the VXD.

2.2 Parametrization of track resolutions

- The relative errors of the transverse momentum due to the magnet spectrometer resolution or caused by multiple scattering, respectively, are:
  \[ \sigma(p_T)/p_T = A \cdot p_T \quad \text{and} \quad \sigma(p_T)/p_T = B \cdot \sqrt{1 + (m/P)^2} \approx B \]

- Above terms are expected to add quadratically. However, for $p_T < 50$ GeV, a simpler linear addition fits the data quite well and has been used:
  \[ \sigma(p_T)/p_T = A \cdot p_T + B, \quad \text{thus} \quad \sigma(1/p_T) \equiv \sigma(p_T)/p_T^2 = A + B/p_T \]

- For lack of a theoretical model, the errors of the impact parameters w.r.t. the true vertex are heuristically parametrized for $p_T > 2.5$ GeV as:
  \[ \sigma(\delta_T,0) = a + b \cdot e^{-p_T/c} \quad \text{(for high } p_T, \text{ the asymptotic value is } a) \]

In the forward/backward region, only linear parametrizations in $p_T$ have been used.

2.3 LDC and SiD track resolutions

- **LDC and SiD barrel regions** for $p_T = 1 \ldots 35$ GeV (figs. 1 \ldots 4 at left): the data points correspond to LDC 50 $\times$ 50$\mu$m pixels (blue dots), LDC 25 $\times$ 25$\mu$m pixels (red squares), and SiD 20 $\times$ 20$\mu$m pixels (purple triangles), respectively, of the barrel vertex detectors - for a detailed description, see subsection 2.1.

- **LDC forward/backward regions** for $p_T = 1 \ldots 25$ GeV (figs. 1 \ldots 4 at right): the data points correspond to dip angle ranges of $81^\circ < |\lambda| < 81.5^\circ$ (blue dots), $81.5^\circ < |\lambda| < 82^\circ$ (red squares), and $82^\circ < |\lambda| < 82.5^\circ$ (purple triangles).

The values are averages over $p_T$ intervals of width 2.5 GeV. The error bars shown reflect only the statistics normalized to bin content.
Fig. 1: $\text{rms}(\Delta p_T/p_T) \text{ vs. } p_T$ for barrel (left) and forward/backward (right) regions.

Fig. 2: $\text{rms}(\Delta p_T/p_T^2) \text{ [GeV}^{-1}] \text{ vs. } p_T$ for barrel (left) and forward/backward (right) regions.

Fig. 3: $\text{rms}(\delta_T) \text{ [mm] vs. } p_T$ for barrel (left) and forward/backward (right) regions.

Fig. 4: $\text{mean}(\delta_0) \text{ [mm] vs. } p_T$ for barrel (left) and forward/backward (right) regions.
3 Preliminary results

The results extracted from figs. 1...4 (subsection 2.3) are summarized below.

**Barrel regions** (LDC: $|\lambda| < 48^\circ$, SiD: $|\lambda| < 20^\circ$), $p_T = 2.5$...35 GeV:

<table>
<thead>
<tr>
<th>Detector, px size</th>
<th>$\text{rms}(\Delta p_T/p_T)$</th>
<th>$\text{rms}(\Delta p_T^2/p_T^2)$ [GeV$^{-1}$]</th>
<th>$\text{rms}(\delta_T)^a$</th>
<th>mean($\delta_T)^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDC 50 × 50μm</td>
<td>(4.6 · $p_T + 30.7$) $\cdot 10^{-5}$</td>
<td>(4.5 $+ 31.9/p_T$) $\cdot 10^{-5}$</td>
<td>7.69 μm</td>
<td>9.56 μm</td>
</tr>
<tr>
<td>LDC 25 × 25μm</td>
<td>(4.6 · $p_T + 28.5$) $\cdot 10^{-5}$</td>
<td>(4.6 $+ 29.5/p_T$) $\cdot 10^{-5}$</td>
<td>4.29 μm</td>
<td>5.91 μm</td>
</tr>
<tr>
<td>SiD 20 × 20μm</td>
<td>(2.4 · $p_T + 14.0$) $\cdot 10^{-5}$</td>
<td>(2.2 $+ 14.4/p_T$) $\cdot 10^{-5}$</td>
<td>3.46 μm</td>
<td>6.46 μm</td>
</tr>
</tbody>
</table>

**Forward/backward regions** ($81^\circ < |\lambda| < 82.5^\circ$), $p_T = 2.5$...25 GeV:

| LDC $|\lambda|$ range | $\text{rms}(\Delta p_T/p_T)$ | $\text{rms}(\Delta p_T^2/p_T^2)^b$ | $\text{rms}(\delta_T)^b$ | mean($\delta_T)^b$ |
|------------------------|-----------------------------|---------------------------------|------------------|------------------|
| 81° < $|\lambda|$ < 81.5° | (8.4 · $p_T - 2.83$) $\cdot 10^{-3}$ | 8.36 $\cdot 10^{-3}$ GeV$^{-1}$ | 86.7 μm          | 70.7 μm          |
| 81.5° < $|\lambda|$ < 82° | (5.7 · $p_T + 0.35$) $\cdot 10^{-3}$ | 5.80 $\cdot 10^{-3}$ GeV$^{-1}$ | 70.3 μm          | 57.1 μm          |
| 82° < $|\lambda|$ < 82.5° | (5.0 · $p_T + 3.65$) $\cdot 10^{-3}$ | 5.37 $\cdot 10^{-3}$ GeV$^{-1}$ | 63.1 μm          | 53.4 μm          |

Preliminary conclusions:

In the barrel region and for transverse momenta $p_T < 35$ GeV, the momentum resolution benefits dramatically from the low material budget of LDC’s TPC; in contrast, SiD’s all-Si tracker suffers from accumulated multiple scattering. However, extrapolation to higher momenta shows a break-even at $p_T \approx 50$ GeV. – The transverse impact parameters reflect the pixel sizes of each vertex detector’s innermost layer(s).

In the forward/backward region $|\lambda| > 81^\circ$, the momentum resolution is sensitive to LDC’s forward tracker strips stereo angle: ±45° is a good compromise between optimal $R - \Phi$ and $R - z$ resolutions. For $|\lambda| > 82.5^\circ$ (not shown), track reconstruction suffers extremely from inefficiencies, and might require non-standard treatment.
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Study of Beamstrahlung in the Vertex Detector
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This study, based on fast simulation, was aimed at evaluating the effect of $e^+e^-$ pair background from beamstrahlung on performance of Vertex Detector (VTX) for jet flavour tagging in the International Linear Collider (ILC). Five layer VTX geometry with varying radius of the first layer was tested. Also possibility of rejection of background hits in the VTX, based on hit cluster shape and direction was studied.

1 Simulation

The $e^+e^-$ pair background from beamstrahlung was simulated with Guine-Pig [2] for nominal accelerator parameters at 500 GeV with 14 mrad crossing angle. The ILC detector response was modelled with Simulation á Grande Vitesse 2.30 (SGV), a fast simulation program allowing simplified definition of the detector geometry. A long barrel VTX with 5 coaxial layers, each made of 50 $\mu$m thick silicon plates with track spatial resolution of 5 $\mu$m and layer radii listed in Table 1 was simulated.

A beryllium beampipe of 0.25 mm thickness and radius 1 mm smaller than the first layer of the VTX was assumed. Dedicated software was developed to track charged particles through the VTX, taking into account multiple scattering and energy loss. VTX was assumed to be read out 20 times per bunch train, implying that background hits accumulated over 131 bunch crossings and overlayed “physics” hits. Tracks were reconstructed using own software. Tracks detected in the central tracker were refitted with hits from the VTX (both physics and background hits), selected with the Kalman Filter. Jet flavour tagging was performed with ZVTOP [3].

2 Background hits rejection

Hit density in a given layer of the VTX depends on beam parameters and the radius of the layer. Example distributions for the first layer with different radii are shown on Figure 1.

A track going through a silicon pixel plate deposits charge in several pixels forming a cluster. The shape of a cluster depends on the direction of a track with respect to the detector plane. This direction is described by two angles, $\gamma$ and $\xi$, as shown on Figure 2.

Table 1: VTX detector layer specifications.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Radius</th>
<th># of ladders</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8,10,12,15 mm</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>26 mm</td>
<td>22</td>
</tr>
<tr>
<td>3</td>
<td>37 mm</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>48 mm</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>60 mm</td>
<td>50</td>
</tr>
</tbody>
</table>

*This work was partially supported by the Ministry of Science and Higher Education, research project no. EUDET/217/2006 (2006-2009).
Figure 5 shows that hits left by $e^+e^-$ pair background have higher values of the $\xi$ angle than hits left by physics tracks. Possibility of reconstructing the $\gamma$ and $\xi$ angles from the cluster shape would allow background rejection.

3 Jet flavour tagging performance

Jet flavour tagging performance was tested with 45.6 GeV jets in presence of $e^+e^-$ background. Scenarios with 131BX, 66BX and no background were studied. For each scenario efficiency of selection at fixed purity and purity of the sample at fixed efficiency were studied. Results for “b” and “c” jet selection are shown on Figures 3 and 4. In the presence of the background the optimal radius of the first layer is 12 mm.
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Figure 3: “b” jet selection a) purity at fixed efficiency of 0.8, b) efficiency at fixed purity of 0.8
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Figure 4: “c” jet selection a) purity at fixed efficiency of 0.6, b) efficiency at fixed purity of 0.6

Figure 5: $\gamma$ and $\xi$ for signal (red/gray) and background (black) hits in the first layer at a) $|z| < 1$ cm, b) $1$ cm < $|z| < 2$ cm, c) $2$ cm < $|z| < 3$ cm, d) $|z| > 3$ cm (interaction point is at $z = 0$)
Progress with the CPCCD and the ISIS
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The Linear Collider Flavour Identification (LCFI) collaboration is continuing the R&D towards a CCD-based vertex detector for the International Linear Collider (ILC). We are working on two detector technologies, the Column Parallel CCD (CPCCD) and the In-situ Storage Image Sensor (ISIS). The evaluation of our second generation CPCCD (CPC2) and its readout and driver chips is presently in an advanced stage. In stand-alone mode CPC2 achieved operation at 45 MHz, which is a major milestone. After the successful proof-of-principle first generation ISIS1 we are now planning to continue with new, more advanced device. In this paper we present the status and the tests results from our CPCCD and ISIS developments.

1 Introduction

ILC will require high performance vertex detector for accurate reconstruction of decay chains, pure and efficient $b$ and $c$ tagging and vertex charge measurements [1, 2]. The vertex detector has to improve significantly upon the most accurate one built so far, the VXD3 [3], with several times better impact parameter resolution, lower mass and sparse readout. Charge coupled devices (CCD) were used as sensors in VXD3 due to their high resolution, excellent gain uniformity and small layer thickness, which makes them one of the most likely candidates for the vertex detector at the ILC.

CCDs are well suited for linear collider environments [4] because of the much cleaner interactions and low backgrounds compared to those at hadron colliders. The small CCD pixels ($20 \times 20 \mu m^2$ or below) allow excellent spatial resolution and two-track separation. This is helped by the low power dissipation, allowing the use of extremely low mass support mechanics. Large granularity, e.g. 2500 pixels/mm$^2$, permits integration of many events without loss of information due to overlaps. The CCD structure has 100% fill factor and all the active components are placed at the ends of the chip, which is very attractive for applications such as particle detection and imaging. Additionally, devices with an area of tens of square centimetres are readily available, which allows one to build detectors with optimal geometry.

2 Development of the CPCCD and its readout and drive systems

2.1 CPC2

Following the successful tests of our first CPCCD and its readout chip, the next generation devices CPC2 and CPR2 were designed and manufactured. An important new development in CPC2 is the busline-free design for clock distribution. In this architecture the clocks propagate on two separate metal layers covering the entire image area of the CCD. This drastically reduces the parasitic resistance and inductance associated with the conventional CCD buslines and enables efficient clocking at high speed.

*On behalf of the Linear Collider Flavour Identification (LCFI) Collaboration.
Three sensors with common design and functionality, but different size were manufactured by e2V Technologies. The largest CPC2-70 has an image area of $92 \times 15 \text{ mm}^2$ and total size of $105 \times 17 \text{ mm}^2$, allowing for 2 bump-bonded readout chips. This device is almost the size needed for the outer layers of the vertex detector at the ILC. The middle size CPC2-40 ($53 \times 15 \text{ mm}^2$ image area) represents half of the inner layer of the vertex detector and is being used for tests at speeds up to the design goal of 50 MHz. The smallest chip CPC2-10 ($13 \times 15 \text{ mm}^2$) covers most of the test program because of the large number of available devices.

In the first tests the busline-free CPC2 was driven by miniature air core transformers, embedded in a multi-layer PCB and fed from power RF amplifier. We observed X-ray signals from a $^{55}\text{Fe}$ source (5.9 keV, producing 1620 electrons) at clock frequency up to 45 MHz. The performance was dominated by the numerous parasitics of the PCB transformers and the high levels of noise from the RF amplifier. Despite this, the result is very close to the desired clock speed and an important milestone for the LCFI collaboration.

2.2 CPR2

The second generation readout chip CPR2 builds on the experience gained with CPR1 and has already been manufactured and delivered. In addition to the banks of voltage and charge amplifiers, matched to the outputs of CPC2, CPR2 implements cluster finding logic on $2 \times 2$ pixel kernel and sparse readout circuitry. Numerous test features have been provided, such as direct analog inputs and outputs from selected amplifiers, scan register for independent tests of the sparsifying logic and direct monitoring of any ADC channel. The clock distribution network has been improved to reduce the differential nonlinearity of the ADCs.

The chip logic continuously calculates the cluster sum of 4 pixel signals from every 2 adjacent columns. Upon exceeding a global threshold, an area of $4 \times 9$ pixels around the cluster is flagged for readout and later multiplexed to the 5-bit wide chip output. Using the scan register, the sparsification logic was tested with simulated clusters and showed good operation. It was found that CPR2 exhibits variable dead time between clusters separated in time by less than 60 to 100 pixels. The reason for this is understood and will be corrected in the next, improved version CPR2A.

The design of CPR2A is in an advanced stage. The local memory buffer for the sparsification logic has been increased to hold 3 separate readout clusters instead of just one in the CPR2. The size of the cluster has been reduced to $4 \times 6$ pixels and the logic has been re-designed to efficiently store up to 3 consecutive clusters using the same timestamp, thus saving memory space. In addition, each cluster finder column will have individual 7-bit threshold, needed to correct for gain non-uniformities in the signal amplifiers. These measures will significantly improve the chip’s capabilities to process groups of dense hit patterns and reduce dead time.

2.3 CPCCD driver chip

The gate capacitance of the busline-free CPC2-40 is 40 nF/cm$^2$/phase and current in excess of 20 Amps is required to drive it at 50 MHz. We designed a dedicated driver ASIC, the CPD1, made on 0.35 $\mu$m CMOS process. It uses optimised layout techniques for achieving minimum parasitic inductance in the clock and power paths. CPD1 is nominally supplied with 3.3 V and the user can switch each of the 8 sections individually, as well as control the slew rate of the output clocks via digital register. CPD1 has a built-in capacitor, internally...
connected to one of the sections, which allows testing on an equivalent load of 32 nF with minimum parasitic impedance. The results at 50 MHz show excellent performance. We believe that similar performance could be achieved by bump bonding the CPD1 chip to a next generation CPCCD because of the very low interconnection impedance.

![Figure 1: A prototype board with CPC2-70 (105 mm-long CPC2), bump-bonded to a CPR2 and driven by two CPD1 chips.](image)

2.4 System tests

We developed a prototype board for testing all aspects of the three chips described above, shown on Fig. 1. Presently the driver chips are connected by wire bonds, which is not optimal for achieving the design readout rate due to their high parasitic inductance. However, the board has all the ingredients of a prototype ladder and is an important testbed towards building full-scale detector modules. Intensive tests of this configuration will be carried out in the following months.

3 Development of the ISIS

In parallel with the CPCCD development, LCFI is pursuing another CCD-based sensor, the In-situ Storage Image Sensor (ISIS) [5]. In every pixel of this device there is a CCD with 20 storage cells and 3-transistor readout circuitry, similar to that used in the Monolithic Active Pixel Sensors (MAPS). Charge generated by Minimum Ionising Particles (MIP) is transferred and stored in the CCD 20 times during the 1 ms-long bunch train at ILC. Readout is initiated in the 200 ms-long gap between the bunch trains at 1 MHz rate, using column parallel architecture. One of the main advantages of the ISIS is immunity to beam-related electromagnetic interference, because the signal is kept in the charge domain during the beam duration. In addition, the ISIS could be orders of magnitude more radiation resistant than the CPCCD due to the reduced number of charge transfers. One could also achieve lower readout noise because of the relaxed clock frequency, allowing longer shaping times.
Together with e2V Technologies, LCFI has designed and manufactured the first ISIS device (ISIS1), based on a standard CCD process, and utilising deep diffused p+ well for charge shielding of the CCD register. The device is an array of $16 \times 16$ ISIS pixels, each containing a 3-phase CCD with 5 cells, reset transistor, source follower and a row select transistor. Due to process limitations the pixels are laid on $40 \mu m \times 160 \mu m$ pitch and no on-chip logic for row selection and clocking is provided. The initial tests of the ISIS1 used pulsed light for charge generation and showed correct capture and transfer of signal into the CCD pixels corresponding to different time samples. Later the device was successfully tested with 5.9 keV X-rays as well, the results of which are shown in [6].

The development of a next-generation ISIS with $20 \times 20 \mu m^2$ pixel size is an ambitious goal which LCFI is actively pursuing. The combination of active transistors in every pixel, logic circuitry and CCDs in one monolithic device is challenging and will most likely require modifications to an existing CMOS process with feature size below 0.25 $\mu m$.

4 Conclusions

The work at LCFI towards a CCD-based vertex detector for ILC is advancing. Our second generation CPC2 is a large device and a major step towards detector-scale demonstrator. Stand-alone tests have shown successful operation at 45 MHz using the developed busline-free devices. The readout chip for CPC2 has also been successfully designed, manufactured and tested. A new, improved version of the readout chip is in an advanced design stage. The CPD1 driver ASIC has shown satisfactory performance driving large currents at frequencies up to 50 MHz.

The CCD-based ISIS concept has numerous advantages tailored for the ILC environment and is an extremely promising device for the future vertex detector. The first prototype has already been manufactured and the initial tests have been successful. The second generation ISIS will be made on a smaller pitch which will take it a step closer to satisfying the challenging detector requirements.
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The Linear Collider Flavour Identification Collaboration (LCFI) is conducting a research and development programme aimed towards building a vertex detector for the International Linear Collider (ILC). The latest mechanical ideas and study results are discussed along with future plans.

1 Introduction

The LCFI Collaboration’s concept for a vertex detector is to have silicon detectors mounted on ladders. These ladders are then mounted in barrels around the detector. In the TESLA TDR[1] it is considered that 5 layers of barrels are needed, with the first barrel as close to the interaction point as possible and the other barrel layers spread evenly throughout the vertex detector. The detector needs to be lightweight, robust and have as uniform a distribution of material as possible within a layer.

In this design the ladders in layers 2-5 have an active length of 250 mm, with layer 1 much shorter at 100 mm. To hold the ladders in barrels around the beam pipe they are attached at their ends to a beryllium support shell with the entire vertex detector enclosed in a foam cryostat to allow cooling, illustrated in Figure 1.

Recent studies have concentrated on two different potential substrate materials: Silicon Carbide foam (SiC) and Reticulated Vitreous Carbon foam (RVC), both supplied by

* for the LCFI Collaboration.

Figure 1: Conceptual design of ladders mounted on support shell, around beam pipe.

The ladders will be attached to the support shell by means of a pair of ceramic blocks, the annulus block attached to the support shell, and the ladder block attached to the ladder, illustrated in Figure 2. The blocks have a V and a flat machined into them to allow relative movement in one dimension, motion out of the plane being prevented by a compressive spring. The blocks at one end of the ladder are then fixed with a pin, those at the other being left free to slide to accommodate differential contraction.

Recent studies have concentrated on two different potential substrate materials: Silicon Carbide foam (SiC) and Reticulated Vitreous Carbon foam (RVC), both supplied by
Erg Materials and Aerospace Corporation [2]. 20 micron thick unprocessed silicon rectangles supplied by Aptek Industries Inc [3] were used in both cases to simulate the detector elements.

2 SiC ladder

The SiC ladder was made by mounting a silicon rectangle on 1.5 mm thick silicon carbide foam. The foam was 8% the density of solid SiC. The silicon was attached to the foam by means of small adhesive pillars placed on a 5 mm grid with the silicon held above the foam such that once cured there was a 200 micron gap between substrate and silicon, illustrated in Figure 3. The material in the ladder corresponds to approximately 0.14% $X_0$.

The ladder was cooled from room temperature to -50 degrees Celsius. On cooling the ladder bowed out of shape by approximately 160 microns. Figure 5 shows the profile of the ladder as it was cooled and heated back up towards room temperature. Figure 6 shows the difference between a profile at a particular temperature and room temperature; from this the overall change in shape and magnitude of that change may be seen (in both figures the feature 155 mm along the length is the gap between the two silicon rectangles).
3 RVC foam ladder

The RVC ladder was made by gluing silicon rectangles either side of a RVC foam to make a sandwich structure. The silicon was attached by adhesive pillars on a 5 mm grid sunk into the foam such that the silicon and foam were in contact. In order to keep its shape the ladder was kept tensioned along its length. Figure 4 shows the conceptual design of the RVC ladder.

This ladder was also cooled from room temperature to -50 degrees Celsius. Figure 7 shows the profile of the Ladder as it is cooled down and warmed up. Figure 8 shows the difference of the profiles at various temperatures to the profile at room temperature.
4 Future work

In addition to completing the studies on the above engineering models, alternative substrates and mounting schemes are under consideration. These include carbon fibre substrates, shell structures and double sided detectors using a foam substrate.

Figure 9 shows a carbon fibre substrate with a ripple effect along its length. This would increase the rigidity of the substrate across its width and would be tensioned to maintain its shape along its length.

Carbon fibre will also be investigated for use in shell structures as illustrated in Figure 10, with the first test carbon fibre shell structure under construction.

LCFI are also investigating the possibility of making double sided detectors using a foam substrate and the use of foams to make the shell structure.
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R&D Status and Plan for FPCCD Vertex Detector
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Fine Pixel CCD (FPCCD) is a candidate of for the sensor of the vertex detector at ILC. We have just started R&D for FPCCDs. We report on the status and plan of the FPCCD R&D.

1 Introduction

Many types of sensor technology have been proposed for the vertex detector at ILC experiment. Fine Pixel CCD (FPCCD) is one of the candidate technologies [2]. FPCCD has a pixel size of about 5 µm square. Because of large number of pixels per unit area, the pixel occupancy due to pair-background can be less than 1% even if the signal is accumulated for one train. By accumulating the signal during a train as electric charge and reading out between trains, FPCCD can be completely free from the electro-magnetic interference (EMI) caused by the beam bunches. Small pixel size of FPCCD gives excellent spatial resolution and two-track separation capability.

Standard CCDs usually have non-depleted region in the epitaxial layer. For charged particle detection, this non-depleted region causes spread of signal charge. For large pixel CCDs, this charge spread is preferable to get good spatial resolution using charge sharing method. In the case of FPCCD, this charge spread makes large number of hit pixels and pixel occupancy becomes unacceptable level. Therefore, fully depleted epitaxial layer is essential for FPCCD in vertex detector application at ILC.

As the first step of FPCCD R&D, we developed fully depleted CCDs. In this report, we describe study results of the sample CCDs, and mention about near future plan for FPCCD R&D.

2 Development of fully-depleted CCD

Several types of back-illuminating CCDs which are variants of type S7170 with higher resistive epitaxial layer have been developed by Hamamatsu Photonics. In order to see if the epitaxial layer is fully depleted, we injected focused laser light from the backside and measured the signal spread at the potential minimum. Substrate of back-illuminating CCDs is removed by back-thinning, and the image area consists of only epitaxial layer. If there is non-depleted region in the epitaxial layer, signal charge generated very close to the back surface spreads in the non-depleted region by thermal diffusion because there is no electric field in the non-depleted region. On the other hand, if the epitaxial layer is fully depleted, the signal charge quickly moves to the potential minimum near the gate, and the charge spread is very small.

In the test experiment, green laser light (λ = 532 nm) was expanded to about 1 cm diameter beam by a laser beam expander, and then focused to a thin line using a cylindrical lens to illuminate a sample CCD. The width of the focused line was much less than the pixel width of 24 µm, associated with broader tail due to spherical aberration of the cylindrical
lens. By giving a small angle between the focal line and the direction of the pixel grid of the CCD, we can effectively make a scan inside a pixel. Figure 1 shows one shot of the laser illumination. From the histogram of the projection of one line, we can evaluate the charge spread.

We have measured the charge spread with gate voltages of $V_{\text{gate}} = -7\ V$ and $V_{\text{gate}} = +6\ V$ during the laser pulse illumination for each CCD sample. As shown in Figure 2, the thickness of non-depleted region changes with the gate voltage. If the distributions of the signal (right figure of Figure 1) for $V_{\text{gate}} = -7\ V$ and $V_{\text{gate}} = +6\ V$ are same, we can conclude that the CCD is fully depleted in both cases.

The results of the measurements are shown in Figure 3 and Figure 4 for typical samples. For the sample of S7170-Deep2-FF16-011, the distributions are widely spread and different in two gate voltage cases. On the other hand, for the sample of S7170-SPL24-22-20, the distributions have sharp edges and are same for both gate voltage cases. From this measurement, we can conclude that S7170-SPL24-22-20 is fully depleted even at the gate voltage of $-7\ V$.

3 Summary and future plan

Fully depleted epitaxial layer is the key issue of FPCCD vertex detector. The signal distributions of a newly developed CCD, S7170-SPL24, at two different gate voltages of $-7\ V$ and $+6\ V$ during the laser light illumination were same. From this result, we can conclude
Figure 3: Charge distribution of S7170-Deep2-FF16-011 with gate voltage of $-7$ V (left) and $+6$ V (right).

Figure 4: Charge distribution of S7170-SPL24-22-20 with gate voltage of $-7$ V (left) and $+6$ V (right).

that S7170-SPL24 is fully depleted even at the gate voltage of $-7$ V.

As a future plan, measurement of Lorentz angle and study of radiation hardness of the fully depleted CCD are planned in near future. Fabrication of smaller pixel, multi-port readout CCD and ASIC for readout of the multi-port CCD are also planned.
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This paper reports recent results from the ongoing R&D on monolithic pixels for the ILC Vertex Tracker at LBNL [1].

1 Introduction

A Laboratory Directed Research and Development (LDRD) program has been on-going at LBNL since 2005. The main activity on sensor R&D is the development of CMOS monolithic pixels with integrated functionalities and fast readout in view of their possible application in the ILC Vertex Tracker. At each step of the development, various pixel architectures and layout options are explored, driving the choice for the design of subsequent prototypes.

The results obtained with the first prototype designed at LBNL (the LDRD-1 chip) have been reported in [2]. This paper summarizes the recent results obtained with the second prototype of the LDRD family, the LDRD-2 chip implementing in-pixel Correlated Double Sampling (CDS), outlines the main features of a forthcoming prototype with integrated digitization, and finally introduces a line of research recently started on Silicon-On-Insulator (SOI) pixels.

2 CMOS Monolithic Pixel Sensors

2.1 Prototype with in-pixel CDS and fast readout

The LDRD-2 chip was designed and fabricated in 2006 using the AMS 0.35 $\mu$m CMOS-OPTO technology with a nominal epilayer thickness of 14 $\mu$m. The array of 96\times96 pixels of 20 $\mu$m pitch is divided in 6 subsections with different sizes of the charge collecting diode ($3\times3$ $\mu$m$^2$ and $5\times5$ $\mu$m$^2$) and different pixel architectures, standard 3-transistor (3T) pixels with and without a guard-ring around the diode and a self-biased pixel architecture, similar to the one first proposed in [3].

All sectors implement in-pixel CDS: the pixel dark level and charge signal are consecutively stored on two capacitors integrated in each pixel; both signals are then clocked to the chip analog outputs, after which the CDS difference is obtained either via FPGA or via the online DAS. The chip was designed to be operated up to a clocking frequency of 25 MHz. The readout scheme is based on a rolling-shutter scheme, i.e. rows are reset and read out in sequence, so that the integration time is constant for all pixels.
The LDRD-2 has been extensively tested using the same measurement protocol used for the LDRD-1 chip: in-lab calibrations with a $^{55}$Fe source and lasers of different wavelengths have been performed. The sensor charge collection time has been determined using a fast (0.5-5 ns) 1060 nm laser pulse focused on a single pixel and by following the collected charge signal during the pixel sampling time. The result of $\sim$150 ns agrees well with the expectations coming from the typical resistivity of the epitaxial layer employed in the fabrication process.

The sensor response to minimum ionising particles has been tested on the 1.5 GeV electron beam at the BTS line of the Advanced Light Source (ALS) at LBNL. Figure 1 shows the cluster signal distribution obtained for the two different diode sizes on the chip sectors featuring a 3T pixel architecture. An average S/N ratio of $\sim$20 was found to be similar for the two different diode sizes, with an average cluster multiplicity between 4 and 5, the larger being associated with pixels equipped with smaller diodes. The most probable value for the cluster charge signal for small and big diodes is $\sim$750 and $\sim$1000 electrons, respectively.

2.2 Prototype with integrated ADCs

The LDRD-3 chip, which is being designed and will be submitted in July in the 0.35 $\mu$m AMS CMOS-OPTO process, features the same in-pixel CDS architecture as in the LDRD-2 prototype, combined with integrated ADCs at the end of each column. The pedestal and signal levels from each pixel are sent to the bottom of the column, the CDS difference being performed by a 5-bit successive approximation, fully differential ADC running at 300 MHz clock frequency. The design of the LDRD-3 chip is driven by the results of a detailed study performed on data collected with the LDRD-1 chip for different pixel pitches, which had shown that 5-bit ADC accuracy is sufficient to achieve the desired single point resolution, provided that the pixel pedestal can be removed before digitization.

Figure 2 shows the chip layout and a sketch illustrating the chip working principle. The array consists of 96x96 pixel of 20 $\mu$m pitch. After a global reset, the sensor image is integrated, and then the pixel signal and reference levels are stored in the in-pixel capacitors. This is followed by a column-wise digitization of the pixel signals with concurrent storage.
in a SRAM-FIFO memory cell integrated at the bottom of the column. The digital image is then read out serially from the SRAM-FIFO using a 50 MHz clock. The chip is expected to be back from fabrication in October 2007.

3 SOI monolithic pixels

A first prototype chip has been designed and submitted in a 0.15 \( \mu m \) fully-depleted SOI technology from OKI \cite{4} in Fall 2006. The sensor is based on a 350 \( \mu m \) thick high-resistivity substrate, separated by the CMOS circuitry by a 200 nm thick buried oxide. The CMOS circuitry is implanted on a 40 nm layer of silicon on top of the buried oxide. The thickness of this CMOS layer is small enough that the layer can be fully depleted. This technology is expected to combine the advantage of a depleted substrate with the possibility of integrating complex functionalities by making use of both types of MOS transistor, in contrast with standard CMOS monolithic APS which feature only \( n \)-type transistors. Moreover, higher speed and lower power consumption can be achieved with the SOI process with respect to conventional CMOS processes.

The chip features 10 \( \mu m \) pitch pixels, two analog sections with 1.0 V and 1.8 V bias and a digital section; all three sections are divided in 2 sub-sections with 1\( \times \)1 and 5\( \times \)5 \( \mu m^2 \) charge collecting diodes. The total array size is of 160\( \times \)150 pixels. The chip has been received back from foundry in May 2007. It is fully functional and is currently being tested.
4 Conclusions & Outlook

Recent progress in the development of the LDRD monolithic pixel chips at LBNL has been reviewed. A prototype with in-pixel CDS and fast readout has been successfully tested and will be used in June-July for tracking studies with 120 GeV protons at the MTBF facility at FNAL, in conjunction with the Thin Pixel Telescope described in [5]. Irradiation tests with 30 MeV protons and 1-20 MeV neutrons are also planned in Summer. The next prototype, implementing on-chip digitization, is expected in Fall 2007. In parallel, tests have started on a novel SOI chip, which combines a high-resistivity sensor substrate with a full CMOS circuitry implanted on top, so that higher circuitry complexity with low power dissipation can be implemented.

Acknowledgments

This work was supported by the Director, Office of Science, of the US Department of Energy under Contract no. DE-AC02-05CH11231.

References

[2] D. Contarato et al., Proceedings of the LCWS06 International Linear Collider Workshop 2006, Banga-
lore, India.
Particle Tracking with a Thin Pixel Telescope
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We report results on a tracking performance study performed using a beam telescope made of 50 \( \mu \text{m} \)-thick CMOS pixel sensors on the 1.5 GeV electron beam at the LBNL ALS.

1 The Thin Pixel Prototype Telescope

The anticipated ILC physics program indicates that identification of heavy fermions with high efficiency and purity is of primary importance. The requirements in terms of track extrapolation accuracy are \( \simeq 5 \mu \text{m} \oplus \frac{10 \mu \text{m}}{p_{\text{t}} \text{(GeV)}} \). The Vertex Tracker design and the sensor R&D is driven by this requirement. CMOS pixel sensors are an attractive option for the ILC Vertex Tracker. In particular, they can be back-thinned to 50 \( \mu \text{m} \) or less, without significant performance deterioration \cite{1}.

While there has already been some experience with the reconstruction of well-isolated, high momentum particles with monolithic pixel sensors \cite{2,3}, no data exists on low momentum particle tracking with thin pixel sensors with occupancy conditions comparable to those expected at the ILC. We present here results obtained with a Thin Pixel Prototype Telescope (TPPT) on the 1.5 GeV \( e^- \) beam at the LBNL Advanced Light Source (ALS) accelerator complex. The TPPT is the first beam telescope made of thinned CMOS pixel sensors. It consists of three planes of thin pixel sensors (layers 1 to 3), each spaced by 17 mm. One additional detector (layer 4) is added 17 mm downstream of the third layer. The MIMOSA 5 chip \cite{4,5}, developed at IPHC in Strasbourg, France, has been selected for the TPPT. This chip, fabricated in the 0.6 \( \mu \text{m} \) AMS process, features a large active area of 1.7\( \times \)1.7 cm\(^2\) and more than 1 M pixels. The epitaxial layer is 14 \( \mu \text{m} \) thick and the pixel pitch 17 \( \mu \text{m} \). One sector of each MIMOSA 5 chip, corresponding to a 510\( \times \)512 pixel array, is readout through a custom FPGA-driven acquisition board. The beam spill consists of a single bunch with a repetition rate of 1 Hz and the extraction signal is used as a trigger. For each spill we acquire three frames, one before the particles arrive on the TPPT. Four 14 bits, 40 MSample/s ADCs simultaneously read the four sensors, while an array of digital buffers drive all the required clocks and synchronisation signals. A 32 bits wide bus connects the FPGA to a digital acquisition board installed on a control PC. Data is processed on-line to perform correlated double sampling, pedestal subtraction, noise computation and cluster identification. To reduce the amount of data written to disk only the addresses and pulse heights of the pixels in a fixed matrix around the centre of a cluster candidate are recorded. The data is then converted in the lcio format and the offline analysis is performed by processors developed within the Marlin framework \cite{6}. Each event is scanned for pixels with pulse height over a signal-to-noise (S/N) threshold of 4.5, these are designated as cluster ‘seeds’. Seeds are then sorted according to their pulse height values and the surrounding, neighbouring pixels are tested for addition to the cluster. Pixels with a
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pulse height in excess to 2.0 time the noise are accepted. The neighbour search is performed in a 5×5 matrix. Clusters are not allowed to overlap and we require that clusters are not discontinuous, i.e. pixels associated to a cluster cannot be interleaved by any pixel below the neighbour threshold. The point of impact of the particle track on the detector is determined by reconstructing the charge centre-of-gravity of the cluster.

2 The ALS Beam Test with 1.5 GeV Electrons

The TPPT telescope is operated in an optical enclosure mounted on an optical rail and aligned on the ALS BTF beam line. We report here results of the first data taking performed in Fall 2006. The temperature was kept constant during operation at ≃ 27°C by forced airflow. The cluster S/N averaged on the TPPT layers is 14.5. Due to a drop of the voltage supplied to the chip, one of the planes of the telescope was not fully efficient during the ALS data taking. Because of that we also accept particle tracks reconstructed on two layers, provided they have a hit on the reference plane within 150 µm.

Detailed simulation of the TPPT has been carried out, using the Geant-4 package [7] to generate the particle points of impact and energy deposits on the sensitive planes. These have been stored in lcio format and used as input to a CMOS pixel simulation program implemented in Marlin [8]. Noise values have been matched to those measured for the detectors in the telescope. Digitised simulation has been passed through the same cluster reconstruction program as the real data and reconstructed hits used to fit straight particle tracks, after pattern recognition. The single detector response is well reproduced by the simulation. Figure 1 compares the cluster pulse height and the pixels multiplicity in a cluster for simulation and ALS beam test data.

The TPPT at the ALS beam-line allows us to perform detailed studies of particle tracking with various, controllable, levels of track density under realistic conditions. Data have been collected at the BTS with different beam intensities ranging from 0.5 particles mm⁻² up to about 5 particles mm⁻². These particle densities resemble those expected in the core of hadronic jets at √s = 500 GeV. In particular, the distribution of the distance between a hit associated to a particle track and its closest hit reconstructed on the same layer in the high intensity runs at the ALS reproduces that predicted by simulation for \( e^+e^- \rightarrow Z^{-}H^0 \rightarrow q\bar{q}b\bar{b} \).
for $M_H = 120$ GeV at 500 GeV.

After data taking, the beam telescope geometry has been surveyed using an optical metrology machine. The results of this survey have been used as starting point of the alignment procedure, performed on a sample of approximately 20000 well-isolated particle tracks with four correlated hits. After alignment, track candidates have been defined by matching hits on two layers. Each track candidate has been extrapolated to the third layer, where the closest hit has been added, if its residual was less than 50 µm. Pattern recognition ambiguities have been solved based on the number of associated hits and on the difference between the track slope and the expected beam slope, determined from the settings of the beam-line final dipoles. Tracks have then been re-fitted using a modified least-square, to account for kinks due to multiple scattering on the measuring planes [9] and extrapolated to the reference layer, where the residual to the closest reconstructed hit has been computed. Since the beam contains a fraction of lower momentum particles, which increases moving away from the beam axis, only the central region of the beam was used and an additional cut was imposed on the residual on the second coordinate.

The tracking performance has been characterised by the residuals between the extrapolation of a track reconstructed using at least two layers and the point reconstructed on the reference layer using two different geometries. The first uses the extrapolation of the track back to the first layer. This resembles closely the case of track extrapolation from the vertex detector to the interaction point. Using all accepted tracks we measure a residual of $(9.4 \pm 0.2)$ µm (see Figure 2), which becomes $(8.9 \pm 0.4)$ µm when restricting to three-hit tracks. This should be compared to 6.8 µm obtained from the simulation, which assumes perfect geometry. Subtracting in quadrature the estimated single point resolution of $x$ µm, we obtain an extrapolation resolution of 8.5 µm for a 1.5 GeV particle, which is consistent with the impact parameter resolution required for the ILC. The second geometry adopted extrapolates the track on the second detector layer. In this case the multiple scattering effect is reduced by having measurements on both side of the extrapolation plane and we measure a residual of $(6.9 \pm 0.1)$ µm.

Despite the multiple scattering effect, the extrapolation resolution of the TPPT at the ALS is significantly smaller than the MIMOSA-5 pixel pitch. This allows to perform studies
of cluster shape as a function of the track point of impact. We compared the number of pixels, along the horizontal coordinate, in clusters reconstructed on the first layer which are associated to two sets of tracks. In the first set tracks with extrapolation along the x horizontal axis within 4 μm from the pixel centre are chosen: the average pixel multiplicity is 1.5. In the second set the track intercepts the detector more than 8 μm away from the pixel centre: the average pixel multiplicity increases to 2.3.

3 The T-966 Telescope

A second thin pixel telescope (TPPT-2) has been built for use in the T-966 beam test experiment of the 120 GeV proton beam at the Fermilab MTest facility. The TPPT-2 consists of four layers of 50 μm-thin MIMOSA-5 sensors mounted on new mezzanine cards with low profile components and larger clear region in the PC board below chip. The four layers are mounted using precision mechanics and are spaced by 15 mm. The chips have been positioned on the mezzanine boards using a precision vacuum chuck which gives a mounting accuracy better than 50 μm. Downstream from the TPPT-2, a detector under test (DUT) can be mounted on a computer-controlled XY stage which allows to remotely align it to the telescope. The DUT spacing from the TPPT-2 can be varied from 5 mm to 20 mm. The TPPT-2 has been tested in May 2007 on a 1.23 GeV e− beam extracted from the ALS. An average S/N of 15.5 has been measured operating at 27°C. For the first T-966 data taking, planned for July and August 2007, an operating temperature of 20°C is foreseen, which will reduce the noise.
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This article provides a summary of the R & D activities on MIMOSA Monolithic Active Pixel Sensors. The performances and progress achieved with the fast readout architecture developed for the inner layers of the ILC-vertex detector are reviewed, complemented with a roadmap for the upcoming 2-3 years.

1 Introduction

CMOS sensors are developed for several years in order to achieve high performance in charged particle tracking[1][2]. One will review the main R&D activities driven by the ILC vertex detector (VD) constraints, requiring fast read-out, high granularity, low material budget, good radiation tolerance and moderate power dissipation.

The paper starts with an overview of the VD requirements, reminding that safety factors have to be attached to the simulated beam background rates governing the running conditions in the inner layers. Next, some major established performances of the MIMOSA sensors are recalled. The present R&D activity concentrates on the simultaneous development of fast pixel arrays with discriminated outputs, 4-5 bit ADCs and sparsification micro-circuits. Their status is briefly exposed, followed by their major next steps. The short and mid-term outcomes of this R&D program will meet the requirements of other, less demanding, applications (EUDET telescope[3], STAR HFT[4]), which will provide opportunities to operate large sets of sensors in real experimental conditions. More details on this vast R&D activity may be found in [5].

2 ILC requirements and vertex detector design

The main constraint driving the VD design comes from the beam background (beamstrahlung) which is expected to produce \( \simeq 5 \text{ hits/cm}^2/\text{Bunch crossing} \) in the inner most layer, assuming a radius of 1.5 \( \text{ cm} \) and a 4T magnetic field at \( \sqrt{s} = 500 \text{ GeV} \). Accounting for a safety factor of 3 and a cluster multiplicity of 5-10, a read-out time of \( \lesssim 25 \text{ \mu s} \) was chosen to keep the occupancy at the per-cent level. This fast read-out time is achieved with sensors organised in short pixel columns perpendicular to the beam axes, read out in parallel. A 4-5 bit ADC integrated at the end of each column encodes the charge. The edge of the sensor hosts sparsification micro-circuits allowing to reduce the data flow. The VD equipped with such sensors will feature 5-6 cylindrical layers, ~300-500 million pixels, covering a total surface of ~ 3000-4000 cm\(^2\). The pixel pitch ranges from 20 to 40 \( \mu \text{m} \), depending on the layer. A first complete ladder prototype is expected by 2010.
3 Review on CMOS sensors performances

Excellent particle tracking performances were repeatedly obtained with numerous small MIMOSA prototypes featuring analog outputs. The best performing fabrication technology found up to now (AMS 0.35 \( \mu m \)-OPTO), allows for a detection efficiency \( \gtrsim 99.9\% \), a signal-to-noise ratio (SNR) of \( \sim 20 - 30 \) (fig.1) and a fake hit rate of \( \lesssim O(10^{-5}) \), at an operating temperature of up to 40°C. These performances were reproduced with real size sensors. One of them, MIMOSA-17 (256 \times 256 pixels, 30 \( \mu m \) pitch), equips the demonstrator of the EUDET telescope.

The spatial resolution reaches \( \simeq 1.5 \mu m \) with a 20\( \mu m \) pitch and a 12-bit charge encoding (fig.2). The same data were used to show that encoding the charge on a compact 4-5 bit ADC integrated on the sensor edge would still allow for \( \simeq 2 \mu m \) single point resolution.

Radiation hardness has also been studied extensively. In particular, the MIMOSA-15 prototype, which features radiation tolerant pixels, was irradiated with 1 MeV neutrons and 10 keV X-rays. Both for a fluence of \( \sim 10^{12} n_{eq}/cm^2 \) and for an integrated dose of 1 Mrad, a SNR \( \gtrsim 20 \) and an efficiency \( \gtrsim 99.5\% \) were observed at -20°C. Irradiation tests were also performed with 10 MeV \( e^- \) which are still to be completed. As a preliminary conclusion, at least 3 years of ILC running should be viable close at room temperature[6]. Performances of sensors featuring integrated single processing remain however to be evaluated.

4 Fast read-out architectures and integrated ADC

The MIMOSA-8 prototype[7], which features pixels with integrated CDS, organized in parallel columns ended with discriminators, has allowed to validate the fast architecture needed for the inner layers. A satisfactory charged particle detection was observed despite the thin epitaxial layer of the fabrication technology (TSMC 0.25 \( \mu m \)), leading to a modest SNR.

The MIMOSA-8 architecture was translated in AMS 0.35 \( \mu m \)-OPTO technology, which features a thicker epitaxial layer. The sensor, called MIMOSA-16, was tested at the CERN-SPS. Preliminary results show a detection efficiency of \( \gtrsim 99.8\pm0.2\% \) for a fake rate of \( \lesssim 10^{-5} \) and a spatial resolution of \( \sim 5 - 6 \mu m \) despite the 25\( \mu m \) pitch. In parallel, the first zero
suppression prototype (SUZE-1), foreseen to complement the MIMOSA-16 architecture, has been designed and will come back from foundry in October 2007. Finally, several laboratories are developing various 4-5 bits ADC architectures (semi-flash, flash, SAR, Wilkinson). Based on the results obtained with the prototypes tested up to now, a first mature ADC design is expected in 2008.

5 Roadmap

Here is a summary of the different prototypes foreseen in the period ∼ 2007-2009:
- SUZE-01: zero suppression micro-circuit, back from foundry in October 2007;
- MIMOSA-22: extension of MIMOSA-16, 18.4 µm pitch, (128+8) × 576 pixels, submission in October 2007;
- PHASE-1: extension of MIMOSA-22 with 640 × 640 pixels, 30 µm pitch, 2 × 2 cm², for STAR HFT, submission in June 2008;
- ADC: integrated on pixel matrix, submission by Summer 2008;
- MIMOSA-22+: combination of MIMOSA-22 and SUZE-01, 1088 × 544/576 pixels, 1 × 2 cm², final chip for EUDET telescope project, submission by Autumn 2008;

6 Conclusion

MIMOSA sensors offer very attractive performances in terms of SNR, detection efficiency, spatial resolution and radiation tolerance for their application at the ILC vertex detector. They are however not yet adapted to the read-out speed required to cope with the expected beam background. Intense R&D is thus invested in achieving fast sensors with integrated analog-to-digital conversion and data sparsification. Encouraging results were obtained with a prototype composed of columns read out in parallel and ended with integrated discriminators. The development of ADCs foreseen to replace the discriminators and of zero suppression micro-circuits are also progressing well.

In the mid-term, sensors developed for the VD will equip less demanding devices (EUDET beam telescope, STAR HFT), which will allow to investigate how large sets of sensors can be operated in real experimental conditions and which added value they bring to charmed meson reconstruction.
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The hit density for an ILC vertex detector requires multiple hit capability within a bunch train. The ideal performance would be to associate uniquely each hit with a specific bunch crossing within the bunch train. We are developing a CMOS sensor with this capability, providing a four deep buffer per pixel to accumulate hit times during the one millisecond bunch train. The design of first prototypes for this sensor has been completed, with two buffers in 50 µm x 50 µm pixels, and devices are expected to be produced during the coming year based on 0.18 µm technology. The 4 deep buffer, with ~10 µm pixel sensors are planned in a later step with 45 nm technology.

1 Introduction

A pixel vertex detector is a powerful tool for ILC experiments, capable of independent track reconstruction, as demonstrated by the 307 Mpixel CCD vertex detector at SLD.[2] The time structure of the ILC necessitates an extremely fast readout of the vertex detector elements. Monolithic CMOS pixel detectors that allow extremely fast non-sequential readout of only hit pixels have advantages over CCDs. We have initiated an R&D effort to develop such devices having time stamps with single bunch crossing precision for each hit. These "Chronopixel" detectors thereby significantly reduce the effective backgrounds relative to a sensor that integrates over many bunch crossings.

The ILC offers a unique environment in which to achieve exceptional physics goals due to the modest event rates, relative rates of background to signal, and relatively low radiation levels. Precision measurements of the branching ratios for many of the Higgs decay modes is a primary goal, and superb flavor tagging is needed to achieve this. The goal for the impact parameter resolution is \(5\mu m \pm 10\mu m/(p \sin^{3/2}\theta)\), requiring spacepoint precision of better than 4 µm. The transparency requirement is \(\sim 0.1\% X_0\) per layer. The 3.9 µm spacepoint precision and 0.4% \(X_0\) transparency of SLD encourages this goal.

2 Operational Constraints

The baseline time structure of the ILC results from bunchtrains of 2820 bunches spaced 337 nanoseconds, passing through the collider hall 5 times a second. Consequently, each bunch train is about 1 msec long, with about 200 msec between bunch trains.

In general, the requirements for the sensor are:

1. Good angular coverage with several layers close to the interaction point;

\*This work is supported by the U.S. Department of Energy through the Linear Collider Detector R&D (LCDRD) grant.
2. Excellent spacepoint precision (< 4 µm);
3. Superb impact parameter resolution;
4. Transparency (∼ 0.1% X₀ per layer);
5. Track reconstruction (in VXD alone);
6. Low occupancy (< 10⁻³ hits/pixel);
7. EMI immunity; and
8. Power constraint (< 100 Watts for the entire vertex detector).

3 Progress on Monolithic CMOS Pixel Detector Design

During the past three years a conceptual design for a monolithic CMOS device that should meet the ILC vertex detector requirements has been developed by Oregon and Yale in collaboration with the Sarnoff Corporation[3] through an R&D contract. In this design each pixel (smaller than 15 µm × 15µm) contains electronics to store the bunch number (time) of up to four hits above an adjustable threshold (thus “Chronopixels”). Hits are read out during the 199 msec between bunch trains. The pixels can achieve up to 3 to 4 micron precision without analog information. A simplified schematic of the in channel electronics design is shown in Figure 1.

3.1 General Description of the Design

The system design includes sensors up to 12.5 cm × 2.2 cm with 10 µm × 10µm pixels. This is achieved with pixel electronics within each pixel area, on the same piece of silicon (monolithic CMOS) thinned to a thickness of 50 to 100 µm. The electronics for each pixel records hits above an adjustable threshold. The time of each hit is stored in each pixel, up to a total of four hit times per pixel, with single bunch crossing precision (thus the name “Chronopixels” for this device). Hits will accumulate for the 2820 bunch crossings of a bunch train and the sensor is read out during the 200 msec between bunch trains. Only the coordinates (x,y,t) for hit pixels are read out. With 10 micron size pixels analog information is not needed to reach a 3 to 4 micron precision; only digital readout is planned, considerably simplifying the electronics.

Extensive background calculations[4] indicate that the maximum total hit rate in the innermost layer of the vertex detector will be 0.03 hits/mm²/bunch crossing. With 2500 mm² per sensor (a total of 25 × 10⁶ pixels) and 2820 bunch crossings per train we expect 2 × 10⁵ hits/sensor/bunch train, or an occupancy of the order of one percent in these inner layers. This appears much too high to allow efficient pattern recognition. The crucial element of our design is the availability of the time information (i.e., bunch crossing number) with each hit. An event of interest at a known time in a subsystem, such as the tracker or calorimeter, are associated with vertex detector hits in time, and the occupancy is < 10⁻⁵ per pixel (SLD worked well with a vertex detector occupancy of 10⁻³ per pixel).
3.2 Detailed Design

SARNOFF has designed the electronics under each pixel of the Chronopixel array, shown schematically in Figure 2. The functionality of this design has been verified by an hspice simulation.

The analog components of the circuit (the boxes labeled Detector and Comparator on Figure 2) are estimated to consume most of the power, \(\sim 15\ \text{milliwatts/mm}^2\). The remaining digital components are estimated to be around \(0.05\ \text{milliwatts/mm}^2\). The analog components are only needed during the time when hits are accumulated during the bunch train, \(\sim 1\ \text{msec}\). The average power can thus be reduced by a factor of \(\sim 100\) by turning off the analog parts during the 200 msec digital readout. This reduces the average power consumption to the vicinity of 0.5 watts per sensor or to the order of 100 watts for the vertex detector, which seems acceptable.

During the last year Sarnoff completed the design of the first prototype device. Using a TSMC 0.18 micron process they were able fit the circuitry needed for each pixel into an area slightly larger than \(50\ \mu\text{m} \times 50\ \mu\text{m}\). An image of this design is shown in Figure 3. This design is complete and is awaiting LCDRD funding for production. As the purpose of the design is to test the pixel circuitry, the pixel has been designed to use a standard TSMC process and will not be active over the entire \(50\ \mu\text{m} \times 50\ \mu\text{m}\) area.

The circuitry in the pixels has been carefully designed to be scalable to smaller features sizes. To achieve a pixel that is \(\sim 10\ \mu\text{m} \times 10\ \mu\text{m}\) a smaller feature size CMOS, e.g. 45nm, will be used.

We produced a detailed simulation of the pixel active area and has investigated the ultimate pixel geometry which will need a process with a smaller feature size than 0.18 microns, a thick epitaxial layer and a deep-p well. As this will eventually require an expensive custom processes, we are presently concentrating on a proof of concept run with a standard
3.3 Discussion

Readout Scheme Each sensor will consist of 2000 columns with 12500 pixels per column, divided into 40 readout regions of 50 columns each. At the end of the bunch train, when the electromagnetic interference due to the beam has died off, the 40 regions will be read out in parallel at 25 MHz into a FIFO buffer located at the end of each sensor. The contents of the FIFO buffer will be read out at 1 GHz. We thus expect to read out the full sensor ($2 \times 10^5$ hits, with 38 bits per hit) in about 8 msec. This leaves a safety margin of 25 with the 200 msec gap between trains.

Charge Spreading. In order to optimize digital readout, charge spreading should be contained within the pixel volume. This is accomplished by maximizing the depletion depth, and benefiting from the effects of small stray fields extending into the undepleted region. The design depletes the charge sensitive epitaxial layer to the maximum extent possible. Employing the highest feasible silicon resistivity is important. Our detailed simulations of the chronopixel design indicate that full depletion of the epilayer is not possible. We will rely on the field extension into deep portions of the epilayer volume to constrain the drift of charge. Our simulations model this field, and the resulting drift.

Charge Statistics and Read Noise. A Monte Carlo calculation indicates that a 1 GeV pion at normal incidence has a most probable yield of 800 electrons for a 15 micron thick charge sensitive epitaxial layer.[5] The designed read noise is 25 electrons; if this is achieved in the prototype, it comfortably achieves the required signal to noise for high efficiency particle detection with low backgrounds. Two strategies are employed to achieve this low noise performance. A soft reset[6] is used, as well as a negative feedback circuit.

References
[1] Slides: http://ilcagenda.linearcollider.org/contributionDisplay.py?contribId=305&sessionId=74&confId=1296
A pixelated Telescope for the E.U Detector R&D

Daniel Haas (Daniel.Haas@cern.ch) *

Université de Genève - Département de Physique Nucléaire et Corpusculaire
24, quai Ernest-Ansermet, 1211 Genève 4 - Switzerland

A beam telescope with up to six sensor planes based on monolithic active pixel sensors is currently constructed and evaluated within the EUDET collaboration. The telescope is lightweight, moveable and can be operated in magnetic fields of up to 1.2 T. It provides a convenient test environment for a wide variety of pixelated sensor technologies and can be used as a realistic test bed for tracking studies for a vertex detector at a future linear collider.

1 Introduction to EUDET

EUDET [2] is a project supported by the European Union in the 6th Framework Programme [3] structuring the European Research Area. The project comprises 31 European partner institutes from twelve different countries working in the field of High Energy Physics. In addition, over twenty associated institutes will contribute to and exploit the EUDET research infrastructure which the aim to support the detector R&D in Europe for the next large particle project, the International Linear Collider. The EUDET collaboration will provide test beam infrastructure, including a 1 Tesla solenoid magnet and a high resolution beam telescope as well as infrastructure for tracking detectors and calorimeters.

2 Requirements of the pixel telescope

The pixel telescope consists of a mechanical support structure, the sensor planes and a dedicated readout chain. It has to be used for a wide range of R&D activities and different devices under test (DUT), ranging in size from a few millimeters up to one meter. Its resolution should be high (<4 μm) even at low energies of a few GeV/c, like at DESY. This can be achieved providing sensors with individual plane resolutions of 2-3 μm or better and careful optimization of the telescope geometry. The lateral dimensions of the sensors should support the readout of high precision pixel devices without mechanical movement of the DUT. A minimum size of 20 mm is adequate for this. For larger structures, scanning of the DUT using mechanical actuators will be provided. The readout speed of the telescope should take advantage of testbeam environments and achieve around 1 kHz.

2.1 Pixel sensor

As mentioned before, the sensors for the telescope have to provide single point resolutions of 2 to 3 μm with a minimum of material and a reasonable size. R&D towards an ILC vertex detector is actively pursued on a number of different sensor technologies such as CCD [4], DEPFET [5] and CMOS [6] sensors. The EUDET collaboration will use sensors derived from the MIMOSA-5 [7] chip by CNRS/INES Strasbourg.

*For the EUDET Collaboration
The initial MIMOTEL sensor shown in Figure 1 will provide 256 x 256 pixels with a 30 µm pitch and an active area of 7.6 x 7.6 mm². A thinned down version of the MIMOTEL will be available as well in a next step. Also a high resolution tracker sensor (HRT) with 512 x 512 pixels, 10 µm pitch on an active area of 5 x 5 mm² with a single point resolution of about 1 µm is available. By the end of 2008, the 'final' sensor for the EUDET pixel telescope should be available. It will be based on the MIMOSA-22+ technology, providing integrated zero suppression, column parallel readout, 1088 columns of 576 pixels on 20.0 x 10.5 mm², a readout time of around 100 µs and a thinned sensor.

2.2 Mechanics

Depending on the application of the beam telescope, different setups of the sensor planes need to be foreseen and the mechanical support structure has to provide a flexible solution. The mechanics will allow the usage of the telescope in different scenarios: A compact setup, with the telescope planes very close to the DUT, allowing the characterisation of a high precision device. The compact scenario can also be used inside a magnetic field. In addition, the telescope can be split up in a 2-arm geometry, with up to 3 sensors in front and up to 3 sensors behind larger structures. Lightweight DUTs can also be put on a moving table, allowing scanning of the device with high precision within the pixel telescope. The mechanics also provides cooling to the pixel sensors.

2.3 Data acquisition

The data of the pixel sensors is acquired via a dedicated readout board, the EUDET data reduction board (EUDRB) [8], situated in a VME64x crate.

Data acquired on the EUDRBs will be collected by an MVME6100 CPU on the VME and send to the central data acquisition system. The synchronization with the DUT is done via a dedicated trigger logic unit (TLU), designed by the University of Bristol for EUDET. The unit allows a simple trigger/busy/reset communication with the DUT, but also a more advanced mode, tagging events via a distributed event number. In such a way, users of the pixel telescope can choose their level of integration in the global DAQ scheme. They can run either completely independent, synchronizing only via a standard trigger/busy logic or they can use the provided event number for enhanced data synchronization. Even a full integration in the EUDET DAQ is possible. Sample producer tasks to do this are provided. Data taken is stored locally, but then converted to lcio format on the GRID for easy analysis and compatibility within the ILC software framework.
2.4 'Demonstrator' telescope

In the summer 2007, the 'demonstrator' telescope will be evaluated in different testbeams at DESY and CERN. The demonstrator will run with 3 to 6 planes and serve as a proof of concept. A first test has been performed already at DESY just after the end of the LCWS, using a 3 plane telescope as shown in Figure 2 and the full system has been proven to work.

3 Performance evaluation

Preliminary results of the demonstrator are shown in Figure 3 and show noise distributions on the sensors as well as the cluster profile for sensors with different epitaxial layers. The noise per plane is around 4 ADC counts and the most probably value for 3x3 signal clusters around 140 ADC counts. Further studies of the telescope are still ongoing to measure the resolution of the telescope as expected from simulations.

4 Summary

A first version of the EUDET pixel telescope is currently being evaluated and has been proven to work. First users of the telescope are expected by the end of this summer. The final version of the telescope with increased performance will be available in 2009. Interested parties are welcome to contact the EUDET collaboration for the exploitation of the device.
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Study of SOI, 3D and Laser Annealing as Candidate Technologies for the ILC
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We have been studying SOI (Silicon On Insulator) and 3D technologies for integration of sensors and electronics as candidates for the ILC vertex detector. We have also been investigating laser annealing and its usage to form the ohmic contact at the backside of thinned sensor wafers. We will summarize these studies and present measurement results qualifying feasibility of these technologies at ILC.

1 Introduction

SOI consists of a thin silicon circuit layer over an insulator, usually SiO$_2$, placed on a “handle” wafer. The result is the suppression of bottom junction which leads to lower parasitic capacitance enabling faster switching and operation with lower power consumption. This, in turn, makes it possible to have denser layouts, operation at higher temperatures (250°C) with lower SEU (Single Event Upset) rate.

The technology has application in fields such as high speed processors (AMD Athlon-64), graphic processors (Play Station 3), high-speed serial data communications, ultra low power solar cells, satellite systems, spacecraft electronics and high energy physics (HEP). The handle wafer in SOI can be high resistivity silicon, making integration of detector and electronics possible.

The Fermilab group has initiatives in the following areas:

- Thinned, edgeless sensors
- Chip fabricated in OKI 0.15 μm SOI process, includes sensor and one layer of electronics for electron microscope
- Chip being designed in American Semiconductor 0.18 μm SOI process with pixel sensor layer and one or more electronics layers for ILC vertex detector
- 3D chip (VIP1) being fabricated in MIT LL 0.18 μm SOI multi-project run, a 3 tier demonstrator chip for ILC vertex detector
- Bonding Technologies being explored, such as Cu-Sn bonding of FPIX chips/sensors and DBI bonding of 3D chips to MIT sensors
- Laser annealing
- Simulations

2 SOI Concept for HEP

The SOI chip is formed by a high resistivity silicon handle wafer, thinned to 50-100 microns (fully depletable with large signal) separated from the transistor layer by a layer of Buried Oxide (BOX), as shown in Figure 1. The edges are activated and the back of the substrate has an Ohmic contact. The backside is implanted and laser annealed after thinning. SOI provides the possibility of monolithic fabrication of detectors and electronics, with low mode capacitance, full depletion and no parasitic charge collection as in CMOS MAPs.
2.1 OKI 0.15 µm SOI process Mambo X-Ray Chip

Fermilab has submitted a design to a KEK sponsored multi project run at OKI which incorporates diode formation by implantation through a via formed in the BOX. The chip incorporates a 64 x 64 26 micron pitch, 12 bit counter array for a high dynamic range x-ray or electron microscope imaging. Maximum 13 µm implant pitch is determined by the “back gate” effect where the topside transistors thresholds are shifted by handle potential. It is 350 micron thick. We just received this chip and will test it at a laser test stand.

2.2 American Semiconductor 0.18 µm SOI process Flexfet Chip

Fermilab designed for American Semiconductor Company a demonstration SOI pixel cell with voltage ramp for time marker, sampling for crossing time, analog pulse height and counter for timestamp. All these features are simulated beforehand. Transistors in this chip have two gates. In addition to the conventional top gate, a bottom gate shields the transistor channel from charge buildup in the BOX caused by radiation, as well as from the voltage on the substrate and removes the “Back Gate Voltage” problem. Optimization is on-going on this chip and it is to be tested. Also, possibility of a pinning layer to shield the analog pixel from digital activity is considered.

2.3 VIP1 Chip

The goal of this chip, shown in Figure 2, which is being fabricated in MIT LL 0.18 µm SOI multi-project run, is to demonstrate the ability to implement a complex pixel design with all required ILC properties in a 20 micron square pixel. It is a three dimensional (vertical) integration of electronics and sensors, reducing R, L, C for higher speed, reducing chip I/O pads and providing increased functionality. Also, interconnects by through wafer via formation and metallization reduce the power and crosstalk.

Previous technologies limited to very simple circuitry or large pixels. This chip has three levels (also called tiers) of transistors, 11 levels of metal in a total vertical height of only 22 µm. Its key features are analog pulse height, sparse readout, and high resolution time stamps. Time stamping and sparse readout occur in the pixel. Hit address is found on array perimeter. It will be a 64 x 64 pixel demonstrator version of eventual 1K x 1K array. Edgeless sensor will be bonded to the chip later.

Figure 1: Schematic view of a SOI detector.
2.4 Laser Annealing

After thinning a substrate, a backside contact must be formed. This is usually done by implantation and high temperature furnace annealing which will destroy the front side CMOS SOI circuitry. An alternative is the laser annealing of the backside implantation, which limits the front side temperature. Use of a raster scanned eximer laser melts the silicon locally. This activates the implant and repairs the implantation damage by recrystallizing the silicon. Diffusion time of phosphorus, the ohmic material, in molten silicon is much less than cooling time therefore we expect uniform distribution in melt region. This was demonstrated by SIMS (Secondary Ion Mass Spectroscopy) measurements which provided implant depth profiles by analysis of ions ejected from the surface upon ion bombardment.
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Figure 2: VIP1 Chip
Simulations of the Temperature Dependence of the Charge Transfer Inefficiency in a High-Speed CCD

André Sopczak*, on behalf of the LCFI collaboration
Lancaster University

Results of detailed simulations of the charge transfer inefficiency of a prototype serial readout CCD chip are reported. The effect of radiation damage on the chip operating in a particle detector at high frequency at a future accelerator is studied, specifically the creation of two electron trap levels, 0.17 eV and 0.44 eV below the bottom of the conduction band. Good agreement is found between simulations using the ISE-TCAD DESSIS program and an analytical model for the former level but not for the latter. Optimum operation is predicted to be at about 250 K where the effects of the traps is minimal; this being approximately independent of readout frequency in the range 7–50 MHz. The work has been carried out within the Linear Collider Flavour Identification (LCFI) collaboration in the context of the International Linear Collider (ILC) project.

1 Introduction

Particle physicists worldwide are working on the design of a high energy collider of electrons and positrons (the International Linear Collider or ILC) which could be operational sometime around 2019. Any experiment exploiting the ILC will require a high performance vertex detector to detect and measure short-lived particles, yet be tolerant to radiation damage for its anticipated lifetime. One candidate is a set of concentric cylinders of Charge-Coupled Devices (CCDs), read out at a frequency of around 50 MHz.

It is known that CCDs suffer from both surface and bulk radiation damage. However, when considering charge transfer losses in buried channel devices only bulk traps are important. These defects create energy levels between the conduction and valence band, hence electrons may be captured by these new levels. These electrons are also emitted back to the conduction band after a certain time.

It is usual to define a Charge Transfer Inefficiency (CTI), which is the fractional loss of charge after transfer across one pixel. An initial charge $Q_0$ after being transported across $m$ pixels is reduced to $Q_m = Q_0 (1 - CTI)^m$. For CCD devices containing many pixels, CTI values around $10^{-5}$ are not negligible.

The CTI value depends on many parameters, some related to the trap characteristics such as: trap energy level, capture cross-section, and trap concentration (density). Operating conditions also affect the CTI as there is a strong temperature dependence on the trap emission rate and also a variation of the CTI with the readout frequency. Other factors are also relevant, for example the mean occupancy ratio of pixels (1% for a 50 MHz readout is assumed here), which influences the fraction of filled traps in the CCD transport region.

Previous studies have been reported in [1, 2, 3, 4, 5]. The novel features of this work are detailed 2D simulations using real device geometry without approximations for the charge storage volume and transport.
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2 Simulations

The UK Linear Collider Flavour Identification (LCFI) collaboration [6, 7] has been studying a serial readout device produced by e2V Technologies, with a manufacturer’s designation ‘CCD58’. It is a 2.1 Mpixel, three-phase buried-channel CCD with 12 µm square pixels.

Simulations of a simplified model of this device have been performed with the ISE-TCAD package (version 7.5), particularly the DESSIS program (Device Simulation for Smart Integrated Systems). It contains an input gate and an output gate, a substrate contact and nine further gates (numbered 1 to 9) which form the pixels. Each pixel consists of 3 gates but only one pixel is important for this study—gates 5, 6 and 7. The simulation is essentially two dimensional and assumes a 1 µm device thickness (width) for calculating densities. Thus the model is equivalent to a short, thin slice of one column of CCD58 with rectangular pixels 12 µm long by 1 µm wide. The overall length and depth are 44 µm and 20 µm respectively (Fig. 1).

Parameters of interest are the readout frequency, up to 50 MHz, and the operating temperature between 120 K and 300 K although simulations have been done up to 500 K. The charge in transfer and the trapped charge are shown in Fig. 2.

The signal charge used in the simulation is chosen to be similar to the charge generated by a minimum ionising particle (MIP), amounting to about 1620 electron-hole pairs for CCD58. DESSIS has a directive for generating heavy ions and this is exploited to create the charges. The heavy ion is made to travel in a downwards direction starting at 1.2 µm below gate 2 at 1 µs before charge transfer begins. This provides ample time for the electrons to be drawn upwards to the transport channel which is 0.25 µm beneath the gate electrodes.

\[\text{Equation}\]

---

\[\text{Footnotes}\]

\[\text{Footnotes}\]

---

Figure 1: Detector structure and the potential under the gates after initialization. The signal charge is injected under gate 2 and is moved to the right. There are three gates for each pixel.

Figure 2: Left: signal charge density. The mesh size varies between 0.1 and 0.3 microns. During the analysis an integration under each gate is performed. Right: trapped charge density from transfer of signal charge at a time when the signal packet has passed under all the gates. The trapped charge density decreases from the right to the left due to emission. The time the charge spends under the gates is much longer than the time spent in the gaps (which is of the order of a nanosecond), therefore the trapped charge density is much higher under the gates in comparison with the region between the gates. The legend box refers to the region with positive depth values. At negative depth values are an oxide layer, a nitride layer, polysilicon gates and finally an oxide layer. No metal is shown.

The signal charge used in the simulation is chosen to be similar to the charge generated by a minimum ionising particle (MIP), amounting to about 1620 electron-hole pairs for CCD58. DESSIS has a directive for generating heavy ions and this is exploited to create the charges. The heavy ion is made to travel in a downwards direction starting at 1.2 µm below gate 2 at 1 µs before charge transfer begins. This provides ample time for the electrons to be drawn upwards to the transport channel which is 0.25 µm beneath the gate electrodes.

---

\[\text{Footnotes}\]
2.1 Calculating CTI

Charge Transfer Inefficiency is a measure of the fractional loss of charge from a signal packet as it is transferred over a pixel, or three gates. After DESSIS has simulated the transfer process, a 2D integration of the trapped charge density distribution is performed independently to give a total charge under each gate. The CTI for transfer over one gate is equivalent to 

\[ CTI = \frac{e_T - e_B}{e_S}, \]

where 

\[ e_S = \text{number of electrons in the signal packet}, \]
\[ e_B = \text{number of background trapped electrons prior to signal packet transfer}, \]
\[ e_T = \text{number of trapped electrons under the gate, after signal transfer across gate}. \]

In this way the CTI is normalised for each gate. The determinations of the trapped charge take place for gate \( n \) when the charge packet just arrives at gate \( n + 1 \). If the determination were made only when the packet has cleared all three gates of the pixel, trapped charge may have leaked out of the traps.

The total CTI (per pixel) is determined from gates 5, 6 and 7, hence 

\[ CTI = \sum_{n=5}^{7} \frac{e_T - e_B}{e_S}, \]

where \( n \) is the gate number. The background charge is taken as the trapped charge under gate 1 because this gate is unaffected by the signal transport when the charge has just passed gates 5, 6 or 7.

2.2 0.17 eV and 0.44 eV traps

This CTI study, at nominal clock voltage, focuses only on the bulk traps with energies 0.17 eV and 0.44 eV below the bottom of the conduction band. These will be referred to simply as the 0.17 eV and 0.44 eV traps. An incident particle with sufficient energy is able to displace an atom from its lattice point leading eventually to a stable defect. These defects manifest themselves as energy levels between the conduction and valence band, in this case the energy levels 0.17 eV and 0.44 eV; hence electrons may be captured by these levels. The 0.17 eV trap is an oxygen vacancy defect, referred to as an A-centre defect. The 0.44 eV trap is a phosphorus-vacancy defect—an E-centre defect—that is, a result of the silicon being doped with phosphorus and a vacancy manifesting from the displacement of a silicon atom bonded with the phosphorus atom [2].

In order to determine the trap densities for use in simulations, a literature search on possible ILC radiation backgrounds and trap induction rates in silicon was undertaken. The main expected background arises from \( e^+e^- \) pairs with an average energy of 10 MeV and from neutrons (knocked out of nuclei by synchrotron radiation).

Table 1 shows results of background simulations of \( e^+e^- \) pairs generation for three proposed vertex detector designs (from three ILC detector concepts).

<table>
<thead>
<tr>
<th>Simulator</th>
<th>SiD</th>
<th>LDC</th>
<th>GLD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAIN/Jupiter</td>
<td>2.9</td>
<td>3.5</td>
<td>0.5</td>
</tr>
<tr>
<td>GuineaPig</td>
<td>2.3</td>
<td>3.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 1: Simulated background results for three different detector scenarios. The values are hits per square centimetre per \( e^+e^- \) bunch crossing. SiD is the Silicon Detector Concept [8], LDC is the Large Detector Concept [9] and GLD is the Global Linear collider Detector [10].

Choosing the scenario with the highest expected background, that is the LDC concept, where the innermost layer of the vertex detector would be located 14 mm from the interaction point, one can estimate an \( e^+e^- \) flux around 3.5 hits/cm\(^2\)/bunch crossing which gives a fluence of \( 0.5 \times 10^{12} e/cm^2/year \). In the case of neutrons, from two independent studies, the fluence was estimated to be \( 10^{10} n/cm^2/year \) [11] and \( 1.6 \times 10^{10} n/cm^2/year \) [12].

\(^c\)Since some of this leaked charge might rejoin the signal packet now under the next gate, this procedure may slightly overestimate the CTI.
<table>
<thead>
<tr>
<th>Particle type</th>
<th>$E_t - E_c$ (eV)</th>
<th>Type</th>
<th>$C$ (cm$^{-3}$)</th>
<th>$\sigma$ (cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.17 eV</td>
<td>1 MeV e</td>
<td>Acceptor</td>
<td>$1 \times 10^{11}$</td>
<td>$1 \times 10^{-14}$</td>
</tr>
<tr>
<td>0.44 eV</td>
<td>1 MeV n</td>
<td>Acceptor</td>
<td>$1 \times 10^{11}$</td>
<td>$3 \times 10^{-15}$</td>
</tr>
</tbody>
</table>

Table 2: Estimated densities of traps after irradiation for one year. For neutrons, the literature provides two values.

<table>
<thead>
<tr>
<th>$E_t - E_c$ (eV)</th>
<th>Type</th>
<th>$C$ (cm$^{-3}$)</th>
<th>$\sigma$ (cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.17</td>
<td>Acceptor</td>
<td>$1 \times 10^{11}$</td>
<td>$1 \times 10^{-14}$</td>
</tr>
<tr>
<td>0.44</td>
<td>Acceptor</td>
<td>$3 \times 10^{-15}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Trap concentrations (densities) and electron capture cross-sections as used in the DESSIS simulations.

Based on the literature [13, 14, 15, 16, 17, 18, 19, 20, 21], the trap densities introduced by 1 MeV neutrons and 10 MeV electrons have been estimated with two established assumptions: the electron trap density is a linear function of dose, and the dose is a linear function of fluence. A summary is given in Table 2.

The actual trap concentrations and electron capture cross-sections used in the simulations are shown in Table 3.

### 2.3 Partially Filled Traps

Each electron trap in the semiconductor material can either be empty (holding no electron) or full (holding one electron). In order to simulate the normal operating conditions of CCD58, partial trap filling was employed in the simulation (which means that some traps are full and some are empty) because the device will transfer many charge packets during continuous operation.

In order to reflect this, even though only the transfer of a single charge packet was simulated, the following procedure was followed in all cases. During an initial 98 µs period, the gates ramp up and all the traps are filled. The gates are biased in such a way so that charge moves to the output drain. The device is then in a fully normal biased state and corresponds to the situation of a charge packet having just passed through the pixel under investigation. Since another charge packet does not arrive immediately, a 2 µs waiting time is introduced before readout clocking is started. During this period some of the traps become empty. The test charge is generated 1 µs after the start of this waiting period so that 1 µs later when the waiting ends, there is a signal packet sitting under gate 2 just at the time when the three sinusoidally varying voltages (clock phases) are applied to cause the transfer of the produced signal charge packet through the device.

### 3 Simulation Results

The CTI dependence on temperature and readout frequency was explored.

#### 3.1 0.17 eV traps

Figure 3 shows the CTI for simulations with partially filled 0.17 eV traps at different frequencies for temperatures between 123 K and 260 K, with a nominal clock voltage of 7 V.

---

$^d$This waiting time corresponds to the mean time between the arrival of charge packets from a 1% mean pixel occupancy with a 50 MHz readout frequency and to larger values for lower frequencies.
A peak structure can be seen. For 50 MHz, the peak is at 150 K with a CTI of $27 \times 10^{-5}$. The peak CTI is in the region between 145 K and 150 K for a 25 MHz clock frequency and with a value of about $43 \times 10^{-5}$. This is about 1.6 times bigger than the charge transfer inefficiency at 50 MHz. The peak CTI for 7 MHz occurs at about 142 K, with a maximum value of about $81 \times 10^{-5}$, an increase from the peak CTI at 50 MHz ($27 \times 10^{-5}$) by a factor of about 3 and an increase from the peak CTI at 25 MHz ($43 \times 10^{-5}$) by a factor of nearly 2. Thus CTI increases as frequency decreases. For higher readout frequency there is less time to trap the charge, thus the CTI is reduced. At high temperatures the emission time is so short that trapped charges rejoin the passing signal.

### 3.2 0.44 eV traps

Simulations were also carried out with partially filled 0.44 eV traps at temperatures ranging from 250 K to 500 K. This is because previous studies [5] on 0.44 eV traps have shown that these traps cause only a negligible CTI at temperatures lower than 250 K due to the long emission time and thus traps remain fully filled at lower temperatures. The results are also depicted in Fig. 3. The peak CTI is higher for lower frequencies with little temperature dependence of the peak position.

### 3.3 0.17 eV and 0.44 eV traps together

The logarithmic scale plot (Fig. 4) of the simulation results at the different frequencies and trap energies clearly identifies an optimal operating temperature of about 250 K.

### 4 Comparisons with an Analytical Model

The motivation for introducing an analytical model is to understand the underlying physics through making comparisons with the DESSIS simulations. This might then allow predictions of CTI for other CCD geometries without requiring a full simulation.
4.1 Capture and emission time constants

The charge transfer inefficiency is modelled by a differential equation in terms of the different time constants and temperature dependence of the electron capture and emission processes. In the electron capture process, electrons are captured from the signal packet and each captured electron fills a trap. This occurs at a rate determined by a capture time constant \( \tau_c \). The electron emission process is described by the emission of captured electrons from filled traps back to the conduction band, and into a second signal packet at the emission rate determined by an emission time constant \( \tau_e \).

Following the treatment by Kim [22], based on earlier work by Shockley, Read and Hall [23], a defect at an energy \( E_t \) below the bottom of the conduction band, \( E_c \), has time constants

\[
\tau_c = \frac{1}{\sigma_e \nu_{th} n_s} \quad \tau_e = \frac{1}{\sigma_e \chi_e \nu_{th} N_c} \exp \left( \frac{E_c - E_t}{k_B T} \right)
\]

where \( \sigma_e = \) electron capture cross-section, \( \chi_e = \) entropy change factor by electron emission, \( \nu_{th} = \) electron thermal velocity, \( N_c = \) density of states in the conduction band, \( k_B = \) Boltzmann’s constant, \( T = \) absolute temperature, and \( n_s = \) density of signal charge packet. It is assumed that \( \chi_e = 1 \).

At low temperatures, the emission time constant \( \tau_e \) can be very large and of the order of seconds. The charge shift time for one gate, \( t_{sh} = 1/(3f) \), where \( f \) is the readout frequency, is of the order of nanoseconds. A larger \( \tau_e \) means that a trap remains filled for much longer than the charge shift time. Further trapping of signal electrons is not possible and, consequently, CTI is small at low temperatures. A peak occurs between low and high temperatures because the CTI is also small at high temperatures. This manifests itself because, at high temperatures, the emission time constant decreases to become comparable to the charge shift time so trapped electrons rejoin their signal packet.

4.2 Charge Transfer Model

The model by Hardy et al. [24] considers the effect of a single trapping level and includes only the emission time constant in the following differential equation

\[
\frac{dn_t}{dt} = -n_t/\tau_c
\]

where \( n_t \) is the density of filled traps. The traps are initially filled for this model and \( \tau_c \ll t_{sh} \).

When \( \tau_c \gg t_{sh} \) and to be consistent with the DESSIS simulation (that uses partially filled traps), this model can be adapted by the use of the capture time constant. The solution of this differential equation leads to an estimator of the CTI:

\[
CTI = \left( 1 - e^{-t_{sh}/\tau_c} \right) \frac{3N_t}{n_s} \left( e^{-t_{join}/\tau_e} - e^{-t_{emit}/\tau_e} \right)
\]

where \( N_t \) is the density of traps, \( t_{emit} \) is the total emission time from the previous packet, the mean waiting time between charge packets related to the mean occupancy of pixels in the device, and \( t_{join} \) is the time period during which the charges can join the parent charge packet. This definition is for the CTI for a single trap level. The factor of three appears since there is a sum over the three gates that make up a pixel. (The Hardy model solution does not have the terms inside the leftmost bracket.)

Figure 5 compares the full DESSIS simulation for 0.17 eV and 0.44 eV traps and clocking frequency of 50 MHz to this Analytical Model. It emphasises the good agreement between the model and full simulations at temperatures lower than 250 K with 0.17 eV traps, but shows a disagreement at higher temperatures for the 0.44 eV traps.
However it is clear that there are limitations with the Analytical Model. They could relate to a breakdown of the assumptions at high temperatures, to ignoring the precise form of the clock voltage waveform, or to ignoring the pixel edge effects. Further studies are required.

5 Conclusions and Outlook

The Charge Transfer Inefficiency (CTI) of a CCD device has been studied with a full simulation (ISE-TCAD DESSIS) and compared with an analytical model.

Partially filled traps from the 0.17 eV and 0.44 eV trap levels have been implemented in the full simulation and variations of the CTI with respect to temperature and frequency have been analysed. The results confirm the dependence of CTI with the readout frequency. At low temperatures (< 250 K) the 0.17 eV traps dominate the CTI, whereas the 0.44 eV traps dominate at higher temperatures.

Good agreement between simulations and an Analytical Model has been found for 0.17 eV traps but not for 0.44 eV traps. This shows the limitations of the model with respect to the full simulation.

The optimum operating temperature for CCD58 in a high radiation environment is found to be about 250 K for clock frequencies in the range 7 to 50 MHz. However CCD58 is not really suited to high speed readout and attempts to make laboratory measurements have given inconsistent results. So in order to meet the demanding readout requirements for a vertex detector at the ILC, interest has now moved to an alternative CCD design with Column-Parallel (CP) and 2-phase readout. Our prototype CP-CCD has recently operated at 45 MHz. Thus our involvement with serial readout devices will probably now cease but the experience gained with DESSIS and building analytical models will transfer to our studies of CP-CCDs.
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Digitization and hit reconstruction for silicon tracker in MarlinReco
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The program SiliconDigi, implementing a new Marlin processors for digitization and clustering in silicon tracker of LDC, is presented. Processors include member of class Detector which contains digitizer and clusterizer. Vector of samples of class DetUnit (simplest detector unit) are initialized by using GEAR interface. Digitizer and clusterizer take detector units to transform collection of simulated hits to collection of raw data and reconstructed hits for each detector unit. Current code contains barrel subdetectors. Codes of classes Digitizer and Clusterizer are taken from CMS software.

1 Design of package SiliconDigi

Simplest object of digitization is readout unit. The detector is a set of identical readout units. The detector should comprise process of digitization and clustering, receiving from the outside and making for external use corresponding hit information. It means that codes of digitizer and clusterizer should be parts of class describing detector.

To have flexible package it is useful to separate persistent part of the program (MARLIN [2] processors) from developing part. Developing part of codes describes detector including vector of detector units, interface to GEAR [2] initializing detector units, digitizer and clusterizer. Detector unit contains LCIO [2] collections (SimTrackerHit, TrackerRawData and TrackerHit) which are initialized or produced by processors.

That is why package SiliconDigi [3] consist of three sub packages (sub package in sense of MarlinReco [2]): SiDetector (includes classes Detector, DetUnit, SiPixelDetUnitDigitizer and SiTrkDetUnitClusterizer), SiDigi (class SiTrkDigiProcessor) and SiClustering (class SiTrk-ClusterProcessor).

Class Detector is container of layers and samples of DetUnit. Main method of Detector performs initialization of DetUnit by using GEAR xml-file. Abstract base class DetUnit is container of simulated/raw/reconstructed and temporary hits. DetUnit can read/write standard LCIO collection of hits. Detector contains digitizer and clusterizer. The object to be digitized/clusterized is a sample of DetUnit. Codes of digitizer and clusterizer are taken from CMS software [4, 5, 6, 7, 8, 9].

First function of digitizer is finding of ionization points in detector unit. Interval between hit entry and exit points is divided in N segments by using parameter of length of segment (0.01 mm by default). This function creates ionization points which contain information about positions of ionization points and energy loss in units of number of electrons. Energy losses are defined by using Landau distribution in thin silicon layer.

Next step of digitizer is transformation of ionization points to collection points defined at charge collection plane where sensor pixels are placed.

*This work is partially supported by BMBF(Germany).
Number of collection points is equal number of ionization points. Two physical phenomena are simulated at this step: Lorenz drift with the fixed Lorenz angle and diffusion around the drift direction. The collection point contains the calculated value of Gaussian charge diffusions along X and Y directions ($\sigma_X \times \sigma_Y$). Each collection point is mapped by pixel map to find low and upper bounds of fired pixels. Cluster of fired pixels is defined with sizes $3\sigma_X \times 3\sigma_Y$. In each fired pixel 2-dimensional integral is calculated according to Gaussian distribution of charge for each collection point separately. Charge fractions are summarized over the collection points for given fired pixel. For all simulated hits charge fractions are summarized over the simulated hits. All fired pixels are collected in map $<\text{int channel, double charge}>$ where channel is packed 2-dimensional pixel number, charge is full charge from all simulated hits in the event. Map of signals is a last output result of digitizer. Digitizer translates this map to the sample of $\text{DetUnit}$. $\text{DetUnit}$ modifies signal map adding noises and killing some channels according to the inefficiency. Method $\text{DetUnit::add\_noise}$ adds two types of noises. First one calculates noises in each hit pixels around zero by Gaussian distribution with $\sigma_{\text{noise}}$ given by user parameter. After that noise charge is added to the hit pixel. Secondly, it calculates noise in not-hit pixels by so called noiser. The noises are ruled by two parameters: noise RMS in units of electrons and threshold in terms of $\sigma_{\text{noise}}$.

Method of pixel inefficiency kills some pixels, double columns of pixels or full readout chips. Two parameters are used to find readout chip inefficiency: sizes of readout chips along X and Y direction in units of number of pixels. One can introduce different inefficiencies for different layers.

The clustering is performed on a matrix with size which is equal the size of the pixel detector. Each cell contains the ADC count of the corresponding pixel. The search starts from seed pixels, i.e. pixels with sufficiently large amplitudes. Clusters are set of neighbor pixels including pixels which touched by corners.

2 Thresholds and efficiency of hit reconstruction

It is convenient to use $\sigma_{\text{noise}}$ as an unit of collected charge. Then it is possible to define admissible thresholds, expressing them in terms of $\sigma_{\text{noise}}$. In the beginning we find a threshold defining a signal in the channel (pixel). Clearly, that this threshold should make few $\sigma_{\text{noise}}$, to avoid a plenty of false fired pixels. Simultaneously big threshold reduces efficiency of registration of hits.

To define a pixel threshold, we shall construct dependence of efficiency from value of pixel threshold, setting the threshold of seed pixels and a threshold of the cluster charge as equal to zero (seed pixel is a pixel from which the clustering is started). Noises also are switched off. From figure 1 (a) we see, that without essential decrease in efficiency of registration of a hit it is possible to choose pixel threshold not more than $4\sigma_{\text{noise}}$.

After that to build second plot (dependence of efficiency from seed threshold) the pixel threshold is fixed to $4\sigma_{\text{noise}}$, cluster threshold is set to zero. Seed threshold can be more then pixel threshold. Maximal value of seed threshold will be set $5\sigma_{\text{noise}}$.

Last plot is dependence of efficiency from cluster threshold with minimal pixel and seed thresholds which were found by previous pictures. Cluster threshold can be more then seed threshold. Maximal cluster threshold is restricted by decreased efficiency and will be set not more than $6\sigma_{\text{noise}}$.
Figure 1: Efficiency of hit reconstruction as function of pixel, seed and cluster thresholds for pixel sizes $25 \times 25$, $50 \times 50$, $100 \times 100$ and $150 \times 150 \mu m^2$.

### 3 Conclusion

Classes $Detector$, $DetUnit$ and $BarrelDetUnit$ are developed to use in digitization and clustering processors for silicon tracker in framework of Marlin-Reco. Class $Detector$ includes pixel digitizer and pixel clusterizer for rectangular detector units. Pixel, seed and cluster thresholds are investigated. The table 1 contains hit reconstruction efficiencies for different sizes of pixels with thresholds which were found above.

<table>
<thead>
<tr>
<th>Pixel size, $\mu m^2$</th>
<th>Reconstructed hits, %</th>
<th>True hits, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 $\times$ 25</td>
<td>94.3</td>
<td>93.5</td>
</tr>
<tr>
<td>50 $\times$ 50</td>
<td>89.8</td>
<td>89.6</td>
</tr>
<tr>
<td>100 $\times$ 100</td>
<td>86.9</td>
<td>86.8</td>
</tr>
<tr>
<td>150 $\times$ 150</td>
<td>54.0</td>
<td>53.9</td>
</tr>
</tbody>
</table>

Table 1: Hit reconstruction efficiency for different sizes of pixels. Pixel, seed and cluster thresholds equal $4\sigma_{noise}$, $5\sigma_{noise}$ and $6\sigma_{noise}$ correspondingly.
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This report gives an overview of R&D done for the SiD tracker, including the baseline design plus options that are being considered.

1 Introduction

All of the elements in the tracking system of the SiD detector are made from silicon pixels or strips. Figure 1 shows an overview of this system, which comprises a silicon pixel vertex detector, a silicon strip tracker, and silicon forward disks. Figure 2 shows a detail of the elements near the beam line. Higher quality versions of these figures can be found in the slides that were shown at the workshop [1]. The vertex detector and the tracker are both built from cylindrical barrel layers plus planar disk endcap layers. The drivers for this design are the robustness of silicon against unexpected beam conditions, its excellent two-particle separation, its ability to resolve hits from a single beam crossing, and its exquisite spatial resolution which, when material is controlled, yields state of the art momentum resolution.

This report will focus on the tracker subsystem. Many additional details are available in the SiD report to the ILC Tracker Review [2], in its accompanying presentations [3], and in several contributions included in these proceedings [4]-[8].

2 Tracker Layout and Options

In the tracker barrel, the baseline design is for 5 layers of axial strips, in which a single module design tiles the entire barrel, using a pinwheel scheme to implement overlaps in \( \phi \) and radial offsets to implement overlaps in \( z \). The design is for 25 \( \mu m \) trace pitch, 50 \( \mu m \) readout pitch and \( S/N > 25 \). A module has a length of about 10 cm. Options include more layers, different placement of layers, shorter strips, and stereo angles, either large or small, on some layers. There is also a question about the large radial gap between the vertex detector and the tracker; is an additional layer required in this gap?

For the tracker endcap, the baseline design is for crossed pairs of one-sided sensors, but a detailed module design remains to be developed. An option is to use a single layer of two-sided sensors with crossed readout; if a vendor is identified who can supply sufficiently high quality devices, this would be the preferred option because of the potential for lower mass. A second option is to transition from strips to pixels at small radii; the options for pixels include square, rectangular, and hexagonal. Similar options are on the table for the design of the forward tracker.
A mechanical design for the major support structures exists and was presented at the ILC Tracker Review [2] [3]. There is high confidence in this design because it derives from the experience of the D0 Central Fiber Tracker during Run IIa.

3 Readout Options

SiD is currently evaluating 3 readout options for the tracker, all of which have single bunch-crossing timing. The baseline readout option is to use the KPiX chip, which would be bump bonded (AC coupled) at a central location in each module. The chip has 4 sample and hold analog buffers, which will be digitized and read out between bunch trains. The design requires a double metal layer on the sensors to route signals and power; bench tests will be performed to verify that the power traces, which cross the signal traces, do not induce too much noise. The KPiX chip is also proposed for the SiD electromagnetic calorimeter (ECAL).

A second option is to read out each strip at both ends and to interpolate the $z$ position using charge division. This design does not require double metal but it does require a longer shaping time. It is estimated that a spatial resolution of 5.5 mm can be achieved, which gives a resolution on $\tan \lambda$ of about 0.007, comparable to that of small angle stereo strips. Test sensors optimized for charge division will be ordered in the next SiD sensor submission.

The third option is a time over threshold scheme. Relative to the KPiX design, this has the advantage that it does not require analog buffering but it does require a shaping time of order 10 beam crossings. This option is discussed in detail elsewhere in these proceedings [4].

SiD is open to other read out options and is happy to evaluate sample chips from other R&D groups.

4 Alignment

The University of Michigan group in SiD is evaluating Frequency Scanned Interferometry (FSI) as a method for monitoring the alignment of the tracking system. In this technique, an absolute distance is measured by reflecting laser light from a reflector and counting fringe shifts as the laser frequency is scanned. The Michigan group has developed a method that uses two lasers to reduce systematics and has achieved a resolution of $0.20 \, \mu m$ in a bench test with a high degree of realism [5].

5 Power Cycling

In order to reduce generated heat, the SiD readout electronics will be powered down between pulse trains. The pulse trains come at a rate of 5 Hz, with duration of about 1 ms, and it is anticipated that the time averaged heat load can be reduced to about $1/80$ of the powered-on load. Calculations show that the time averaged heat generation of the tracker, barrel plus
endcaps, will be about 500 watts, a level that can be cooled by flowing about 100 cfm of dry air through the tracker volume. While detailed air flow and heat flow calculations remain to be done, this is not a particularly fast air flow rate and there remains plenty of headroom.

Another concern is vibrations induced by Lorentz forces caused by the large currents required to power-up the electronics in a short time. SiD plans to design a support structure that has sufficient stiffness at 5 Hz so that these vibrations are not an issue. The design will be validated using optical measurements on prototypes driven at 5 Hz.

6 Software

The SiD R&D effort uses the ALCPG software suite that is described elsewhere in these proceedings [6].

Detailed simulations are required to evaluate many of the outstanding design issues. One task is to evaluate the occupancy of the candidate tiling solutions for the tracker endcap and forward tracker layers. Another task is to develop a set of pattern recognition algorithms that find all tracks of physics interest with high efficiency. A Kalman filter will be used to study the resolution on the track parameters as a function of the detailed design of material layout. Once these codes are available the final optimization of the tracker can take place, within the context of optimizing the integrated tracking system. Whenever possible, the optimization will use as its metrics the results of simulated analyses of benchmark physics processes.

Most tracks of physics interest originate inside of layer 2 of the vertex detector. These tracks can be found with high efficiency by using the pixel vertex detector as a stand-alone pattern recognition device to find track seeds. While the pair background from beam-strahlung is large, simulations have shown this to be sufficiently mitigated by SiD’s high magnetic field (5 T) and the fine segmentation of the vertex detector. These so-called “vertex seeds” are extrapolated to the tracker to pick up additional hits. This algorithm has been demonstrated to work well in the barrel region.

In the endcap and forward regions, the main issue is resolving ambiguities caused by ghost hits in the crossed strips. Work on these algorithms will begin as soon as candidate tiling solutions are coded.

About 5% of tracks of physics interest originate outside of layer 2 of the vertex detector and do not have sufficient vertex detector hits to produce track seeds in the vertex detector. These tracks include the decay products of long lived $B$ and $D$ mesons and the decay products of kaons and hyperons. Two strategies have been developed to deal with these tracks, calorimeter assisted tracking and stand-alone pattern recognition, both of which will be run after excluding hits found by vertex detector seeded pattern recognition. These algorithms are most important for barrel tracks, which, in the baseline design, have only axial strip measurements. Both algorithms, however, could prove useful to improve track finding efficiency for tracks that go through the tracker endcap or the forward disks.

Most non-electron charged tracks leave a clearly identifiable track stub in the SiD ECAL, which is made from alternating layers of tungsten sheets with pixel detectors. These calorimeter stubs have 3D information about the track trajectory, albeit with poor resolution. Calorimeter assisted tracking begins by finding stubs in the calorimeter and then extrapolating them into the tracker to pick up additional hits. A detailed description of this algorithm and a presentation of results can be found elsewhere in these proceedings [7].
The final pattern recognition algorithm is to use the tracker as a stand alone pattern recognition device. In the baseline design, all of the barrel layers are axial so the projection of tracks in the $r\phi$ plane will be easy to find. As will be discussed in the next paragraph crude $z$ measurements are available in all scenarios but there are scenarios in which high precision $z$ measurements can be added to the track. A detailed description of this algorithm and a presentation of results can be found elsewhere in these proceedings [8].

For calorimeter assisted and stand-alone pattern recognition there are several options for obtaining $z$ measurements. Each barrel module has a length of about 10 cm, which provides a $z$ measurement with a resolution of $10/\sqrt{12} \approx 2.9$ cm. For tracks that traverse adjacent modules that overlap in $z$, a higher precision $z$ measurement is available. If vertex detector pixel hits can be added to the track, they provide high precision $z$ measurements. If the track comes from a calorimeter seed, that seed provides measurements of both a $z$ position and $\tan\lambda$. Finally, if the charge division option is chosen, it provides $z$ measurements; moreover charge division measurements will greatly simplify both calorimeter assisted tracking and stand-alone tracking.

7 Summary

The physics drivers of the ILC have lead the SiD R&D group to propose an all silicon tracking system with three subsystems that perform in an integrated fashion. This report has discussed the baseline design and the main options for one of these systems, the tracker. The present tracker design is complete in the big picture and additional detail will be added throughout the coming year. The most pressing issue is to demonstrate that the proposed design has both the required pattern recognition power and the required resolution on track parameters; this is particularly important for tracks that traverse the endcap or forward disk regions and for tracks that originate far from the interaction point.

The author thanks the United States Department of Energy for support of the SiD R&D at Fermilab.
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Calorimeter Assisted Tracking Algorithm for SiD
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Calorimeter-assisted track finding algorithm takes advantage of the finely segmented electromagnetic calorimeter proposed for the SiD detector concept by looking for "MIP stubs" produced by charged particles in the calorimeter, and using them as seeds for pattern recognition in the tracker. The algorithm allows for efficient reconstruction of tracks that cannot be found using seeds provided by the vertex detector, even if standalone pattern recognition in the outer tracker is difficult. The algorithm has been implemented as a package in the org.lcsim framework. Current status of the package and its performance in non-prompt tracks reconstruction are described.

1 Introduction

The development of the calorimeter assisted tracking algorithm was originally motivated by the need to reconstruct long-lived particles in the SiD detector [2].

To minimize multiple scattering and energy loss in the central tracker while providing excellent vertex finding capabilities and high precision measurement of the charged tracks momenta, the SiD baseline design utilizes a compact five-layer silicon pixel vertex detector and a five-layer silicon strip outer tracker, possibly with no stereo and limited Z-segmentation in the barrel.

The standard track finding algorithm developed for the SiD relies on identifying tracks in the vertex detector, where pattern recognition is simplified by the fact that precise three-dimensional information is available for each hit. The tracks are then propagated into the outer tracker, additional hits are picked up, and the track curvature is measured. This algorithm has been demonstrated [3] to achieve high efficiency in reconstructing most types of tracks. However, its heavy reliance on seeds provided by the vertex detector raises a number of questions that need to be addressed. One obvious issue is that the tracks that originate outside the third layer of the vertex detector cannot be reconstructed using this approach, since they do no leave enough hits in pixels to generate a seed. Decay products of \(K^0_S\) and \(\Lambda\) are important examples of particles producing such non-prompt tracks. The detector should also be capable of detecting new physics signatures that would include long-lived exotic particles like those predicted by some gauge-mediated supersymmetry breaking scenarios.

In order to address this issue, a track finding algorithm has been developed that uses electromagnetic calorimeter to provide seeds for pattern recognition in the tracker. Fine segmentation of the EM calorimeter allows for detection of traces left by minimum ionizing particles - so called MIP stubs - and using them to determine the track entry point, direction, and sometimes curvature with a precision sufficient for extrapolating the track back into the tracker.
2 Algorithm

With calorimeter assisted tracking, track finding goes through the following main steps:

1. The standard vertex detector seeded track finder is run. Tracker hits that are associated with successfully reconstructed tracks are removed.

2. MIP stubs in the electromagnetic calorimeter are identified. Several alternative algorithms can be used at this step, such as a generic nearest-neighbor clustering followed by user-controlled cluster quality cuts, or a dedicated MIP stub finder developed specifically for the SiD geometry. For each MIP stub, a seed track is created, and initial helix parameters are determined.

3. Seed tracks are extrapolated back into the tracker, picking up hits in each layer. Every time a hit is added to the track, the track is re-fitted to get a more precise estimate of its parameters. If multiple hit candidates are found in a given layer, the track finding process is branched and several independent track candidates are created.

4. Quality cuts are applied to track candidates; duplicate tracks that share too many hits are discarded.

5. Vertex finder is run; if track intersections are found, the original particles that produced these secondary vertices are reconstructed.

The algorithm has been implemented as a package (org.lcsim.recon.cat) in the Java based org.lcsim framework [4]. The package design is highly modular, allowing easy substitution of components implementing different algorithms at various stages of the event processing. Most of the track finder parameters can be set at run time, making it possible for the user to tune the algorithm and use it as a part of more complex reconstruction strategies that can involve multiple track finders and multiple passes through the data.

The code can be run both standalone and inside JAS3 interactive shell [5]. The implementation is largely decoupled from any particular geometry, which allows the algorithm to be used for studying and optimizing a wide range of SiD detector options, as well as other ILC detectors designs.

3 Performance

The package was tested by reconstructing simulated events in the SiD detector. For this study, the "SiD00" version of the detector design was used. Since proper charge deposition and digitization code was not yet available, point-like hits produced by the simulation software were smeared with the expected position resolution. In the outer tracker barrel, no stereo layers and 10 cm silicon strips parallel to the beam line were modeled. Strips on opposite sides of the endcap disks were assumed to be perpendicular to each other, forming 90 degrees stereo superlayers, with 10 cm strip length.

Figure 1 shows reconstruction efficiency obtained with the calorimeter assisted tracking algorithm for charged $\pi$ mesons produced in single $K^0_S$ events, as a function of transverse momentum. Pions are considered reconstructable if they leave hits in at least 3 tracker layers. Figure 2 shows reconstruction efficiency for $K^0_S$ in the same type of events. Hollow points refer to the actual efficiency obtained with the current version of the package. Since
the currently used vertex finder is a simplistic tool expected to be replaced by a more advanced algorithm once the latter is ported to the org.lcsim framework, the efficiency that would be obtained with a perfect vertex finder is also shown (filled points). \( K_S^0 \) is considered reconstructable if it decays in the sensitive area of the detector (inside the third layer of the outer tracker).

Figure 3 shows \( K_S^0 \) reconstruction efficiency in \( t\bar{t} \) events at 500 GeV center-of-mass energy. For comparison, less than 3 % of all \( K_S^0 \) produced in such events would have been reconstructed by the vertex detector seeded algorithm. Figure 4 shows reconstructed \( K_S^0 \) mass peak in \( t\bar{t} \) events.

4 Discussion

The calorimeter assisted tracking algorithm addresses one of the critical issues for the proposed SiD detector - reconstruction of long lived particles. It can also be instrumental in reconstructing kinked tracks that lose a substantial portion of their energy in the tracker, as well as calorimeter backscatters. Availability of this algorithm significantly improves overall robustness of the track reconstruction in SiD, reducing its reliance on the vertex detector.

The performance tests described in the previous section have been carried out using the current version of the algorithm implementation. Several enhancements are already in the works, and we expect substantial performance improvements.

One of the areas where improvements are desirable is reconstruction of low momentum tracks. As seen in Figure 1, the reconstruction efficiency falls sharply for charged pions with transverse momenta below 1 GeV. Many of these tracks never reach the calorimeter barrel and, after leaving many hits in the tracker, enter calorimeter endcaps at shallow angles, making accurate determination of track parameters from MIP stubs difficult. Our
preliminary studies indicate, however, that more flexible fitting and track extrapolation procedures may let us recover a substantial portion of these tracks. We expect to implement these procedures once the infrastructure required to support them becomes available in the org.lcsim framework.

The package implementing the calorimeter assisted tracking algorithm will remain under continuing development in the near future. However, a fully functional version will be maintained in the org.lcsim production area. It will be used for SiD geometry optimization and physics reach studies.
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The SiLC - Silicon for the Linear Collider - collaboration aims to develop silicon detector technology for tracking in the international linear collider experiments. The R & D programme involves a substantial effort in simulation of the response of detector designs. In this contribution, an overview of ongoing efforts in this area is given.

1 Introduction

The SiLC R & D collaboration [2] for the International Linear Collider involves over 200 people from 22 institutes. SiLC members are from three continents, and pertain to the three detector concepts: LDC, SiD and GLD. The aim of the collaboration is to develop silicon detector technology for tracking in the ILC experiments. Core activities include Front End chip design for micro-strip detectors, sensor development, (hardware) alignment and mechanics.

Monte Carlo simulation is an indispensable tool to guide the detector design. In the past, SiLC has played a mayor role in the development and maintenance of valuable fast simulation packages. Well-known examples are the Simulation a Grande Vitesse (SGV) [3]. More recently, the LicToy package - described elsewhere in these proceedings [4] - has been developed. Today, the attention of the SiLC simulation team is shifting towards full simulation: detailed Monte Carlo studies of the detector response.

Due to lack of space, several important areas of work will not be discussed in this contribution. Examples are the active line of development centered at Charles University in Prague towards a versatile digitization package for micro-strip detectors, and the investigation of the reconstruction of non-prompt tracks in the SiD concept.

In this contribution, an overview is given of recent progress in the SiLC simulation studies. In separate sections, three specific items are highlighted. The first two deal with two aspects of tracking in the very forward region of the ILC experiment - a complex area that has received relatively little attention. In section 2 estimates are presented of the hit density in the Forward Tracking Disks due to machine background. Section 3 deals with the impact of the material budget on the momentum resolution in the same region. The third aspect of tracking discussed in this contribution is the estimate of extrapolation uncertainties in the innermost part - the Silicon Intermediate Tracker - of the central tracker.

2 Background levels in the forward region

In an \(e^+e^-\) collider like the ILC there is one major source of machine-induced background: incoherent pair creation off beamstrahlung photons. An accurate generator for this complex process is available [5] and full detector simulations have been performed, primarily for the vertex detector. The effect on other sub-detectors - in particular the TPC [6] - is actively
being investigated. In this section, the background levels in the forward tracker are discussed briefly.

The inner radius of the forward tracking disks and therefore the angular coverage of the tracker is limited by a region - the accumulation zone - of extremely high background intensity. The radial extent of this zone at different distances along the beam axis is studied using an approach based on the work of reference [7]. The trajectory of the electrons and positrons is represented by a helix in a solenoidal field. Interactions with material are neglected.

For nominal machine parameters and a 4 Tesla magnetic field the accumulation zone is found to extend to a radius of less than 15 mm for z-positions below 320 mm. For alternative parameter sets of the final focus system, the accumulation zone reaches much larger radii. For the low-power (high-luminosity) option the radius at the first (at z = ± 20 cm) and second (z = ± 32 cm) disk of the LDC design become, respectively, 16 (21) mm and 24 (30) mm. Thus, the envisaged inner radius of the active region of the innermost LDC forward tracker disks (37.5 mm) leaves only approximately 7 mm for the beam pipe and the detector services.

A quantitative estimate of the pair background hit density in the forward tracker of the LDC geometry is obtained using a full GEANT4 simulation of the response of the detector to the pairs generated with GuineaPig [5]. The results for the seven disks of the LDC geometry are shown in figure 1. The three solid curves indicate the hit density in units of hits $/\text{mm}^2/\text{BX}$ for a 500 GeV collider with nominal final focus parameters. On the innermost two disks hit density reaches $2 \times 10^{-4}$, comparable to the level in the outermost layer of the vertex detector. For the outermost disks the background level is an order of magnitude lower.

The dashed curve corresponds to a variation of the final focus parameters known as the low power option. The dotted curve represents a 1 TeV linear collider with nominal parameters. The background level is quite sensitive to both parameters: both result in a factor two increase of the background level with respect to the nominal parameter set throughout the length of the forward tracker.

![Figure 1: The hit density due to machine background in the LDC forward tracker.](image)

3 Impact of the material budget in the forward region

The ILC detector concepts aim for a superb transverse momentum resolution. Compared to the central tracker, the momentum resolution in the very forward region is inevitably degraded by the less favourable orientation of the magnetic field. Only through the use of state-of-the-art instrumentation can the degradation of the performance towards small polar angle be limited.
In this section the performance of two possible detectors is compared. Both options correspond to the nominal LDC layout and identical assumptions are made regarding the space point resolution: 5 \( \mu m \) \( \Phi \)-resolution for the three innermost disks, 10 \( \mu m \) for the four outermost disks. The two setups differ the assumption made for the material budget. The first set-up corresponds to a rather conservative estimate of 1.2 \( \% X_0/disk \) for the first three disks and 0.8 \( \% X_0 \) for the four outermost disks. For the second set-up the material in the three disks is reduced by a factor 10.

An estimate of the momentum resolution is obtained using a Kalman Filter track fit on a geometry representing the LDC layout for a track at a polar angle of 20\(^\circ\). As a cross-check, two independent implementations of the fitting algorithm were used, LicToy [4] and the CMS track fit. Both packages are found to yield compatible results.

The results for a range of particle momenta are parametrized as the quadratic sum of a constant (resolution) term and a (multiple scattering) term proportional to \( 1/p_T \):

\[
\sigma(p_T)/p_T^2 = 2.0 \times 10^{-4} + 5.8 \times 10^{-3}/p_T, \text{ if FTD 1-3 have 1.2 \( \% X_0/disk \)} \\
\sigma(p_T)/p_T^2 = 1.8 \times 10^{-4} + 4.0 \times 10^{-3}/p_T, \text{ if FTD 1-3 have 0.12 \( \% X_0/disk \)}
\]

Clearly, the reduction of the material budget in the challenging set-up leads to an improved momentum resolution performance. As expected, the effect is particularly significant at low momentum, where multiple scattering has the largest impact. In figure 2 the transverse momentum resolution for charged particles with a transverse momentum of 1 GeV and a polar angle of 20\(^\circ\) is shown for a series of assumptions on the material budget of the three innermost forward tracking disks.

The improvement of the momentum resolution may seem small in comparison to the effort of reducing the material. It should be noted, however, that there are very few degrees of freedom in the FTD design. While the resolution for high-momentum tracks can be improved significantly by a better space point resolution, the material is the principal handle on the resolution of low-momentum tracks.

4 Pattern recognition in the central tracker

To meet the ILC requirement of efficient and clean reconstruction of charged particle tracks, the various sub-detectors should have excellent pattern recognition capabilities. Currently, the SiLC simulation team is investigating the constraints on the tracker design that derive from this requirement.

One key ingredient to pattern recognition is the precision with which track candidates can be extrapolated to the next layer. The uncertainty on the extrapolated position determines - together with the hit error - how many unrelated hits will be compatible with the track candidate. The extrapolation precision depends on the precision of the track parameter estimate and on the distance over which the track is extrapolated. For low momentum tracks, the amount of material in the last measurement layer is furthermore important.
In the following, a track is “grown” by an iterative process of extrapolation to the next layer, a search for compatible hits, and update of the trajectory parameters. The track search is “inside-out”, i.e. seeds are created in the VXD. In the first detector layers, the track candidate is only weakly constrained. As a result of the excellent space point resolution and tight material budget, the prediction on the next vertex detector layer is quite precise. Assuming a 2 $\mu$m two-dimensional space point resolution and a material of 0.12 % $X_0$ the uncertainty in the predicted position when extrapolating a track candidate consisting of three VXD measurements to the outermost VXD layers is of the order of 5 $\mu$m.

For the next step - the extrapolation of a 5-point track to the intermediate tracker layers - the extrapolation distance is significantly larger. In the various detector concepts the Intermediate Tracker has an innermost layer at a radius 9 cm (GLD), 16 cm (LDC) or 22 cm (SiD). In the LDC layout the extrapolation precision at the innermost SIT layer is given by: $\sigma(R\phi) = 61 \pm 114 / p_T$, whereas $\sigma(z) = 7 \pm 43 / p_T$. The larger $R\phi$-uncertainty reflects the weakly constrained transverse momentum of the track. In table 1 the $R\phi$ extrapolation precision is listed for a variety of assumptions on the VXD performance and VXD-SIT distance.

<table>
<thead>
<tr>
<th>VXD parameters</th>
<th>$R \phi$ uncertainty ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDC nominal material $\times$ 2</td>
<td>$61 \pm 114 / p_T$</td>
</tr>
<tr>
<td>resolution $\times$ 2</td>
<td>$122 \pm 117 / p_T$</td>
</tr>
<tr>
<td>4-layer VXD</td>
<td>$105 \pm 134 / p_T$</td>
</tr>
<tr>
<td>All-together</td>
<td>$211 \pm 199 / p_T$</td>
</tr>
</tbody>
</table>

Table 1: The $R\phi$ precision of the prediction position on the first Silicon Intermediate Tracker layer under a variety of assumptions for the detector layout.

5 Conclusions

The SiLC collaboration is actively pursuing a number of simulation studies. In this contribution, three highlights have been presented. In the coming year these studies should allow to determine the requirements of the intermediate central tracker and the forward tracker.
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First test of a 180 nm prototype readout chip using a $^{90}\text{Sr}$ radioactive source
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GLAST and CMS sensors equipped with a new 180 nm UMC readout chip have been tested with a $^{90}\text{Sr}$ source. S/N preliminary results obtained with a Common Mode Subtraction Method developed for few strips reading are presented.

1 Hardware and Software in the Paris Lab Test Bench

There where 3 kinds of detectors: a CMS detector with 3 modules fully equipped with 4 VA1 from IDEAS, another CMS detector with 3 modules equipped with 2 VA1 and 4 180 nm UMC and a GLAST detector with 10 modules equipped with 2 VA1 and 4 180 nm UMC. The GLAST detector is 90 cm strip long and 500 $\mu$m thick with a 228 $\mu$m pitch. The CMS detector is 28 cm strip long and 410 $\mu$m thick with a 183 $\mu$m pitch. A sequencer, called the Altera box, supplied all the signals needed for the smooth functioning of the preamps-shaper. A 14 Mbq Strontium source was used with a trigger based on a scintillator signal above some threshold. One PC had an ADC card for the proper reading of the analog signals from the detectors with LabView installed, for data taking and coordination of the all the test bench. Another PC was dedicated to the ROOT analysis software.

2 Source tests and results

A common mode noise subtraction method with a low number of adjacent channels has been developed and tested with simulated and real data. In the following figures the source raw data is shown, then pedestal and common mode subtracted. The final S/N value is obtained from a pedestal and signal fit.

2.1 VA1

The VA1 128 channels have been tested as a reference. A four channel analysis of CMS and GLAST sensors has been done as well as a reference. The Signal over Noise ratios found, respectively of 17, 13 and 12, are consistent with the length and quality of each sensors.

*On behalf of the SiLC Collaboration
2.2 180 nm

The method validated by the V A1 data analysis has been applied to the new 180 nm data. The 180 nm sensor channels have a comparable noise: $\sigma_{\text{Noise}} \approx 16 \text{ mV}$. The found S/N ratios are respectively of 11 and 8.
3 Conclusions and outlook

A summary of the S/N results is given in the last figure, where a simulation was used to compute the ENC. The 180 nm chip is working. The global noise should be decreased. This source test will be followed by a beam test at DESY. It is a step towards the use of the new built 130 nm UMC chip with analog pipeline and digital output.
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2 Construction of the GEM TPC End Panel Pre-Prototype.

2.1 GEM

Our GEM foils are supplied by Scienergy Co. [4] and consist of 5 µm thick copper electrodes sandwiching a 100 µm thick liquid crystal polymer insulator. The thick GEM foils allow stable operation with higher gain than popular 50 µm thick GEM foils. A double GEM configuration is hence enough to give a gain of more than $10^4$. The hole diameter and pitch are 70 µm and 140 µm, respectively. The hole shape is cylindrical due to dry etching unlike that of CERN GEMs, which is biconial. The active area is fan-shaped spanning 9.2° in the φ direction with inner and outer radii of 128 and 139 cm ($\sim 20 \times 11$ cm²), which is about 2 times larger than the GEM foils we used for our small prototype. To keep the stored energy small enough, the GEM electrodes are divided into two in the radial direction with a boundary of 100 µm.

A set of G10 frames should be glued to each GEM foil in order to be mounted on a readout PC board. For the frame gluing we developed a GEM stretcher, which consists of two parts. One is an acrylic GEM stretcher frame and the other is a set of a middle frame and a GEM adjuster made of aluminum. The lower part of the acrylic stretcher frame has a groove with a depth of 2 mm and the upper part has screw holes aligned to it. The middle aluminum frame has the same size as the groove. By sandwiching a GEM foil with the lower and the upper parts of the acrylic stretcher frame together with the aluminum frame, and by screwing bolts into the holes of the upper piece and pressing down the aluminum frame into the groove, we could stretch the GEM foil. The GEM foil, the G10 frames, and the adjuster have through holes aligned to each other. We stacked them up together, put pins into the holes of the adjuster to align them, and glued the G10 frames with epoxy adhesive to the GEM foil. Notice that the frames covered only the inner and outer edges of the GEM foil to reduce the dead space pointing to the interaction point. This fabrication method has been established and allowed us to produce 3 panels per day.

2.2 Readout PC Board

The electrons multiplied by the GEM foils are read out by a PC board. The PC board is 2 mm thick and has a size enough to cover the GEM foils, spanning 9.2° in φ and having inner and outer radii of 127 and 140 cm, which are about 1 cm extended in both inner and outer directions to facilitate the GEM mounting. It carries 20 pad rows on its front side of which the inner 10 have 176 pads each and the outer 10 have 192 pads each, with every two rows staggered by half a pad width to minimize the so-called hodoscope effect. A typical pad size is about 1.1 × 5.5 mm which is small enough for the intrinsic charge spread of $\sim 350$ µm. The pads are wired to readout connectors on the back side of the PC board through a five-layer FR4. The PC board, being of six layers, has no through-holes due to wiring, thereby assuring the gas-tightness required for the TPC operation.

We used connectors supplied by JAE [5]. Each connector has 40 channels, of which 32 are used for signal readout and the remaining 8 for ground. Its size is about $15 \times 5$ mm², which is one of the smallest connectors commercially available. Pre-amplifiers are connected to the PC board with flexible cables. For the large prototype, pre-amplifiers and flash ADCs will be mounted on small PC boards and are directly connected to the readout PC board. We will not use the connectors for the real ILC TPC, since pre-amplifiers and flash ADCs will be mounted on the surface of the PC board.
High voltage (HV) electrodes are also wired through the PC board. To apply the HVs to the GEM electrodes, we adopt a bolt-and-nut method. A brass nut is adhered to an electrode on the front side of the PC board. We tried two methods to fix the nut. One is soldering, the other is gluing with a conductive paste (dotite by Fujikura Kasei Co. [6]). It turned out that soldering is much stronger than the conductive paste, besides the dotite produces threads. We will hence use soldering for the large prototype construction. The lower and the upper GEM foils are stacked on the PC board, and bolted through their G10 frames to bite the GEM electrodes so as to supply required HVs through the bolts. The spacings between the GEM foils and the readout pad plane are determined by the thicknesses of the G10 frames, resulting in a transfer gap of 4 mm and an induction gap of 2 mm. An aluminum flange with a groove for an O-ring is glued to the back side of the PC board with epoxy adhesive to avoid mechanical distortion and to be mounted to a gas container. When we glued the aluminum flange, we aligned the flange and the PC board by hand since there are no alignment holes or posts in the PC board and the flange. The positions of the readout pads are determined by this flange, so some alignment posts should be prepared for the large prototype. The GEM end panel was mounted on a gas container with 16 M3 bolts.

3 Measurement of Gain Uniformity over the Panel.

The pre-prototype chamber is filled with a 90:10 mixture of Ar and iso-butane gases. We applied 410 V to each of the two GEM foils, and electric fields of 100, 2050, and 3075 V/cm to the 25 mm long drift, the 4 mm long transfer, and the 2 mm long induction regions, respectively. Under these conditions, the gas gain was about $2 \times 10^4$ and the signal spread was about 550 $\mu$m. We irradiated the pre-prototype panel with X-rays from $^{55}$Fe through the windows of the test chamber to measure the gain uniformity over the panel.

First, we checked the charge distribution over the readout pads. Since the signals sometimes spread over 2 pad rows, we required the signal charge be shared by 2 pad rows and summed the signals over 5 contiguous pads on each of these two rows to avoid mis-collection. Figure 1 shows the charge sum distributions for 10 pads. Both a 5.9 keV main peak and a 2.9 keV escape peak can be clearly seen.

Second, we checked the charge spread. A center of gravity was calculated from the measured pad signal charges and their $\phi$ positions as well as the charge fraction on each pad. By plotting the charge fraction as a function of the charge center measured from the middle of the central pad, we could get an image of the charge distribution over the pad plane. Gaussian fit to the distribution resulted in a $(1-\sigma)$ width of about 550 $\mu$m corresponding to half a pad width as expected (Fig. 2) from the diffusion.

We then measured the charge sum distributions at 28 positions over the panel for the uniformity test, usually requiring the charge sharing. We found, however, that charge sharing never happened near the boundary.
of the inner and the outer GEM electrodes. The exact reason is still unknown but it could be attributed to the charge-up of the insulator of the GEM boundary affecting the charge collection. The charge sharing was hence not required for the positions in the boundary region. After normalizing the charge sums to that of some reference position, we found that the normalized charge sums range from 0.49 to 1.08. The observed gain non-uniformity is 2.5 times larger than the expected 20% or less from the mechanical tolerance of the panel. We found a large field distortion near the panel edges, which partly explains the non-uniformity but not all of it. Further investigations for possible causes are needed including variations of operation conditions such as gas concentration, etc..

4 Summary

We have constructed and tested a pre-prototype of the GEM TPC end panels to verify basic design philosophy and some of engineering details including fabrication methods for the large prototype of the real ILC TPC. We have basically established a GEM framing scheme with some minor problems to be improved for the large prototype construction. We have also measured the gain uniformity over the pre-prototype panel and observed a 50% non-uniformity at maximum. The non-uniformity could partly be attributed to the field distortion due to the test chamber setup, but requires further studies to fully validate our basic design philosophy.
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Four concepts for detectors at the International Linear Collider (ILC) have evolved. One of these proposals is the Large Detector Concept (LDC) \[2\]. It contains a large continuous gaseous tracker surrounded by a highly granular calorimeter all embedded in a solenoidal 4T magnetic field. Within the LDC concept and in the framework of the EUDET programme, the FLC TPC group at DESY in collaboration with the Department of Physics of the University of Hamburg develops a field cage for a large Time Projection Chamber (TPC) prototype. In the following, the status of its design and construction will be described.

1 The Large Prototype Proposal

The EUDET project \[3\] is an EU supported project to develop an infrastructure for detector R&D for the ILC. The construction of a Large Prototype (LP) for an TPC is part of it. This prototype is designed and will be operated by the LCTPC collaboration. With the LP studies of e.g. amplification systems, readout structures and electronics will be performed. A first series of tests is planned at the electron test beam at DESY.

A superconducting magnet (PCMAG) from KEK is installed at the test beam area since winter 2006. Together with a high precision silicon telescope and the LP this will become a powerful research infrastructure for the development of TPC detectors at the ILC.

2 Field Cage Design

The dimensions and the field homogeneity of the magnet constrain the field cage dimensions. The LP will be 60 cm long and will have an outer radius of 77 cm. This leads to a gap of 4 cm all around between the field cage and the magnet, where silicon strip detectors will be mounted. In Figure 1 the LP is shown inside the inner region of PCMAG, where the field deviations are smaller than 3%.

The walls of the prototype will consist of composite material to obtain a lightweight but stable structure with the smallest possible amount of dead material. A technical drawing of the field cage is shown in Figure 2.
2.1 Wall Structure and Mechanical Calculations

The field cage wall will consist of two thin layers of glass-fibre reinforced plastic (GRP) with a honeycomb Nomex layer in-between. On the inner side, an insulation layer of Kapton and the field strip foil will be attached. The outer wall consists of another Kapton foil and a Copper layer for electrical shielding. Mechanical calculations with a finite element program were performed to find optimal values for the thickness of the different layers of the wall. The result of these computations is a structure of two 0.4 mm GRP layers with a 23 mm Nomex layer in-between. A simulation of such a field cage that is supported only by the end plates demonstrated its stability. Even an overpressure of 0.1 bar or an additional load of 5 kg on the barrel of the field cage resulted in only minor deviations (sub µm regime) well within the limits.

2.2 Field Strip Foil

The homogeneity of the drift field in the field cage is a critical parameter for the measurements. The deviations of the field should be smaller than 0.1 per mill ($\Delta E/E \leq 10^{-4}$). A calculation of the electrical field with finite element methods resulted in a field strip foil design which contains mirror strips on the other side of the foil. This mirror strips are lying on the intermediate position and potential of the strips on the inner surface. The field strips have a pitch of 2.8 mm and the potential is divided down from the cathode to the anode by a chain of 1 MΩ resistors. The intermediate potential for the mirror strips is provided by feedthroughs.
2.3 Drift Field Quality

Besides the design of the field strip foil, the accuracy of the used resistors and a potential tilt of the end plates will influence the drift field quality. The chosen surface mount device (SMD) resistors provide deviations of less than 0.1% at 1 MΩ. This yields slightly modified potentials on the strips. The resulting electrical field, which was calculated with a randomly generated set of these resistors, showed only deviations of $\Delta E/E < 10^{-4}$.

A tilt of the cathode of 0.2 mm leads to field deviations, which are shown in Figure 3. In the corners near the cathode, on the right hand side of the plot, the deviations are remarkably high but within 25 cm towards the anode the field strips level this out and the field reaches the aspired quality with $\Delta E/E < 10^{-4}$.

3 Field Cage Production and Silicon Strip Detectors

The field strip foil as well as the field cage itself will be built by external companies, which are specialised in production of circuit boards respectively composite materials. The anode for the LP with the readout structure will be designed and built by the LCTPC collaboration. The silicon strip detectors will be mounted on the support structure between magnet and field cage. They are used to get independent reference points for particle tracks. The SiIC collaboration will install two perpendicular layers of silicon strips on both sides of the field cage. These modules will have a size of $10 \times 10$ mm$^2$ and are expected to provide a resolution of $10 - 12$ $\mu$m in $r\varphi$ and $20$ $\mu$m along the $z$ axis.
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Preliminary results of the spatial resolution of a GEM TPC with Ar-CF\textsubscript{4} (3\%)-iC\textsubscript{4}H\textsubscript{10} gas mixtures are reported.

1 ILC TPC and Ar-CF\textsubscript{4} gas mixtures

The Time Projection Chamber (TPC) with the Micro-Pattern Gas Detectors (MPGD) is one of the candidates of the main tracker at the International Linear Collider (ILC). Three MPGD TPCs described in the ILC Reference Design Report \cite{1} have the dimension of 2.8-4 m in diameter and 3-4.6 m in length. They are to provide 200 space points along each particle track with the R\textsubscript{φ} spatial resolution of 100 \(\mu\)m or better. The momentum resolution of \(\Delta(1/p_t) \leq 0.5 \times 10^{-4}\) (GeV/c)\textsuperscript{-1} is envisaged in the magnetic filed of 3-4 T.

The spatial resolutions of MPGD TPCs have been studied using small TPC prototypes \cite{2}. It has been shown that the micromegas TPC with the resistive anode readout and the multilayer GEM TPC readout by narrow standard pads of around 1 mm wide can achieve the spatial resolution down to 50 \(\mu\)m for the short drift distance up to a few 10s cm.

To realize the target resolution in the whole range of the drift length of the ILC TPC, we need to choose a gas mixture with small transverse diffusion or a large \(\omega\tau\) in the high magnetic filed. Ar-CF\textsubscript{4} gas mixtures are known to have the large \(\omega\tau\) up to around 20 at 4T. Fig. 1 shows the spatial resolutions of GEM TPC with Ar(97\%)-CF\textsubscript{4}(3\%) calculated by a new analytic formula \cite{4}. Here the transverse diffusion constant was assumed to be 20 \(\mu\)m/cm\textsuperscript{1/2} based on the Magboltz simulation \cite{5}, and the transverse diffusion constant was assumed to be 20 \(\mu\)m/(cm)\textsuperscript{1/2} based on the Magboltz simulation \cite{5}, and the transverse diffusion constant was assumed to be 20 \(\mu\)m/(cm)\textsuperscript{1/2} based on the Magboltz simulation \cite{5}, and the transverse diffusion constant was assumed to be 20 \(\mu\)m/(cm)\textsuperscript{1/2} based on the Magboltz simulation \cite{5}, and the transverse diffusion constant was assumed to be 20 \(\mu\)m/(cm)\textsuperscript{1/2} based on the Magboltz simulation \cite{5}, and the transverse diffusion constant was assumed to be 20 \(\mu\)m/(cm)\textsuperscript{1/2} based on the Magboltz simulation \cite{5}, and the transverse diffusion constant was assumed to be 20 \(\mu\)m/(cm)\textsuperscript{1/2} based on the Magboltz simulation \cite{5}.
width of the standard readout pads and the width of the pad response function of the multilayer GEM were taken to be 1.27 mm and 350 μm, respectively. The effective number of electron $N_{\text{eff}}$ appears in the formula was assumed to be 22 [4].

The Ar-CF$_4$ gas mixtures are also known to have the high electron attachment at the high electric field above 1 kV/cm [5]. It is conjectured, however, that the region in the gas amplification gap of MPGD where the electron attachment dominated over the gas amplification might be limited so that MPGD should provided sufficient gas amplification. The attachment in the drift region (<400V/cm) is estimated to be negligible even for the large ILC TPC. The most recent work of the micromegas TPC readout by the resistive anode measured the excellent spatial resolutions of around 50 μm for Ar(95%)-CF$_4$(3%)-iC$_4$H$_{10}$(2%) gas mixture in the 5T magnetic field [6]. The resolutions measured at 0.5T in the same experiment gave the effective number of electrons $N_{\text{eff}}$ of 28.8 proving the above conjecture. It was also reported that a three-layer GEM TPC worked successfully with the same gas mixture [7]. However the measured resolutions were limited by the large pad width of 8 mm and there was no report on $N_{\text{eff}}$.

Beside the standard characteristics of the TPC gas there are also special requirements to the TPC gas at ILC. The neutrons from the beam dumps of ILC may arise as a significant background in TPC [1]. To minimize their effects it may be advisable to avoid any gas mixture which contains much hydrogen. Also when we adopt the GEM gating [8] to prevent the ion feedback to the drift region from the amplification region, the selection of the TPC gas mixture may become even narrower. Although there is an argument against the Ar-CF$_4$ gas mixtures since the CF$_4$ is an etching gas, the Ar-CF$_4$ gas mixtures seems to have advantage in these two points.

2 GEM TPC with Ar-CF$_4$(3%)-iC$_4$H$_{10}$ gas mixtures

We report here preliminary results of our measurement of the spatial resolution of a GEM TPC with Ar-CF$_4$(3%)-iC$_4$H$_{10}$ gas mixtures.

The measurement was done using the MP-TPC prototype. The MP-TPC is a small TPC prototype with the cylindrical drift region of 14.5 cm in diameter. It has a detachable endplate which carried a GEM detector in this measurement. The maximum drift length with the GEM detector was 25.4 cm.

The GEM detector consists of 3-layers of the standard CERN GEM (10 x 10 cm$^2$) mounted on a pad plane. The transition gaps between the three GEMs were set to be 1.5 mm for this measurement and the induction gap to the pad plane 1.0mm. The pad plane has 12 pad rows. The width (pitch) of each pad is 1.17 (1.27) mm and the length (pitch) 6 (6.3) mm. The pads in the adjacent rows are staggered by one half of the pad pitch. In this measurement the central 32 pads of 7 pad...
rows were actually readout by the ALEPF TPC electronics. Some more details of the MP-TPC and the readout electronics may be found elsewhere [4].

The MP-TPC was placed at the center of a superconducting solenoid of the MRI model at the KEK cryogenic center. The inner bore is 80 cm in diameter and 1.6 m in length. The uniform magnetic field of 1T is generated by a multilayer superconducting coil. An iron yoke of about 10 cm thick surround the cryostat improves the field uniformity.

The TPC gas was mixed on the site using three mass flow controllers (MFC). The flow rate of the mixed gas was typically 100cc/min during the measurement. The MFC for Ar gas has the maximum flow rate of 1 liter/min, and the other two for CF$_4$ and iC$_{4}$H$_{10}$ 20 cc/min. The MFCs were calibrated recently. The actual flow rates during the measurement are estimated to be within 5% or better to the preset values.

The measurement was made with the cosmic ray tracks triggered by two scintillator counters immediately above and below the MP-TPC. Each scintillator counter was readout by a fine-mesh PMT.

3 Spatial resolutions and $N_{\text{eff}}$

The data were collected for the two different values of the iC$_{4}$H$_{10}$ concentration; (1) Ar(94%)-CF$_{4}$(3%)-iC$_{4}$H$_{10}$(3%) and (2) Ar(96%)-CF$_{4}$(3%)-iC$_{4}$H$_{10}$(1%). The lower concentration of iC$_{4}$H$_{10}$ is preferred when the neutron background becomes an important issue. The voltage applied to each GEM was 240 V for the gas mixture (1) and 230 V for the gas mixture (2) keeping the gas gain to be same. The voltages of the transition gaps and the induction gap were set to be same to the GEM voltage. The drift filed was tentatively chosen to be around 80V/cm in this measurement, 80.4V/cm and 77.6V/cm for the gas mixture (1) and (2), respectively. For each gas mixture, we accumulated about 60,000 cosmic ray triggers. The magnetic filed was 1T.

Before the data taking we tried to operate our GEM TPC with Ar(97%)-CF$_{4}$(3%) but without any iC$_{4}$H$_{10}$ concentration. We could not see the GEM signal up to the GEM voltage of 340V, confirming the observations by other people [9].

The cosmic ray tracks were found by using the Double-Fit program [4] which performed the $\chi^2$ fit to hit points found in the 7 pad rows. The circle fit was applied. In the following discussion the comics rays were selected in $-3^\circ < \phi < 3^\circ$, where the angle \( \phi \) was the angle of the projected track on the pad plane relative to the normal of the pad rows, to minimize the pad angle effect.

For the gas mixture (1) with the 3% iC$_{4}$H$_{10}$ the drift velocity was measured to be 3.4 cm/\( \mu \)s while the Magboltz simulation predicts 3.15 cm/\( \mu \)s. The drift velocity was measured by the endpoint of the time distribution of the cosmic ray tracks. In the upper plot of Fig.2 shows the widths of the pad response $\sigma_{\text{pad}}(z)$ as a function of the drift length $z$. The linear fit to the data by the formula $\sigma_{\text{pad}}(z)^2 = \sigma_{\text{pad}}(0)^2 + C_{\text{DT}} z$ gives the transverse diffusion constant $C_{\text{DT}}$ of $90 \pm 1.5 \ \mu$m/cm$^{1/2}$ to be compared

![Fig. 3 The width of the pad response (top) and the space resolution (bottom) as functions of the drift length. The gas is Ar(96%)-CF$_{4}$(3%)-iC$_{4}$H$_{10}$(1%) gas mixture. The dotted line in each plot is the best fit to the data by the function given in the plot.](image-url)
to 88 $\mu\text{m/cm}^{1/2}$ calculated by the Magboltz simulation. The measured spatial resolutions $\sigma_x(z)$ are shown in the lower plot of Fig.2. Fitting the spatial resolutions with the formula $\sigma_x(z)^2 = \sigma_x(0)^2 + [(C_{DT}/N_{\text{eff}})]z$ [4], we obtain the effective number of electrons $N_{\text{eff}}$ of 24±2. Here the fitting was made in the region of the drift length larger than 80 mm to avoid the hodoscopes effect.

Fig 3 shows the results for the gas mixture (2) with the 1% iC$_4$H$_{10}$. The diffusion constant measured is 93 ±2.0 $\mu\text{m/cm}^{1/2}$ while the Magboltz simulation predicts 71 $\mu\text{m/cm}^{1/2}$. From the measured spatial resolutions in the lower plot of Fig. 3 the $N_{\text{eff}}$ is found to be 20±1. The drift velocity measured is 4.2 cm/$\mu$s while the Magboltz simulation predicts 3.9 cm/$\mu$s.

These measured $N_{\text{eff}}$ are comparable to those for the micromegas TPC operated with Ar(95%)-iC$_4$H$_{10}$(5%) gas mixture [4] and the 3-layer GEM TPC with the TDR gas and P5 gas [10].

4 Conclusions

We measured the spatial resolutions of the 3-layer GEM TPC with the Ar-CF$_4$(3%)-iC$_4$H$_{10}$ gas mixtures at 1T. In the limited operational conditions we found no serious problem to operation the GEM TPC for the gas mixtures while we could not operate it without iC$_4$H$_{10}$. The effective number of electrons $N_{\text{eff}}$ were found to be comparable to those found for the other standard gases. We need to understand the somewhat (10%) higher drift velocities and the significantly (30%) lower diffusion constant obtained for the gas mixture with the 1% iC$_4$H$_{10}$ concentration. We continue our study of the GEM TPC with the Ar-CF$_4$(3%)-iC$_4$H$_{10}$ gas mixtures, in particular, toward higher drift fields.
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Measuring Distortions in a TPC with Photoelectrons
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In order to reach the desired momentum resolution with the large TPCs proposed for the ILC detectors it will be necessary to measure and correct distortions of the electron drift, particularly that due to non-uniform magnetic fields. This paper presents a proposal for using photoelectrons generated at the central cathode to provide critical information for distortion corrections.

1 Introduction

The large TPCs proposed to perform the central tracking for the ILC detectors will be very sensitive to non-uniformities in the electric and magnetic fields because of the long drift distance for the electrons. When operated with a fast gas in a strong magnetic field, the electrons will move nearly parallel to the magnetic field lines which reduces any distortions from electric field non-uniformities while increasing the sensitivity to non-uniform magnetic fields. With the finite beam crossing angle for the ILC, it is expected that a so-called anti-DID field will be introduced to reduce the background from low energy particles entering the detector. The effect of this non-uniform field component needs to be very well understood and corrected for, in order to attain the desired momentum resolution for the TPCs.

This paper presents a proposal for using photoelectrons as a controlled and reproducible pattern of electrons with which to monitor all aspects of electron transport in the TPC, including drift velocity, diffusion, gas gain, and the distortions from straight line paths arising from electric and magnetic field non-uniformities and from positive ion effects.

2 Producing photoelectrons

The proposed approach to produce a pattern of photoelectrons involves placing a set of aluminum elements on the copper surface of the central cathode. By flashing regions of the central cathode with a diffuse pulse of 266 nm wavelength light, photoelectrons are emitted from the aluminum and not the copper, due to the different work functions of those two metals. The aluminum pattern would be accurately surveyed during the central cathode construction, allowing for absolute measurements of the transverse displacements of the drifting electrons. This technique was used in the STAR TPC and will be used in the T2K TPCs that are now under construction [1].

For the test pattern to be useful to help empirically correct distortions that arise from imprecise knowledge of the fields or from positive ions, it is important to consider the ambiguities in solving the inverse problem: given the known positions of the test-pattern, and images from the device, determine the transverse displacements that electron clouds experience. If the test pattern consists only of long strips to mimic tracks, as was done in the STAR TPC, it is not possible to determine these displacements, as illustrated in Figure 1.
To deduce the transverse displacements of the electron clouds, a pattern of dots should be used rather than lines. In order for the same system to also measure the diffusion constant for the gas, a few line patterns need to be incorporated, so that the same method as for tracks produced by traversing charged particles can be used.[2]

3 Demonstration of the system

As part of the tests for the T2K TPC design, this type of photoelectron calibration system was incorporated into the large T2K prototype TPC built in Canada in 2005. The test pattern consists of lines only, with thin aluminum tape applied manually and cut into 2, 3, and 4 mm wide strips. Two contrast materials for central cathode surface were used, copper and carbon loaded kapton (the latter being the STAR design). In early 2007, a yag laser was acquired to test the photoelectron system. The UV light was introduced through the TPC endplate through a fibre terminated by two small lenses to defocus the light over the entire central cathode. The aluminum pattern and one of the first observed images is shown in Figure 2.

The jtpc analysis package was used to fit the track parameters for each strip separately. With laser images taken every second, it is possible to monitor the drift velocity at the precision of about 0.01% every few minutes. At the same time the diffusion constant and relative gain can both be monitored at the precision of about 1%.

The amplitude observed for any set of pads is seen to fluctuate by more than 10% from one laser event to the next. Power meters confirm that the pulse to pulse energy from the laser has a standard deviation of about 3%. The observed fluctuations can be attributed to the photoelectron production itself, which should follow a Poisson distribution. In fact, the variance is found to be proportional to amplitude, as expected for a Poisson distribution, and therefore the measure of variance and amplitude allows a direct estimate of the absolute gain, as shown in Figure 3.
Figure 2. The photograph on the left shows a view inside the T2K prototype TPC built in Canada in 2005. The central cathode surface on the left is carbon loaded kapton, and copper on the right. The aluminum strips are clearly visible. On the right is an event display, showing the amplitude of the signals on the readout pads after a single flash of the UV laser.

Figure 3. On the left is shown the observed relation between variance and amplitude for different sets of pads from laser events. This appears to be linear as expected for a Poisson process, thereby allowing for a direct estimate of the absolute gain of the system. On the right are shown the distribution of amplitudes for two selected pad groups and the estimated mean number of photoelectrons responsible for the signals.
Figure 4. On the left is shown the difference between the specified and measured horizontal coordinates for the aluminum strips at the centre line of the TPC. The right figure shows the difference between the specified and measured azimuthal angles of the strips.

The track parameters for the horizontal coordinate (at the vertical center of the TPC) and the azimuthal angle for each strip pattern are compared to the specified locations for the strips in Figure 4. The horizontal displacements are seen to be all within 0.5 mm apart from one strip. There appears to be an effective rotation for the images in the lower module. When incorrect field cage potentials are applied, distortions greater than 10 mm are observed.

4 Considerations for the ILC TPC

For the ILC TPC photoelectron calibration system, a combination of dots and some radial (or nearly radial) strips should be applied to the central cathode. Dots of radius 1 mm produce an electron cloud with transverse standard deviation of 0.5 mm, allowing for measurements of displacements with precision of about 50 μm with just a few light pulses. Some gaps must be designed into the endplate readout to allow for the source of UV light to enter. This can be done with a few radial gaps – so that the azimuthal acceptance is uniform around the TPC. The system will require that the light intensity not vary across the surface of a dot by more than about 3%. The same specification is necessary for the knowledge of the relative gains from one pad to the next. A 3% difference results in a systematic shift of about 40 μm. In order to verify the utility of this system for the high precision requirements of the ILC TPC, we propose to install a photoelectron calibration system in the large prototype currently being designed by the LCTPC collaboration. Two fibers entering the endplate next to the readout modules will allow most of the central cathode to be exposed.
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This contribution investigates a prototype of a TPC readout with a highly pixilated CMOS ASIC, which is an option for charged particles tracking of the ILC. A triple GEM stack was joined with a TimePix and MediPix2 chip (pixel size of 55×55 μm²) and its readout properties were investigated with 5 GeV electrons. The spatial resolution of the cluster center reconstruction was determined as a function of drift distance using different cluster algorithms and compared with Monte Carlo predictions.

1 General consideration

The recent development of Micro-Pattern-Gas-Detectors (MPGD) allows an extended field of application for detectors with gas multiplication. For Time-Projection-Chambers (TPC) the readout with Gas-Electron-Multipliers (GEM) [1] has been demonstrated in conjunction with an unconventional readout option with high pixelation using the MediPix2 chip [2]. The TimePix [3] and MediPix2 is investigated the first time with 5 GeV electrons from DESY II. They have the virtue of negligible multiple scattering. An external tracking with Si-telescope provides information on the track position which is used for resolution determination and for the drift velocity measurements using a TimePix chip.

2 Basic setup for the GEMs and the MediPix2/TimePix chip

A cross sectional view of the triple GEM plus Medipix2 and Timepix detector with an electron beam crossing the drift region is shown in Fig.1 (left part). The drift volume of 6 mm thickness and 10×10 cm² in size serves for charged track detection. The drift field is about 1.1 kV/cm. Three CERN-produced GEMs of the same area as the drift volume with 70 μm holes of 140 μm pitch are arranged in a stack above the readout plane with 2 mm (2-2-1) or 1 mm distances (1-1-1) for the transfer gaps, the latter provides a collapsed setup in order to study possible effects on the spatial resolution. With the triple GEM stack gas amplification of ≈10⁵ can be achieved with Ar/CO₂ and He/CO₂ - mixtures for the high resolution detection of minimum ionizing particles. The MediPix2 and TimePix chip is positioned at a distance of 1 mm from the last GEM exposed to a field of Eₙ = 4.0 kV/cm. The advantage of a GEM setup is the robust operation, since the fields of the gas multiplication region (≈ 70 kV/cm) are well shielded inside GEM holes, see [2].

3 The test beam setup

The MediPix2 and Timepix chip has a surface of 14×14 mm² and a pixel size of 55×55 μm². It is positioned close to the border of the GEM stack, see Fig. 1 (right part). The remaining
surface of the GEMs is covered with 24 anode pads of $2 \times 2 \text{cm}^2$ size for monitoring purposes. The gas tight box contains the GEMs, the resistor chain, the TimePix and MediPix2 chip and the readout electronics of the pads.

The readout of the MediPix2 and TimePix is done with MUROS2 using the fast shutter option. The thresholds for the pixels used were $990 \, e^-\text{and} \, 830 \, e^-$ for the MediPix2 and the TimePix, respectively. The electron beam is defined by trigger scintillating counters of $1 \times 1.5 \text{cm}^2$ in size and a Si-telescope with 3 planes of strips (two planes allow measurement of the x-coordinate in front and behind the GEM plus Medipix2 and Timepix, and one plane is used for the y-coordinate measurement in front of the detector). The effective readout pitch of Si-telescope is $50 \, \mu\text{m}$.

4 TimePix: The TIME, TOT and MIXED modes

The TimePix has a clock, which is distributed throughout the entire chip. A register on each pixel counts the number of clock cycles in a way depending on the chosen mode of operation. For each pixel this mode can be set individually. In TIME-mode the cycles are counted from the point when the signal crosses the threshold till a common stop by the gate signal (= "Fast shutter"). The other mode "Time-Over-Threshold" records the clock cycles as long as the pulse is above the threshold. The maximum number of counts in this measurement is limited by the chosen gate width of $12.6 \, \mu\text{m}$, which is about 600 counts at a given clock frequency of 48 MHz.

In a special configuration “Mixed Mode” every other pixel switches the TIME and TOT mode in checker board fashion. This results in 1/2 of all pixels are of TIME-type and another 1/2 of the TOT-type. This allows a proximity information of both TIME and TOT.
5 Cluster reconstruction and point resolution

Typically, 8 - 9 non-separated clusters per track were observed, see Fig. 2 (left part). Images with double tracks were not considered in the current analysis. The following three clustering methods were used, where last two can separate the overlapping clusters using the charge deposition information (TOT or MIXED modes) resulting in average 10 - 11 clusters per event:

- “Contiguous areas” method leaves overlapping clusters not separated. That method is applicable for any TimePix mode. The result is a lower number of clusters depending on the effective threshold settings and therefore not covered here
- “Saddle Point” method separates the contiguous clusters making a line for secondary maximum in a projection transverse to track. The line divides the merged clusters at the saddle point
- “Island” method joins the adjacent pixels with a nonzero TOT values into clusters in the way that a pixel is joined into the cluster of its neighbor with a highest TOT value. The procedure is repeated for each pixel to produce a unique assignment of pixels to clusters. It results in a separation in two spacial coordinates available compared with the above case

Figure 2: Image of 5 GeV electron track (left part) and $\sigma_0$ and $D^2 \bar{n}_i$ for Ar/CO$_2$ (right part)

The evaluation follows basically [2]: A cluster is rejected if it contains less than 9 hits. The noise is removed beyond the cluster region. Two different methods of the straight line fits to the centers of the clusters result in an inbiased estimation of the standard deviation. Residuals of the fit to all cluster centroids (N) and a fit to (N-1) centroids resulting in a residual of the exempt cluster which is permuted over all clusters. These residuals enter into two Gaussian fits which produce $\sigma_{unbiased} = \sqrt{\sigma_N \times \sigma_{N-1}}$. 
The left part of Fig. 2 shows a measured dependence of the resolution versus the drift space for Ar/CO$_2$. In the drift region to separate the lateral diffusion within the drift space from the intrinsic GEM plus TimePix and MediPix2 resolution the y-coordinate information of the external telescope is used. The following parametrisation is applied for the fit: $\sigma^2 = \sigma_0^2 + \frac{D^2 t}{n_{el}^{cl}}$. The $\sigma_0$ equal to 24.9 ± 0.4 results from the fit for Ar/CO$_2$.

6 Comparison with Monte Carlo simulations

The results of spatial resolution $\sigma_0$ and $D^2 t/n_{el}^{cl}$ corresponding to different clustering methods for Ar/CO$_2$ and He/CO$_2$ are summarised in Tab. 2. The comparison with HEED simulations [4] is also given in the table.

<table>
<thead>
<tr>
<th>DATA</th>
<th>Simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>$\sigma_0$</td>
</tr>
<tr>
<td>“Island”</td>
<td>Ar/CO$_2$</td>
</tr>
<tr>
<td></td>
<td>He/CO$_2$</td>
</tr>
<tr>
<td>“Saddle”</td>
<td>Ar/CO$_2$</td>
</tr>
<tr>
<td>“Point”</td>
<td>He/CO$_2$</td>
</tr>
</tbody>
</table>

Table 1: The values of $\sigma_0$ and $D^2 t/n_{el}^{cl}$ for the data and Monte Carlo simulations. The comparison with Monte Carlo simulation is present at the moment only for the “Saddle Point” clustering method.

The agreement between two clustering methods is found to be good for both $\sigma_0$ and $D^2 t/n_{el}^{cl}$ values. It is found that simulations considerably overestimate the slope $D^2 t/n_{el}^{cl}$ comparing to the measurements for both gases.

The slope depends on the size of merged clusters because a higher number of electrons per detected cluster than for an ideally resolved cluster is present. This leads to a reduction of the effective transverse diffusion through the active volume and reduces the slope parameter. Based on this observation it is possible that the discrepancy of the Monte Carlo with respect to the slope is present, since the average number of detected clusters lower by a factor of 2 than expected from simulations [4].
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The concept of digital silicon sensor for vertex and tracker application is proposed. It is based on advanced type of active element and sophisticated digital architecture. Very fast binary readout is combined with approximately 8 µm space resolution.

1 Introduction

The concept of digital silicon sensor for vertex and tracker application is proposed. It is based on advanced type of active element and sophisticated digital architecture. Very fast binary readout is combined with approximately 8 µm space resolution.

4×4 cm² sensor composed of four 2×2 cm² quarters should be produced as a regular microelectronic device on low resistivity silicon wafers. Basic element is about 25×25 µm² pixel with binary readout. It includes active sensor, low power amplifier and a few logical elements with parallel and serial outputs (Figure 1).

Active sensor is a fully depleted diode in 10 µm thick epitaxial layer on regular low resistivity silicon wafer with individual very low power amplifier and FF. The pixel outputs are connected into DAP "strips". Each strip consists of about 800 pixels. 2 cm long strips have 25 µm pitch according to the pixel size plus gap. Individual strip electronics and memory are positioned on the end of the strip near the quarter’s edge.

2 DAPA overview

Within each strip all pixel signals are connected to one wire OR line through gate A. If a charged particle crosses ANY pixel which belongs to that strip, a short pulse (not potential) appears on the wire OR line. This pulse activates circuits which register signal arrival time. It can also be used to generate a fast first level trigger. This stage of DAPA activity can be used as microstrip detector with 25 µm pitch and binary readout. The same signal from the charged particle hit sets individual FF in the given pixel into “1” logical state. Serially connected FFs within strip work as a shift register. Every clock period information about hits in the entire strip is shifted one step toward strip end. After certain number of shifts, hit signal will reach strip end, where it’s arrival time will also be registered. Delay between first (wire OR) signal and this (shift register output) signal is used to determine hit position within the strip. We suppose that about 100 MHz frequency can be used if DAPA detectors works as independent system without collider (bunch) synchronization (at GSI, for
example). If a few particles hit the same strip during one circle, it creates an ambiguity in pixel identification along a strip. It could be a case when occupancy and event rate are very high (CBM Vertex, for example). To prevent ambiguity identical readout schematic exists in perpendicular direction (Figure 2). A probability to get occasional coincidence in two lines of 800 pixel each is negligible. For LC application clock period corresponds to bunch period within a bunch train. This case we don’t need shift register to work permanently. It has to be a clock train synchronized with bunch train +800 additional pulses to read out the whole of strip pixels. Rather simple controller is positioned on the edge of each quarter. It collects already zero suppressed information from all 800 strips and sends it via one serial output as its (quarter) number, strip number, time stamp and pixel on strip number. Actually it’s complete event address is space and time for a further on-line and off-line analysis. Additional fast output exists for a first level trigger generation.

3 Two orthogonal readout properties

With two orthogonal readouts two wire ORs transfer fast signals to both perpendicular sides of the $2 \times 2 \text{cm}^2$ DAPA quarter (Figure 2). The same is organized for serial readout (shift register). Double number of strip end modules is required accordingly. This DAPA version gives very serious advantages and can be used in a few ways:

1. As a regular DAPA device with fast strip/time registration and pixel position determination through the shift register. Using only X wire OR and registers.

2. As a double sided microstrip detector with binary readout. Only X and Y wire ORs are in use. Both shift registers are stopped by switching off the shift clock.

3. Two fast OR readouts can be combined with one shift register serial readout. It saves power which is required to operate digital electronics.
4. Both fast and both shift readouts are in use. Probability of ambiguity will be negligible in this case and clock frequency can be seriously decreased to reduce power consumption. By switching on and off shift clocks and changing its frequency, one can adjust DAPA properties during the experiment depending on current situation.

4 DAPA advantages

1. Completely integrated electronics.
2. Completely integrated zero suppression.
3. One line serial output.
4. Good space resolution on both coordinates. Even according to simplest scenario it works as a thin double sided microstrip detector with binary readout, 8 µm resolution and all mentioned advantages.
5. DAPA with two orthogonal readouts can appear as very flexible device, which properties can be adjusted according to experimental requirements in any moment without any hardware changes.
6. Because of single side structure it can be produced on a thick regular substrate and after that thinned down to 50-100 microns.
7. DAPA has to be radiation hard detector due to very thin sensors.
8. More simple mechanical support and assembly procedure comparing with double sided microstrip detectors because of DAPA single side structure.
9. Much higher reliability because of an absence of many interconnections.
10. It is expected that DAPA system cost will be approximately the same as silicon microstrip detector system which requires electronic chips, interconnections and a lot of qualified manpower for sensor/chip assembly and tests.

5 Conclusion

• DAPA device can appear as a charged particle detector Nuclear physicists were dreaming about.
• It will be simple, convenient and reliable device for many future experiments including ILC, GSI and Super LHC, when dE/dX measuring is not required.
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In this talk [1] I present simulation results for machine-induced backgrounds in a TPC, which is foreseen as the main tracker of the LDC detector. Using Guinea-Pig as a particle generator and Mokka as a full detector simulation, background occupancies and space charges are estimated. Some special attention is paid to neutrons.

1 Backgrounds at the ILC

Even though the ILC is expected to provide a very clean experimental environment, its operation will not be perfectly background-free. A main source of backgrounds are electron-positron pairs which are created during the collision of the very strongly-focussed bunches. Due to the high space charge, the particles in the bunches can emit “beamstrahlung” photons [2] which can in turn scatter and create electron-positron pairs with typical energies in the GeV range. Other background sources are either supposed to be negligible (such as the beam dump or synchrotron radiation from the final focus) or have to be studied in further detail (e.g. the beam halo or losses in the extraction line).

In the order of $10^5$ pairs are created per bunch crossing, but they very rarely reach the TPC directly because of their forward boost and the focussing effect of the strong magnetic field. Instead, they hit the forward calorimeters (mostly the BeamCal, which is in fact designed to observe the spatial distribution of the pairs) and the magnets of the beam delivery and/or the extraction line. There they create charged particles and photons in large quantities, and also neutrons can be released by photonuclear reactions.

Some of these shower products are backscattered, and while most of the charged particles will be confined to the innermost parts of the detector by the magnetic field, photons and neutrons can easily reach the TPC. The chamber gas can then be ionised through photon conversion, Compton scattering, and – in the case of neutrons – recoiling protons, provided that the quencher gas contains hydrogen.

2 Simulation Tools

2.1 Guinea-Pig – Particle Generator

Guinea-Pig [3] is used to simulate the beam-beam interaction. Given a set of beam parameters (energy, bunch sizes, emittances, bunch charge, etc.), Guinea-Pig writes out the electron-positron pairs which are created in one bunch crossing. For this talk, 100 bunch crossings with nominal ILC beam parameters [4] at $\sqrt{s} = 500$ GeV are used.

2.2 Mokka – Full Detector Simulation

The Geant4-based application Mokka [5] is used for a full simulation of the detector. The geometry corresponds to the “LDC version 2” [6], featuring a TPC with a sensitive volume.
of 371 mm < r < 1516 mm and |z| < 1970 mm. In the forward region there is a rather large distance of 1080 mm between LumiCal and BeamCal, which helps in shielding backscatterers from the BeamCal and therefore reduces the number of photons being able to reach the TPC.

Since the transportation of neutrons should be modelled as precisely as possible, the simulation uses a Geant4 built-in physics list named QGSP\_BERT\_HP which has high-precision models for low-energy neutrons (below 20 MeV).

3 Digitisation and Analysis

Mokka writes out the energy deposits which happen during each single simulated step of a particle in the TPC volume (Figure 1). These steps are currently limited to a maximum length of 5 mm [7], which is a trade-off between accuracy and output file size. The energy deposits are afterwards assigned to discrete volume elements (so-called voxels), the sizes of which correspond to the size of the readout pads on the anode (in ρ and φ) and the readout sampling of the signals (in z).

All 100 bunch crossings are overlaid with proper drift behaviour and bunch spacing, thereby forcing all signals into the “readout window” by a simple modulus operation – this should provide a sufficiently realistic picture from the middle of a long bunch train. (A few signals are created with very long delays, presumably because of nuclear reactions, but their fraction is negligibly small.) An ideal charge sharing over three pads is assumed, but z-dependent diffusion, gain fluctuations, or electronics effects such as shaping are not simulated yet.

3.1 Occupancy and Primary Space Charge

In Figure 2 the occupancy (i.e., the percentage of non-empty voxels) is calculated for different voxel sizes. Starting from 5 × 5 × 10 mm³, the radial size (height of a pad row in ρ), the azimuthal size (width of a pad in φ), and the longitudinal size (depth of a time bin in z) are varied independently. The resulting overall occupancies stay well below 1% as long as the voxel dimensions do not get too large.
For height and width, the occupancy – as one would expect – scales almost linearly with the voxel size. However for the depth, there is only a weak dependency on the voxel size over a large domain. This is a consequence of the many microcurlers which travel a relatively long distance in $z$, but which only occupy very few pads in $\rho$ and $\phi$ (cf. Figure 1). Only when the voxel depth reaches approximately the size of the large curler structures, the corresponding curve in Figure 2 begins to rise as steeply as the other two. Even though this is irrelevant for a TPC (which would never have such a coarse longitudinal sampling), it might matter for other detector technologies.

Using the more-or-less realistic voxel size of $5 \times 1 \times 10$ mm$^3$, Figure 3 shows that the local occupancy strongly depends on the radial position within the chamber. The innermost regions almost reach 1%, whereas in the middle and outer regions, occupancies of no more than 0.01% to 0.1% have to be expected.

The mean primary space charge ranges from almost $10^{-3}$ fC/cm$^3$ in the inner regions down to approximately $5 \cdot 10^{-5}$ fC/cm$^3$ in the middle and outer parts of the TPC. The distribution of the charge per voxel varies over a large range (from a few primary electrons up to several thousands in the extreme case), but it does not follow a Landau-like shape due to the large contribution from photons which cause local energy deposits.

### 3.2 Influence of Neutrons and Hydrogen

It has been assumed that neutrons might have a significant influence on the TPC background by hitting protons and producing short recoil tracks, provided the chamber gas uses a quencher which contains hydrogen. To test this, another simulation run with 20% of CH$_4$ (instead of the usual 5%) is carried out. The results are shown in Table 1: One can in fact recognise a fourfold increase in signals created by protons (as far as the low statistics permits), but their fraction is negligible compared to the other ionisation processes. It should therefore be safe to use a conventional hydrocarbon-based quencher in typical concentrations instead of a surrogate which might introduce new kinds of problems.
Table 1: Number of particles which are entering the TPC (top part) and which are created in the TPC due to secondary processes (bottom part) per bunch crossing. The error values indicate the fluctuation per bunch crossing, not the total statistical error from all 100 bunch crossings.

<table>
<thead>
<tr>
<th></th>
<th>5% CH4</th>
<th>20% CH4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutrons</td>
<td>142 ± 20</td>
<td>146 ± 25</td>
</tr>
<tr>
<td>Photons</td>
<td>947 ± 57</td>
<td>955 ± 44</td>
</tr>
<tr>
<td>Electrons</td>
<td>6 ± 13</td>
<td>6 ± 12</td>
</tr>
<tr>
<td>Electrons</td>
<td>292 ± 130</td>
<td>303 ± 121</td>
</tr>
<tr>
<td>Protons</td>
<td>2 ± 2</td>
<td>9 ± 4</td>
</tr>
</tbody>
</table>

4 Summary and Outlook

The occupancy of the TPC caused by machine-induced backgrounds stays well below the value of 1% which is often quoted as an approximate critical limit [8]. This single number still does not take the spatial structure of the background signals into account: Microcurlers will often blind only a few pads for a longer time. Such patterns will have less impact on data readout and pattern recognition than a set of truly randomly-distributed hits which might – numerically – yield the same value for the occupancy.

A pattern recognition algorithm should easily manage to remove most of these background signals before track finding and fitting, thus presumably minimising the direct influence on the tracker resolution as long as background levels do not get significantly higher. Furthermore, due to the strong radial dependency of the background occupancy, there will always be the option to start pattern recognition in the sparsely-populated outer regions of the TPC and then continue by tracking inwards.

However, background particles will still cause primary ionisation and possibly field distortions from backdrifting ions, thereby having at least an indirect influence on the performance of the tracker. These effects will have to be studied in further detail – a large-scale production of background events is foreseen for this purpose. Another plan is to include hadronic beamstrahlung scattering products (so-called minijets) in the simulations.

References

Simulation Study of GEM Gating at ILC-TPC

A.Sugiyama¹, A.Aoza¹, T.Higashi¹, A.Ishikawa¹, H.Tsuji¹, Y.Kato², K.Hiramatsu², T.Yazu², T.Watanabe³, O.Nitoh⁴, H.Ohta⁴, K.Sakai⁴, H.Bito⁴, K.Fujii⁵, M.Kobayashi⁵, H.Kuoia⁵, T.Matsuda⁵, R.Yonamine⁵, S.Uno⁵, Y.Gao⁶, Y.Li⁶, J.Li⁶, Q.Huirong, L.Cao⁶, Z.Yang⁶, A.Bacala⁷, C.J.Gooc⁷, R.Reserva⁷, D.Arogancia⁷

Saga University, 1 Honjho-machi, Saga 840-8502, Japan
Kinki University, 3-4-1 Kowakae, Higashi-Osaka 577-8502, Japan
Kogakuin University, 1-24-2 Nishi-Shinjyuku, Tokyo 163-8677, Japan
Tokyo University of Agriculture and Technology, Koganei, Tokyo 184-8588, Japan
IPNS, KEK, Oho 1 Tsukuba 350-0810, Japan
Tsinghua University, CN-100 084, Beijing, China
Mindanao State University Iligan Institute of Technology, 9200 Iligan, Philippines

The feasibility of GEM gating under LC-TPC condition such as high magnetic field and high $\omega\tau$ gas has been studied by simulation. We found the best electron transmission is 70% at a current condition due to the high magnetic field.

1 Introduction

Future ILC experiment is a dedicated experiment for precise measurement of nature of Higgs particle and beyond the standard model with its clear experimental condition comparing to Hadron experiments. However beam bunch trains squeezed to the order of nanometer at the interaction point introduce various beam background as well as physics background such as two photon processes. Time Projection Chamber(TPC) is one of candidates for tracking system in ILC detector concepts. TPC suffers huge background activities such as photon and neutron as well as charged particles during bunch train crossing at IP (1msec) every 200msec. It takes 50µsec for electrons to drift a full length of drift distance(2m), while ions take $10^4$ longer time than electron. As ions cannot be swept away from TPC drift region before the next beam train, they will be piled up by following bunch trains. But the most of ions are produced at gas multiplications and these ions must be blocked at the gate device near the sensor which has to transmit electrons from drift region to the sensor when gate is open. Gate system must be about 1cm above a gas amplification device in order to hold all ions produced at gas multiplications during 1msec beam collision.

F.Sauli had applied Gas Electron Multiplier(GEM) [2] as a gating device by just reversing the electric field in GEM hole when Gate is closed. The electron transmission is the key issue for this and has been measured for several gas mixtures and two different GEM [3]. He shows the clear improvement in the electron transmission at a low voltage operation by changing a hole radius larger( Figure 1-a). The best transmission is 70% at 10 volts for 50µm thick GEM with 100 µm diameter hole and 150 V/cm, 300 V/cm for a drift and transfer field in Argon CO₂ gas mixture(70:30).
2 Method to understand electron transmission

We have tried to understand a mechanism of this improved electron transmission at low $V_{\text{GEM}}$ operation and hope to find a reliable gate condition for LC-TPC. In order to understand behavior of an electron transmission, it is divided into two factors, a collection efficiency and extraction efficiency. Each efficiency is evaluated by GARFIELD [4] simulation based on 3 dimensional electric field map calculated by Maxwell3D [5].

The collection efficiency is defined as the number of electron reach to an entrance of GEM hole divided by the number of generated electrons uniformly over a cell unit at 500 $\mu$m above GEM surface, while the extraction efficiency is defined as the number of electrons which could come out from holes divided by the number of electrons reach to hole entrance. Electric field is calculated 500 $\mu$m above and below GEM as well as its inside.

When we use Garfield, STEP size is always defined by a length, where STEP size is an interval to update electron position in Garfield. In Monte Carlo simulation, results of calculation sometime depend on a choice of STEP size especially under rapidly changing field. After studies of efficiency dependence on a step size, we compromised to choose 2 $\mu$m because it seems to provide a result close enough to one with a finer step size, and we could not choose finer step size due to the limited maximum number of steps.

Though we try to use a precise field map with fine elements, GARFIELD could only accept $O(10^5)$ elements. A systematic difference in the extraction efficiency at higher field is still observed when we change a size of elements by twice larger under the same geometry. While the collection efficiency is not sensitive to the element size as electric field associated to this effect is lower. As the gating GEM is used at low voltage, the limited number of elements seems not to be a big problem here. But we have to notice these calculations always include an ambiguity, but it must not exceed 5%.

3 Comparison to experimental results

Comparing to the Sauli’s data of Ar : CO$_2$ = 70 : 30 with 2 different hole sizes, the electron transmissions are well reproduced by the simulation quantitatively below 150 volts in

Figure 1: Comparison of electron transmission between Sauli’s data (a) and simulation(b). (c) and (d) show collection and extraction.
$V_{\text{GEM}}$ though above 150 volts results of simulation are different (shown in Figure 1) as they don’t include gas amplification effect, where 150 V/cm and 300 V/cm is applied for drift and transfer regions respectively. GEM with 100 µm diameter hole provides 70~80% efficiency in the electron transmission at 10 volts in $V_{\text{GEM}}$ though the standard GEM provides less than 40% transmission at the best. This difference can be attributed to the different behavior of the collection efficiency largely depend on a hole aperture. A behaviour of the collection efficiency has been studied by Aachen group based on a ratio of hole field ($E_h$) to outer field ($E_d$) [6] and our result is also well explained by this.

The extraction efficiency is rather complicated. The area of field lines passing through GEM hole is shrunk as $E_h$ and the effect of transverse diffusion become important. Electrons are easily get out from the area of passing-through field lines due to the diffusion and move along returning field line to the bottom electrode of GEM. It explains why extraction efficiency decrease as $E_h$. On the other hand very low E field ($E_h \sim 0$), the diffusion is very large where electrons can reach to wall of the hole and decrease the extraction efficiency.

4 Effect of magnetic field

When we use TPC at Linear Collider experiment, the strong magnetic field is necessary for a good jet energy resolution ensured by neutral-charged particle separation for Particle Flow Algorithm as well as for a good local position resolution due to low transverse diffusion. In order to achieve 100µm accuracy for 2 m long drift, ArCF$_4$ gas mixture is a promising candidate for LC-TPC.

ArCF$_4$ provides a good transmission under 0 magnetic field as shown in Figure 2. However, once 3 Tesla field is applied, transmission becomes below 40% because the collection efficiency become very worse at low $E_h$ (distribution seems to be shift to higher $E_h$).

The degradation of the collection efficiency seems to be coming from $E \times B$ effect when electron move towards holes near the GEM surface. ArCF$_4$ gas provides large Lorentz angle to electron drifting under non parallel electric and magnetic field which disturb electron motion toward hole center and increase a chance to be absorbed at the upper electrode of GEM. Increasing of $E_h$ field initiate this electron motion high above the GEM surface and increase a probability of electron going into a hole.

Figure 2: Collection and extraction efficiency and electron transmission under magnetic and non-magnet field for ArCF$_4$ with 100µm diameter hole, $E_d = 150V/cm$ and $E_t = 300V/cm$. LCWS/ILC 2007 561
Comparing to the case without magnetic field, the extraction efficiency is increased at low $E_h \sim 0$ due to the low transverse diffusion under magnetic field. It is less at $E_h < 2000 \text{ V/cm}$ as a electron does not follow electric field line and may move into hole at a distant place from the center due to $E \times B$ effect. But it is increased again at high $E_h$ due to the same effect happened at the collection efficiency.

Under 3 Tesla magnetic field, we can obtain 60% electron transmission with $E_d = 50 \text{ V/cm}$ which results in an unacceptable low drift velocity for LC-TPC. However these results are based on a standard GEM which is developed as gas multiplication device and there must be a room to optimize GEM itself and a operation condition as a gate specific device.

5 Optimization of GEM

Parameters we can change in GEM itself are 1) hole size/pitch, 2) hole shape and 3) GEM thickness(insulator thickness and metal thickness). However there are limitation of parameter space in each items mainly due to production techniques.

5.1 Hole size/pitch

Making hole size larger in the same pitch seems to improve the collection efficiency at low $E_h$ region due to a geometrically larger hole aperture. However hole size in the same pitch limited by technical reason when GEM is produced in any kind of etching. While hole pitch is related to local resolution as local position information of each electron will disappear through hole due to diffusion and $E \times B$ effects. We cannot enlarge pitch size unlimited. The best local resolution achieved in the similar condition is about $50 \mu m$ at zero drift distance and pitch/$\sqrt{12}$ should not beyond this number.

5.2 Hole shape

Shape of hole is largely depend on processing method when holes are drilled. Chemical etching used to produce bi-conical shape hole, while dry etching provide more straight cylinder like hole. When magnetic field is not applied to the detector, hole shape would not affect to the extraction efficiency as almost electron pass though near central region of hole. But electrons can pass through near a hole wall under magnetic field and straight hole provide slightly better extraction efficiency.

5.3 GEM thickness

Thickness of insulator is related to a chance of electron absorption at a wall of hole because a transverse diffusion of electron increase as traveling distance. $25 \mu m$-thick insulator improves transmission by 10% and $12.5 \mu m$ does another 10%. Electrode thickness also contribute to a total length of hole and improves transmission by 10% reducing thickness to $1 \mu m$ from $5 \mu m$. A production of very thin GEM would not be easy, but it is worth trying if obtained result is good enough.
5.4 Operation condition

GEM operation is determined by the field at drift and transfer region and $V_{\text{GEM}}$. $E_d$ is determined by the drift velocity and diffusion of electron in order to obtain the best performance of TPC. The transmission is largely depend on a gas property (transverse diffusion as a function of electric and magnetic field ) as well as the field ratio. $E_d$ has the largest contribution to the transmission. When $E_d$ is reduced to 100V/cm, you will get another 10% increase.

In any case, back-drifting ions are blocked more than 99.9% when a reversed $V_{\text{GEM}}$ is applied to the gating GEM by 10 volts.

Figure 3: The best electron transmission with a special GEM having 12.5$\mu$m thick insulator and 1$\mu$m thick electrodes.

6 Summary

We may achieve 70% electron transmission with very thin GEM gate under LC-TPC operation condition. We are not sure this number is acceptable or not but we need some more improvements as well as experimental understanding of GEM gating scheme rather than just a simulation.
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1. Introduction

The International Linear Collider (ILC) [1] is a precision machine with high physics potential thus ILC must be accompanied by detectors capable of disentangling and deciphering complex signatures that are densely packed in both space and time. Excellent energy and angular resolution of parton-initiated "jets" are essential to precise measurements of cross sections and invariant masses of resonance states. In particular, accurate measurements of jet energy and missing energy are critical for discovery and characterization of the Higgs bosons and supersymmetric particles.

The Particle Flow Algorithm (PFA) [2] initially developed by the ALEPH experiment [3] at LEP is considered to be a solution to improve jet energy resolution. PFA exploits the relatively superior resolution of tracking systems, by replacing calorimeter cluster energies with the momenta of the associated charged tracks, thereby improving jet energy resolution. PFA requires fine calorimeter segmentation and a large tracking volume to precisely associate energy clusters with the track and to remove only the energy corresponding to the track. Fine segmentation requires a large number of readout channel, consequently instrumentation of the next generation of detectors capable of exploiting PFA using the current analog calorimeter technology may be prohibitively costly.

Digital calorimetry [4] measures the energy deposit by simply counting cells above the threshold. Such counting requires only binary information with little dynamic range, thus reducing costs for readout electronics relative to an analog calorimeter of the same granularity. Over the past several years the University of Texas at Arlington (UTA) team has been developing a digital hadronic calorimeter (DHCAL) using a Gas Electron Multiplier (GEM) [5] as the sensitive gap detector. GEM can provide flexible configurations which allow small anode pads for high granularity. It is robust and fast with only a few ns rise time and has a short recovery time which allows higher rate capability. It operates at a relatively low voltage across the amplification layer, uses simple gas (ArCO2) which prevents the detector from long term issues and is stable.

In this report, we present the recent results of the GEM based DHCAL R&D activities including some preliminary results of beam tests at Fermilab’s Meson Test Beam Facility (MTBF) and the plans for the near and mid-term future.

2. GEM-Based Digital Hadron Calorimetry Prototypes

Our development effort using GEM for a DHCAL is essential for PFA approach to achieve the required jet energy and jet-jet mass resolution. The ionization signal from charged tracks passing through the drift section of the active layer is amplified using a double GEM layer
structure. The amplified charge is collected at the anode layer with 1 cm×1 cm pads at zero potential.

The potential differences, required to guide the ionization, are produced by a resistor network, with successive connections to the cathode, both sides of each GEM foil, and the anode layer. The pad signal is amplified, discriminated, and a digital output produced. As pointed out above, GEM design allows a high degree of flexibility with, for instance, possibilities for microstrips for precision tracking layer(s), variable pad sizes, and optional ganging of pads for finer granularity future readout if allowed by cost considerations. Figure 1(a) depicts how the GEM approach can be incorporated into a DHCAL scheme.

Initial studies were conducted on signal characteristics and gain from a small prototype GEM detector shown in Fig. 1(b). The signals from the chamber are read out using the QPA02 chip developed by Fermilab for Silicon Strip Detectors. The gain of the chamber was determined to be of the order 3,500, consistent with measurements done by the CERN GDD group. The MIP efficiency was measured to be 94.6% for a 40 mV threshold, which agrees with a simulation of chamber performance. The corresponding hit multiplicity for the same threshold was measured to be 1.27, which will be beneficial for track following and cluster definition in a final calorimeter system. A gas mixture of 80% Ar/20% CO₂ has been shown to work well and give an increase in gain of a factor of 3 over the 70% Ar/30% CO₂ mixture. A minimum MIP signal size of 10 fC and an average size of 50 fC were observed from the use of this new mixture. The prototype system has proved very stable in operation over many months, even after deliberate disassembly and rebuilding, returning always to the same measured characteristics. We also investigated cross talk properties using nine 1 cm×1 cm cell anode pad layout shown in Fig.1(c). We also used collimated gamma rays from a ¹³⁷Cs source to study signal sharing between adjacent pads.

3. Development and Beam Tests of 30cm×30cm Chambers

As the first step for the full-size (1m×1m) test beam chambers, we have developed a 30cm×30cm GEM foils as shown in Fig. 2.(a) together with Microinterconnect Systems.
Division of 3M Corporation [6]. The foil is divided into 12 independent HV strips for operational safety which we had to disconnect a few during beam test experiments. For mechanical assembly, we have developed tools to handle large area foils, maintaining flatness of the foils, and the detector walls that provide gas and HV feed through. A modification of this foil design will allow sections of 1m x 30cm foils for the unit chamber. We constructed several prototype chambers using these foils and the readout boards shown in Fig.2. (b) and expose them into various beams. These chambers were read out using the 32-channel QPA02 chip based Fermilab preamp cards.

In order to test the chambers properly with sufficient statistics, they need to be exposed to particle beams. We conducted three beam tests to measure rate capability of the chamber, its MIP characteristics, cross talk between the channels and occupancy from this exercise. The output signals from the amplifier cards will be sent to discriminator boards which contain discriminator chips, multiplexer stages, and data output interface. The output from the discriminator boards were read out by a PCI based ADLink ADC controlled by LabView software.

The first beam exposure of our 30cm×30cm prototype chamber took place in May 2006, at the high intensity, low energy (10 MeV) electron beam at the Korean Atomic Energy Agency (KAERI). This beam exposure was a joint effort between UTA and the Radiation Detector Development (RDD) Group at Changwon National University (CNU), Changwon, Korea. Since the beam consists of 30 ps pulses of $10^{10}$ electrons every 43 μs in 5 cm radius, the detector and the electronics measured responses to $10^9$ electrons per pad. While the electronics was saturated, the chamber was able to see the beam clearly and provided a good measure of the time structure of the beam. As a test, we directly exposed a broken GEM foil to the beam. In both the chamber and the broken GEM foil, we did not see any physical damages. In addition, while the signal shapes were distorted by the hit from $10^9$ electrons per pad, the chamber responded well to such a large signal, giving us confidence that the chamber will function in the ILC environment without damage.

In order to continue testing GEM-based DHCAL for in-beam characterization, we performed additional beam tests at Fermilab’s Meson Test Beam Facility (MTBF). We tested
a single multi-channel chamber using the 100 channel readout system for one week in March 2007 for joint run with CNU as a secondary user behind a straw channel detector group and one week in April, 2007, as the primary user. Most the useful data taking was done using 120 GeV proton beams from the Main Injector. Labview based online analysis software complimented the DAQ software and allowed us to monitor the data as they got accumulated. Since the DAQ card required sufficiently long signal for an efficient sampling, we developed a pulse shaper to stretch the signal to a suitable level for the ADLink DAQ card to sample. We also used a commercial shaper for a verification purposes.

The trigger was formed of coincidences of three 1 cm × 1 cm and two 19 cm × 19 cm counters to constrain the beam to smaller than 1 cm × 1 cm region, which is the size of a readout pad. The two 19 cm × 19 cm counters enveloped the GEM prototype chamber to ensure the beam passage through the active area of the detector. In addition to the beam trigger, we employed two additional triggers: chamber self trigger with the signal above 30mV, utilizing the negative output from Fermilab QPA02 preamplifier, and the coincidence between the five counters and a pad signal above 30mV to constrain the beam on a particular target pad.

Using the data collected in the MTBF beam tests, we were able to determine relative efficiency and fractional cross talk ratio. In order to verify the proper functionality of the chamber, we took data using a high intensity Sr$^{90}$ radioactive beta source. Figure 3.(a) shows the signal without noise subtraction (blue), noise (purple) and noise subtracted signal (red) when 120GeV proton beam is incident to the target pad. Noise subtracted signal distribution demonstrates Landau shape as expected. We, however, observed that the width of the distribution from proton beams is much wider than the source.
Figure 3.(c) shows the relative efficiency measured on this pad as a function of threshold, which demonstrates that at the efficiency about 94% at 40mV. It, however, should be noted that a sizable number of events have more than one proton entering the detector within the 200ns gate. This is the apparent reason why we observed differences in the widths in noise subtracted signal distributions. An initial estimate of the multiple proton events shows about 20% multiple proton event contamination. A more detailed analysis using the differences between the data obtained from the Sr$^{90}$ source and the proton beams is in progress.

In order to measure the cross talk rate, we read out the pad immediately next to the pad with the trigger. Figure 3.b shows the pulse height distributions of the pad number 7 when beam is incident on the immediate neighboring pad. Blue dotted lines represent the signal before noise subtraction, the purple lines represent noise, and the red line is the noise subtracted signal. The difference between the two cases is apparent from the two figures. From these, we can extract the fractional cross talk rate on a pad, as shown in Fig. 3.d. From these studies, while the probability of the cross talk is small for both the pads, it should be emphasized that given the size of the trigger paddle this distribution includes charge sharing between the neighboring pads and the multiple proton events. As in the cases before, a more systematic analysis is in progress to take into account these different effects.

4. Future Plans

We plan to conduct a beam test using both the digital readout chip (DCAL) developed jointly by ANL and FNAL and the kPiX analog readout chip developed by SLAC in fall 2007. The prerequisite for this test is the verification of the functionality of the chamber with these readout chips in bench tests. We are working with the ANL RPC team to establish a DCAL chip test station at UTA for more efficient chamber construction and testing.

The next phase is the beam test of the full scale 1m$^3$ GEM DHCal prototype together with an electromagnetic calorimeter. We plan to construct a total of 50 or so (40+10 spares) chamber layers using 1m×30cm GEM foils produced by 3M. Three of these unit chambers will make up one sensitive layer of size 1m×1m. This test will be performed at the MTBF in late 2008 or 2009. The goal of this test is to measure the responses and energy resolution of a GEM-based DHCal. This result should be compared to that of a DHCal using RPCs and other analog HCALs. This full scale prototype will be tested jointly with CALICE Si/W or Scintillator/W ECAL and a tail catcher (TCMT), using the CALICE mechanical support structure which was used in this year’s CERN beam test. This phase, however, depends heavily on the availability of funds.

5. Possible Alternatives to Standard Thin GEM Foils

We have been considering an alternative to the standard GEM foil technology. Recent work [7] has shown that a so-called “thick-GEM” (TGEM) can, in a single layer achieve multiplication levels typical of at least a double-GEM device. A TGEM is a printed circuit board, clad with copper on both sides through which holes have been drilled. A typical configuration might be a 0.4 mm thick board with 0.3 mm diameter holes spaced 1 mm apart. Since in our application we use relatively large pads compared say to a microstrip tracker the sparser array of holes should not be an issue. With the detector costs scaling as +$12M/mm increase of the superconducting coil diameter, this could be a significant cost saving.

We have obtained a few TGEM samples from the Weizmann Institute and are in the process of constructing a prototype for feasibility study. In addition, the recent development...
of resistive-electrode TGEM (RETGEM) [8] will also be investigated as an alternative solution for the overall ILC detector.

6.0 Conclusions

Gas electron multiplier technology demonstrates exceptional possibilities of use, from time projection chambers to digital hadron calorimeter to muon tracking chambers. The development of large area GEM foils enables a wide variety of use in various detectors. The research and development work in progress of using GEM is at the stage to measure the performance of the conceptual GEM-based DHCAL. Following the three single chamber beam tests, we plan to perform additional tests using multi-channel ASIC chips. We also plan to construct a 40 layer 1m³ calorimeter prototype to measure the calorimetric performance. TGEM foil developed by Weizmann institute and the RETGEM are of great interest due to their potential for cost savings in large area production.
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Muons can be identified with high efficiency and purity and reconstructed with high precision is a detector with a dual readout calorimeter and a dual solenoid to return the flux without iron. We shown CERN test beam data for the calorimeter and calculations for the magnetic fields and the track reconstruction. For isolated tracks, the rejection of pions against muons ranges from $10^3$ at 20 GeV/c to $10^5$ at 300 GeV/c.

1 Introduction

Big detectors at high energy colliders require the detection of electrons ($e$) and muons ($\mu$) with high efficiency, high purity and high precision for the reconstruction of the decays $W \rightarrow e\nu, W \rightarrow \mu\nu, Z \rightarrow e^+e^-, Z \rightarrow \mu^+\mu^-$, for the identification of $\tau$ lepton decays to $e$ and $\mu$, for searches for lepton number violation, for the positive tagging of events with missing neutrinos, and for the isolation of event samples with supposed decays of supersymmetric or other massive states decaying partly to leptons. The muon system of the 4th Concept, Fig. 1, achieves almost absolute muon identification for isolated tracks.

2 Separation of muons ($\mu^\pm$) from charged pions ($\pi^\pm$)

We achieve excellent $\mu - \pi^\pm$ separation using three independent measurements: (a) energy balance from the tracker through the calorimeter into the muon spectrometer, (b) a unique separation of the radiative component from the ionization component in the dual-readout calorimeter; and, (c) a measurement of the neutron content in the dual-readout fiber calorimeter.

2.1 Separation energy and momentum balance

The central tracking system has a resolution of about $\sigma_p/p^2 \sim k_1$ ($k_1 \sim 3 \times 10^{-5}$ (GeV/c)$^{-1}$) and the muons spectrometer in the annulus between the solenoids with a B=1.5 T field has resolution of about $\sigma_p/p^2 \sim k_2$.

*This work has been supported by the US Department of Energy through DE-FG02-91ER40634 and LCRD Project 6.18.
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A muon of momentum \( p \) which radiates energy \( E \) in the volume of the calorimeter that is measured with a resolution of \( \sigma_E/E \sim 0.20/\sqrt{E} \) will have a momentum-energy balance constraint of 
\[
\left| k_1 p^2 \oplus 0.2\sqrt{E} \oplus k_2(p-E)^2 \right|/p \text{ which yields a rejection of about 30 for a 100 GeV muon radiating 20 GeV.}
\]

\[ k_2 \sim 5 \times 10^{-4} \text{ (GeV/c)}^{-1} \]

---

**Figure 2:** (a) The field map of the dual solenoids showing the wall of coils and the almost completely confined field; (b) the mean bending field (1.5 T) along muon trajectories from the origin and the integral of the mean bending field (3 Tm).

### 2.2 Separation by dual-readout

A non-radiating muon penetrating the mass of a fiber dual readout calorimeter will leave a signal in the scintillating fibers equivalent to the \( dE/dx \) of the muon, which in DREAM is about 1.1 GeV. There will be no Čerenkov signal since the Čerenkov angle is larger than the capture cone angle of the fiber. A radiating muon will add equal signals to both the scintillating and Čerenkov fibers and, therefore, the difference of the scintillating \( S \) and Čerenkov \( C \) signals is

\[
S - C \approx dE/dx \approx 1.1 \text{ GeV}
\]

independent of the degree of radiation. The distributions of \((S - C)\) vs. 
\((S + C)/2\) for 20 GeV\(^a\) and 200 GeV \(\pi^-\) and \(\mu^-\) are shown in Fig. 3 in which for an isolated track the \(\pi^\pm\) rejection against \(\mu\) is about \(10^3\) at 20 GeV and \(10^4\) at 200 GeV. The distribution of \((S - C)\) as a mean that is very nearly 1.1 GeV as expected, and the radiative events are evident at larger \((S + C)/2\).

\[a\]There were no \(\mu^-\) left in the H4 beam at 20 GeV/c, so these data are from 40 GeV/c \(\mu^-\).

---
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2.3 Separation by neutron content measurement

The DREAM collaboration has succeeded in the measurement of neutron content in hadronic showers event-by-event in the DREAM module by summing the scintillating channels of the module in three radial rings and digitizing the PMT output at 1.25 GHz. These data, now being analyzed, show clearly the long-time neutron component in hadron showers that is absent in electromagnetic showers (and also absent in the Čerenkov fibers of the DREAM module for both e and π).

We expect to estimate a neutron fraction, \( f_n \), each event the same way we estimate \( f_{EM} \) each event, and be able to reject localized hadronic activity in the calorimeter with factors of 10-50.

3 Summary

Any simple product of these three rejection factors, or any estimate of the muon efficiency and purity, gives an optimistic result that will clearly be limited by tracking efficiencies, overlapping shower debris in the calorimeter, or track confusion either in the main tracker or the muon spectrometer before these beam test numbers are reached. Nevertheless, we expect excellent muon identification.
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Photosensor Options of Dual-Readout Calorimetry for the 4th Concept

Aldo Penzo∗
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The 4th Concept calorimeter design is built upon criteria that result from the DREAM prototype: by using two types of fibers, scintillator and quartz, to sample a shower, its electromagnetic fraction can be determined, and strong fluctuations of this fraction in the overall energy resolution can be suppressed. The next foreseen steps are to extend the dual-readout principle to homogeneous calorimeters (for instance scintillating crystals containing heavy elements) and to tackle another source of fluctuation in hadronic showers, originating from binding energy losses in nuclear break-up (measuring low energy neutrons, which often remain unobserved in standard calorimeters). A new generation of photodetectors with suitable properties, may represent a special asset for dual-readout calorimetry, making it simple, reliable and cheap.

1 Introduction

The 4th Concept design proposes a calorimeter system of a relatively simple construction and moderate costs, however with excellent properties, built upon experience gained with the extensively beam-tested DREAM (Dual REAdout Module) prototype [1]. The main idea of dual(/multiple) readout (DR) calorimetry is to independently measure for each hadronic shower those physical quantities that have large fluctuations and lead to large spread in energy response, mainly the electromagnetic content of a shower, and the binding energy losses, but to sum over the depth development of the shower, that should not affect the energy response in case of sufficient containment.

This choice is quite different from the currently popular trend in calorimetry, based on Particle Flow Analysis (PFA)[2], that emphasizes a high degree of transverse and longitudinal segmentation. The 4th Concept, with one longitudinal calorimeter section, has relatively few channels, about 20K, contrasted with about 50M for PFA. Even reading each channel twice (scintillating and quartz fibers separately) the DR system would be much simpler and cheaper. Furthermore it should be possible to apply the DR principle by distinguishing scintillation and Cherenkov light in a single radiator coupled to a single photodetector, according to their different time characteristics: very fast Cherenkov signal (few ns) - slower scintillation pulse (tens ns); low energy neutrons from nuclear fragmentation would produce a signal much later, on a scale of hundreds ns.

Therefore the two different methods emphasize different experimental aspects: redundancy and fine granularity in space for PFA, and high resolution in the time domain for DR. Almost all related R&D activities are widely different for these two calorimetric approaches; however at least one item is of common interest, and may have promising perspectives for both methods: new photodetectors with high quantum efficiency, photon counting capability and no sensitivity to magnetic fields. In particular this last requirement rules out the classic vacuum photo-multiplier tubes (PMT).

∗on behalf of 4th Concept and DREAM
2 New Developments

An interesting alternative to PMT’s has been recently developed [3] and a number of different types of solid state photon counting devices (SiPM) from various manufacturers are presently becoming commercially available. The potential of these photo-detectors has become soon clear but work still needs to be done towards a detailed specification and evaluation in view of different applications and in particular the application of these photo-sensors to calorimetry. In Italy this development has been undertaken by FBK-IRST [4] in Trento, with the support of INFN, where a number of research groups have launched activities for using SiPM in medical applications (PET), astrophysics, calorimetry, large area scintillator-based muon counters and scintillation fiber trackers.

One of these projects (FACTOR), with participation of people involved in DREAM and 4th Concept, is engaged in a campaign of R&D and tests in Messina, Trieste and Udine laboratories and on test beams at CERN and FNAL. Static and dynamic measurements of various IRST devices compare well with other manufacturers’ products, and show reduction of the dark count rate. IRST has also made considerable progress in the design and on the geometric efficiency of SiPMs for their application to calorimetry. Sensitivity of the IRST SiPM in the blue region may be another important advantage for the readout of quartz (Cherenkov emitting) fibers. Present progress and future plans for the collaborative effort of FBK-IRST and INFN have been presented and discussed at a recent meeting in Perugia. The two partially overlapping communities of DREAM and 4th are carrying on intense R&D and test activities. The plans and objectives for the these activities are described in documents [5]. Some tasks for the 4th Concept design group are listed in [6]: these include construction of a cubic-meter dual-fiber readout module to overcome the leakage fluctuations that limit the performance of the 1-tonne DREAM module. When this new module will be constructed (provided enough money becomes available) it will be also a benchmark for the design criteria of a full-scale ILC multiple-readout calorimeter prototype.

One realistic option could involve using the upgraded SiPM from IRST for the readout of this module; initial tests will be performed on a smaller-scale tower.
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First results of systematic studies done with different types of Silicon Photomultipliers
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The presented results are obtained during the first steps taken in order to develop a setup and measurement procedures which allow to compare properties of diverse kinds of silicon photomultipliers. The response to low-intensity light was studied for silicon photomultipliers produced by CPTA (Russia), Hamamatsu (Japan), ITC-irst (Italy) and SensL (Ireland).

1 Introduction

Fast development of the silicon photomultiplier technology results in a number of different sensor types available on market and produced by various manufacturers. Despite the different commercial names of the devices, here all of them are referred as SiPM.

The measurements discussed here include current-voltage characteristics and studies of the SiPM response to low-intensity light. The results of the former measurements are mostly used to check the sample operability and to define the range of bias voltages for the latter studies. The measurements of the SiPM response to the light provide a number of parameters suitable for the comparison of different samples.

Five samples of silicon photomultipliers produced by the following manufacturers have been studied: CPTA⁰ produced samples distributed by Obninsk University and Forimtech, HAMAMATSU produced Multi-Pixel Photon Counter S10362-11-025C [1], ITC-irst and SensL produced samples were compared on the base of the measurement results.

2 Measurement Setup

In order to obtain the SiPM response to low-intensity light, the sensors were illuminated with a light emitting diode operated in a pulse mode. The LED drive developed by Institute of Physics ASCR (Prague) was used. The drive provides current pulses with tunable amplitude and duration with a sharp rise time down to 2 ns [2]. The signal from SiPM was read out with a charge-sensitive preamplifier and digitised with an integrating ADC. The LED pulse of about 6 ns duration and ADC gate of 65 ns width were synchronised by means of a common trigger.

The measurements were done at room temperature. Temperature variation during the measurements done for one sample did not exceed 2°C, for all measurements discussed here the total variation was less than 4°C.

⁰CPTA, Russia, http://www.zao-cpta.ru
¹Forimtech SA, http://www.forimtech.ch
²ITC-irst, Italy, http://www.itc.it/irst
³SensL, Ireland, http://www.sensl.com
3 Measurement Results

Fig. 1 shows an example of the SiPM response to low-intensity light measured with the described setup. The peaked structure indicates the number of cells fired during one light pulse, starting with the pedestal for no cells fired. The distance between peaks corresponds to the SiPM gain.

The spectrum is fitted as a sum of gaussian distributions:

$$
\sum_i G(N_i, \mu_i, \sigma_i) = \sum_i G(N_i, \mu_0 + i \cdot g, \sigma_i),
$$

where $\mu_0$ corresponds to the pedestal position and $g$ is gain in units of ADC counts. From statistical considerations the width of the $i$th peak $\sigma_i$ can be expressed as

$$
\sigma_i = \sqrt{\sigma_0^2 + i \cdot \langle \sigma_{px} \rangle^2},
$$

where $\sigma_0$ is the pedestal width and $\langle \sigma_{px} \rangle$ represents fluctuations of the one-cell response averaged over the active area of the sample.

The gain as a function of the overvoltage $U_{bias} - U_{brd}$ was studied for several values of the bias voltage. The breakdown voltage $U_{brd}$ is defined here as the bias voltage corresponding to the gain equal to one. The results are shown in fig. 2 (left). Fig. 2 (right) shows the dark current as function of the overvoltage.

Fig. 3 shows gain normalised to the corresponding values of pedestal width $\sigma_0$ (left) and $\langle \sigma_{px} \rangle$ (right) as functions of the overvoltage. Being averaged over the active area of SiPM,
\( \langle \sigma_{px} \rangle \) contains statistical and systematic parts:

\[
\langle \sigma_{px} \rangle \sim \sqrt{N + \sigma_{nu}^2},
\]

where \( N \) is the average number of charge carriers in the avalanche and \( \sigma_{nu} \) represents non-uniformity of the amplification over the SiPM active area. Since gain is proportional to the carriers number, \( g \sim N \), the ratio \( g/\langle \sigma_{px} \rangle \) shown in fig. 3 (right) tends to a linear behaviour for the low gain values \( N << \sigma_{nu}^2 \). For the high gain values \( N >> \sigma_{nu}^2 \) the dependence would correspond to square root law \( g/\langle \sigma_{px} \rangle \sim \sqrt{N} \) in the case of a constant \( \sigma_{nu} \). As seen from fig. 3 (right), the ratio \( g/\langle \sigma_{px} \rangle \) obtained for some of the samples indicates growth of the non-uniformity factor \( \sigma_{nu} \) with the bias voltage.

![Figure 3](image-url)

Figure 3: The gain normalised to the corresponding values of pedestal width (left) and \( \langle \sigma_{px} \rangle \) (right) as functions of the overvoltage.

## 4 Conclusion

The obtained results demonstrated operability and potential of the developed setup. Further development and tune of the setup, measurement procedure and data treatment will allow to obtain comparative characteristics of diverse types of silicon photomultipliers.
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Beam Test of Scintillation Tiles with MPPC Readout

A. Calcaterra, R. de Sangro, G. Finocchiaro, P. Patteri, M. Piccolo and M. Rama
Laboratori Nazionali di Frascati dell’INFN, Via E. Fermi,40 - I-00044 Frascati (Rome) Italy

This paper [1] describes measurements made using counters composed of a small (3 by 3 by 0.5 cm$^3$) scintillation tile coupled to a Multi-Photon Pixel Counter (MPPC) and exposed to an electron beam at the Beam Test Facility in Frascati. We show our first results for charge spectra and efficiency, and a very preliminary measurement of device linearity.

1 Introduction and motivation for this study

Silicon photomultipliers [2], often called “SiPM” in literature, are semiconductor photon detectors built from a square matrix of decoupled avalanche photodiodes (APD’s) on common silicon substrate. The dimension of each single APD square microcell can vary from 20 to 100 µm. The applications of silicon photon detectors are very wide [3]; in particular, at the ILC, the demands imposed to calorimetry are so stringent that they may be met only with a very fine granularity of individual detection elements; a tile of 30 by 30 by 5 mm$^3$, and possibly thinner, being typical.

2 The Beam Test Facility in Frascati

The Beam Test Facility [4] exploits by means of a transfer line the DAΦNE φ-factory LINAC, and is optimized for the production of electron and positron bunches in a wide range of multiplicities.

The beam profile from the BTF has typical horizontal and vertical dispersions of $\sigma_h = 2$ mm and $\sigma_v \leq 5–10$ mm. The BTF equipment includes a Pb-glass calorimeter, placed downstream the user setup. The beam pulse is totally absorbed in the calorimeter, and the integrated signal from the PM gives a measurement of the number of MIPs in every pulse (see Figure 1).

In most of this work, and unless otherwise stated, only events having a Pb-glass calorimeter signal in the second peak in Figure 1 have been used: those corresponding 1-MIPs beam pulses.

Figure 1: Beam pulse multiplicity. 0-MIPs beam pulses appear at $\sim 200$ counts.
3 Description of the setup and measurements

The setup is composed of 3 counters using MPPC detectors [5] and a 6-layer, two-dimensional tracker made of mechanically-quenched Resistive Plate Counters [6]. The trigger is obtained for every beam pulse via a signal synchronous with the LINAC radiofrequency; it is thus unbiased, and completely independent from our measurements.

The counters (one appears in Fig. 2) in these measurements were: n."1", with a scintillation tile made of St. Gobain BC-400 coupled to the MPPC using a 1 mm thick green fiber, inserted into a groove machined along the tile center, and read by an MPPC with 1600 pixels in a square matrix of 1 by 1 mm, and 25 μm pixel pitch; n."2", with a tile made of green-scintillating material, similar to Scionix EJ260, coupled as in n. "1" to an MPPC with 400 pixels, and 50 μm pixel pitch; n."3", with a tile like counter "1", directly coupled without a fiber to a MPPC like the one in counter “2”. In all 3 counters the MPPC were biased using a power supply HP6614C, with a stated accuracy of 0.03%, in quadrature with 12 mV.

Fig. 3 shows the pedestal-subtracted charge spectra (in pC) for counters 2(up) and 3 biased at 69.5 V, about 1 V above the MPPC breakdown voltage; the RMS noise, estimated by fitting with a Gaussian the peak at 0 pC, is 2–3 fC and the gain, measured by fitting the peak pitch, is $\sim 1.6 \times 10^6$ for counter 2 and $\sim 2.2 \times 10^6$ for counter 3. Since the preamplifiers for all counters were identical, the gain difference indicates that the working points for the 2 MPPCs were actually different: the scintillator material and the coupling geometry would have affected the peak populations, creating a bigger or smaller “average number of peaks”.

Some deterioration of the charge signal beyond $\sim 1.5$ pC for counter n.3 seems not attributable to channel electronics, the RMS noise figure (width of the peak at 0 pC) being about the same for both.

We use Fig. 4 to measure the efficiency of counters 2 and 3, where we plot the signal from counter 2 along the horizontal axis and the signal from counter 3 vertically.

---

*The tracker is meant to measure the beam impact point on the counters but, as this paper does not address the issue of pulse height vs impact points, its information was not used.*

---
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Due to the very close proximity of the 2 scintillating tiles, we select events $\sim 4\sigma$'s above the pedestal for one of the two, and evaluate the efficiency of the other one as the ratio of counts above-pedestal to the total. These proximity-defined efficiencies are of $(91 \pm 1)\%$ and $(84 \pm 1)\%$ for counters 2 and 3 respectively. We judge that the difference in efficiencies is due to the different working point of the 2 MPPC's, that were identically biased at 69.5 V.

In Fig. 5 (top, and bottom left) one may see the charge spectrum for counter 1, biased at 72.0 V, in units of “pixels”, for 1, 2, and 3-MIPs events. Fitting these data to Landau distributions we obtain the Most Probable Values (MPV's) plotted in the bottom right part of Fig. 5 against the number of MIPs. The points lie very close to the fitted line, with an intercept close to 0. The most probable number of pixels per MIP is 14.

The results described in this paper, although still in an initial stage, encourage us to proceed with the study of the performance in a beam test and in cosmic rays of complete counters, employing a SiPM as detection element: with a small and relatively fast assembly we have obtained charge spectra and efficiency, and a first very preliminary measure of linearity. We plan to increase the number of counters studied by an order of magnitude to gather more statistics and to implement a measure of temperature in our setup.

The authors of this paper wish to express their thanks to G. Mazzitelli and P. Valente, and all operators of the BTF facility for successful and time-efficient running, and to L. Daniello for his skill and dedication in the assembling of the MPPC counters.
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Preliminary Scintillator and Solid-State Photomultiplier Direct Coupling Tests
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Initial cosmic ray measurements show strong minimum ionizing particle response for scintillator directly coupled to solid-state photomultipliers. Source scans show strong dependence on scintillator thickness.

1 Introduction

An excellent candidate for the highly segmented calorimeters required for particle flow algorithms (PFA) appears to be a scintillator based detector with solid-state photomultipliers directly coupled to scintillator pads and both mounted on a multi-layer printed circuit board (PCB). Calorimeter prototypes utilizing the scintillator and solid-state photomultiplier combination have recently been built and beam tests show the technology suitable for precision calorimetry. These prototypes coupled the scintillator cells to the photomultipliers with wave-length shifting fiber. Direct coupling of the cells with solid-state sensors represents an attractive alternative for construction and assembly of the highly segmented mega-channel detectors required for PFAs. We describe direct coupling measurements with green emitting scintillator. Tests were performed with sensors from different vendors and with different cell geometries. Uniformity across the scintillating cell was measured with a radioactive source. Minimum ionizing particles were used as a source of cosmic rays.

2 Source Scans

As illustrated in Fig. 1 we performed scan measurements with a Sr90 radioactive source collimated to 0.8mm. A Hamamatsu sensor (MPPC S10362-11-025C) [1] was placed at the center of the scintillating cell and current from the sensor recorded. The source was moved along the cell surface. All cells had the same coating and the edges were unpolished and painted white. Two layers of Tyvek on the top and the bottom of the scintillator served as a reflective material. The sensor opening in the reflective coating was 3x3 mm². Positioning was accurate within ±0.5 mm. The maximum signal to background ratio was ~150. The measurements were reproducible to within ~3 %. We performed three different scans with four different thicknesses of scintillator. Scans were performed through the center of the scintillating cell, across the scintillator with a 10mm offset with respect to the center, and from corner-to-corner. As shown in Fig. 2, the uniformity improves with thickness and the non-uniformity is greatest at cell edge. For 6mm
thick scintillator, the edge response (normalized to the central position) was 54% for the scan through the center and 52% for the diagonal scan (at a distance of 15mm from the center).

![Center Scan: Normalized vs Thickness](image)

Figure 2: Scan measurements through the center for different thicknesses.

3 Cosmic Ray Measurements

The experimental apparatus used to measure the response to cosmic muons is illustrated in Fig. 3. The trigger utilized two 3x3 cm² scintillating cells with sigma type grooves and glued Y-11 WLS fibers 1 mm in diameter. The optical signal from the trigger scintillating pads was amplified with an Optical Interface Amplifier (OIA) made by CPTA [2]. The OIA includes solid-state photomultipliers with bias circuits, amplifiers, and shapers. The CPTA photomultiplier detection efficiency was about 35% at 450nm. The discriminator transforms the analog signal into NIM signals and a coincidence unit finalizes the trigger. The threshold for each trigger counter was set at five photoelectrons. The random coincidence rate was approximately one event per 30 minutes. The 3x3 cm² scintillating test cell was made of EJ-260 green emitting plastic scintillator [3] and located between the two trigger counters which were positioned 10 cm from one another. The scintillator thickness was 6 mm. The photosensor was placed directly on the scintillator and coupled with optical grease. The cell was wrapped with VM2000 film. For each measurement a 3x3 mm² opening was made in the film and a solid-state photomultiplier placed at the center of the opening. The signal was read out with a data acquisition system developed by the CALICE collaboration, running on a PC controlling a VME DAQ board [4].

The response to cosmic rays was measured for the three different likely sensor positions (Fig. 4). A CPTA sensor distribution for the central position in ADC units is shown in Fig. 5. The pedestal can be distinguished from the most probable value. We used the most probable
value to evaluate the difference in the light output for the three different sensor positions; these are shown in Table I normalized to the central position. The uncertainty is estimated at 15% and includes statistical uncertainties and photomultiplier gain variations due to temperature changes. As shown in Table I, we performed a second set of calibrated measurements with a Hamamatsu photomultiplier (MPPC S10362-11-100C) [1]. Although not shown, the signal is far from the pedestal, suggesting high registration efficiency. We measured a 10.8 +/- 1.5 PE response without optical grease at the central position, implying opportunity to optimize the coupling.

Table I: Sensor Response at Various Locations (with optical grease)

<table>
<thead>
<tr>
<th>Position</th>
<th>CPTA (Normalized to Center Position)</th>
<th>Hamamatsu (PE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center</td>
<td>100%</td>
<td>16.8 +/- 2.5</td>
</tr>
<tr>
<td>Edge</td>
<td>92%</td>
<td>19.3 +/- 3.0</td>
</tr>
<tr>
<td>Corner</td>
<td>71%</td>
<td>Not measured</td>
</tr>
</tbody>
</table>

4 Conclusions

Detailed source scans show that uniformity improves with scintillator thickness. Cosmic ray measurements are encouraging, both CPTA and Hamamatsu sensors generate strong MIP signals which indicates that highly efficient directly coupled detectors are feasible. R&D continues with different scintillator, surface treatments, and sensors. An integrated PCB board with scintillator and SiPMs both mounted on the surface is in preparation for beam tests this year. Slides can be found at Reference [5].

5 References

Study of MPPC Performance for the GLD Calorimeter Readout
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The Multi Pixel Photon Counter (MPPC) is a semiconductor photon sensor which has a multi micro-APD pixel structure which works in limited Geiger mode. Since the MPPC has many attractive features, such as good performance, low cost, compact size and tolerance for magnetic fields, we are developing and studying it, aiming to use it for the scintillator-strip calorimeter readout for the GLD detector. As a result of this study, we have found that the latest 1600 pixel MPPC has satisfactory performance and is feasible for calorimetric use. However further study and development are still needed and are in progress, especially with regards to dynamic range, robustness and radiation hardness.

1 Introduction

The Multi Pixel Photon Counter (MPPC) is a semiconductor photon sensor which is one of the Pixelated Photon Detectors (PPD) family, similar to the Silicon Photomultiplier or MRS-APD [3]. As shown in Figure 1, it has multi micro-APD pixels which work in limited Geiger mode. If a photon is injected into a pixel and creates a photoelectron, an avalanche is induced in the strong electric field and is read as a signal. Since the MPPC has many attractive features, such as low cost, compact size and tolerance for magnetic fields, we are developing and studying the 1600 pixel MPPC aiming to utilize it as the readout sensor of the GLD scintillator-strip calorimeter[4].

2 Performance of the 1600 pixel MPPC

2.1 Gain, Dark Noise Rate, Inter-pixel Cross-talk

The basic performance of the MPPC – gain, dark noise rate and inter-pixel cross-talk probability – are summarized in Figure 2. The gain is measured as function of bias voltage and fitted by a linear function $\text{Gain} = C(V_{\text{bias}} - V_0)/e$, where $C$ and $V_0$ denote the pixel capacitance and breakdown voltage, and $e$ is the electron charge. The quantity $V_{\text{bias}} - V_0$ is the over-voltage and is denoted as $\Delta V$. In the plot one can see that the breakdown voltage depends on temperature with a coefficient $\Delta V_0/\Delta T = 56 \text{ mV}/\text{K}$. The gain is typically of order a few $10^5$, which is large enough for the requirements of the GLD calorimeter. The dark noise rate and the inter-pixel cross-talk probability are measured as functions of the...
over-voltage. The dark-noise is caused by thermal electrons, and thus has a strong temperature dependence. Typical values of the dark noise and cross-talk probability are of order 100 kHz and ∼0.1 respectively, acceptably small for the GLD calorimeter readout.

![Figure 2](image_url)

Figure 2: Measured gain, noise rate, inter-pixel cross-talk probability of the 1600 pixel MPPC, as a function of over-voltage and temperature.

### 2.2 Photon Detection Efficiency

The photon detection efficiency (PDE) of the 1600 pixel MPPC is measured as shown in Figure 3. The LED light pulse is collimated and injected into both the MPPC and Photomultiplier, and its light yield is measured by both sensors. From the ratio of observed light yields and the PDE of the photomultiplier, one can extract the PDE of the MPPC. The measured PDE is also shown in Figure 3. It is observed that PDE increases with over-voltage, and saturates at around 17%. Since the geometrical acceptance of photo-sensitive region of the 1600 pixel MPPC is ∼20%, this number is considered to be reasonable. The PDE of 17% is comparable with conventional photomultipliers and is satisfactory for the requirements of the GLD calorimeter.

### 2.3 Recovery Time

The recovery time of the MPPC is another interesting property to measure. The setup and result of the recovery time measurement is shown in Figure 4. Two successive light pulses from a laser and LED are injected with a delay of $\Delta t$, and by measuring the pulse height of the MPPC for the second light pulse at different $\Delta t$, the recovery of the MPPC can be observed. The right plot in Figure 4 shows the recovery fraction ($f_r$) measured as a function of $\Delta t$. By fitting the measured points with an empirical function $f_r = A(1 - e^{-(\Delta t-b)/\tau})$, the recovery time $\tau$ is measured to be $\tau = 4.1 \pm 0.1$ ns. This number is consistent with the $CR$ time constant of the quenching resistor and pixel capacitance.

### 2.4 Response Function

The MPPC has a non-linear response to input light strength, since in principle each pixel can count only one photon. However since the recovery time of the 1600 pixel MPPC is
~4 ns, similar to the width of the light pulse from plastic scintillator, light created by a charged particle crossing the scintillator can fire an identical pixel several times. Due to this effect the dynamic range of the MPPC, basically determined by the number of pixels, can be enhanced. We have measured the actual response of the MPPC as a function of the true number of photoelectrons, as shown in Figure 5. In this measurement, PMT is used to determine the number of photoelectrons from the LED. In the result one can see that the shape of response function changes with the duration of the input pulse. This enhancement may be useful for calorimetric use, where a large dynamic range is needed. However a precise determination of the input light pulse is necessary to take advantage of this effect.

![Figure 4: Setup and result of the recovery time measurement. Recovery fraction is ratio of responses for 2nd pulse, measured after a delay of Δt and after complete recovery (Δt = ∞).](image)

![Figure 5: Setup and result of the response function measurement.](image)

### 3 Summary

We are studying and developing the 1600 pixel MPPC with Hamamatsu Photonics, aiming to utilize it for the GLD calorimeter readout. Results of the several measurements performed so far show satisfactory performance for the GLD calorimeter readout. However development is still underway, and further studies on stability, robustness, and radiation hardness will be performed. The dynamic range and temperature dependence of $V_0$ will also be improved in the near future.
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Preliminary analysis of test beam data from strip scintillator planes read-out with multi-anode PMTs (MAPMTs) is presented along with a description of the independent systematic measurements of relative response for all channels of several MAPMTs used in the tests. Test beam measurements for the response of a scintillator strip, read out with Si photo-sensors, is also described.

1 Introduction

This report[1] describes tests of four 2.5 m X 1.25 m area ILC pre-prototype strip-scintillator planes exposed to a +120 GeV/c hadron beam in the Meson area at Fermilab. The objectives of the tests were to measure the response of the strip scintillator (1cm thick X 4.1cm wide) equipped with a 1.2 mm diameter green light collecting wavelength shifting (WLS) fiber glued in a longitudinal channel along the length of the strip. For readout purposes the WLS fiber was thermally fused to a clear fiber of the same diameter near the exit of the strip to transmit light pulses, generated by charged hadrons, to the multi-anode photo-multiplier that was used to convert the light pulses to signals that were then digitized.

The parallel strip-scintillator that makes up the planes is oriented at ±45° relative to the boundaries of each plane. Two of the four planes had a single clear fiber per strip to carry the light to its photo-sensor. These planes are labeled S+ and S- to indicate single-ended readout strips.

Figure 1: MTest beam setup of four planes of scintillator strips and the beam defining counters.

The other two planes have clear fibers fused to each end of the WLS fiber to provide dual paths for light to reach two photo-sensors. These two planes are labeled D+ and D-. The two ends of each D-plane fiber are labeled D(a) or D(b). Each plane has 22 full length strips (1.87 m) and 42 partial length strips, 21 to fill each of the two corners of a given plane. This geometry is chosen to
limit the maximum length of scintillator bars, WLS fibers and consequent attenuation of scintillator generated light and the possible need for double-ended readout.

2 Test-beam Set-up

Figure 1 shows schematically the four planes of strips and beam defining counters. The MTTest (primarily) proton beam was approximately 1 cm FWHM in diameter. The 2 cm x 2 cm S3A counter was mounted diagonally to define the fixed beam position. The four planes were mounted on a movable cart so they could be positioned vertically and horizontally to put beam through one strip in each plane. The beam trigger required a four-fold coincidence of the counters as indicated in Fig. 1. The pulse height for S3B was digitized for use in the analysis to veto multiple beam particles during the ADC gate.

The 64 channel multi-anode PMTs, Hamamatsu 7546B run at 970 V, were used to convert light to electrical signals. The anode signals passed via a special printed circuit board from the MAPMT base to paddle cards that separated the output from 16 channels into RG-174 coaxial cable that terminated at a patch panel. From there RG-58 cables carried the signals to LeCroy X10 amplifiers where they were split and delayed for timing purposes before they entered LeCroy 2249A ADCs. The LRS 2249A’s digitized the delayed signals that were contained in an ADC gate that was triggered by the four-fold beam coincidence. The ADC gate was 170ns to accommodate signals from any of the instrumented strips. The digitized ADC outputs were readout with a standard CAMAC system at a rate that was restricted to about 50 Hz. When we were the prime user we had low intensity beam, ~1000 p/sec, two 1 s spills per minute, 12 hours per day. Ten percent of the ADC gates contained additional beam particles, even at low rates. This fraction was measured by digitizing the output of the SC3B counter for all recorded beam triggers. During the data analysis events, with a pulse height in SC3B that was more than a single minimum ionizing particle, were rejected from further analysis.

There were a total of 384 channels associated with the MAPMTs. Due to our limited DAQ rate we used a total of slightly less than 40 ADC channels. Each LRS 2249A ADC channel was separately calibrated. The nominal calibration was 0.25 pC/count for this 10 bit system. Several channels were significantly different than this.

3 Test Beam Data

Measurements were done for a selected sample of points on the grid of intersections of positive and negative strips. A total of 78 strips were selected for beam studies based on limited running time, our ability to position the strip intersection points in the beam and performance of necessary checks to qualify the data. We performed pedestal measurements for channels whose strips were not in the beam during beam spills. A typical set of pedestal subtracted histograms for the six channels with beam for strips +38 and -38 is shown in Fig. 2.

The triggers for the data shown in Fig. 2 depend only on the beam counters shown in Fig. 1. None of the scintillator strips are included in the trigger. This allows for an independent measurement of the efficiency of any strip through which the beam is passing. For the plot shown there are 11,450 events. A careful examination of the six plots shows that there are no events with a pulse height near zero. If there were a single event missing the inefficiency would be 1/11450 = 8.7 E-05.
Assuming Poisson statistics this inefficiency implies the mean number of photo-electrons is > 9. With this simple analysis the mean number of photo-electrons from light pulses produced at the far end of a strip would decrease the efficiency to about 99%, which seems tolerable since strip wrapping, etc. will introduce inefficiencies of a few percent.

Another observation from Fig. 2 is that the mean pulse height for these six channels is quite varied. This comes primarily from the different responses of the multi-anode cells to light pulses. Other factors that affect the observed pulse-height distributions from different PMT channels, include the ADC calibration (# of pC/ADC count), variations in the X10 amplifiers, and the light transmission through the thermally-fused splice joint between the clear and WLS fibers. The latter, ~80%, has been measured for each of the 384 fiber splices but it has not been applied in our analysis.

Figure 2: Pulse height histograms for beam exposure of the four strips centered on the four planes: +38 and -38.

4 Measurement of MAPMT Relative Response

There are various schemes that can be used to measure the response of each MAPMT channel. We used a custom setup that mimics green light generated in strips. It is a piece of scintillator that has two 1.01 m long, 1.2 mm diameter Kuraray Y11 fibers embedded in it, with a 5 mCi Sr-90 source (with housing) placed on top of it to produce light pulses. A precision-drilled template with 64 1.2mm diameter holes was used to accurately position the free end of the WLS fiber adjacent to the Hamamatsu 7546B MAPMT photocathode window. The assembled PMT with base voltage divider circuit, cables, and light source were operated in a light-tight box. The output of the MAPMT channel that was illuminated was carried from the light-tight box to a commercial electrometer connected via commercial DAQ apparatus to a PC. One of the two WLS fibers was connected to a given channel for monitoring purposes throughout the measurements[2].

Each of six MAPMTs had their relative response measured with the HV set to 800V. At this voltage the typical current was ~1 μA. We also measured cross-talk, i.e. the output of physically adjacent channels when light was incident on one channel. The cross-talk varied from a maximum of...
of 4.9% to an average of 3.9% for the four nearest channels to 1% for the next nearest channels. There was no saturation in the output of any channel as the voltage was varied between 600V and 970V as evidenced by a linear dependence of the logarithm of the current as a function of the voltage. The variation in response over six MAPMTs that were measured is substantial. For all tubes measured the maximum to minimum output varied by a roughly a factor of 5. The mechanical structure of the MAPMT is reflected in a periodic variation in the relative output over the 64 channels [2].

5 Test Results

Figure 3. shows the calibrated response of several channels in pC as a function of distance from beam intersection with a particular strip to the WLS-to-clear splice joint. Included are the ADC calibration and the MAPMT channel’s relative response as described by A. Dyshkant et al [2]. The data show that when both ends are readout the summed signal is larger by 30 – 50% than that of a strip with single ended readout.

![Figure 3: Signals from scintillator strips after corrections for relative response of different MAPMT channels. The data points connected by dashed (solid) lines are for strips with single-ended (double-ended) readout.](image-url)
This is about what was expected based on the attenuation length for green light in the WLS fiber and the reflection coefficient for the mirrored surface that was sputtered on the polished far end of each WLS fiber of the S-planes.

6 Testing Si Photo-sensors

Near the end of our MTest running the Udine group attached a few of their IRST photo-sensors [3] to strips that were essentially the same as those tested with MAPMTs. Their installation at the test beam was relatively simple as we were able to attach them on the front face of our movable array of four MAPMT planes. The outputs of the photo-sensors were sent to X10 amplifiers and then to ADCs for digitization. An example of the digitized output is shown in Figure 4 below.

Individual photo-electron peaks are clearly visible. The beam was primarily 120 GeV/c protons with the intensity similar to running with the MAPMT tests. Discriminator thresholds were set above electronic noise but below the single photo-electron amplitude; the dark count did not exceed 1.5 KHz. Data were taken with a trigger based only on beam line scintillation counters as were used in the MAPMT tests. The Si photo-sensor gain is estimated to be 1.6 E+06; the efficiency is 99% and the mean number of photo-electrons is ~ 6.5.
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A 10-bits pipeline ADC
dedicated to the VFE Electronics of Si-W Ecal
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A 10-bits pipeline Analog-to-Digital Converter (ADC) has been designed in a 0.35 µm CMOS technology and prototypes tested. This ADC is a building block of the very-front-end electronics dedicated to the Si-W electromagnetic calorimeter. Based on a 1.5-bit resolution per stage architecture, it reaches the 10-bits precision at a sampling rate of 4 MSamples/s with a consumption of 35 mW. Integral and Differential Non-Linearity measured never exceed respectively ±1 LSB and ±0.6 LSB over the 2V dynamic range, with a level of noise limited to 0.47 LSB at 68% C.L.

1 Introduction

The very-front-end readout electronics of the Si-W Electromagnetic Calorimeter (ECAL) of ILC has to process 10^8 channels which deliver a 15-bits dynamic range signal with a precision of 8 bits. Moreover, the minimal cooling available for the embedded readout electronics imposed an ultra-low power limited to 25 µW per channel. This issue will be reached thanks to the timing of ILC which allows the implementation of a power pulsing with a duty ratio of 1%. A key component of the very-front-end electronics is the Analog-to-Digital Converter (ADC) which has to reach a precision of 10 bits. In order to save the die surface of the chip and to limit the power consumption, one ADC will be shared by several channels. To fulfill this request, an ADC operating at a sampling rate of the order of one MSamples/s has been designed and tested.

2 Description of the pipeline ADC

The ADC designed is based on a pipeline architecture [2]. A resolution of 2 bits per stage has been chosen in order to attenuate the contributions to the non-linearity of the gain error and of the offset voltages. As the two output bits of each stage are combined with the next one and the combination”11” avoided, the effective resolution per stage is 1.5 bit [3]. This 1.5-bit/stage pipeline ADC architecture [3] involves two comparators per stage, with separate threshold voltages \( V_{Th}^{\text{Low}} \) and \( V_{Th}^{\text{High}} \), and two reference voltages \( V_{Ref}^{\text{Low}} \) and \( V_{Ref}^{\text{High}} \). A 2-bits word \( [b_2, b_1] \) is delivered by each stage \( i \).

The global schematic of one ADC stage with resolution of 2 bits is given on Fig. 1. In order to reject the common mode noise, a fully differential structure has been adopted. As represented on Fig. 1, the value of the reference signal added to the \( (V_{Th})_i \) input signal is selected by comparators outputs through switches. Then the circuit operates on two clock phases: during the sampling phase, the input signal and the reference signal are summed through capacitors 2C, while during the hold phase, the summed signal is amplified by factor 2. The gain-2 amplifier is built with a differential amplifier and a capacitive feedbacked loop. A better matching is obtained with capacitors and they have been preferred to resistors.
This matching is particularly important because it affects the precision of the gain 2, and therefore, the linearity of the ADC. Thus, feedback capacitors must be large enough to minimize both the thermal noise $kT/C$ and the components mismatch proportional to $1/\sqrt{C}$.

In contrast, both the small die surface and the dynamical performance achieved with low supply current have to be carry out. Then capacitors values of 300 fF and 600 fF are used.

![Simplified schematic of one ADC stage](image)

Figure 1: Simplified schematic of one ADC stage: 2 comparators give the output bits of the stage and determine the reference signals subtracted to the input signal; the amplifier amplifies by a factor 2 the residual voltage and delivers it to the next stage.

### 3 Measurement Results

<table>
<thead>
<tr>
<th>Architecture</th>
<th>1.5-bit/stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>0.35μm 2-P 4-M CMOS</td>
</tr>
<tr>
<td>Area</td>
<td>1.5 mm x 0.9 mm</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>0-5 V</td>
</tr>
<tr>
<td>Resolution</td>
<td>10 bits</td>
</tr>
<tr>
<td>Full scale</td>
<td>2 V differential</td>
</tr>
<tr>
<td>Sample rate</td>
<td>4 MS/s</td>
</tr>
<tr>
<td>Consumption</td>
<td>35 mW @ 4 MHz</td>
</tr>
<tr>
<td>INL</td>
<td>+0.85/-0.70 LSB</td>
</tr>
<tr>
<td>DNL</td>
<td>+0.56/-0.46 LSB</td>
</tr>
<tr>
<td>Noise</td>
<td>0.47 LSB @ 68% C.L.</td>
</tr>
<tr>
<td>Gain Error</td>
<td>0.8% of full scale</td>
</tr>
<tr>
<td>Zero Error</td>
<td>0.5% of full scale</td>
</tr>
</tbody>
</table>

Table 1: Performance of the pipeline ADC.

A 10-bits ADC prototype has been fabricated using the Austrian microsystems 0.35μm 2-poly 4-metal CMOS process. The total area of the ADC is 1.35 mm$^2$ and the chip is bounded into a JLCC 44 pins package. The circuit is measured with a 5.0 V supply and a differential input swing of 2.0 V$_{pp}$, at a frequency clock of 4 MHz.

Main performance is reported on table 1. A dynamic input range of 2.0 V is measured with zero and gain errors respectively of 5 LSB and 8 LSB. The standard deviation of the noise is lower than 0.5 LSB at 68% C.L.
The static linearity curves of the 1.5-bit/stage ADC are given in Fig. 2. The Differential Non-Linearity (DNL) is defined as the difference between an actual step width and the ideal value of one LSB. The DNL measured is within a ±0.6 LSB range. The Integral Non-Linearity (INL) refers to the deviation, in LSB, of each individual output code from the ideal transfer-function value. The INL curve plotted in Fig. 2 never exceeds +0.85/-0.70 LSB over the 2V dynamic range.

At a sampling rate of 4 Msamples/s the dissipation of the chip is 35 mW. With a time of 250 ns to convert one analogue signal and considering the number of events stored per channel to be less than 5, the power consumption integrated during the ILC duty cycle of 200 ms is evaluated to 0.22 µW/channel. Assuming that the ON-setting time and the pipeline latency of the conversion are neglected when the ADC is shared by tens of channels, the integrated power dissipation of the ADC is then limited to 1% of the total power available for the very front-end electronics of the ECAL.

4 Conclusion

A 10-bit 4-MSamples/s 35-mW CMOS ADC based on a pipeline 1.5-bit/stage architecture has been designed and tested. Its performance confirms that this architecture fulfills the ADC requirements of the ECAL at ILC. Bearing in mind that the consumption is a key point, the next step will consist on a portage in 3V supply.
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We summarize recent R&D progress for a silicon-tungsten electromagnetic calorimeter (ECal) with integrated electronics, designed to meet the ILC physics requirements.

1 Overview

A basic physics requirement for ILC detectors is that they provide excellent reconstruction of hadronic final states. This allows access to new physics which is complementary to the LHC. One statement for a requirement on jet reconstruction is that intermediate particles which decay into jets, such as W, Z, or top, can be identified and isolated. This places unprecedented requirements on 2-jet or 3-jet mass resolution, typically at the level of 3-5% using the PFA technique, which makes challenging demands on the calorimeters. The electromagnetic energy resolution is not expected to limit jet resolution using a PFA. However, particle separation—photon-photon and charged hadron-photon—is crucial. In addition, if one provides this kind of imaging calorimeter to meet the PFA needs, these same features will also be put to good use for reconstruction of specific tau decay modes (to enable final-state polarization measurement), to “track” photons (even if originating from a vertex displaced from the interaction point), to track MIPS, and so forth. Figure 1 and Table 1 provide some context for our ECal design within the SiD detector concept, along with some main design parameters. More detail is included in the presentation[1].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>inner radius of ECal barrel</td>
<td>1.27 m</td>
</tr>
<tr>
<td>maximum z of barrel</td>
<td>1.7 m</td>
</tr>
<tr>
<td>longitudinal profile</td>
<td>(20 layers × 0.64X₀) + (10 layers × 1.3X₀)</td>
</tr>
<tr>
<td>silicon sensor segmentation</td>
<td>1024 hexagonal pixels</td>
</tr>
<tr>
<td>pixel size</td>
<td>13 mm²</td>
</tr>
<tr>
<td>readout gap</td>
<td>1 mm (includes 0.32 mm silicon thickness)</td>
</tr>
<tr>
<td>effective Moliere radius</td>
<td>13 mm</td>
</tr>
<tr>
<td>pixels per readout chip</td>
<td>1024</td>
</tr>
</tbody>
</table>

Table 1: Main parameters of the silicon-tungsten ECal for SiD.

*This work supported in part by the U.S. DoE LCDRD program.
The thrust of our R&D project is to integrate detector pixels on a large, commercially feasible silicon wafer, with the complete readout electronics, including digitization, contained in a single chip (the KPiX ASIC) which is bump bonded to the wafer. We take advantage of the low beam-crossing duty cycle ($10^{-3}$) to reduce the heat load using power cycling, thus allowing passive-only thermal management. Our design then has several important features: The electronics channel count is effectively reduced by a factor of 1024; the transverse segmentation down to a few mm can be naturally accommodated (with the cost, to first order, not dependent on the segmentation choice); the readout gaps can be small (1 mm). This last property is crucial for maintaining the small Moliere radius intrinsic to tungsten.

2 Sensor and electronics progress

Based on the lab measurements[2] performed on the version 1 silicon sensor prototypes, we have developed a design for new (version 2) sensors which can be used to fabricate a full-depth (30-layer) ECaI module. The new sensor design is depicted in Fig. 2. The layout minimizes capacitive and resistive noise contributions from the signal traces, especially in the vicinity of the KPiX chip. A typical trace contributes $C \sim 20$ pF and $R \sim 300$ Ω.

The readout of the Si pixels must accommodate a very large dynamic range. Based on EGS4 simulations, the largest signals in a single pixel—arising from 500 GeV Bhabha electrons—correspond to about 2000 MIPs at shower max. At the low end, one requires measuring MIPs well above the electronic noise (SNR\(\approx\) 7 or better). The KPiX design incorporates this large dynamic range in a novel way, using on-the-fly range switching. Figure 3 shows this range-switching function in action in the lab. In the plot, as the injected charge is increased, we see the range switch at about 700 fC. For 320 micron silicon, 1 MIP
Figure 2: Schematic of version 2 silicon sensors. The central region includes a pad array to which the KPiX ASIC is to be bump or gold-stud bonded.

is equivalent to about 4.1 fC. Thus the upper end of the plot corresponds to about 2500 MIPs, more than the expected maximum.

If the KPiX heat load is kept below about 40 mW, the temperature gradient across an ECal module (≈ 75 cm) can be kept at an acceptable level (≤ 10° C) using only passive heat conduction via the tungsten radiators. Clearly, this is desirable, and is achievable by taking advantage of the beam-timing structure of the ILC, where beams are only present for 1 ms out of each 200 ms cycle. By cycling off most of the (analog) KPiX power between beam-crossing times, lab measurements of the prototypes confirm that the heat load of the full KPiX chip will be about 20 mW. This heat is to be passively conducted to the module edges behind the ECal (see Fig. 1), where it can be extracted.

Recently, a KPiX v4 prototype was connected to a spare CDF silicon-strip detector and placed in a test beam at the SLAC End Station A (ESA). The data set is still being analyzed. A preliminary result is given in Fig. 4, which shows the detected charge distribution. Since the beam rate averaged 0.25 electron per pulse, and the beam diameter was much larger than the active detector region, the distribution is dominated by the electronic noise, which is gaussian over several orders of magnitude. The single-MIP contribution is clearly visible.
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Figure 3: KPiX output as a function of input charge, showing the dynamic gain change at about 700 fC.

Figure 4: Distribution of charge collected by the KPiX v4 chip at the SLAC ESA.
Readout electronics for LumiCal detector
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The readout electronics for the luminosity detector (LumiCal) at ILC is discussed. First, the challenges of LumiCal and the proposed solutions are described together with the overall readout architecture chosen. Then a more detailed description of the front-end and the analog to digital conversion blocks follows. In particular the design and simulation results of the prototype preamplifier, shaper and basic ADC blocks are presented.

1 Introduction

The project of LumiCal readout electronics depends on several assumptions concerning detector architecture. At present development stage it is assumed that the LumiCal detector is built of 30 layers of 300 µm thick DC-coupled silicon sensors whereas each layer is divided into 48 azimuthal sectors. Each sector, with the inner radius of 8 cm and the outer of 35 cm, is segmented into 96 radial strips with a constant pitch. Such design results in very wide range of sensor capacitance which will be connected to the front-end.

The LumiCal readout should work in two modes: the physics mode and the calibration mode. In physics mode the detector should be sensitive to electromagnetic showers of high energy deposition (up to about 15 pC of ionized charge) in a single sensor. In calibration mode it should detect signals from relativistic muons, i.e. it should be able to register the minimum ionizing particles (MIPs). Because of very high occupancy expected the front-end electronics should resolve signals from particles in subsequent beam bunches and so should be very fast. The requirements on power dissipation can be strongly relaxed if a total or partial power supply switching off is applied in the periods between the bunch trains.

To fulfill all the requirements the general concept of the readout electronics was outlined as shown in fig. 1. The main blocks in the signal flow are: the front-end electronics, the A/D conversion plus zero suppression and the data concentrator with optical driver. The

![Block diagram of the LumiCal readout electronics](image-url)

Figure 1: Block diagram of the LumiCal readout electronics
first two blocks of fig. 1, i.e. the front-end and the ADC need to be designed as dedicated multichannel ASICs. In the following the designs of these blocks are discussed and simulation results are presented [1]. The data concentrator and optical driver block will be studied on further development stage. The prototype designs of discussed ASICs are done using the AMS 0.35\(\mu\)m technology.

2 Front-end electronics

The front-end electronics detect signals from silicon sensor, amplify and shape them in order to obtain the required signal to noise ratio and finally sample and store their amplitudes. The memorized amplitudes are sent to an A/D conversion block. These operations are done in parallel in all channels of the front-end ASIC. The features of LumiCal already mentioned set important constraints and requirements on the front-end. They concern mainly the wide input capacitance range 10-100 pF per channel, the wide range of charge 2 fC-15 pC deposited in a single sensor and the high speed (pulse duration of about 360 ns). The low noise requirements are driven by calibration mode operation where a S/N ratio of about 10 should be sustained even for the largest sensor capacitance. At present stage the power dissipation per channel is constrained to 10 mW. In order to fulfill the requirements concerning low noise operation and wide range of input capacitance a charge sensitive preamplifier configuration was chosen. Two architectures of front-end using this configuration are currently under study: one with continuous pulse shaping and other based on Switched-Reset scheme. Both architectures with simulation results are discussed below. The sample and hold circuit (S/H) and the multiplexer circuit (MUX) are not discussed here since they have not been designed yet.

2.1 Front-end with continuous pulse shaping

Each front-end channel is built of the preamplifier, pole-zero cancellation circuit (PZC) and shaper as shown in fig. 2. The preamplifier integrates the signal from a sensor on the feedback capacitance. The PZC circuit is used in order to shorten a slow tail of the preamplifier response and in this way to improve high input rate performance. To optimize the signal to noise ratio and high speed performance the preamplifier and PZC is followed by a pseudo-gaussian shaper with a peaking time of about 70 ns. In order to cover the amplitude range of input signals, from MIPs in the calibration mode to more than 10 pC in the physics mode a variable gain scheme is implemented. The gain control is realized by the switches in the preamplifier and shaper feedback. As can be easily calculated the transfer function of circuit in fig. 2 is equivalent to a standard CR-RC first order shaping. Both the preamplifier and shaper circuits are designed as folded cascodes.

![Figure 2: Schematic of preamplifier, PZC and shaper. Switches set to calibration mode](image-url)
with active loads, which are followed by buffers.

The front-end is designed as a multichannel ASIC. In order to match the sensor segmentation a single ASIC containing 32, 48 or 64 channels is considered for the final version.

Simulations of the proposed front-end were done using Cadence package with Hspice and Spectre simulators. The typical simulated responses for sensor capacitances in the range 10-100 pF are shown in fig. 3 for the calibration mode (mode0) and for the physics mode (mode1). One can notice that in the calibration mode the amplitude and peaking time depend on input capacitance. This happens because in the calibration mode, where the preamplifier’s feedback capacitance \( C_f \) is small (\( \sim 400 \) pF), the ratio of the sensor capacitance \( C_{det} \) to the effective input capacitance \( C_{eff} \sim A_{pre} \cdot C_f \) is not negligible since the preamplifier gain \( A_{pre} \) is below 1000 while the sensor capacitance reaches 100 pF. In such case some part of input charge is lost on sensor capacitance and the preamplifier cannot be considered as purely charge sensitive. On the contrary, in the physics mode where the feedback capacitance is large (\( \sim 10 \) pF) the aforementioned ratio may be neglected and the preamplifier behaves as charge sensitive. This is seen in fig. 3 (mode1) where the dependence on input capacitance is hardly noticeable. The simulations were done for a wide range of input charge. The circuit is linear up to about 7 pC and fully saturates above 15 pC. In all simulated cases the S/N ratio stays above 10.

2.2 Switched-Reset front-end

The preamplifier with feedback reset instead of feedback resistance could be a very attractive configuration because such solution does not need a shaper and has large output dynamic range. For this reason a charge sensitive configuration equipped with reset switch as shown in fig. 4 is also investigated. The preamplifier is designed as a folded cascode. To allow variable gain operation different values of feedback capacitances are implemented. The calibration mode configuration is obtained using the smallest capacitance \( C_{f0} \). Simulations of this configuration were performed for a wide range of input capacitances and input charges. In all cases signal risetime is below 300 ns. Since the simulated reset time of the preamplifier never exceeds 40 ns the full cycle of pulse response and the reset can be kept between two bunches. In the calibration mode the circuit is linear up to about 300 fC and saturates for higher input charges. In the physics mode the linearity region can be extended to tens of pC by increasing the feedback
capacitance. The circuit noise performance is currently under study.

3 Analog to Digital conversion

In the LumiCal detector the energy deposited in a sensor, detected and amplified in the front-end electronics, needs to be digitized and registered for further analysis. This is done in the ADC and zero suppression block. Simulations of LumiCal indicate that the reconstruction procedure needs about 10 bit precision on the measurement of deposited energy. Considering the number of detector channels needed and the limitations on area and power, the best choice for the analog to digital conversion seems a dedicated multichannel ADC. To save the area a reasonable solution is to make one faster ADC for 8 channels of the front-end electronics. Since the LumiCal detector requires a sampling rate of about 3 MHz per channel an ADC should sample the data with at least 24 MHz rate. On the other hand a single 3 MHz ADC per each channel would be the simplest solution from the designer point of view. Both solutions are still under consideration.

One of the most efficient architecture assuring a good compromise between the speed, area and power consumption is a pipeline ADC, and this architecture was chosen for the LumiCal data conversion. Below, the design of main blocks of pipeline ADC is briefly described. The part of ADC block responsible for zero suppression is not discussed here since it is not implemented yet.

3.1 ADC Architecture

Pipeline ADC is built of several serially connected stages as shown in fig. 5. In the proposed solution a 1.5 bit stage architecture was chosen because of its simplicity and immunity to the offsets in the comparator and amplifier circuits. Since single stage generates only three different values coded on 2 bits it is called 1.5 bit stage. Each stage from fig. 5 generates 2 bits which are sent to digital correction block. In the correction block 18 output bits from 9 stages are combined together resulting in 10 bits of ADC output.

The block diagram of a single stage is shown in fig. 6. Each 1.5 bit stage consist of two comparators, two pairs of capacitors $C_s$ and $C_f$, an operational transconductance amplifier, several switches and small digital logic circuit. To improve the ADC immunity to digital crosstalks and other disturbances a fully differential architecture is used. The operation of the stage is performed in two phases. In phase $\varphi_1$ capacitors $C_s$ and $C_f$ connected to ground through $S_1$ (in reality to common voltage, ground is used in description only for simplicity) are charged to voltages $V_{i\pm}$. In phase $\varphi_2$ the switches $S_2$ and $S_3$ change positions and $S_1$ is open. The $C_f$ are now in the amplifier feedback while the $C_s$ are

![Figure 5: Pipeline ADC architecture](image-url)
connected to DAC reference voltages (±V_{\text{ref}} or 0 depending on comparators decision). In the 1.5 bit stage architecture \( C_f = C_s \) is chosen to obtain a gain of two in the transfer function.

The critical block of pipeline ADC is the fully differential amplifier. A telescopic cascode amplifier configuration is used here since it represents the most efficient solution with respect to speed vs power. In order to obtain high enough gain (of about 80 dB) required for 10 bit resolution a gain boosting amplifiers are used in both upper and lower cascode branches. Since the 1.5 bit stage architecture leaves very relaxed requirements on the comparators (∼100mV threshold precision) a simple dynamic latch architecture was chosen. For the present prototype all reference voltages are assumed to be applied externally.

![Figure 6: Simplified schematic of a 1.5 bit stage. Switches set to \( \varphi_1 \) phase](image)

4 Summary

To summarize it should be stressed that the work on the LumiCal readout electronics has just started. The main readout circuits i.e. the front-end and the ADC are being simulated and first prototypes are submitted. In the next evaluation stage the sub-circuits not yet designed like sample and hold (S/H) or multiplexer (MUX) will be integrated and prototyped as well. Then the integration of multichannel ASICs with all channels and full functionality comprising all necessary controls, DACs, zero suppression etc. will be added.
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A novel design for a silicon-tungsten electromagnetic calorimeter is described, based on Monolithic Active Pixel Sensors (MAPS). A test sensor with a pixel size of $50 \times 50 \mu m^2$ has been fabricated in July 2007. The simulation of the physical sensor is done using a detailed three-dimensional charge spread algorithm. Physics studies of the sensor are done including a digitisation algorithm taking into account the charge sharing, charge collection efficiency, noise, and dead areas. The influence of the charge sharing effect is found to be important and hence needs to be measured precisely.

1 Introduction and pixel design

The MAPS R&D program is part of the CALICE [2] collaboration and proposes a swap-in solution to the existing analogue electromagnetic calorimeter (ECAL) design [3], leaving the mechanical design unchanged. A first proof of concept sensor has been fabricated.

The concept is to develop a digital electromagnetic calorimeter where each pixel reports only a single bit. This requires a low probability for multiple particles within a pixel, and that probability is reduced to an acceptable level with a cell size of $50 \times 50 \mu m^2$.

The charge collection is done mainly by diffusion: four diodes placed near the corners of each pixel have been optimised in order to minimise the charge sharing between pixels while maximising the charge collection (see Section 2). To limit the charge sharing effect, the sensitive thickness of the silicon epitaxial layer has been set to $12 \mu m$. The total silicon thickness remains $300 \mu m$.

Figure 1: Example of sensor layout: the so-called presampler design.

The readout electronics are mainly inside the pixel. A column of 5 pixels every 42 is however needed for the electronic logic, which accounts for around 11% of dead area. Figure 1 shows an example of the pixel layout, where one pixel is represented inside the dash-lined area, and the four diodes can be seen on the four corners. The components inside the diodes form the analogue circuitry, whereas the comparator and logic are distributed around the edges. The diodes are N-well to P-substrate. The in-pixel
N-wells needed for the PMOS transistors would also collect charge, leading to losses in signal. In order to minimise this effect, a novel process has been devised: the INMAPS process isolates the insensitive N-well region by screening it with a 1 µm thick deep P-well implant.

The main challenge for a full calorimeter will be the power dissipation. The current test sensor has not been optimised at all in terms of power, and consumes on average 40 µW/mm², whereas the analogue CALICE design target is 1 µW/mm². This will be improved in the second design.

2 Sensor simulation

![Sensor simulation](image)

Figure 2: Sensor simulation: signal over noise ratio as a function of the distance of the input MIP to the diodes. The green, blue and red curves are respectively for 0.9, 1.8 and 3.6 µm diodes.

The simulation of the charge collection of the sensor is done using Sentaurus TCAD [4], a tool taking a precise description of the components in 3D.

Figure 2 shows the signal over noise ratio as a function of the distance of the input MIP to the diodes, for three different diode sizes. The size of 1.8 µm seems appropriate to maximise the signal over noise ratio, while keeping the collected charge level to a reasonable level.

Due to time constraints, results covering the whole pixel, with a 5 µm step in both directions, have been done using two approximations: a pessimistic scenario, where no deep P-well is added, and the N-well is represented by a large central square collecting around 50% of the total charge deposited in a pixel, and an optimistic scenario with a perfect deep p-well implant isolating completely the N-well.

3 Physics simulation

The physics simulation of the whole detector using a Tesla-like design [5], and a MAPS-based ECAL is done using GEANT4 [6]. The distribution of the energy per hit for photon events is found to be stable from 500 MeV up to 200 GeV, confirming the assumption of having 1 MIP per cell on average. The energy resolution will then be given by:

$$\sigma_E/E \propto \sqrt{\frac{\sigma^2_{\text{pixels}}}{N_{\text{pixels}}} + \frac{N_{\text{noise}}}{N_{\text{pixels}}}}.$$  

Due to their small size, the charge sharing between pixels is expected to be important, and will have a big influence on the number of hits above threshold, and hence on the energy measurements. Understand this phenomenon will be crucial, as well as a precise measurement of its effects, to prove the validity of such a calorimeter.

The digitisation, required for a realistic simulation, is done in several steps, with results displayed in Figure 3 in terms of energy per hit, where the charge spread model assumes a perfect p-well. The simulation of the energy deposited in $5 \times 5 \mu m^2$ cells is done with the Mokka [7] application. The charge sharing results from the sensor simulation (see Section 2) are then applied, giving for each deposition the percentage of energy seen by the pixel and by its eight closest neighbours. The results before applying the charge spread are displayed in
dark blue. The other coloured curves show various intermediate contributions, and the black curve is the result per pixel when the different contributions have been summed. A noise of $\sigma = 100$ eV (which corresponds to 30 electrons, to be cross-checked with the sensor test setup) is then added. The influence of the noise on the energy resolution is found negligible for a threshold value above 600 eV, or $6\sigma$ of the noise. This is close to the region where the energy resolution is found minimal (see Figure 4). Dead areas of 5 pixels every 42 pixels are removed, giving the yellow histogram, Figure 3. This was found to degrade the energy resolution measurement by 6%, for single photon events at 20 GeV. A basic MIP clustering algorithm is finally applied, according to the number of closest neighbours, and gives a 16% improvement when calculating the energy resolution versus threshold, for a 20 GeV photon.

Figure 3: Energy per hit for the different digitisation steps.

Figure 4: Energy resolution versus threshold before digitisation (“IDEAL”) and for the two charge spread models.

Figure 4 displays the energy resolution versus threshold for 20 GeV photons for the two extreme models we have taken into account up to now. From these curves, two very positive remarks can be drawn. Firstly, the value of the threshold corresponding to the minimum in terms of energy resolution lies outside the noise region, i.e. above $5\sigma$. Secondly, the minimum value stays constant over a range of threshold settings and is close to the value found when no charge spread is assumed. In the pessimistic N-well scenario, the minimum region is quite narrow, whereas the optimistic scenario predicts a flat region between 5 and $10\sigma$ of the noise. The reality is expected to lie in between. The influence of the charge spread model is therefore crucial, and hence needs to be measured precisely, and compared with the sensor simulation results.

4 Conclusion

The sensor test setup is now completed, with several designs received from the foundry beginning of July 2007. Simulation shows a MAPS-based calorimeter has the potential to give good energy resolution but several aspects of the sensor response must be measured to cross-check the simulation.
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This paper presents mechanical R&D for the CALICE Silicon-tungsten electromagnetic calorimeter. After the physics ECAL prototype tested in 2006 (DESY-CERN) and before the design of different "module 0" (barrel and end-cap), a technological prototype, called EUDET module, is under study and design in order to have "full scale" technological solutions which could be used for the final detector (moulding process, thermal cooling, inlet/outlet, integration tools...). These solutions will take into account of the industrial point of view.

1 Electromagnetic Si-W Calorimeter design

The electromagnetic calorimeter has been optimized for the reconstruction of photons and electrons and for separating them properly from debris coming from charged hadron interactions in the device. The range of energies for photons and electrons suggests a thickness close to 24 radiation lengths for the ECAL. The following sampling is then under consideration: 20 layers of 0.6 X_0 thick tungsten absorbers (2.1 mm) and another 9 layers of tungsten 1.2 X_0 thick (4.2 mm). The detector design with a solenoid outside the calorimeter imposes an overall cylindrical symmetry. The global design has been developed with an attempt to simplify the device as much as possible, by reducing the number of different module and different technologies used.

1.1 The barrel geometry

One of the requirements for the calorimeter is to ensure the best possible hermeticity. To minimize the number of cracks in the barrel, a design with large modules is preferred, with boundaries not pointing to the vertex. As shown in Figure 1 the perfect \( \phi \) symmetry of the coil has been approximated by an eight-fold symmetry and the modules are installed in such a way that the cracks are at very large angle with respect to the radial direction (trapezoidal shape). This octagonal shape seems to optimize the barrel modules size and their mechanical properties without diverging too far from a circle. One eighth of the barrel calorimeter is called a stave. At the back of a stave, between the ECAL and the HCAL, some space is left which is used to house different services like cooling.
or electrical power and signal distribution. Along the beam axis, a stave is subdivided into five modules.

1.2 The end-cap geometry

The ECAL end-caps (Figure 2) could be constructed from very similar modules but with different shapes. To ensure that the depth of the calorimeter remains sufficient, the octagonal shape of the end-cap at the outer radius (1900 mm) follows the barrel part (1770 mm). Each end-cap consists of twelve modules (4x3 types), and can be split vertically into two halves for opening. With this design, no crack is pointing to the origin.

2 The mechanical R&D

2.1 The alveolar structure

The design and construction of a module presents an interesting technological challenge. A design has been adopted where half of the tungsten layers are part of a solid mechanical structure, by embedding them into a light composite structure made of carbon fiber reinforced with epoxy. In between these plates and the carbon fiber partitions, free spaces are left into which detector elements, called "detector slabs", are inserted. This design has been validated on the physics prototype.

The method of an "assembled structure" has been chosen. Each alveolar layer is done independently, cut to the right length (with 45°) and assembled with tungsten plates in a second curing step. This principle will limit risks losing tungsten plates compared to an "one block" solution where all the structure is made in one step. After curing, the place holders (core) for the detector slabs are removed, leaving empty spaces called alveoli. This principle reduces also the cost of the industrial process: simpler moulds (one for barrel + 10 for end-caps) and the final piece is obtained in 2 simple polymerization processes, avoiding curing problems like thermal inertia, weight of metal mould, or the control of curing parameters. This method allows the possibility to integrate optical fiber with Bragg grating for Tests-Simulations Dialogue to. The first samples will be used to study mechanical behavior (destroying tests, dimensional controls...). The mechanical strength of "glued" structures has to be validated for these multi-curing steps to obtain the final structure (weight 650kg for the EUDET module, up to 2T for the End-cap modules).
2.2 The detector slab

A slab (see Figure 4) has a tungsten plate core wrapped with an "H" structure made of carbon fibres. The silicon layers are attached on each side of the "H". Each silicon matrix is glued on a thin short PCB layer where the front end electronics is embedded. The silicon diodes are made of square pads of 5x5 mm2, the thickness of this one is currently about 300 \( \mu \)m. A detector slab consists also of several "unit" PCBs, allowing more flexibility for different length of slabs. Indeed the length of each long slab will be obtained by the variation of the length of one "end" PCB.

![Figure 4: Detector slab to be inserted into the ECAL structure. Principle](image)

2.3 Cooling system and power dissipation

Power dissipation is the key issue for this electronics. Indeed, the front-end electronics is located inside the calorimeter and has to have a very low consumption. The first slab thermal analysis is encouraging: assuming that the chip power is 25 \( \mu \)W per channel (power dissipation for the overall electronic chain including the digitization), a simulation of heat conduction just by the heat shield (copper), added along the slab direction, leads to an estimation of the temperature gradient along the slab of around 7\(^\circ\)C. This simulation is probably pessimistic since only copper is used and not the other material of the slab (PCB, tungsten, carbon fibres...). Therefore, passive cooling inside the slab could be sufficient for the full scale ECAL. Then, the main cooling system could be at the end of each slab. For each module, on the front end, cooling pipes connected to each heat shield, could be located in the gap between ECAL and HCAL, with all slab’s input/output for the readout and power supply. Total power to dissipate will be approximately 2055 W for about 82.2 M of channels.

![Figure 5: Possible cooling system for ECAL barrel and endcaps](image)
for the whole ECAL. After thermal study, design and tests of heat pipes technology has to be done, testing connection to slab and prototype of full system for 1 slab and 1 layer.

### 2.4 The interface with the HCAL: mounting and alignment

Alignment and cooling system are both crucial to ensure the needed detector performances from the point of view of good functioning and precisions and heavy withstanding. The ECAL will be fastened to the HCAL stave by stave, through accurate rail systems. The main issue designing this rail system is to reduce as small as possible the gap between ECAL and HCAL to keep the continuity between the 2 calorimeters (typically less than 4 cm). However, this gap has to be sufficient to install all the different services like cooling pipes and fans, electrical power and signal distribution. A fastening system, based on rails which will be fixed by metal inserts, directly inside the composite structure of the ECAL could solve this problem (see Figure 6). But this gap has to be optimized according to mechanical simulations and destructive tests of the ECAL/HCAL interface and the needs of cooling and fluid systems.

![Figure 6: Barrel and endcap ECAL/HCAL interface with its fastening and guiding system](image)

### 3 The scope of work

Before the design of one "full scale" modules (barrel and specific module geometry 45°/end-cap) the technological demonstrator, or EUDET module, should allow to solve several technological issues: long composite structures moulding, thermal cooling, ECAL/HCAL interface, tools... In this way, Finite Element models of modules have to be continued to estimate the global behaviour of the ECAL, overall deflection for all configuration ECAL/HCAL, thermal dissipation, and start the optimization of the thickness of composite sheets to reduce the dead zones. In parallel, the mould design and fabrication, with its specific difficulty in long alveoli fabrication will be demonstrated with the EUDET module, using news materials and taking into account the industrial process and constraints. A first prototype of alveolar structure (1500 mm long) should be built mid 2008, allowing a cost estimate of the future Si/W ECAL clearly driven in first by the silicon diodes and the tungsten price.
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CALICE Si-W EM Calorimeter: Preliminary Results of the Testbeams 2006
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The CALICE \cite{1} Si-W electromagnetic calorimeter \cite{2} has been tested with electron beams (1 to 6 GeV) at DESY in May 2006, as well as electrons (6 to 45 GeV) and hadrons (6 to 80 GeV) at CERN in August and October 2006. Several millions of events have been taken at different incident angles (from 0° to 45°) and three beam impact positions. The ECAL calibration is performed with muon beams and shows a good uniformity for nearly all channels. The large statistics available allows not only to characterise the ECAL physics performance, but also to identify subtle hardware effects.

1 Introduction: the Calice ECAL Prototype

The Si-W ECAL physics prototype is composed of 30 layers of 3 × 3 wafers, each wafer having an array of 6 × 6 pixels of 1 × 1 cm\textsuperscript{2}. The two top rows of wafers are completed for the full depth in July 2006. The mechanical structure consists of tungsten sheets wrapped in carbon fibre, providing 15 alveola where slabs are inserted. One slab is made of two PCBs on each side of a tungsten layer, with the wafers conductively glued to the PCB. The very front end electronics (VFE) provide preamplification and are located outside the active area, but mounted on the same PCB as the silicon wafers. The prototype is built of three stacks, each of ten layers of alternating tungsten and silicon. Each stack has a different tungsten thickness: 1.4 mm or 0.4X\textsubscript{0} per layer in the first stack, 2.8 mm or 0.8X\textsubscript{0} per layer in the second stack and 4.2 mm or 1.2X\textsubscript{0} per layer in the rear stack. This choice should ensure a good resolution at low energy, due to the thin tungsten in the first stack, combined with a good containment of the electromagnetic showers, with an overall thickness of about 20 cm or 24X\textsubscript{0} at normal incidence. To rotate to angles of 10°, 20°, 30° and 45° with respect to the beam axis, the three stacks, mechanically separate, are also translated laterally so that the beam still passes through all of them.

The purpose of the testbeam phase is to validate the simulation against a realistic detector, as well as allowing to detect the potential hardware problems. Once the simulation is trusted, full detector studies will lead to the optimisation of the calorimeter for a Particle Flow approach. The test setup at CERN is presented on Figure 1, and is simulated using Mokka \cite{3}.

Three drift chambers are used for the tracking at CERN and four at DESY. The ECAL, HCAL \cite{4} and TCMT \cite{5} follow, with the ECAL mounted on a movable stage for angle scans.

Figure 1: Testbeam setup at CERN, in August 2006. The ECAL is in front, followed by the analogue HCAL and TCMT.
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2 Summary of the data taken

Eight million triggers were taken at DESY during 14 days in May 2006, for seven beam energies (1, 1.5, 2, 3, 4, 5, 6 GeV), five angles (0°, 10°, 20°, 30°, 45°) and three positions of the beam on the ECAL front face (center, border and corner of a wafer), with a minimum of 200,000 events per configuration. Six layers were not instrumented: the last eight layers had one dummy slab, one instrumented slab, and two dummy slabs.

The August 2006, CERN beams allowed to take another 8.6 million triggers in ECAL only mode, with the full depth instrumented, for six beam energies between 6 and 45 GeV, and four angles. Pions were taken between 30 and 80 GeV in combination with the HCAL and TCMT. For calibration purposes, 30 million muon events were also taken parasitically to an experiment upstream.

The setup in October 2006 was slightly different, with ECAL and HCAL at 6 cm from each other. 3.8 million triggers were taken with electrons and positrons from 6 to 45 GeV, and 22 million with pions from 6 to 80 GeV. Another 40 million muon events were added for calibration purposes.

3 ECAL Calibration

3.1 Gain Calibration

The current calibration of the ECAL prototype is performed by using a set of 74 high-statistics muon runs (~250,000 events each), taken during October 2006 with another experiment upstream, providing a wide spread of the muon beam over the front face of the prototype. The events are triggered with a 1 m² scintillator counter.

After pedestal subtraction (see Section 3.2), the runs are reconstructed using a fixed global noise cut of half a Minimum Ionising Particle (MIP), 1 MIP being estimated to 50 ADC counts by former studies. To reject any remaining noise hits, it is required that the hits of one event form tracks characteristic of a MIP.

The distributions obtained by channel are described by a convolution of a Gaussian and a Landau function. The calibration constant is defined as the most probable value (MPV) of the Landau function, while the standard deviation of the Gaussian defines the noise value for each cell. For 6403 out of the 6480 channels of the prototype, a calibration constant can be obtained via this method without further investigations. The remaining cells show a noise value that is unusually high, and are treated by estimating the additional noise contribution, or by applying the calibration constant from one of their neighbours.

An entire wafer (36 channels) seems to not be fully depleted at the applied voltage of 200V, resulting in a MIP peak at half the normal value. A relative value between the mean...
MIP signals of the wafer and its neighbours can be estimated, allowing a relative calibration of the cells. 0.14% of the channels give no output and were considered as dead. The calibration constants for all calibrated channels are histogrammed in Figure 2. The distribution is narrow, with almost all pads in the range 40 to 50 ADC counts per MIP. The small peak at 23.5 corresponds to the single incompletely depleted wafer.

3.2 Pedestal
For all beam tests performed, the data acquisition consists of a fixed sequence of 500 pedestal events, 500 events with charge injection via the calibration chips, and then 20,000 beam events. The pedestal events are used to make a first estimate of the pedestal (mean value) and noise (RMS) per channel.

It has been observed that the pedestals are not necessarily stable, but subject to a random shift affecting all channels of one layer with the same drift. This effect concerns several particular PCBs, is time dependent, and is attributed to the instabilities of the power supplies giving the pedestal lines, which are not isolated. To correct for these instabilities, the pedestals are recalculated on an event by event basis, by discarding all cells recording a signal, and iterating until the RMS of the distribution obtained with the remaining channels is of the order of the expected noise.

3.3 Noise

Figure 3: Layer 8, left: module recording a signal, middle: neighbouring wafer, right: mean noise per wafer. Upper row: without corrections, and bottom row: with corrections.

In order to identify coherent noise, the correlation between pairs of channels is calculated in signal events. No clear correlation is seen in an entire PCB, except the one coming from the pedestal drift discussed above. The results are thus shown only on a wafer basis. Figure 3 displays the correlation factors (colour scale) as a function of the channel indices, numbered from 0 to 35, for a particular wafer affected by the pedestal drifts described above, and a run recorded at DESY with an energy of 6 GeV. Channels numbered 0 to 17 and 18 to 35 correspond to two different chips. The corresponding noise level per layer, for all wafers,
is also presented in Figure 3, on the right column.

The results before any corrections are shown in the upper row of Figure 3. The left plot represents the module in which the beam was directed. It can be seen that the region with signal shows less correlations, due to the fact that most pixels are discarded in the noise calculation. The middle plots show a neighbouring module, affected only by the global pedestal drift. The difference between these two wafers allows the identification of a crosstalk issue. All the channels of some wafers recording a high signal, like the one presented in Figure 3 on the left, suffer from a pedestal shift towards negative values. This effect does not propagate to the neighbouring wafers. This seems to be random in space and in time, but it is clearly correlated with the intensity of the signal recorded. This effect is not yet understood, but under investigation. In order to correct for the induced correlated noise, the mean and standard deviation are calculated on an event-by-event basis, per wafer, after discarding the signal hits, and iterating over the channels taken into account in the sum. The bottom row on Figure 3 shows the results after all the pedestal corrections described above. The corrections are performing well, bringing the noise back to the normal level of 6 ADC counts. For this particular layer, affected by both problems (i.e. coherent noise on the PCB level due to an instability in the power supply, and crosstalk affecting the wafer recording a high signal), the wafer recording a signal still shows a remaining 20% of correlations. The correction is however completely removed for wafers affected only by the crosstalk problem, which confirms that the corrections are performing well.

4 Background for physics performance studies: electron selection

The selection of the single electron events is loose, in order to avoid bias:

- $E_{\text{cell}} \geq 0.6$ MIP removes the noise. The threshold is about five times the average noise measured per cell.

- the total energy recorded in the ECAL, $E_{\text{raw}}$, should be in the range $125 < (E_{\text{raw}} / E_{\text{beam}} \, \text{(GeV)}) < 375$. $E_{\text{raw}}$ is computed with the three stacks weighted in the ratios 1:2:3, according to the tungsten thickness.

Further cuts are applied to some particular samples: the significant pion content of some high energy electron runs at CERN is reduced by using the threshold Čerenkov counter, whereas the low energy halo coming with some low energy DESY beams is rejected with

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Total ECAL energies for a 3 GeV $e^-$ DESY beam (left) and for 20 GeV at CERN (right), with the energy selection windows. The shaded areas show the effect of the cuts on the shower barycentre (left) and on the Čerenkov counter signal (right).}
\end{figure}
additional cuts on the shower barycentre. The effect of these two additional cuts is indicated by the shaded regions in Figure 4.

5 Energy Response, Linearity and Resolution

The total response of ECAL is computed by summing the hit energies in the three sections of the detector. If \( E_1, E_2, E_3 \) are the recorded energies in the first, second and third stack respectively, the total response is \( E_{\text{tot}} = (\alpha_1 E_1 + \alpha_2 E_2 + \alpha_3 E_3) / \beta \). The naïve choice for the weights \( (\alpha_1, \alpha_2, \alpha_3) = (1, 2, 3) \) is generally used. It reflects the relative thicknesses of the tungsten layers in each of the stacks, and hence the relative sampling fractions. However, a weighting scheme optimisation for energy resolution was performed as well, leading to the slightly different values of \( (1.1, 2, 2.7) \). The normalisation \( \beta \) has been arbitrarily fixed to 250 MIP/GeV.

The guard rings create 2 mm non-active inter-wafer gaps, causing non-uniformities in the ECAL response, as illustrated in Figure 5, left, where the mean energy is plotted as a function of the shower barycentre, \((\bar{x}, \bar{y}) = \sum_i (E_i x_i, E_i y_i) / \sum_i E_i\). Dips in response are clearly visible and account for the asymmetric tail on the low side of the distribution of total energy (Figure 5, right), which is reasonably well modelled by the simulation. The correction of these non-uniformities will be discussed in Section 6.

The beam profile, and thus the fraction of beam particles traversing the inter-wafer gaps, depends on the beam energy. Therefore, in order to avoid bias, a cut is applied on the shower barycentre position such as to select showers not affected by the gaps.

To estimate the energy resolution and the mean calorimeter response, the distribution from Figure 6, left, is fitted by a Gaussian in the asymmetric range of \([-\sigma, +2\sigma]\) in order to reduce sensitivity to pion backgrounds and to radiative effects upstream of the calorimeter, as well as to any residual influence.

Figure 5: Left: mean ECAL energy as a function of the shower barycentre \((\bar{x}, \bar{y})\). Right: total ECAL energy for a 30 GeV e\(^-\) beam, for data (points) and Monte Carlo (open histogram).

Figure 6: Left: a Gaussian fit to the measured energy, for 30 GeV e\(^-\) data. Right: ECAL energy response, divided by beam energy, as a function of beam energy.
of the inter-wafer gaps.

The ratio of the reconstructed energy to the beam energy, as function of the beam energy is shown in Figure 6, right, for the two choices of weights. Non-linearities are at the % level. The linearity is somewhat better for the optimised weights.

The energy resolution, similar for both weightings, is shown in Figure 7. The Monte Carlo prediction, with the naïve weights, also shown, is in reasonably good agreement with the data. The resolution can be parametrised, for the naïve choice of weights and, respectively, the optimised one, as

$$\frac{\Delta E}{E} (\%) = \frac{17.7 \pm 0.1}{\sqrt{E \text{(GeV)}}} \oplus 1.1 \pm 0.1$$

$$\frac{\Delta E}{E} (\%) = \frac{17.1 \pm 0.1}{\sqrt{E \text{(GeV)}}} \oplus 0.5 \pm 0.2,$$

6 Interwafer gap corrections

The method used for correcting the interwafer gaps operates at the event level and relies only on the calorimeter information: it parametrises the mean calorimeter response as function of the shower position in the calorimeter and applies subsequently corrective factors for each event according to this parametrisation. It is only geometrical, independent in \( \bar{x} \) and \( \bar{y} \) and without any explicit dependence on the shower energy.

The impact of the corrections is clearly illustrated in Figure 8, left, where the \( y \) scan of ECAL is shown for the raw and, respectively the corrected data. The low energy tail of the energy distribution is greatly reduced (Figure 8, right). The resolution loss when going from the out of gap events to all the events (with corrections applied on the energy) is of the order of 10%. The corrections do not degrade the linearity.

When tracking information is available, it is possible to precisely calculate the shower position within each wafer. Subsequently, the ratio of the active to non-active areas crossed
by the shower according to a mean shower shape can be estimated and used to correct the energy recorded in each layer.

7 Shower development

Figure 9: Longitudinal shower profile for the data (points with statistical uncertainties) and Monte Carlo simulation (histogram). The smooth curve is the used parametrisation of the shower profile.

Only events outside the interwafer gaps were used to characterise the longitudinal development of the shower. The mean energy distribution is well fitted by the standard parametrisation, \( \gamma(t) = c \cdot t^\alpha \cdot \exp(-\beta t) \), where \( t \) is the calorimeter depth, \( c \) is an overall normalisation, \( \alpha \) and \( \beta \) are constants (Figure 9). The position of the shower maximum grows logarithmically with the beam energy.

An important issue in the development of a calorimeter is to achieve the smallest possible effective Molière radius, in order to provide the best shower separation. It requires the use of an absorber with a small intrinsic Molière radius (\( R_M \)), but also the minimisation of the gaps between the absorber layers.

Figure 10, left shows the event distribution for 90% and 95% levels of signal containment with respect to the radius. The results for the various energies studied are summarised in Figure 10, right. The points correspond to the peak position of each radius distribution. At 90% (95%) shower containmment the corresponding radius, often quoted as 1 \( R_M \), is about 20 (28) mm.

The geometry of the ECAL prototype, with 2.2 mm thick interlayer gaps leads to an effective Molière radius which is expected to be larger by a factor of about 2 with respect to \( R_M \) of solid tungsten. The results from the test beam studies are therefore in agreement with expectations. R&D effort towards the use of Si pads with integrated readout is under way and will hopefully lead to a significant decrease of the interlayer gap and therefore of the ECAL effective Molière radius.

8 Spatial and angular resolution of ECAL

The spatial and angular resolution of the ECAL are studied with the DESY data at normal incidence. The shower direction and position at the ECAL front face are constructed on
an event-by-event basis using a linear two-parameter chi-square fit to the shower barycentre positions in each layer for the $x$ and $y$ coordinates separately. The correlation matrix is determined from simulations for each beam energy.

The fit results are compared with the position and angle measured by the tracking system. The expected $e^-$ position and direction at ECAL front face is obtained from a linear fit of the drift chambers. Sources of systematic uncertainties as residual misalignment, material modelling, and background rate are estimated for the extrapolation to the ECAL front face.

The ECAL resolution, deconvoluted from the tracking errors, is displayed in Figure 11.

9 Conclusion

The Si/W ECAL prototype was presented, as well as the results of the first beam tests at DESY and CERN during 2006. The prototype calorimeter was further exposed to beam at CERN in summer 2007. Analysis of the data collected is in progress.
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The CALICE collaboration has constructed a testbeam hadron calorimeter based on scintillator tiles, individually read out by novel multi-pixel Geiger mode photodiodes. The purpose is to establish the technology and to record hadron shower data with unprecedented granularity for the validation of simulation models and the development of clustering algorithms. First testbeam results of the partially instrumented calorimeter from electron and pion beams at CERN are presented, the latter taken together with an electromagnetic calorimeter in front and a tail-catcher and muon-tracker behind.

1 Introduction

The CALICE collaboration has constructed a physics prototype hadronic tile calorimeter (HCAL), a 38-layer plastic-scintillator/steel sandwich structure with a lateral dimension of about 1 m$^2$ and a total depth of 4.5 $\lambda$. The scintillator is segmented in tiles between $3 \times 3$ and $12 \times 12$ cm$^2$ in size. The 216 tiles of one layer are mechanically mounted inside a cassette with side-lying readout electronics, which are inserted into the mechanically independent stack of absorber plates. For calibration and monitoring, each HCAL module is equipped with a versatile LED system allowing to inject controlled light signals to each individual tile. A wavelength-shifting fiber inside a groove collects and converts the UV scintillation light of one tile and guides it to one green sensitive Silicon Photo-Multiplier (SiPM) [2].

SiPM are multi-pixel Geiger mode photodiodes with 1156 pixels on $1 \times 1$ mm$^2$ sensitive area. Each pixel has a resistor of few M$\Omega$ for passive quenching of the Geiger avalanche initiated by electron-hole pairs in the depleted region of the silicon. The gain reached is of order $10^6$ despite the relatively low operation voltage below 100 V. The resulting dead-time in conjunction with the readout gate lead to non-linear behavior at high signal amplitudes.

The HCAL with an initial instrumentation of 15 (23) active modules distributed over 29 layers of the absorber stack as illustrated in Fig. 1 has been installed at the CERN SPS testbeam area and took data from electron, muon, and pion beams during two periods in summer 2006. Data has been taken stand-alone as well as together with an electromagnetic calorimeter (ECAL) upstream and a tail-catcher and muon-tracker (TCMT) downstream of the HCAL. The ECAL

![Figure 1: Configuration of active HCAL modules and absorber plates in August/September 2006 (top) and October 2006 (bottom), respectively.](image-url)
is a silicon-tungsten sampling calorimeter, and the TCMT is also a scintillator/steel sampling
detector based on SiPM readout. All three calorimeters with more than 10,000 channels use
the same data acquisition, which also includes scintillator triggers, a threshold Cerenkov
counter and three multi-wire proportional chambers as further beam instrumentation.

In the following, the calibration and reconstruction strategies [3] of the HCAL are in-
troduced. The response of the detector to electrons is analyzed from data recorded with 15
active HCAL modules and no ECAL in front in order to validate the reconstruction proce-
dure by means of well understood electromagnetic showers. A preliminary analysis of pion
data recorded with 23 active HCAL layers together with both ECAL and TCMT is also
presented.

2 Calibration and reconstruction

By convention, equalization and energy calibration of all channels is achieved by the most
probable energy deposition of a minimum ionizing particle crossing the tile at normal inci-
dence, the so-called MIP scale. This scale is available in data as well as in simulations and
has been measured using muons behind a closed beam dump during parasitic running to
another upstream experiment. The muon beam was wide enough to cover the whole HCAL
front face and has been triggered with two $1 \times 1 \text{ m}^2$ scintillator plates firing in coincidence.
Besides calibration, the MIP scale is also used for zero-suppression by rejecting amplitudes
below 0.5 MIP.

Non-linearity of SiPMs is an effect scaling with the number of pixels firing. Any correction
therefore depends on the possibility to translate a given amplitude to the pixel scale. Low
light intensities from the LED system and a special high-amplification mode of the readout
electronics allow the separation of single photon signals, the so-called gain calibration. Beam
data is taken with lower amplification of the readout electronics for a larger dynamic range.
A second measurement with the medium LED intensities therefore is needed to relate the
response to identical signals with the two different electronics modes, the so-called electronics
inter-calibration. Two different approaches for non-linearity correction are used: an analytic
method assumes binomial saturation correction, while a more complex method involves the
saturation curve measured with a calibrated light source before mounting each SiPM on its
tile [4].

The number of pixels firing at an amplitude equivalent to one MIP is referred to as
lightyield and is an important figure-of-merit for the HCAL. This value can directly be
determined as ratio of the three calibration constants. Channels with a small lightyield are
characterized by large statistical fluctuations of the amplitude (which is always an integer
number of pixels) and yield larger noise contributions above 0.5 MIP, while channels with
large lightyield exhibit a stronger non-linear behavior and are limited in their dynamic range.
It is therefore desirable to operate the calorimeter at an average lightyield close to the design
value of 15 pixels/MIP. This goal has not quite been matched for the first 2006 data taking
period, but could be corrected for the second period by raising the bias voltage.

3 Response to electrons

High energetic electromagnetic showers are in contrast to hadron showers very well under-
stood and are therefore best suited to assure full understanding of the detector response. In
case of the tile HCAL, they in addition mark a special benchmark scenario, since they are
much more compact than hadron showers, lead to higher hit amplitudes, and consecutively end up at higher levels of non-linearity to be corrected for. For 123 out of 3240 channels from 15 active modules, one or more calibration constants could not be extracted. Although some of these channels can be calibrated in principle, all of them are excluded for this analysis.

The amplitude measured in each channel is reconstructed to the MIP level, amplitudes below 0.5 MIP are removed from the event. For all others, non-linearity is corrected using the channel-dependent saturation measurements.

The reconstructed energy sum after this steps is shown in Fig. 2 (top) for various electron beam energies. The mean response is extracted from Gaussian fits to the core of the distributions and subtracted by the mean energy in random trigger events (noise) of the same run. The energy scale is fixed by the difference in response between the 10 GeV and 20 GeV beam, which minimizes the impact of noise contributions.

The comparison between beam and reconstructed energy is shown in Fig. 2 (bottom). The green band indicates the uncertainty region from the calibration measurements, and the blue line corresponds to digitized simulations including various experimental effects: realistic geometry and material budget of beam instrumentation and HCAL, sensitivity holes due to excluded cells, leakage of scintillation light to neighboring cells, SiPM saturation, pixel statistics, electronic noise, and SiPM dark current. Inhomogeneities due to varying SiPM properties (lightyield, saturation behavior, noise and dark current) are taken into account as well, based on the calibration measurements described above.

Expectations from simulations show perfect linearity, which is expected since identical functions have been used for simulation and correction of SiPM saturation. Non-linearity of order 5% is observed in data for the highest shower energies, but remains smaller than the calibration uncertainties up to 30 GeV beam energy. The excess of reconstructed energy in data w.r.t. simulations have been found to be due to coherent noise, which has not been simulated. For the second data taking period, coherent noise could be reduced to uncritical level by modifications of the readout electronics.

4 Response to pions

Pion showers from beam energies between 6 and 20 GeV are studied using combined data taken with the ECAL, the HCAL (with 23 layers, see bottom of Fig. 1), and the TCMT.

Figure 2: Reconstructed energy sum (top) and the correlation between reconstructed and beam energy (bottom) for electron beams between 10 and 45 GeV.
The ECAL is used as a pre-shower veto in order to discard showers which started before the HCAL, and the TCMT is used to identify those showers fully contained in the HCAL.

Calibration and reconstruction is done similar to the analysis of electron showers described before, only that the energy scale is fixed from the 10 GeV beam alone and that the analytic ansatz for saturation correction is used. An obvious effect of leakage into the TCMT is observed as shown in Fig. 3 (top). The bottom part of the same figure illustrates that linearity between beam and reconstructed energy is observed. For illustrative purposes, equivalent curves for two shower simulations based on GEANT3 without digitization are shown as well. Good level of agreement with data is only achieved if the energy scaling factor from the MIP to the GeV scale is determined independently for each of the three curves.

5 Outlook

The CALICE testbeam program successfully continued in summer 2007 with the same subsystems as presented. The HCAL was fully equipped with 38 active modules and was positioned together with the ECAL on a movable stage allowing for horizontal, vertical, and angular scans. The analysis of this data set is ongoing and will give a much more comprehensive picture of the capabilities of the CALICE tile calorimeter than this initial analysis of data taken with the partially instrumented detector.
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Figure 3: Top: Reconstructed energy for all showers starting after the ECAL (solid) and those which in addition are contained in the HCAL (dashed) from 10 GeV $\pi^-$. Bottom: Correlation between reconstructed and beam energy for $\pi^-$ beams between 6 and 20 GeV for data and two different shower simulations.
A scintillator-tungsten ECAL prototype with full MPPC readout was constructed and exposed to positron beams at DESY. We describe the detector and present the results of a preliminary analysis of its performance.

1 Introduction

At the future ILC experiments, the success of the physics program will depend, among other things, on the jet energy resolution. One way to achieve excellent jet energy resolution is by means of a Particle Flow Algorithm, which relies on the accurate separation of calorimeter energy deposits due to charged and neutral particles. The momentum of charged tracks, accurately measured in the tracking detector, are used to estimate the charged jet energy, while the energy deposits in the calorimeter not associated to charged particles are used to estimate the neutral energy. To achieve the separation of charged and neutral energy, a highly granular calorimeter is required. We are studying the design of such a calorimeter, and have produced a prototype electromagnetic calorimeter, whose performance we have tested in a positron beam at DESY.

2 Prototype Design

The calorimeter prototype is a sampling calorimeter, with alternating layers of scintillator and tungsten. Each scintillator layer consists of 18 scintillator strips, arranged in two rows of 9 strips. Each strip has a size of $4.5 \times 1\text{ cm}^2$, and a thickness of 3 mm. The thickness of the tungsten plates is 3.5 mm. The light produced in each scintillator strip is read out by a Multi Pixel Photon Counter (MPPC), manufactured by Hamamatsu Photonics. The orientation of strips in successive layers is orthogonal, giving an effective overall granularity of $1 \times 1\text{ cm}^2$.

We tested three types of scintillator layers.

- WLS “megastrip”: scintillator plates (of size $90 \times 45 \times 3\text{ mm}$) produced by Kuraray. Grooves were machined into the plate and filled with white PET film, giving 9 optically isolated strips, each with width 10mm. A wavelength shifting fibre was inserted into a 1 mm diameter hole drilled along the central axis of each strip. The MPPC was placed at one end of this fibre. The faces of the megastrip were covered in radiant mirror film produced by 3M.

- direct readout “megastrip”: as above but without the WLS (or its hole). The MPPC was directly attached to one end of the scintillator strip.

- KNU extruded: extruded scintillator strips, developed by Kyungpook National University, Korea, with a co-extruded coating of TiO$_2$ and a central WLS.
Three modules, each with 13 scintillator-tungsten layers, were constructed, one for each scintillator type. Two modules were combined to make the detector prototype. Of the various combinations tested, only the results with the two Kuraray megastrip modules, the WLS module placed upstream of the direct readout module, are reported here.

The effective Moliere radius of this detector is around 21 mm, and the effective radiation length 8 mm.

3 DESY testbeam setup

The prototype detector was taken to DESY in February/March 2007, and exposed to secondary positron beams at the DESYII accelerator, in the energy range $1 - 6$ GeV.

The beamline was instrumented with two scintillator trigger counters, a scintillator veto counter and four drift chambers upstream of the ECAL detector, which was placed on an automated movable stage. One additional trigger counter and one veto counter were placed downstream of the detector. The detector was read out using the readout electronics and DAQ developed for the CALICE Analogue HCAL prototype detector.

In four weeks of running, around $10^8$ events were collected.

4 Detector calibration

At several points during the data taking, the detector was calibrated. The tungsten plates were removed, and the detector was exposed to positron beams. The detector was scanned, aiming the beam at the centre of each scintillator strip.

Calibration events were selected by requiring appropriate signals in the trigger and veto counters up- and down-stream of the detector. Each strip in the detector was separately calibrated. To select events in which a positron (considered to be a MIP) passed through a particular strip in the detector, almost all similar strips in the other same polarity layers were required to have recorded a signal inconsistent with being purely pedestal. The other strips in the same layer as the one being considered were required to have measured a signal consistent with the pedestal. This event selection provides a clean sample of events in which a MIP passed through a particular strip.

The distribution of the signals from the selected strip were then used to measure the response of the strip. It was fitted by a Landau distribution convoluted with a Gaussian, and the most probable value of the Landau was used as the calibration constant for that strip.

5 Energy scan

The detector was exposed to positron beams of energy 1, 2, 3, 4, 5 & 6 GeV (with the tungsten plates inserted). For the data analysed here, the beam was directed at the centre of the detector; beam scans across the detector were also performed, but these data have not yet been analysed.

To estimate the energy deposited in the detector, the signal from each strip was converted, by means of the calibration constants, to a number of MIP equivalents. This was then summed over all detector strips to give the total energy, in terms of MIP equivalents, reconstructed in the detector.
These distributions were then used to measure the detector’s basic performance. The linearity of the energy response is shown in Fig. 1: the detector is relatively linear, with residual non-linearities on the order of 4%. The cause of this non-linearity is presently under study. The widths of the response curves were used to measure the detector’s energy resolution. The evolution of the resolution with beam energy is shown in Fig. 2; this was fitted by the quadratic sum of a statistical and constant term, giving an energy resolution of $\sigma/E = 13.45\%/\sqrt{E} \pm 2.87\%$.

6 Future refinements

There are several effects which we know we need to correct for, and which are presently being studied. One example is the nonlinear behaviour of the MPPC, which affect the response, particularly at large light yields. Another example is a correction due to temperature variations, which can have a strong effect on the characteristics of the MPPC.

We will also measure the dependence of the performance on the position at which the positron enters the calorimeter, and measure the performance using modules made of different scintillator types. This will help us to choose the best scintillator to use in the ILC detector.

Another area of current work is the development of a more sophisticated simulation of the detector: the simple simulation we have at present does not model the detector sufficiently well.

7 Conclusions

A prototype ECAL was constructed using scintillator strips readout by MPPCs, and exposed to positron beams at DESY. The results of a preliminary analysis of its performance were presented: the detector is linear to within 4% in the energy range considered, and the energy resolution for positrons was measured to be $\sigma/E = 13.5\%/\sqrt{E} \pm 2.9\%$. 
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The ILC and the Grid

A. Gellrich

Deutsches Elektronen-Synchrotron (DESY)
Notkestr. 85, 22607 Hamburg, Germany

Already today major computing resources for HEP are available in the Grid only. For the ILC project two Virtual Organizations were founded which are supported by many Grid sites world-wide. The ILC community has started to use Grid resources for Monte Carlo production, data analysis, and data storage. The development of specific tools for ILC has recently been initiated.

1 Introduction

Driven by the computing needs of the four LHC experiments, a global computing infrastructure is under construction, the so-called world-wide LHC Computing Grid (WLCG) [2]. It incorporates compute and data storage resources that are distributed all over the world. Access to the resources is provided by means of a service infrastructure. People, institutions, and resources are collected within Virtual Organizations (VO) that are based on common sharing rules. Users authenticate against the Grid services by way of personal certificates and are authorized to use resources within a VO.

The European part of WLCG is operated in the context of the EU-project Enabling Grids for E-Science (EGEE) project [3]. EGEE brings together scientists and engineers from more than 240 institutions in 45 countries world-wide to provide a seamless Grid infrastructure for e-Science that is available to scientists 24 hours-a-day. Conceived from the start as a four-year project, the second two-year phase started on 1 April 2006, and is funded by the European Commission. Currently EGEE is planning for a third period, starting in 2008.

Within the EGEE project two VOs for the ILC project [5] were founded and officially registered: 'ilc' and for the CALICE collaboration [6] 'calice'. Both VOs are supported by a large number of sites within the EGEE.

This paper complements a talk given at LCWS2007 in the 'LCWS: Sim/Reco' parallel session [1].

2 The Grid

2.1 Grid Infrastructure

The EGEE Grid infrastructure consists of Grid services and Grid resources. The compute and data storage resources are contributed by the participating Grid sites and are distributed globally. Sites operate Computing Elements (CE), which act as logical entry points to clusters of Worker Nodes (WN), and Storage Elements (SE), which provide interfaces to data storage systems.

Core Grid services are VO Membership Services (VOMS), VO Membership Registration Service (VOMRS), LCG File catalogues (LFC), Workload Management Systems (WMS), and Resource Brokers (RB). Those services must exist at least once per VO.

∗http://www.desy.de/˜gellrich
2.2 Grid Middleware

As Grid software – called middleware which mediates between the user’s application and the operating system – the EGEE development gLite [9] is deployed. gLite provides software to implement the Grid services as well as client software to communicate with the Grid services. Usually the user’s workgroup servers or desktops deploy this User Interfaces (UI) client software.

3 The ILC VOs

DESY hosts the ILC VOs ‘calice’ and ‘ilc’ as a part of its EGEE Grid infrastructure. The membership to the VOs is managed by VOMS [12]. User registration is handled by VOMRS [13]. In order to register files, LCG File Catalogues are operated for both VOs. DESY also operates Workload Management Systems and Resource Brokers for the VOs.

3.1 Communications within ILC

The following communication channels are available for ILC. DESY operate the mailing lists

- calice-vo-support(@)desy.de
- calice-vo-users(@)desy.de
- ilc-vo-support(@)desy.de
- ilc-vo-users(@)desy.de

A web page with instructions to site administrators and users is available [7].

3.2 Testbeam Data

DESY enabled its mass storage system as a Storage Element, including a large tape library, for the ILC VOs. Read and write access to the data is possible by way of Grid tools. The CALICE collaboration [6] decided a year ago to use DESY mass storage as the main repository for testbeam data. To date (October 2007) a total of 30TB of data was transferred through the Grid to DESY. It is planned to also transfer testbeam data from FNAL via the Grid to DESY.

A similar approach has recently been chosen by the detector development group of EUDET-JRA1 [10]. To date (October 2007) a total of 1.3TB have been transferred to DESY via the Grid.

All CALICE and EUDET-JRA1 (Grid) users benefit from the presence of the testbeam data in the Grid which allows seamless access within hours after data transfer world-wide.

3.3 ILC Application Software on the Grid

The WLCG is close to finishing the transition from Scientific Linux 3 (SL3) to SL4 as the Operating System on the Worker Nodes. Most of the HEP software – also in ILC – is supported for SL4.

In HEP, geometry and calibration data are typically stored in central database systems which leads to severe bottlenecks when many jobs try to access them concurrently. For ILC
the tool set *MyGridDB* [17] was developed which decouples production jobs from the central ILC database. Necessary database entries are simply dumped into files and stored in the Grid. At run-time, jobs create local database instances with these files.

4 Perspectives

So far, the Grid has been used by ILC on a basic level only. Data transfers as well as data analyzes and *Monte Carlo* production have been carried out by way of simple scripts which utilize the generic gLite command suite. In order to make most efficient use of the Grid resources high level user tools will be needed. As a product of the LCG developments, a number of elaborated tools are available that might well be applicable to the ILC needs. Among those tools are GANGA [14] and DIRAC [15]. A working group was set up recently to evaluate those tools for ILC.

Up to now, all software, that is needed to run ILC jobs, including the libraries of the persistency framework *LCIO* [16], are either submitted with the job or are downloaded from at run-time. The WLCG Grid infrastructure foresees a mechanism to install VO-specific software on the various sites locally. This mechanism includes a software *tag* which is published by way of the information system. This *tag* can be evaluated by the Workload Management System to ensure the presence of the requested software on the picked Computing Element.

In EGEE, sites usually provide Grid resources to supported VOs on one infrastructure. Resource distribution is performed by virtual shares rather than dedicating hardware directly to VOs. This ansatz allows to very efficiently utilize resources and makes it easy to add more. Many Grid sites have already committed a fraction of their Grid resources to ILC. With the increase of resources in the Grid, more resources will be available for ILC computing too.

To date two instances of the VO *’ilc’* live concurrently in EGEE and in the American *Open Science Grid* (OSG) [4]. Methods to synchronize the members of the VOs are being developed. Again, it is planned to benefit from WLCG developments on interfaces between those two Grids.

5 Summary

Grid computing is a strategic technology for the future. It is about virtualization of computing resources, such as compute cycles and data storage, in a *global* context. Already now large computing resources outside the Grid are not available anymore in HEP.

For the ILC project two VOs were set up which use the existing EGEE/WLCG infrastructure; all core Grid services are hosted at DESY. Various sites world-wide support the ILC VOs and provide compute and data storage resources to the ILC VOs.

Though tools for the ILC *Monte Carlo* mass production and user analysis as well as data transfer are still rudimentary, considerable amounts of resources have already been exploited by ILC.

Recently, working groups within ILC were founded to evaluate and adapt software tools and frameworks to the needs of ILC.

ILC strongly benefits from the existing Grid infrastructure with its increasing resources as well as from products which have been developed for LHC.
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Full Simulation Study of WW Scattering at the ILC

David Ward and Wenbiao Yan
University of Cambridge, Cavendish Laboratory, JJ Thomson Avenue, Cambridge CB3 0HE, United Kingdom

We study full simulation of WW scattering with a linear collider detector model at \( \sqrt{s} = 800 \) GeV for the process \( e^+e^- \rightarrow \nu_{\ell}\bar{\nu}_{\ell} \)WW \( \rightarrow \nu_{\ell}\bar{\nu}_{\ell}q\bar{q}q\bar{q} \) and \( e^+e^- \rightarrow \nu_{\ell}\bar{\nu}_{\ell}ZZ \rightarrow \nu_{\ell}\bar{\nu}_{\ell}q\bar{q}q\bar{q} \), and obtain the limits on \( \alpha_4 \) and \( \alpha_5 \) in the electroweak chiral Lagrangian.

1 Introduction

The standard model introduces the Higgs boson to explain the breaking of electroweak symmetry, and hence we should not observe strong WW scattering. However, one can imagine that there is no Higgs boson, and that electroweak symmetry breaking is broken by a strong interaction. The W bosons become strongly interacting particles at TeV energies in this case [2]. WW scattering is a useful probe of breaking of electroweak symmetry. The WW scattering at low energies can be described by an effective Lagrangian approach, in which there are two anomalous couplings \( \alpha_4 \) and \( \alpha_5 \) in the theory [3]. \( \alpha_4 \) and \( \alpha_5 \) are model dependent, and are zero in the standard model. The sensitivity of \( \alpha_4 \) and \( \alpha_5 \) has already been studied for the CERN LHC case [4] and linear collider TESLA case with fast simulation at \( \sqrt{s} = 800 \) GeV [3, 5] and \( \sqrt{s} = 1000 \) GeV [6]. The motivation of this work is study the sensitivity \( \alpha_4 \) and \( \alpha_5 \) by full detector simulation (not fast simulation !) for the different linear collider detector models and different Particle Flow Algorithms (PFA) for the detector design studies. However, in this talk, we only show preliminary results on the linear collider detector model LDC00Sc, which is implemented in the Mokka [7] Monte Carlo, with Pandora PFA [7].

2 Analysis setup

The Monte Carlo samples are generated at \( \sqrt{s} = 800 \) GeV, beam polarisations of 80% for electrons and 40% for positrons are assumed. For the \( t\bar{t} \) events, PYTHIA [8] is used without beam polarisations. For the other event samples, WHIZARD [9] is used. The hadronization is done by JETSET. Table 1 shows the summary of all Monte Carlo samples for the analysis. The single weak boson process is generated with an additional cut on \( M(q\bar{q}) > 130 \) GeV to reduce the number of generated events [6]. According to the results in [3, 5], the processes \( e^+e^- \rightarrow WW/ZZ \rightarrow q\bar{q}q\bar{q} \) and \( e^+e^- \rightarrow q\bar{q} \rightarrow X \) can be neglected. Because WHIZARD calculates matrix elements for all diagrams for the process \( \nu_{\ell}\bar{\nu}_{\ell}q\bar{q}q\bar{q} \), it is necessary to separate the signal events and background events. The suggestions in [3, 5] are followed to choose doubly resonant signals \( \nu_{\ell}\bar{\nu}_{\ell}WW \) and \( \nu_{\ell}\bar{\nu}_{\ell}ZZ \): (1) 147.0 < \( m_{q\bar{q}}^{1} + m_{q\bar{q}}^{2} < 171.0 \) GeV for \( \nu_{\ell}\bar{\nu}_{\ell}WW \); 171.0 < \( m_{q\bar{q}}^{1} + m_{q\bar{q}}^{2} < 195.0 \) GeV for \( \nu_{\ell}\bar{\nu}_{\ell}ZZ \). (2) \( |m_{q\bar{q}}^{1} - m_{q\bar{q}}^{2}| \leq 20.0 \) GeV. (3) \( m_{\nu_{\ell}\bar{\nu}_{\ell}} \geq 100.0 \) GeV, where \( m_{q\bar{q}}^{1} \) and \( m_{q\bar{q}}^{2} \) are the invariant masses of two pairs of quarks. The cut \( m_{\nu_{\ell}\bar{\nu}_{\ell}} \geq 100.0 \) GeV is used to reject WWZ and ZZZ events, where the Z decays into a neutrino pair. The rest of the events are considered as 6-fermion background events.

The Mokka 6.2 [7] program is used for the detector simulation, and Marlin 0.9.6 [7] is used for the event reconstruction. The output of Pandora PFA [7] is used in the analysis.
<table>
<thead>
<tr>
<th>Channel</th>
<th>$\sigma_{800\text{GeV}}$ (fb)</th>
<th>Generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_e \bar{\nu}_e WW \rightarrow \nu_e \bar{\nu}_e q\bar{q}q\bar{q}$</td>
<td>8.55</td>
<td>Whizard 1.50</td>
</tr>
<tr>
<td>$\nu_e \bar{\nu}_e ZZ \rightarrow \nu_e \bar{\nu}_e q\bar{q}q\bar{q}$</td>
<td>3.97</td>
<td>Whizard 1.50</td>
</tr>
<tr>
<td>$\nu_e \bar{\nu}_e q\bar{q}q\bar{q}$ (background)</td>
<td>5.46</td>
<td>Whizard 1.50</td>
</tr>
<tr>
<td>$e^+e^- WZ \rightarrow e^+e^- q\bar{q}q\bar{q}$</td>
<td>38.75</td>
<td>Whizard 1.50</td>
</tr>
<tr>
<td>$e^+e^- ZZ \rightarrow e^+e^- q\bar{q}q\bar{q}$</td>
<td>289.43</td>
<td>Whizard 1.50</td>
</tr>
<tr>
<td>$tt \rightarrow X$</td>
<td>299.63</td>
<td>PYTHIA 6.1</td>
</tr>
<tr>
<td>$\nu_\mu,\tau \bar{\nu}<em>\mu,\tau WW/ZZ \rightarrow \nu</em>\mu,\tau \bar{\nu}_\mu,\tau q\bar{q}q\bar{q}$</td>
<td>8.85</td>
<td>Whizard 1.50</td>
</tr>
</tbody>
</table>

Table 1: The Cross section of signal and background Monte Carlo samples in the analysis.

3 Event selection

The WW scattering events are selected with some cuts similar to paper [3, 5], and are unified for the WW/ZZ events. In order to suppress background events, the following cuts are used in the analysis. (1) The recoil mass $M_{\text{recoil}} \geq 200.0$ GeV. (2) Total transverse momentum $P_T \geq 40$ GeV. (3) Total transverse energy $E_T \geq 150$ GeV. (4) Total missing momentum and most energetic track have $|\cos \theta| < 0.99$. (5) Energy in a 10° cone around the most energetic track $E_{\text{cone}} \geq 2.0$ GeV. (6) The PFA objects in the detector are forced into four jets with the Ktjet package [10]. The events with four good jets (i.e. $E_{\text{jet}} > 10.0$ GeV and $|\cos \theta_{\text{jet}}| < 0.99$) and $Y_{34} > 0.0001$ a are used in the analysis. The number of charged tracks in each jet $\geq 2$.

The jet pairing is chosen by requiring the product $|m_{ij} - m_{W/Z}|/m_{kl} - m_{W/Z}|$ to be minimum for three possible pairs [3]. For the $\nu_e \bar{\nu}_e$WW events, the reconstructed W mass is between 60 GeV and 88 GeV. For the $\nu_e \bar{\nu}_e$ZZ events, the reconstructed Z mass is above 85 GeV and below 100 GeV. The separation power of W and Z is an important issue in the WW scattering. In the Figure 1 shows the hadronic mass separation for $\nu_e \bar{\nu}_e$WW (blue) and $\nu_e \bar{\nu}_e$ZZ (red) at $\sqrt{s} = 800$ GeV at primary parton level (left) and detector level (right). There is no W/Z selection at detector level in the right-hand part of Figure 1, which suggests the W and Z could be separated by reconstructed mass via jets.

4 Fitting method and results

The distribution $d^2\sigma/(dM_{VV}d|\cos \theta_V^*|)$ (V= W, Z) in 10 x 10 bins at detector level is used to extract $\alpha_4$ & $\alpha_5$ with a binned likelihood fit, where $M_{VV}$ is the event mass, and $\cos \theta_V^*$ is the polar angle of V in the VV rest frame. The SM Monte Carlo sample with ($\alpha_4 = 0.0, \alpha_5 = 0.0$) is the "data" sample in the fitting, and the integrated luminosity of the "data" sample is 1000 fb$^{-1}$. The Poisson distribution $p(n) = e^{-\lambda n}/n!$ is used for each bin, where $n$ is the observed number in the "data" sample and background event samples, and $\lambda = m_{\text{signal}}(\alpha_4, \alpha_5) + m_{\text{bcg1}}(\alpha_4, \alpha_5) + m_{\text{bcg2}}$ is the expected number. $m_{\text{signal}}(\alpha_4, \alpha_5)$ is the contribution from doubly resonant signal events, $m_{\text{bcg1}}(\alpha_4, \alpha_5)$ is for background events with $\alpha_4$ & $\alpha_5$ dependence, e.g. $e\nu_e WZ$ events. $m_{\text{bcg2}}$ is due to background events without $\alpha_4$ & $\alpha_5$ dependence, e.g. $t\bar{t}$ events. Finally, the likelihood function $-\ln \mathcal{L}$ is defined as

$Y_{34}$ is the jet resolution parameter in the Ktjet package [10] at which an event is reclassified from four to three jets.
- $\sum \ln p(n_i) = - \sum n_i \ln \lambda_i + \sum \lambda_i + \sum \ln(n_i!)$, where $\sum \ln(n_i!)$ is a constant and is ignored in the fitting.

Each Monte Carlo SM event (i-th event) of the signal is weighted by $R_i(\alpha_4, \alpha_5) = 1.0 + A_i \alpha_4 + B_i \alpha_5^2 + C_i \alpha_4 + D_i \alpha_5 + E_i \alpha_4 \alpha_5$, where $R_i(\alpha_4, \alpha_5)$ is obtained in the following way: using the generated SM events, we recalculate matrix elements for each event with 20 sets of $(\alpha_4, \alpha_5)$ values, and decide $(A_i, B_i, C_i, D_i, E_i)$ by TMinuit fitting to 20 $R$ for i-th event. $m^{signal}(\alpha_4, \alpha_5)$ is obtained by counting selected events with weight $R_i(\alpha_4, \alpha_5)$. $m^{bcg1}(\alpha_4, \alpha_5)$ is obtained a similar way.

The fitted $\alpha_4$ & $\alpha_5$ are shown in Figure 2. The left (middle) plot shows the 68% (continuous line) and 90% (dashed line) C.L. contours obtained by $\nu_e\bar{\nu}_eWW$ ($e_\tau\bar{\nu}_eZZ$), the right plot shows the C.L. contours obtained by combination of $\nu_e\bar{\nu}_eWW$ and $e_\tau\bar{\nu}_eZZ$ events. The results are also comparable with TESLA results based on fast simulation [3, 6], and are shown in the slides [1].
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We present recent improvements in the performance of the reconstruction of non-prompt track in the SiD Detector Concept Design, including initial results on the effect of longitudinal segmentation in the SiD tracker. We also describe a generic tracking validation package developed at SCIPP.

The SiD Detector Concept offers a number of potential advantages in the reconstruction of ILC collisions, but to be confident of the quality of this reconstruction, several of the SiD's innovative features need to be studied via realistic simulation. In particular, it must be demonstrated that the use of a limited number (five in the baseline design) of precise silicon layers for track reconstruction is sufficient to exploit the physics potential of the ILC machine. While there is little question that such a device can provide superior transverse momentum resolution, the capability of the design to recognize and reconstruct tracks – particularly those that originate outside the first layer or two of the vertex detector – is less clear.

To explore the performance of the tracker under realistic settings, we have developed a tracking performance package that evaluates the tracking efficiency and reconstruction accuracy of tracking algorithms. This package has been developed as a stand-alone C++ package, and thus is fully versatile, being easily applied to any ILC detector concept within any reconstruction framework (in fact, it is generally applicable to any cylindrical geometry track reconstruction package). In the interest of space, we do not present further details of this package here; sample output is to be found in reference [1]. We encourage interested groups to contact us for details.

One of the novel aspects of the baseline SiD design is that it proposes to do tracking reconstruction with only ten tracking layers, of which five are concentrated around the beampipe in a pixelated vertex detector. While previous studies [2, 1] have suggested that such an approach can be sufficiently efficient for prompt tracks, the reconstruction algorithm used in these prior studies was unable to reconstruct tracks originating outside of the first layer of the vertex detector. Over the past year, the SCIPP ILC simulation group has explored the capability of the SiD tracker to reconstruct such non-prompt tracks, and how that capability depends upon the longitudinal segmentation of the tracker. The results presented here are somewhat updated relative to the results presented at the workshop in May 2007.

The SCIPP group’s work on non-prompt track reconstruction has been based on refining and extending AxialBarrelTracker, an algorithm originally written by Tim Nelson (SLAC) to reconstruct SiD tracks in the absence of the vertex detector. This algorithm works inward from the outside of the SiD tracker, beginning with three-hit seeds that lie on circles in the plane transverse to the beam line that miss the collision point by no more than 1 centimeter. To search for non-prompt tracks, the SCIPP group relaxed the miss-distance requirement to 10 centimeters, finding that, once the hits from prompt tracks were removed, the number of seeds remained tractable with the relaxed DOCA constraint.
The group explored the nature of the hits remaining after the hits from prompt tracks were removed. Roughly 5% of hits were due to tracks that went through three or more tracking layers and then exited the tracker. Approximately 45% of the hits appeared to be coming from tracks that looped through the tracker, striking each tracking layer a number of times. Roughly 35% of hits were due to material interactions of prompt tracks. The remaining 15% were hits from tracks with momentum too low to reconstruct.

In this light, a set of ‘findable’ non-prompt particles was identified by requiring that the underlying (‘Monte-Carlo Truth’) tracks lie within $|\cos \theta| < 0.8$, have a radius of origin between 2 and 40 cm and a path length in the tracker of at least 50 cm, not arise via back-scatter off of the calorimeter, and have a transverse momentum of no less than 0.75 GeV/c. In a sample of 137 Z-pole $b\bar{b}$ events with thrust greater than 0.94 and a thrust axis with $|\cos \theta_{\text{thrust}}| < 0.5$, these selection requirements identified 304 findable non-prompt particles. This set of findable particles represents approximately 5% of the number of findable particles that would be identified if there were no restriction on the radius of origin (in other words, approximately 5% of all tracks are non-prompt).

Tracks found by AxialBarrelTracker were accepted provided they were comprised of at least four hits, had a reconstructed transverse momentum of at least 0.75 GeV/c, and a reconstructed distance of closest approach in the plane perpendicular to the beam of no more than 10 cm. The results that follow were achieved under the assumption that the tracker was composed of two unsegmented halves: one extending to positive value of $z$ and the other to negative values; only tracks for which all hits had the same sign $z$ coordinate were accepted.

Findable particles were deemed ‘found’ provided they were associated with accepted tracks that had at least four hits caused by the findable particle under consideration. No more than one accepted track was permitted to be associated with each findable particle. Any accepted track not associated with a findable particle was deemed ‘fake’.

With these criteria, 131 (43%) of findable non-prompt particles were found with 5 hits, with only one fake five-hit track. Another 100 non-prompt tracks were found with 4 hits; however, these were accompanied by an additional 270 four-hit fake tracks, rendering four-hit tracks too impure for use. The remaining findable particles (73, or 24% of the sample) had no associated accepted track.

Upon examination, it was discovered that AxialBarrelTracker was often being confused by three-hit seeds for which not all of the hits came from the same underlying particle. Thus, to improve the efficiency as well as reduce the number of fake tracks, we added to AxialBarrelTracker a requirement that all the hits on the seed lie within an azimuthal slice of width $\pi/2$. This requirement was also applied to the larger set of hits as additional hits were added to the seed.

After application of this azimuthal restriction, the sample of 304 findable particles were reconstructed as follows. 145 (48%) were reconstructed with five hits, 112 (37%) were reconstructed with four hits, and 47 (15%) had no associated accepted track. The number of five-hit fake tracks remained unchanged at one, while the number of four hit fake tracks was reduced from 270 to 157. It should be point out that, of the 304 findable particles, only 166 left one and only one hit in each of the five layers; for this set of tracks, the reconstruction efficiency with the azimuthal restriction approached 85%.

Thus, it appears that non-prompt particles leaving hits in all five central tracking layers can be reconstructed with reasonable efficiency and good purity, but that more work needs to be done to reconstruct particles leaving only four hits (the majority of four-hit particles...
originates outside of the first central tracking layer, rather than originating at smaller radius but curling up or leaving the detector before reaching the fifth tracking layer). To this end, the group developed code that takes advantage of longitudinal segmentation, testing for the consistency of the pattern of struck modules with the hypothesis that the pattern was produced by a single particle. The performance of AxialBarrelTracker as a function of the $z$ length of the tracker modules is shown in Figure 1, for two data samples: $b\bar{b}$ events at the Z pole and $uds$ events at $E_{cm} = 500$ GeV. As stated above, the $b\bar{b}$ events contained 304 findable non-prompt tracks; the $E_{cm} = 500$ GeV events contained 352 findable non-prompt tracks. It is seen that 10 cm segmentation (the SiD baseline) can be very helpful for intermediate energy ($\sim 50$ GeV) jets, but does not appear to make too a qualitative difference for high energy ($\sim 250$ GeV) jets.

In summary, the SCIPP simulation group has optimized Tim Nelson’s AxialBarrelTracker routine to find non-prompt tracks. The efficiency and purity for non-prompt tracks hitting all five tracking layers is good, but without $z$ segmentation, it seems difficult to reconstruct tracks that hit four or fewer layers. The inclusion of $z$ segmentation can provide a substantial benefit by reducing the number of fake four-hit tracks. However, the degree of segmentation needed to reduce the fake-track contribution enough to make four-hit tracks usable depends upon the physics being studied. For low-energy (45 GeV) jets, the proposed 10cm segmentation of the SiD baseline may be sufficient. For high-energy (250 GeV) jets, however, the current reconstruction seems to require segmentation on the order of 1cm or less to recover four-hit tracks. The SCIPP simulation group continues to explore the capability of the SiD

---

**Figure 1:** Performance of AxialBarrelTracker as a function of the $z$ length of the tracker modules for Z pole $b\bar{b}$ events (left) and $uds$ events at $E_{cm} = 500$ GeV. The trajectories correspond to the numbers of findable particles found with five hits and four hits, the number of findable particles with no associated track, and the number of fake tracks.
baseline tracker to reconstruct non-prompt tracks, and is in the process of implementing the GARFIELD tracker [3], which uses minimum-ionizing calorimeter stubs to seed tracks, as an additional layer in the SiD reconstruction.

References


[3] The Garfield Calorimeter-Assisted Tracking package was authored by Eckhard von Toerne and Dima Onoprienko of Kansas State University.
This note describes the software, performing tracking in the detector at the International $e^+e^-$ Linear Collider (ILC). The code is designed specifically for the Large Detector Concept (LDC). It is implemented within the framework of Marlin and uses LCIO as the data format. Results of initial performance studies are presented for the tracking system of the LDC detector. The note is based on the talk given at the LCWS07 Conference [1].

1 Introduction

The ambitious physics program at the ILC sets stringent requirements on the detector. For the tracking system this means:

- excellent momentum resolution $\delta(1/p_T) \leq 5 \cdot 10^{-5}$ (GeV/c)$^{-1}$;
- very good flavour tagging capability, the vertex detector must measure impact parameter of tracks with the resolution $\delta(IP) \leq 5 \mu m \oplus 10 \mu m/p[GeV/c] \cdot \sin^{3/2}\theta$;
- efficient reconstruction of tracks in the dense jets, characterized by high local multiplicities of charge particles;
- full reconstruction of low $p_T$ loopers, enabling precise extrapolation of tracks to the endcap calorimeters with subsequent linkage of tracks with calorimeter clusters.

Several detector concepts have emerged as a result of intensive R&D program for the ILC detector [2]. This note describes the tracking software designed within the framework of the Large Detector Concept (LDC). The LDC tracking system consists of the following components.

1. Microvertex pixel detector (VTX) surrounds the primary interaction point. The detector has 5 coaxial silicon layers. The innermost layer has radius 1.55 mm and the outermost - 6.0 mm.

2. Large volume Time Projection Chamber (TPC) ($r \sim 170$ cm, $L \sim 2 \times 270$ cm) represents the main component of the LDC tracking system.

3. Intermediate Si Tracker (SIT) has two cylindrical layers with radii 160 and 300 mm. Strip-wise readout is foreseen for this detector. SIT serves as a linker between VTX and TPC.

4. Forward Si tracking discs (FTD’s) ensure good track reconstruction in the forward region. In the baseline LDC detector design, the forward tracking detector consists of 7 discs in both hemispheres placed at distance between 200 and 1300 mm from the interaction point. The three innermost discs on both sides will be instrumented with hybrid pixels, while for the remaining discs the strip readout is planned.
2 Structure of the Package

The LDC tracking code is implemented within the framework of MARLIN [3] and constitutes a part of the MARLINRECO package [4]. The code includes:

- MARLIN processors performing digitization of the signal in various tracking subdetectors;
- MARLIN processors implementing pattern recognition in TPC and silicon detectors;
- the track fitting code based on the Kalman filter approach;
- utility classes facilitating fast and efficient pattern recognition;
- class MarlinTrackFit providing an interface to the FORTRAN based DELPHI code;
- FORTRAN code from DELPHI, which performs pattern recognition in TPC, the interface of the FORTRAN code to the MARLINRECO package is realized in the form of C++ wrappers.

The software is compliant with the LCIO data format [5]. The track parameterization follows the ILC convention documented in Ref. [6]. The track parameters and corresponding covariance matrix are evaluated with the Kalman filter at the point of closest approach to the nominal $e^+e^-$ interaction point.

2.1 Digitization Processors

The digitization of the simulated tracker hits ($\text{SimTrackerHits}$), produced during the detector simulation run, is performed in two different ways. The first approach is based on the Gaussian smearing of $\text{SimTrackerHits}$ according to a-priori known and specified spatial point resolutions. This approach is implemented in the processors $\text{VTXDigitizer}$, $\text{FTDDigiProcessor}$, and $\text{TPCDigiProcessor}$. The module $\text{VTXDigitizer}$ performs digitization of $\text{SimTrackerHits}$ in the vertex detector and SIT, $\text{FTDDigiProcessor}$ - in the forward tracking discs and $\text{TPCDigiProcessor}$ - in TPC. All processors require $\text{SimTrackerHits}$ collection names as an input parameters. The $\text{VTXDigitizer}$ treats VTX and SIT as cylindrical detectors. The two spatial point resolutions, one in the $r-\phi$ projection and another - along $z$, should be provided by user as a processor parameter. $\text{FTDDigiProcessor}$ treats forward tracking discs as a rigid measurement planes at fixed positions in $z$. It is assumed that the hit position in the TFD’s is measured "isotropically", thus a user has to provide only spatial point resolution in the $r-\phi$ projection. The TPC spatial resolution in $r-\phi$ is given by $\sigma^2(r-\phi) = \sigma_0^2 + D^2 \cdot L_{drift}$ where $\sigma_0$ is the constant term, $D$ is the diffusion coefficient and $L_{drift}$ is the drift length. Resolution along $z$ axis is assumed to be independent of $L_{drift}$.

For the DEPFET-based microvertex detector, a detailed digitization procedure is implemented in the MARLIN processor $\text{VTXDigitizer}$. The procedure takes into account Lorentz effect, charge diffusion, electronic noise and energy loss fluctuations along the charged particle trajectory within the sensitive silicon layer.

All digitization processors produce as an output LCIO collections of the digitized tracker hits ($\text{TrackerHit}$s). Each $\text{TrackerHit}$ is attributed with the 3D position and covariance matrix of the position measurement. The covariant matrix of the hit position measurement is then used in the track fitting procedure.
2.2 Pattern Recognition in TPC

Pattern recognition in TPC is done using C++ wrappers of the LEP code. The main Marlin module is **LEPTrackingProcessor**, which invokes FORTRAN routines, which perform inward search for spatially continuous sequences of hits, compatible with the helix hypothesis, and fits these sequences. The LEP code is capable of finding only semiloops of the tracks. As a consequence, the low $p_T$ loopers are split into several segments, which are then identified and merged by the **FullLDCTracking** processor described below. **LEPTrackingProcessor** requires as an input LCIO collection of the TPC TrackerHits and produces LCIO collections of the TPC tracks and inter-relations between tracks and Monte Carlo particles.

2.3 Pattern Recognition in Silicon Detectors

Combined pattern recognition in all silicon tracking devices (VTX, FTD and SIT) is implemented in the processor **SiliconTracking**. The procedure starts with the search for hit triplets in the outermost layers of the combined VTX-SIT tracking system and in FTD. Once such triplets are found, an inward extrapolation of the track candidates is performed and additional hits in the inner layers of VTX and FTD are assigned to the track candidates. The **SiliconTracking** processor requires as an input collections of VTX, FTD and SIT TrackerHits and produces the collections of silicon tracks and track-particle relations.

2.4 Association of the Silicon and TPC track segments. Full LDC Tracking.

The final step of the track reconstruction in the LDC detector consists of the association of track segments found in TPC and silicon detectors, merging split loopers in TPC and assignment of the left-over hits to the found tracks. All this is done by the **FullLDCTracking** processor. It requires as an input collections of VTX, FTD, SIT and TPC TrackerHits and collections of silicon and TPC tracks. An output is produced in the form of the fully reconstructed LDC tracks and track-MC particle relations.

2.5 TrackCheater Processor

The **TrackCheater** processor is designed to construct true Monte Carlo tracks from the hits attributable to the same Monte Carlo particles. Thus, this processor just emulates perfect pattern recognition. An user can optionally set track parameters, using generated values of the 4-momentum of charged particles or perform a fit of the cheated tracks. The **TrackCheater** processor requires as an input collections of TrackerHits in various sub-detectors and produces collections of true Monte Carlo tracks and track-MC Particle relations.

2.6 Detector Geometry and Material Description

The information on the detector geometry and material properties is needed both at the stage of the signal digitization and the track reconstruction. Description of the detector is provided via GEAR interface [7].
3 Performance Studies

Performance of the code has been evaluated on the samples produced with Mokka program \[8\] simulating the LDC detector response. The detector model LDC01Sc was used. The following spatial point resolutions were assumed for various tracking subdetectors:

- VTX: $\sigma_{r-\phi} = \sigma_z = 4\mu m$,
- FTD: $\sigma_x = \sigma_y = 10\mu m$,
- SIT: $\sigma_{r-\phi} = \sigma_z = 10\mu m$,
- TPC: $\sigma_{r-\phi} = 55\mu m + 3\mu m^{1/2}\sqrt{L_{drift}}$, $\sigma_z = 0.5\text{mm}$

Simple digitization procedure, performing Gaussian smearing of the simulated hit positions, is applied for each tracking subdetector.

The resolution on the track parameters has been investigated with the samples of single muons. Both momentum and polar angle of muons have been varied to study the dependence of resolution on the track momentum and polar angle. In the central part of the detector, the overall momentum resolution asymptotically reaches $\delta(1/p_T) = 3.5 \cdot 10^{-5}$ (GeV/c)$^{-1}$ with increasing particle momentum. The multiple scattering degrades the resolution at lower momenta. For the charged particles with momentum around 1 GeV, the resolutions varies from $\delta(1/p_T) = 1.5 \cdot 10^{-3}$ to $3 \cdot 10^{-3}$ (GeV/c)$^{-1}$ depending on the polar angle. The impact parameter resolution is found to be $\delta(IP) = 4\mu m \oplus 9\mu m/p(\text{GeV}/c) \cdot \sin^{3/2}\theta$. In the central region, the polar and azimuth angles are measured with precision better than 0.1 mrad for particle momenta $p > 50$ GeV. The resolution degrades to few mrad at $p < 1$ GeV.

The track finding efficiency has been studied on the sample of the pair produced top quarks at 500 GeV. Figure 1 shows the efficiency as a function of the particle momentum and polar angle. The overall efficiency is found to be 99(97.5)% for track momenta $p > 1(0.4)$ GeV/c.

![Figure 1: The track finding efficiency as a function of the track momentum (left plot) and polar angle (right plot) in the sample of the $e^+e^- \rightarrow t\bar{t}$ events at 500 GeV. The dependence of the track efficiency on the polar angle is presented only for tracks with momentum greater than 1 GeV.](image)
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The tracking code has been also tried in combination with the particle flow algorithms (PFA). The PFA-related performance has been evaluated in two ways. First, the tracking code has been combined with the ideal PFA, implementing perfect clustering in the calorimeters and fully efficient cluster-track association. In the second trial, the tracking code has been interfaced to the realistic algorithm Wolf-PFA [9]. The performance has been estimated in terms of the di-jet mass resolution in the sample of the Higgs boson production via the W-fusion mechanism, \( e^+ e^- \rightarrow W^+ W^- \nu \bar{\nu} \rightarrow H \nu \bar{\nu} \). The center-of-mass energy is chosen to be 800 GeV, the Higgs boson mass is set to 120 GeV.

To eliminate the impact of missing neutrinos from b and c-hadrons decays on the di-jet mass resolution, the Higgs boson is forced to decay to \( s \bar{s} \) pairs. Thus, only those effects, which are related to the event reconstruction efficiency and detector resolution, are studied.

Figure 2 shows the reconstructed Higgs boson mass for the runs with the perfect and Wolf particle flow algorithms. For each of the considered cases, the results are compared between the perfect tracking, performed by the TrackCheater processor, and realistic LDC tracking. Only slight deterioration of the di-jet mass resolution is observed for the realistic LDC tracking when compared to the runs with TrackCheater.

\[
\begin{align*}
\text{Wolf-PFA} & : \text{RMS} = 7.7\text{GeV} \\
\text{TrackCheater} : \text{RMS} = 7.8\text{GeV} \\
\text{LDC Tracking} : \text{RMS} = 120\text{GeV}
\end{align*}
\]

\[
\begin{align*}
\text{PFA Cheater} & : \text{RMS} = 4.3\text{GeV} \\
\text{TrackCheater: RMS} = 4.5\text{GeV} \\
\text{LDC Tracking: RMS} = 120\text{GeV}
\end{align*}
\]

Figure 2: The di-jet mass distribution in the sample of the \( e^+ e^- \rightarrow W^+ W^- \nu \bar{\nu} \rightarrow H \nu \bar{\nu} \) events. Left plot shows results obtained with the realistic Particle Flow Algorithm Wolf-PFA. Right plot - with the perfect PFA. Dots with error bars correspond to the runs with the perfect tracking, solid histograms - with the realistic LDC tracking.

4 Conclusion

The LDC tracking software has been developed as a part of the MARLINReco package. The code performs digitization of the signal in various tracking subdetectors, followed by track finding and fitting in the LDC detector. Initial studies showed that the LDC detector supported by the designed code meets the performance requirements imposed by the ILC physics program. The package can be used in future detector optimization and performance studies and in physics analyses relying upon the full detector simulation and event reconstruction.
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One of the most important aspects of detector development for the ILC is a good jet energy resolution $\sigma_{E}/E$. To achieve the goal of high precision measurements $\sigma_{E}/E = 0.30/\sqrt{E(\text{GeV})}$ is proposed. The particle flow approach together with highly granular calorimeters is able to reach this goal. This paper presents a new particle flow algorithm, called Track-Based particle flow, and shows first performance results for 45 GeV jets based on full detector simulation of the Tesla TDR detector model.
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1 Introduction

The International Linear Collider (ILC) will provide the potential for high precision measurements at center-of-mass energies between several hundred GeV and one TeV. Many interesting physics processes in this regime will be composed of multi-jet final states originating from hadronic decays of heavy gauge bosons. To reach the goal of high precision measurements it is suggested to achieve a mass resolution for $W \rightarrow q\bar{q}'$ and $Z \rightarrow q\bar{q}$ decays which is comparable to their widths. This leads to a jet energy resolution of $\sigma_{E}/E = 0.30/\sqrt{E(\text{GeV})}$ considering the typical di-jet energies ranging from 100 to 400 GeV. Studies based on full detector simulation have shown that particle flow algorithms (PFA) are able to reach this goal [1, 2].

The basic concept of any PFA is to reconstruct the four-momenta of all visible particles in an event. The four-momenta of charged particles are measured in the tracking detectors, while the energy of photons and neutral hadrons is obtained from the calorimeters. The accuracy of momentum measurement in the tracking systems is by orders of magnitude better than the accuracy of energy measurement in the calorimeters. This leads to a theoretical limit on the jet energy resolution of approx. $\sigma_{E}/E = 0.20/\sqrt{E(\text{GeV})}$, considering the characteristic ratio of charged and neutral particles in a jet. The given limit is obtained if the PFA is able to disentangle all charged from close-by neutral showers. Since this is not possible in a realistic PFA the performance degrades due to this confusion. Any PFA relies strongly on pattern recognition in the highly granular calorimeters and it is not possible to distinguish between pure detector and algorithmic effects on the reconstructed jet energy. Hence, for reliable detector optimisation studies using a PFA it is necessary to study different PFA and compare their results.

2 The Track-Based Particle Flow Algorithm

The Track-Based PFA is a new proposal of a PFA at the ILC. Basis of this PFA is a collection of tracks. Sequentially, the tracks are extrapolated into the calorimeter and correlated energy depositions are assigned to the track. Related MIP-like track segments are identified.
as well. Additionally, a collection of photon candidates can be used as an input to improve the performance of the reconstruction. As soon as all tracks have been extrapolated their assigned hits are removed from the collection of calorimeter hits. Afterwards, a clustering procedure is applied on the remaining hits to reconstruct neutral particles. A simple particle identification (PID) is done for charged and neutral particles. The Track-Based PFA is implemented in C++ within the Marlin framework. Events for the reconstruction are created with Mokka, a GEANT4 simulation of the Large Detector Concept (LDC). LCIO serves as persistent data format. The Track-Based PFA consists of six main stages:

i) Photon Finding: Photon finding is done with the “PhotonFinderKit” proposed by [8]. Only ECAL hits are taken into account. The output of this stage is a collection of clusters labeled as photon candidates.

ii) Tracking and Track-Extrapolation: Tracks, either provided by Monte Carlo information or by realistic tracking [9], are the basis of the Track-Based PFA. They are sequentially extrapolated into the calorimeter using a trajectory interface. The trajectory is given by a simple helix model at the moment, not taking into account energy loss. If such an extrapolation traverses one of the photon candidates it is removed from the collection of photon candidates, since it could be the electro-magnetic core of a hadron shower or an electron.

iii) MIP-Stub Finding: The collection of MIP-like energy depositions along a track extrapolation is done by a simple geometrical procedure. A system of two cylindrical tubes are assigned to the track extrapolation, surrounding it concentrically. Calorimeter hits in the vicinity of the track extrapolation are sorted with respect to their path lengths on the extrapolated trajectory. Starting from hits with small path lengths those hits are assigned to the MIP-stub which are located within the inner cylindrical tube. Hits beyond the outer cylindrical tube are not taken into account. As soon as a hit located in-between both tubes is found the procedure is stopped. The position of the last hit collected and its direction given by the tangent on the trajectory at this point are stored as initial parameters for the clustering procedure performed in the next step.

iv) Clustering and Cluster-Assignment: The Trackwise Clustering, proposed in [10], has been modified to take the start point and direction given by the MIP-stub finding into account. Additionally, it is adapted to produce more but smaller clusters. The center of gravity and orientation is calculated by the inertia tensor of each cluster. The clusters are assigned to the track by proximity and direction criteria. The track momentum is taken into account to prevent from assigning clusters with too much energy.

v) Particle Identification and Removal of “Charged” Calorimeter Hits: The PID of charged particles is done by a cut on the fraction of energy deposited in ECAL compared to the HCAL. It distinguishes only between electrons and charged pions. Additionally, muons are identified if a MIP-stub has been assigned to the track only. Afterwards, all calorimeter hits assigned to tracks are removed from the collection of calorimeter hits.

vi) Clustering and Particle Identification on “Neutral” Calorimeter Hits: The Trackwise Clustering is applied on the remaining calorimeter hits using the direction to the interaction point as a start direction. The PID is done in the same way as for the charged particles assigning a PID of photons or neutral kaons.

All reconstructed particles are filled into a collection assigned to the event. The Track-Based PFA described in this note is included in the MarlinReco package [3].
3 Performance

Figure 1 shows an example of a reconstruction of 45 GeV jets from a of $Z^0 \rightarrow uds$ decay at $\sqrt{s} = 91.2$ GeV using the Track-Based PFA (circles). The detector simulation has been done with Mokka, using the TESLA TDR detector model [1, 3]. The initial direction of the quarks is restricted to a polar acceptance of $|\cos \theta| < 0.8$. The tracks as described in stage ii) of Section 2 are reconstructed by Monte Carlo information. Additionally, a histogram is shown which indicates the same reconstruction using a perfect assignment of hits to tracks by Monte Carlo information (dashed lines). It is getting close to the theoretical limit of approx. $0.20/\sqrt{E(\text{GeV})}$. The performance of the reconstruction is measured by the root-mean-square of the smallest range of reconstructed energies containing 90% of the events (RMS$_{90}$) [11]. The Track-Based PFA reaches a jet energy resolution of $0.41/\sqrt{E(\text{GeV})}$. There are two other PFA available within the Marlin framework: The first one (Wolf) reaches approx. $0.52/\sqrt{E(\text{GeV})}$ [12] for the same detector model and physics process, whereas the second one (PANDORAPFA) already reaches the goal of $0.30/\sqrt{E(\text{GeV})}$ [2].

Figure 1: Total reconstructed energy for $Z^0 \rightarrow uds$ at $\sqrt{s} = 91.2$ GeV, realistic Track-Based PFA (circles) and assignment of calorimeter hits to tracks by Monte Carlo information (dashed lines).
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One of the most important requirements for a detector at the ILC is good jet energy resolution. It is widely believed that the particle flow approach to calorimetry is the key to achieving the ILC goal of a di-jet invariant mass resolution $\sigma_m/m < \Gamma_Z/m_Z$. This paper describes the current performance of the PANDORA-PFA particle flow algorithm. For simulated light quark jets in the Tesla TDR detector, the jet energy resolution achieved is better than $\sigma_E/E \approx 3.4\%$ for jet energies in the range 45 – 250 GeV. This represents the first demonstration that Particle Flow Calorimetry can reach the ILC jet energy resolution goals.

1 Introduction

Many of the interesting physics processes at the ILC will be characterised by multi-jet final states, often accompanied by charged leptons and/or missing transverse energy associated with neutrinos or the lightest super-symmetric particles. The reconstruction of the invariant masses of two or more jets will provide a powerful tool for event reconstruction and identification. Unlike at LEP, where kinematic fitting[1] enabled precise jet-jet invariant mass reconstruction almost independent of the jet energy resolution, at the ILC this mass reconstruction will rely on the detector having excellent jet energy resolution. The ILC goal is to achieve a mass resolution for $W \rightarrow q\bar{q}'$ and $Z \rightarrow q\bar{q}$ decays which is comparable to their natural widths, i.e. $\sigma_m/m = 2.7\% = \Gamma_W/m_W \approx \Gamma_Z/m_Z$. For a traditional calorimetric approach, a jet energy resolution of $\sigma_E/E = \alpha/\sqrt{E}\text{(GeV)}$ leads to a di-jet mass resolution of roughly $\sigma_m/m = \alpha/\sqrt{E_{jj}}\text{(GeV)}$, where $E_{jj}$ is the energy of the di-jet system. At the ILC typical di-jet energies will be in the range 150 – 350 GeV, suggesting the goal of $\sigma_E/E \sim 0.3\%/\sqrt{E}\text{(GeV)}$. This is more than a factor two better than the best jet energy resolution achieved at LEP, $\sigma_E/E = 0.6(1 + |\cos \theta|)/\sqrt{E}\text{(GeV)}$ [2]. Meeting the jet energy resolution goal is a major factor in the overall design of a detector for the ILC.

2 The Particle Flow Approach to Calorimetry

It is widely believed that the most promising strategy for achieving the ILC jet energy goal is the particle flow analysis (PFA) approach to calorimetry. In contrast to a purely calorimetric measurement, PFA requires the reconstruction of the four-vectors of all visible particles in an event. The reconstructed jet energy is the sum of the energies of the individual particles. The momenta of charged particles are measured in the tracking detectors, while the energy measurements for photons and neutral hadrons are obtained from the calorimeters. The crucial step in PFA is to assign the correct calorimeter hits to reconstructed particles, requiring efficient separation of nearby showers. Measurements of jet fragmentation at LEP have provided detailed information on the particle composition of jets (e.g. [3, 4]). On average, after the decay of short-lived particles, roughly 62% of the energy of jets is carried by charged particles (mainly hadrons), around 27% by photons, about 10% by long-lived neutral hadrons (e.g. n/K0L), and around 1.5%...
by neutrinos. Assuming calorimeter resolutions of $\sigma_E/E = 0.15/\sqrt{E}\text{GeV}$ for photons and $\sigma_E/E = 0.55\sqrt{E}\text{GeV}$ for hadrons, a jet energy resolution of $0.19/\sqrt{E}\text{GeV}$ is obtained with the contributions from tracks, photons and neutral hadrons shown in Tab. 1. In practice it is not possible to reach this level of performance for two main reasons. Firstly, particles travelling at small angles to the beam axis will not be detected. Secondly, and more importantly, it is not possible to perfectly associate all energy deposits with the correct particles. For example, if a photon is not resolved from a charged hadron shower, the photon energy is not counted. Similarly, if part of charged hadron shower is identified as a separate cluster the energy is effectively double-counted. This confusion degrades particle flow performance. Because confusion, rather than calorimetric performance, determines the overall performance, the jet energy resolution achieved will not, in general, be of the form $\sigma_E/E = \alpha/\sqrt{E}\text{GeV}$.

The crucial aspect of particle flow is the ability to correctly assign calorimeter energy deposits to the correct reconstructed particles. This places stringent requirements on the granularity of electromagnetic and hadron calorimeters. Consequently, particle flow performance is one of the main factors driving the overall ILC detector design. It should be noted that the jet energy resolution obtained for a particular detector concept is the combination of the intrinsic detector performance and the performance of the PFA software.

Table 1: Contributions from the different particle components to the jet-energy resolution (all energies in GeV). The table lists the approximate fractions of charged particles, photons and neutral hadrons in a jet and the assumed single particle energy resolution.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Charged Particles ($X^\pm$)</td>
<td>Tracker</td>
<td>$0.6 E_{jet}$</td>
<td>$10^{-4} E_{X^\pm}^{2}$</td>
<td>$&lt; 3.6 \times 10^{-5} E_{jet}^{2}$</td>
</tr>
<tr>
<td>Photons ($\gamma$)</td>
<td>ECAL</td>
<td>$0.3 E_{jet}$</td>
<td>$0.15 \sqrt{E_{\gamma}}$</td>
<td>$0.08 \sqrt{E_{jet}}$</td>
</tr>
<tr>
<td>Neutral Hadrons ($h^0$)</td>
<td>HCAL</td>
<td>$0.1 E_{jet}$</td>
<td>$0.55 \sqrt{E_{h^0}}$</td>
<td>$0.17 \sqrt{E_{jet}}$</td>
</tr>
</tbody>
</table>

3 The PandoraPFA Particle Flow Algorithm

PANDORA PFA is a C++ implementation of a PFA algorithm running in the MARLIN[5, 6] framework. It was designed to be sufficiently generic for ILC detector optimisation studies and was developed and optimised using events generated with the MOKKA[7] program, which provides a GEANT4[8] simulation of the Tesla TDR[9] detector concept. The PANDORA PFA algorithm performs both calorimeter clustering and particle flow in eight main stages:

i) Tracking: for the studies presented in this paper, the track pattern recognition is performed using Monte Carlo information[5]. The track parameters are extracted using a helical fit. The projections of tracks onto the front face of the electromagnetic calorimeter are calculated using helical fits (with no accounting for energy loss along the track). Neutral particle decays resulting in two charged particle tracks ($V^0$s) are identified by searching from pairs of non-vertex tracks which are consistent with coming from a single point in the central tracking chamber. Kinked tracks from charged particle decays to a single charged particle and a number of neutrals are also identified, as are interactions in the tracking volume (prongs).

ii) Calorimeter Hit Selection and Ordering: isolated hits, defined on the basis of proximity to other hits, are removed from the initial clustering stage. The remaining hits are
ordered into pseudo-layers which follow the detector geometry so that particles propagating outward from the interaction region will cross successive pseudo-layers. The assignment of hits to pseudo-layers removes the dependence of the algorithm on the explicit detector geometry whilst following the actual geometry as closely as possible. Within each pseudo-layer hits are ordered by decreasing energy.

iii) Clustering: the main clustering algorithm is a cone-based forward projective method working from innermost to outermost pseudo-layer. In this manner hits are added to clusters or are used to seed new clusters. Throughout the clustering algorithm clusters are assigned a direction (or directions) in which they are growing. The algorithm starts by seeding clusters using the projections of reconstructed tracks onto the front face of the calorimeter. The initial direction of a track-seeded cluster is obtained from the track direction. The hits in each subsequent pseudo-layer are then looped over. Each hit, $i$, is compared to each clustered hit, $j$, in the previous layer. The vector displacement, $r_{ij}$, is used to calculate the parallel and perpendicular displacement of the hit with respect to the unit vector(s) $\hat{u}$ describing the cluster propagation direction(s), $d_\parallel = r_{ij} \cdot \hat{u}$ and $d_\perp = |r_{ij} \times \hat{u}|$. Associations are made using a cone-cut, $d_\perp < d_\parallel \tan \alpha + \beta D_{\text{pad}}$, where $\alpha$ is the cone half-angle, $D_{\text{pad}}$ is the size of a sensor pixel in the layer being considered, and $\beta$ is the number of pixels added to the cone radius. Different values of $\alpha$ and $\beta$ are used for the ECAL and HCAL with the default values set to \{ $\tan \alpha_E = 0.3, \beta_E = 1.5$ \} and \{ $\tan \alpha_H = 0.5, \beta_H = 2.5$ \} respectively. Associations may be made with hits in the previous 3 layers. If no association is made, the hit is used to seed a new cluster. This procedure is repeated sequentially for the hits in each pseudo-layer (working outward from ECAL front-face).

iv) Topological Cluster Merging: by design the initial clustering errs on the side of splitting up true clusters rather than clustering energy deposits from more than one particle. The next stage of the algorithm is to merge clusters from tracks and hadronic showers which show clear topological signatures of being associated. A number of track-like and shower-like topologies are searched for including looping minimum ionising tracks, back-scattered tracks and showers associated with a hadronic interaction. Before clusters are merged, a simple cut-based photon identification procedure is applied. The cluster merging algorithms are only applied to clusters which have not been identified as photons.

v) Statistical Re-clustering: The previous four stages of the algorithm were found to perform well for jets with energy less than $\sim 50$ GeV. However, at higher energies the performance degrades rapidly due to the increasing overlap between hadronic showers from different particles. To address this, temporary associations of tracks with reconstructed calorimeter clusters are made. If the track momentum is incompatible with the energy of the associated cluster re-clustering is performed. If $E_{\text{CAL}} - E_{\text{TRACK}} > 3.5 \sigma_E$, where $\sigma_E$ is the energy resolution of the cluster, the clustering algorithm, described in iii) and iv) above, is reapplied to the hits in that cluster. This is repeated, using successively smaller values of the $\alpha$s and $\beta$s in the clustering finding algorithm (stage iii)) until the cluster splits to give an acceptable track-cluster energy match. Similarly, if $E_{\text{TRACK}} - E_{\text{CAL}} > 3.5 \sigma_E$ the algorithm attempts to merge additional clusters with the cluster associated with the track. In doing so high energy clusters may be split as above.

vi) Photon Recovery and Identification: A more sophisticated photon identification algorithm is then applied to the clusters. The longitudinal profile of the energy deposition, $\Delta E$, as a function of number of radiation lengths from the shower start, $t$, is compared to
that expected for an electromagnetic shower:

\[ \Delta E \approx E_0 \frac{(t/2)^{a-1}e^{-t/2}}{\Gamma(a)} \Delta t \]

where \( a = 1.25 + \frac{1}{2} \ln \frac{E_0}{E_c} \). 

\( E_0 \) is the shower energy and \( E_c \) is the critical energy which is tuned to give the appropriate average shower profile in the ECAL. The resulting level of agreement is used to improve the tagging of photons and to recover primary photons merged with hadronic showers.

**vii) Fragment Removal:** At this stage there is still a significant number of “neutral clusters” (not identified as photons) which are fragments of charged particle hadronic showers. An attempt is made to identify these clusters and merge them with the appropriate parent cluster. All non-photon neutral clusters, \( i \), are compared to all clusters with associated tracks, \( j \). For each combination a quantity \( e_{ij} \), is defined which encapsulates the evidence that cluster \( i \) is a fragment from cluster \( j \). The requirement, \( R_{ij} \), for the clusters to be merged, i.e. the cut on \( e_{ij} \), depends on the location of the neutral cluster and the change in the \( \chi^2 \) for the track–cluster energy consistency that would occur if the clusters were merged, \( \Delta \chi^2 = (E_{\text{track}} - E_i)^2/\sigma_E^2 - (E_{\text{track}} - E_i - E_j)^2/\sigma_E^2 \). If \( e_{ij} > R_{ij} \) the clusters are merged. This *ad hoc* procedure gives extra weight to potential cluster matches where the consistency of the track momentum and associated cluster energy improves as a result of the match.

**viii) Formation of Particle Flow Objects:** The final stage of the algorithm is to create Particle Flow Objects (PFOs) from the results of the clustering. Tracks are matched to clusters on the basis of the distance closest approach of the track projection into the first 10 layers of the calorimeter. If a hit is found within 50 mm of the track extrapolation an association is made. If an identified kink is consistent with being from a \( K^\pm \rightarrow \mu^\pm \nu \) or \( K^\pm \rightarrow \mu^\pm \nu \) decay the parent track is used to form the PFO. The reconstructed PFOs are written out in Lcio[5] format.

4 Current Performance

Fig. 1a) shows an example of a PANDORAPFA reconstruction of a 100 GeV jet from a \( Z \rightarrow u\bar{u} \) decay at \( \sqrt{s} = 200 \) GeV. The ability to track particles in the high granularity Tesla TDR calorimeter can be seen clearly. Fig. 1b) shows the total PFA reconstructed energy for \( Z \rightarrow u\bar{u} \) events with \( |\cos \theta_{\text{q\bar{q}}}| < 0.7 \), where \( \theta_{\text{q\bar{q}}} \) is the polar angle of the generated q\bar{q} system. These events were generated at \( \sqrt{s} = 91.2 \) GeV using the Tesla TDR detector model with a HCAL consisting of 63 layers and in total 6.9 interaction lengths. The root-mean-square deviation from the mean (rms) of the distribution is 2.8 GeV. However, quoting the rms as a measure of the performance over-emphasizes the importance of the tails. It is conventional to quote the performance in terms of rms90, which is defined as the rms in the smallest range of reconstructed energy which contains 90% of the events. For the data shown in Fig. 1b) the resolution achieved is \( \text{rms}_{90}/E = 0.23/\sqrt{E(\text{GeV})} \), equivalent to a single jet energy resolution of 3.3%. The majority of interesting ILC physics will consist of final states with at least six fermions, setting a “typical” energy scale for ILC jets as approximately 85 GeV and 170 GeV at \( \sqrt{s} = 500 \) GeV and \( \sqrt{s} = 1 \) TeV respectively. Fig. 2 shows the jet energy resolution for \( Z \rightarrow u\bar{u} \) events plotted against \( |\cos \theta_{\text{q\bar{q}}}| \) for four different values of \( \sqrt{s} \). The current performance is summarised in Tab. 2. The observed jet energy resolution in simulated events is not described by the expression \( \sigma_E/E = \alpha/\sqrt{E(\text{GeV})} \). This
is not surprising, as the particle density increases it becomes harder to correctly associate the calorimetric energy deposits to the particles and the confusion term increases. The table also shows a measure of the single jet energy resolution, obtained by dividing \( \text{rms}_{90} \) by \( \sqrt{2} \). For the jet energies considered (45 – 250 GeV) the fractional energy resolution is significantly better than the ILC requirement of 3.8% obtained from the consideration of gauge boson di-jet mass resolution. It should be noted that in a real physics analysis the performance is likely to be degraded by jet finding, jet-pairing and the presence of missing energy from semi-leptonic heavy quark decays. Nevertheless the results presented in this paper already provide a strong indication that Particle Flow Calorimetry will be able to deliver the ILC jet energy goals and it is expected that the performance of PANDORAPFA will improve with future refinements to the algorithm.

5 Conclusions

Particle flow calorimetry is widely believed to be the key to reaching the ILC jet energy resolution goal of a di-boson mass resolution of \( \sigma_m/m < 2.7\% \). Consequently, the design and optimisation of detectors for the ILC depends both on hardware and on sophisticated software reconstruction. Based on the PANDORAPFA reconstruction of simulated events in Tesla TDR detector concept, it has now been demonstrated that particle flow calorimetry can meet this goal at the ILC. This was not true at the time of LCWS06 and, thus, represents a significant step forward in the design and future optimisation of the ILC detector(s).
Figure 2: The jet energy resolution, defined as the $\alpha$ in $\sigma_E/E = \alpha \sqrt{E_{\text{GeV}}}$, plotted versus $\cos \theta$ for four different values of $\sqrt{s}$.

<table>
<thead>
<tr>
<th>Jet Energy</th>
<th>$\text{rms}_{90}$</th>
<th>$\text{rms}<em>{90}/\sqrt{E</em>{jj}}$ (GeV)</th>
<th>$\text{rms}_{90}/\sqrt{2E_j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45 GeV</td>
<td>2.2 GeV</td>
<td>23 %</td>
<td>3.3 %</td>
</tr>
<tr>
<td>100 GeV</td>
<td>4.1 GeV</td>
<td>29 %</td>
<td>2.9 %</td>
</tr>
<tr>
<td>180 GeV</td>
<td>7.4 GeV</td>
<td>39 %</td>
<td>2.9 %</td>
</tr>
<tr>
<td>250 GeV</td>
<td>12.0 GeV</td>
<td>54 %</td>
<td>3.4 %</td>
</tr>
</tbody>
</table>

Table 2: Jet energy resolution for $Z \rightarrow uds$ events with $|\cos \theta_\pi| < 0.7$, expressed as, $\text{rms}_{90}$ for the di-jet energy distribution, the effective constant $\alpha$ in $\text{rms}_{90}/E = \alpha(E_{jj})/\sqrt{E_{jj}}$ (GeV), and the fractional jet energy resolution for a single jet.
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A study of π^0's reconstruction within the full simulation of the LDC detector at ILC is presented. The impact of constrained fits is shown and a method to reconstruct π^0's in physics events is exposed.

1 Introduction

Neutral pions are an important part of the particle content in hadronic events: in t̅t or hZ events at √s=500 GeV, they represent 20% of the visible energy. This result points out that π^0's reconstruction has an impact on Particle-Flow and on detector optimisation. It is thus important not only to identify and reconstruct photons but to go further and to identify π^0's.

Studies aiming at reconstructing π^0's within the full simulation framework are exposed in this document. The software context is developed in a first part. Details on the calibration of the electromagnetic (EM) calorimeter are given in a second part. The constrained fit method applied on single π^0's is described in a third section. An approach to reconstruct π^0's in physics events is exposed in a fourth part.

2 Framework of the study

The full simulation chain was composed of the following steps: event generation has been performed with Pythia v6.321[1], the GEANT4 based full Monte Carlo simulation with Mokka v06.02[2] and the reconstruction with Marlin v00-09-05 [3] and MarlinReco v00-02 [4]. Analyses were performed with Root v5.10.00 [6]. The detector model used was LDC00[2]. Events generated were composed of single photon, of single π^0 or of all π^0's coming from hZ → b̅bνh at √s=500 GeV.

3 EM calorimeter calibration

The EM calorimeter has to be calibrated before addressing the π^0's reconstruction. For this single photons have been generated with Mokka and reconstructed with Marlin at the following energies: 0.25, 0.30, 0.35, 0.40, 0.50, 1, 2, 4, 10, 25, 50 GeV (angular coverage: 0 ≤ θ ≤ π/2 with a step of 0.1 and 0 ≤ Φ ≤ 2π with a step of 2π/16). The goal of the calibration procedure was to evaluate α_0 and β_0 in E_{clus}^γ = α_0(E_1^{30} + β_0E_3^{40}) where E_{clus}^γ is the sum of the raw energies deposited in the silicon cells of the i-to-j layers. All the hits were used (no clustering algorithm applied). The β_0 parameter is firstly evaluated by minimizing \(σ(E_1^{30} + βE_3^{40})/ < E_1^{30} + βE_3^{40} > \). α_0 is then given by the mean value of \(E_{clus}^{\text{truth}}/(E_1^{30} + β_0E_3^{40})\) where \(E_{clus}^{\text{truth}}\) is the Monte-Carlo truth energy of the generated photon. The results are β_0 = 3.0 ± 0.1, α_0 = 27.62±0.03 and α_0 = 28.83±0.05 for the central and the endcap parts respectively.

Once the EM calorimeter is calibrated, the performance in terms of energy and angular resolution as well as on linearity may be evaluated. Results are summarized in table 1.
4 Single $\pi^0$ fit

To study neutral pion reconstruction within the full simulation framework, single $\pi^0$ have been generated with Mokka at the following energies: 0.4, 0.6, 0.7, 1.2, 4.9, 12.4, 29.5 GeV and for similar values in $(\theta, \Phi)$ as indicated in part 3. A clustering has been performed with the TrackWiseClustering processor [5]. Events with exactly two clusters were selected.

To correct for mismeasurements and fluctuations, a constrained fit has been applied on cluster pairs with the minimization of the following $\chi^2$:

$$\chi^2 = \sum_{i=1}^{2} \frac{(E^{cl}_i - E_i)^2}{\sigma_{E_i}^2} + \sum_{i=1}^{2} \frac{(\theta^{cl}_i - \theta_i)^2}{\sigma_{\theta_i}^2} + \sum_{i=1}^{2} \frac{(\Phi^{cl}_i - \Phi_i)^2}{\sigma_{\Phi_i}^2}$$

(1)

where $E^{cl}_i$, $\theta^{cl}_i$, $\Phi^{cl}_i$ are the energy and angles of the $i$-th cluster. $E_i$, $\theta_i$, $\Phi_i$ are the corrected energy and angles coming out of the fit procedure. The values of the variances $\sigma_{E_i}^2$, $\sigma_{\theta_i}^2$, $\sigma_{\Phi_i}^2$ were set to the estimation of table 1.

Only events for which the fit has converged, the number of iterations was less than 5, and the $\chi^2$ of the fit is less or equal than 3.9 were selected. The impact of the fit on the energy resolution is shown on figure 1. The gain is spectacular at very low energies (few hundred MeV) where the resolution is ten times better after the fit. A similar study with single $\pi^0$'s coming from $hZ \to b\bar{b}\nu\bar{\nu}$ events has shown that the constrained fit divides the relative energy resolution by a factor of two (from 7.4% to 3.4%).

<table>
<thead>
<tr>
<th></th>
<th>Barrel</th>
<th>Endcap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy resolution</td>
<td>$\frac{\sigma_E}{E} = 1.6% \oplus 12.4%\sqrt{E}$</td>
<td>$\frac{\sigma_E}{E} = 1.4% \oplus 12.1%\sqrt{E}$</td>
</tr>
<tr>
<td>Non linearity</td>
<td>$&lt; 2.5%$</td>
<td>$&lt; 5%$</td>
</tr>
<tr>
<td>$\theta$ resolution</td>
<td>$0.34 + \frac{0.044\text{GeV}}{\sqrt{E}}$</td>
<td>$0.02 + \frac{0.44\text{GeV}}{\sqrt{E}}$</td>
</tr>
<tr>
<td>$\Phi$ resolution</td>
<td>$0.39 + \frac{1.0\text{mrad}}{\sqrt{E}}$</td>
<td>$0.01 + \frac{1.5\text{mrad}}{\sqrt{E}}$</td>
</tr>
</tbody>
</table>

Table 1: LDC00 EM calorimeter resolutions after calibration

Figure 1: Energy resolution $\Delta E/E$ as a function of $1/\sqrt{E}$ for single $\pi^0$ before (full line) and after (dashed line) application of a constrained fit.
5 Method to reconstruct $\pi^0$ in physics events

The number of $\pi^0$'s produced in a given physics event can be quite large: for $hZ \rightarrow bb\bar{\nu}\bar{\nu}$ events at $\sqrt{s}=500$ GeV, 12 to 13 $\pi^0$ on average are produced leading to more than 20 clusters in the EM calorimeter.

Cluster pairs have to be formed so as to reconstruct $\pi^0$'s. A strategy is thus needed to perform a correct pairing (i.e. association of clusters coming from the same $\pi^0$) and to minimize fake pair production. A study has been performed using MC-truth information of photons coming from $\pi^0$ decays in $hZ \rightarrow bb\bar{\nu}\bar{\nu}$ events at $\sqrt{s}=500$ GeV and $hhZ \rightarrow bbb\bar{\nu}\bar{\nu}$ at $\sqrt{s}=800$ GeV. Energies and angles of the photons were smeared according to the resolutions given in table 1. The “clusters” (here defined as the smeared MC-truth photons) were then associated on the basis of a probability depending on the mass of the pair, and/or the angle between the two objects. The pair giving the highest probability was selected and the corresponding clusters were removed from the cluster list. To quantify the quality of the procedure, we have used the ratio of the energy sum of pairs coming from $\pi^0$'s (which we know from MC) divided by the total $\pi^0$ energy of the event. The figure 2 shows clearly the importance of the reconstructed mass in our estimator. When the angle is also used, a slight improvement is observed: the mean value of the $E_{\pi^0}(good\, pairs)/E_{\pi^0}(all)$ is 75% (rms:23%) when the mass is used. It increases to 78% (rms: 21%) when the mass and the angle information are combined.

6 Conclusion

A study on various aspects of $\pi^0$ reconstruction was presented in this document. It was shown that constrained fits on single $\pi^0$ greatly improve the energy resolution in particular at low energies. A strategy to reconstruct $\pi^0$'s in physics events was developed. Using an estimator based on the mass and the angle of cluster pairs, it was shown that 77% to 78% of the total $\pi^0$ energy in $hZ \rightarrow bb\bar{\nu}\bar{\nu}$ events at $\sqrt{s}=500$ GeV could be tagged properly.
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The baseline design of the GLD calorimeter has active layers made of $5 \times 1$ cm scintillator strips. Adjacent layers have strips orientated in orthogonal directions. An algorithm is being developed to perform clustering in this geometry, which should give an effective granularity of almost $1 \times 1$ cm.

1 Introduction

Many physics processes produced at ILC are expected to produce hadronic jets, and the success of the ILC physics program depends in part on the precise measurement of their energies. GLD plans to use a PFA based approach to the measurement of jet energies. The identification of $\pi^0$ decays to pairs of photons is expected to lead to some improvement of the jet energy resolution, since a kinematic fit can be applied to the two photons, constraining their invariant mass to be equal to the known $\pi^0$ mass, and thereby improving the estimate of the photons’ energies.

The identification of high energy $\pi^0$ decays requires a calorimeter of fine granularity, since the two photons may only be separated by a small distance ($\sim$cm). The GLD calorimeter seeks to achieve this granularity by means of a strip structure, where alternate layers of the calorimeter consist of long scintillator strips orientated in orthogonal directions.

This paper describes the current status of an algorithm which is being developed to perform clustering in such a strip calorimeter, initially applied to the identification of $\pi^0$ decays.

2 Strip clustering

We develop a clustering algorithm which attempts to reconstruct maximal information about calorimetric shower shapes; later stages of the algorithm will decide which groupings of energy deposits correspond to single incident particles. Clustering in a strip calorimeter presents some complications with respect to calorimeters with square cells. Two nearby clusters (from the two photons from $\pi^0$ decay, for example) may be resolved in layers of one polarity, but merged into a single cluster in the other layers.

The algorithm proceeds as follows:

- perform a nearest neighbour clustering separately in each calorimeter layer.

- look for evidence of substructure in the resulting clusters: considering only strips with an energy deposit above some value (half the maximum energy deposit in the cluster, for example), perform a second nearest neighbour clustering. If this reclustering gives more than one cluster, split the original cluster, assigning low energy cells below the energy cutoff to the closest cluster.
• search for neighboring clusters in the layers immediately above and below the one being considered; if neighbours are found both above and below, check if these two are also each others neighbors: if yes, make a “triplet” with these three clusters.

• if a single cluster is the central member of more than one triplet, split it cell-by-cell, assigning cells to the closest triplet.

• a figure-of-merit (“quality”) is then defined for each identified triplet, considering all combinations of the three clusters which make up the triplet. This essentially tests how many cells in the clusters are each others neighbours, and weights this with the cells’ energies.

Once a series of triplets has been identified in the calorimeter, the next step is to combine them, in a step we call calorimeter “tracking”. Starting from the innermost triplet, we search for triplets starting in the next layer, whose first two clusters are the same as the last two layers of the initial triplet. We continue to move deeper into the calorimeter in this way, adding matching triplets to the “track”. In cases where more than one triplet matches a track, the one with highest “quality” is chosen. When one “track” has finished, the innermost unassigned triplet is used as the seed triplet for the next “track”. If this seed triplet is matched to an existing track (but was not used because of low “quality”), a “mother”/“daughter” relationship between the two tracks is established.

3 Photon–π0 separation

The performance of this algorithm was studied by comparing single 10 GeV photon events to single 10 GeV π0 events, fully simulated in the GLD detector. The distance between the two photons from a 10 GeV π0 decay at the front face of the ECAL (at a radius of 210cm in the barrel) is expected to be around 6cm, just a little larger than the length of the scintillator strips (of size 5×1 cm). The extent to which the algorithm could distinguish two photons in the π0 decays was measured. To do this, we consider only calorimeter “tracks” which start in the first two layers of the calorimeter, and do not have any “mothers”. In photon events, we expect to find only one such track, in π0 events we expect to find two, one from each photon.

Figure 1 is an event display of a single 10 GeV π0 event, reconstructed in three different ways. The first two use a 1×1 cm cell size, the first reconstructed with the current GLD clustering algorithm, the second with the new “track” clustering algorithm. The standard algorithm (based on nearest neighbours) resolves only a single cluster, while the “track” clustering detects much more substructure. The third figure shows the results of “track” clustering with strips of 5×1 cm size. The structure is again reconstructed, although it also looks rather fragmented: many tracks are found inside the cluster. More work is clearly needed to combine these small tracks together to create a pair of photon objects.

In Fig. 2 we show the number of such early, mother-less tracks reconstructed in single 10 GeV photon and π0 events, when different strip sizes are used, from 1×1 cm to 20×1 cm, and some configurations with larger strip width. We see that for photon events (left hand plot), the number of such tracks is indeed usually 1, with some fraction of events reconstructed with either zero or two tracks. The number of misreconstructed events depends relatively weakly on the strip length: for longer strips, more events are reconstructed with two tracks. The reason for this feature is not yet fully understood.
Figure 1: Display of a single 10 GeV $\pi^0$ event. Left: standard GLD clustering with $1 \times 1$ cm cell size; Centre: “track” clustering with $1 \times 1$ cm cell size; Right: “track” clustering with $5 \times 1$ cm cell size. Different colours denote separate “tracks”.

The right hand plot, for $\pi^0$ events, shows that these events are usually reconstructed with two early tracks, although a relatively large fraction is reconstructed with only one. Smaller fractions are reconstructed with zero or 3 tracks. The relative populations of two-track and one-track events depend quite strongly on the strip size and shape: when the strips are larger, the event is more often reconstructed with only a single “track”: this is to be expected, since the granularity of the calorimeter is less fine, and the photons more difficult to resolve.

4 Conclusion

We are developing a clustering algorithm to be used in the GLD strip calorimeter. We are studying its performance in single photon and $\pi^0$ events, attempting to distinguish the two types of events. Preliminary results look reasonable: the two photons from a 10 GeV $\pi^0$ decay can usually be resolved, and the performance depends on the strip size in the expected way. The algorithm will be further developed, and eventually be integrated in a full PFA algorithm.

Figure 2: Number of early mother-less tracks reconstructed in 10 GeV photon (left) and $\pi^0$ (right) events. Different color histograms are the results of different strip shapes and sizes.
The LCFIVertex Package: vertex detector-based Reconstruction at the ILC

S. Hillert on behalf of the LCFI collaboration

University of Oxford - Department of Physics
Denys Wilkinson Building, Keble Road, Oxford OX1 3RH - UK

The contribution gives an overview of the LCFIVertex package, providing software tools for high-level event reconstruction at the International Linear Collider using vertex-detector information. The package was validated using a fast Monte Carlo simulation. Performance obtained with a more realistic GEANT4-based detector simulation and realistic tracking code is presented. The influence of hadronic interactions on flavour tagging is discussed.

1 Introduction

At the International Linear Collider (ILC), the vertex detector is expected to provide high-precision measurements with a point resolution of $\sim 3 \mu m$ or below over an unprecedented acceptance region of $|\cos \theta| < 0.98$, where $\theta$ is the track polar angle. The ambitious detector design will result in excellent vertexing and flavour tagging performance. This contribution [1] describes scope, validation and resulting performance of the LCFIVertex package, a software package for vertex detector-based event reconstruction at the ILC.

The LCFIVertex package provides tools for vertexing, flavour tagging and the determination of the heavy quark charge sign of the leading hadron in heavy flavour jets. For vertexing, the ZVTOP topological vertex finding algorithm developed by D. Jackson for SLD is implemented [2]. For the first time within an ILC software environment, the more specific ZVKIN branch of the algorithm is provided in addition to the widely used ZVRES branch.

The ZVRES approach uses a vertex function calculated from “probability tubes” representing the tracks in a jet. Maxima of the vertex function in three-dimensional space are sought and the $\chi^2$ of the vertex fit is minimised by an iterative procedure. In contrast, ZVKIN initially determines the best approximation to the direction of flight of the $B$-hadron in candidate $b$-jets and uses the additional kinematic information provided by this “ghost track” to find 1-prong decay vertices and short-lived $B$-hadron decays not resolved from the interaction point.

Flavour tagging is accomplished using a neural net approach. The software includes a full neural network package written by D. Bailey. By default, the flavour tag is obtained from the algorithm developed by R. Hawkings [3], however it should be noted that the implementation is highly flexible, allowing the user to change the input variables for the network, its architecture and training method.

Determination of the quark charge is initially limited to cases in which the leading hadron is charged using an approach developed at SLD and modified as described at a previous LCWS workshop [4]. With ZVKIN, the basis is provided for extending the functionality to cover also neutral hadrons, using the SLD charge dipole technique [5].

The C++-based package uses the LCIO data format [6] for input and output and is interfaced to the analysis and reconstruction framework MarlinReco [7]. An interface to the
JAS3-based US software framework org.lcsim [8] is planned to be written in the near future. The code is available at the ILC software portal [9] and the Zeuthen CVS repository [10]. To facilitate comparisons of results from ILC physics studies performed by different groups, in addition a new CVS repository called “tagnet” has been set up in Zeuthen for providing trained neural networks in the format used by this package. Users training their own neural networks, e.g. for specific physics processes, are encouraged to make them available to the community in this way.

2 Code validation

![Comparison of tagging performance achieved with the LCFIVertex package and the previous FORTRAN code](image)

Figure 1: Comparison of tagging performance achieved with the LCFIVertex package and the previous FORTRAN code, using identical input events at the Z-resonance. Tagging purity is shown as function of efficiency for \( b \)-jets and \( c \)-jets. Performance for \( c \)-jets assuming only \( b \)-background is also shown. All tagging results are in excellent agreement.

Prior to development of the LCFIVertex package, part of its functionality was available in the form of FORTRAN routines which had been used in conjunction with the BRAHMS Monte Carlo (MC) simulation and reconstruction [11] used for the TESLA-TDR [12]. The fast MC program Simulation a Grande Vitesse, SGV, developed by M. Berggren [13] and interfaced to this FORTRAN flavour tag [14], allowed detailed cross checks to be performed during the development phase. Results from tests of various separate parts of the package were presented at the 2006 ECFA ILC workshop [15].

As final step of the code validation, the resulting flavour tagging performance achieved with the FORTRAN/SGV code and with our package was compared, using identical \( e^+e^- \rightarrow q\bar{q} \) events (\( q = u, d, s, c, b \)) at the Z-resonance and at a centre of mass energy of \( \sqrt{s} = 500 \) GeV, generated with the PYTHIA MC program [16]. The SGV MC simulation was extended to write out the relevant information in LCIO format as input to our code using the FORTRAN interface provided within LCIO.
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Figure 1 shows the resulting tagging performance from the LCFWVertex package compared to that of the FORTRAN code in terms of tagging purity vs efficiency, for events at the Z-resonance. Excellent agreement is seen for the b- and the c-tag as well as for the c-tag when considering b-background only, as is relevant for some physics processes. Agreement at the higher energy is equally good.

Figure 2: Some of the variables used to distinguish the different jet flavours. Shown are (a) the impact parameter significance of the most significant track in the jet, (b) the “joint probability” for all tracks in the jet to originate at the event vertex, (c) the vertex multiplicity in the jet and (d) the $P_T$-corrected vertex mass.
3 Performance obtained with full MC

Following the successful code validation, performance of the LCFIVertex package with more realistic input was studied. For this purpose, the same PYTHIA events used for the validation were passed through the GEANT4-based full MC simulation MOKKA, version 06-03 [17], assuming the detector model LDC01Sc, in which the vertex detector layers are approximated by cylinders.

Photon conversions were switched off in GEANT, as these can easily be suppressed later. Tracks stemming from hadronic interactions in the beam pipe and in the vertex detector layers were suppressed at the track selection stage using MC information.

The LDCTracking package by A. Raspereza [18] was used to simulate tracker hit digitization assuming simple Gaussian smearing of the hits, and for track reconstruction. Resulting tracks were fed into the Wolf particle flow algorithm [19] to obtain ReconstructedParticle objects, which were passed on to the Satoru jet finder [20] to perform jet finding using the Durham $kT$-cluster algorithm with a $y$-cut value of 0.04.

![Figure 3: Comparison of tagging performance achieved with the LCFIVertex package and the previous FORTRAN code, using identical input events at the $Z$-resonance. For the FORTRAN case, events were passed through the BRAHMS simulation and reconstruction, for the LCFIVertex package the detector response was simulated using MOKKA and event reconstruction performed using MarlinReco. The new code, run with this input, yields better tagging performance, see text.](image)

The default track selection used in the LCFIVertex package is based on a previous study [21] using the BRAHMS MC and reconstruction, with the modification that tracks stemming from the decays of K-shorts and Lambdas are suppressed using MC information.

Figure 2 shows the most sensitive input variables for the flavour tag as used in the Hawkings approach. Compared to the previous BRAHMS result [21], these variables provide somewhat better separation power. The resulting flavour tagging performance, presented in Figure 3, is hence improved. Reasons for the difference seen may include a better detector
resolution of 2 $\mu$m being assumed for the new result, compared to the former value of 3.5 $\mu$m, as well as the suppression of K-short and Lambda-decays, photon conversions and hadronic interactions, all of which will need to be taken into account properly in a future version of the software.

The LDCF Tracking code can be run in different modes. The results shown in Figure 2 and Figure 3 correspond to the “track cheater”, which uses MC information to assign tracker hits to the different tracks, run with only the Silicon-based detectors, i.e. vertex detector, Silicon intermediate tracker (SIT) and forward tracker (FTD). It was shown that when including the hits in the TPC and replacing the track cheater with an algorithm including realistic pattern recognition, the resulting tagging performance does not change significantly.

![Figure 4: Effect of including tracks arising from hadronic interactions in the detector material and the beam pipe in the reconstruction, compared to the case, in which these tracks are suppressed using MC information. At a centre of mass energy of $\sqrt{s} = 500$ GeV, b-tagging performance clearly degrades.](image)

The effect of including tracks arising from hadronic interactions in detector material and beam pipe is shown in Figure 4, compared to the current default settings of the package that suppress these tracks using MC information. At a centre of mass energy of 500 GeV, the b-tag degrades significantly when tracks from hadronic interactions are included. At the Z-resonance this effect is negligible. Note that the current implementation of the suppression of the effect is based on MC information and only works for the specific detector model used for the initial full MC study (LDC01Sc).

4 Summary

The LCFI Vertex package provides the topological vertex finder ZVTOP, a flexible flavour tag with the Hawkings approach as default and determination of quark charge in heavy flavour jets. Validation of this C++ based code using the fast MC program SGV to simulate detector...
response and event reconstruction has shown it to be in good agreement with results from an earlier FORTRAN implementation, in comparison to which the new code has extended functionality, a higher degree of flexibility and improved documentation.

With input from the GEANT4-based detector simulation MOKKA and the event reconstruction package MarlinReco, the LCFIVertex package yields results comparable to those previously obtained from BRAHMS, with the differences being likely to be accounted for by a number of unrealistic simplifications made in the current first release version of the new code. One of these is the suppression of hadronic interaction effects using MC information, giving a clear improvement at high centre of mass energies.
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Simulation Study of the FPCCD Vertex Detector for the ILC

Tadashi Nagamine
Tohoku University - Department of Physics
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Performance of the FPCCD based vertex detector for the ILC has been studied using Geant4 based simulation program developed for GLD. We present impact parameter resolutions, impact on track-hit matching efficiencies at the inner most layers by high background rates, performance of pair background rejection using cluster sizes.

1 Introduction

We have studied a vertex detector design based on CCD with very small pixels, FPCCD, using a Geant4 based simulation program developed for the GLD detector concept [2]. In the ILC, very large amount of pairs of $e^+$ and $e^-$ are produced in collisions of very small beams, those pairs are expected to be very severe background in the vertex detector. From the study based on beam interaction simulation program, CAIN, a hit rate in an inner most layer of the vertex detector is estimated to be more then 50 hits / mm$^2$/train. Since FPCCD accumulate signals during a whole beam train, those pixels have to be as small as 5$\mu$m by 5$\mu$m to lower the background occupancy less than 1% level. Since those pairs have low transverse momentum, thus large incident angle tracks, FPCCD have to be 15$\mu$m thick fully depleted sensitive layers to reduce the background cluster sizes. Another feature of the vertex detector is that every two adjacent layers are put close together, gaps of those pair of layers are 2 mm. Here we show some geometrical configuration of the vertex detector in this simulation study in the Table 1. The thickness of each layer is 50 $\mu$m with 30 $\mu$m Si which is equivalent to materials of ladder supports, total material budget per layer is 80 $\mu$m Si or 0.09 % of $X_0$. We assume Be beam pipe with 250 $\mu$m thick and 18 mm radius. Details of the FPCCD vertex detector and other sub-detectors in GLD detector concept is described in GLD Detector Outline Document [2].

2 Expected Impact Parameter Resolutions

We use a Kalman filter based track fit program to study the impact parameter resolutions. In the track fitting procedure, only true hits of tracks in TPC, SIT and the vertex detector are used for the track fits. Using helix parameters of the fitted tracks, the impact parameters are calculated for muons with momentum between 0.5 GeV/c through 100 GeV/c. The impact parameters in the R-$\phi$ plane are show in Figure 1. As seen in the figure, the resolutions over momentum of 1GeV/c are comparable to that shown in [2], which is expressed as $\sigma_b \leq 5 \pm \frac{10}{p\beta \sin^2\frac{1}{2}\theta} (\mu m)$.

<table>
<thead>
<tr>
<th>Layer #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (mm)</td>
<td>20</td>
<td>22</td>
<td>32</td>
<td>34</td>
<td>48</td>
<td>50</td>
</tr>
<tr>
<td>Length (mm)</td>
<td>65</td>
<td>65</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: Radius and Length of the layers
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3 Effects of Background in Track Finding

To evaluate track finding capability in very high background rate, which are expected more then 50 hits/mm²/track in the two inner most layers, Layer 1 and Layer 2. Due to lack of a track finding program in software tool we used currently, we follow a procedure described below. In this procedure, we assume sizes of the clusters are negligible.

1. Perform track fitting with true hits of TPC, SIT and the vertex detector except for the hits of the two inner layers, Layer 1 and Layer 2.

2. Extrapolate the track onto Layer 2.

3. Calculate a distant between the extrapolated hit point and the true hit on Layer 2 and make a probability distribution function (PDF).

4. Generate true hit according to the PDF and background hits uniformly at 50, 100 and 200 hits/mm²/train.

5. Accept that track fit successful if a distance of the true hit is less background hits from the expected hit point.

The procedure are carried out for tracks at \( \cos \theta = 0 \) and momentum between 0.5 through 4.0 GeV/c to evaluate the efficiencies to find true hits of the tracks. The results are show in Figure 3. As seen in the figure, inefficiencies are less than 10% below momentum of 0.5 GeV/s at background rate at 100 hits/mm²/train. Since Layer 1 is very close to Layer 2, efficiencies of Layer 1 is almost same as ones of Layer 2. Thus, requiring two hits that one on Layer 1 and the other on Layer 2 are close enough to the track, inefficiency caused by background hits is reduced. Since in this study, cluster size and cluster overlaps are not taken into account yet, more detailed study is necessary.

Figure 1: The momentum dependence of the impact parameter resolution.

Figure 2: Efficiencies on Layer 2 under the background levels at 50, 100 and 200 hits/mm²/train.
4 Rejection of Pair Background Clusters

Since the pair background tracks have large curvatures, those traverse several pixels as many as 8 pixels in the $\phi$ direction and as many as 6 in the $z$ direction. And those numbers of traversed pixels are independent of the hit positions. On the other hand, the incident angles of the high momentum tracks to the vertex detector layers in $R-\phi$ plane are close to normal and traverse one or two pixels in the $\phi$ direction. Numbers of pixels traversed in the $z$ directions depend on polar angles of tracks and are proportional to $z$ positions from the interaction point. Using these differences of the cluster sizes, we can discriminate clusters of the pair background. Figure 3 shows the results after the rejection using cluster sizes. The figure shows that rejection factor for the pair background at large $Z$ position is about 20, while the losses of the efficiencies for high momentum tracks are at level of 1%.

5 Conclusions

We have studied the performances the vertex detector design using the FPCCD sensor technology. The impact parameter resolutions are close to the requirements in GLD. The impact on tracking by very high level of background hits has been studied and is small enough at high momentum and tolerable at low momentum. The discrimination using cluster sizes is found to be very useful.
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RAVE – First Vertexing and $b$-Tagging Results with LCIO Data

Wolfgang Waltenberger, Bernhard Pflugfelder and Herbert Valerio Riedel

Institute of High Energy Physics – Austrian Academy of Sciences
A-1050 Vienna, Austria, Europe

We demonstrate the potential of the RAVE event reconstruction toolkit for the ILC experiments. RAVE has been run embedded both in the Marlin and the org.lcsim frameworks. It has been used to reconstruct primary as well as secondary interaction vertices – the first results with LCIO data are promising. RAVE already has a lengthy and diverse list of platforms on which it has been run – it is portable. RAVE is ready for the ILC challenges.

1 Introduction

RAVE (Reconstruction in an Abstract Versatile Environment) is a project for creating a detector-independent embeddable event reconstruction toolkit that could be used by a wide range of high energy physics collision experiments. Originating from the CMS vertex community, it features powerful novel adaptive algorithms. RAVE has been successfully integrated both in the Marlin [1] and the org.lcsim [2] frameworks.

2 Input data

The following analyses have been performed against 10000 $Z\ell\ell$ di-jet events, with both heavy ($b$ and $c$) and light quark flavors. Marlin’s standard track reconstruction method has been employed.

![Figure 1: Track resolutions (left) and standardised residuals (right) of the tracks transverse impact parameters ($d_0$).](image)

Fig. 1 shows the resolutions and the standardised residuals (“pulls”) of the tracks’ transverse impact parameters $d_0$. The impact parameters $d_0$ are systematically underestimated by about 25%. The same is true for all other track parameters, see [3].
3 Algorithms

On the vertex reconstruction side, the following algorithms are available in RAVE:

- A standard least squares kalman filter [4].
- An adaptive method – implemented as an iterative, re-weighted kalman filter [5].
- An iterative adaptive method, calling the adaptive method iteratively, in order to both find and fit vertices (see [6]).

Work is in progress for making the ZvRes algorithm [8] available within RAVE.

In this paper, only results from the adaptive and iterative adaptive methods are shown.

4 Fitting the primary interaction point

All di-jet events have been used to fit the collision point. No prior selection has been applied on the tracks. Note that this cannot be considered the optimal reconstruction technique, since under such circumstances heavy flavor events tend to worsen the resolutions of the interaction points. Such effects must be kept in mind but are graciously ignored in this paper. Fig. 2 shows the resolutions and the standardised residuals (“pulls”) of the $z$ coordinate of the reconstructed vertices. It can be seen that resolutions of $6 \ldots 7 \mu m$ can be expected in this coordinate. The standardised residuals are similar to those of all track parameters; the systematic bias in the errors has propagated from the tracks to the vertices. Identical results (apart from rounding errors) have been obtained both within Marlin and org.lcsim, see [3].

![Vertex resolution, z-coordinate](image1)

![Vertex standardised residuals, z-coordinate](image2)

Figure 2: Fitting the interaction points with the adaptive method; the resolution (left) and the standardised residuals (right) of the $z$ coordinates of the reconstructed vertices

5 Secondary Vertices and Flavor Tagging

It has been tried to find and fit the decay (secondary) vertices, also. Here we restrain ourselves to depicting a screenshot of a successful reconstruction of all interaction vertices.
(Fig. 3) of a charmed di-jet event. The iterative adaptive method has been employed in this example with default parameter settings.

Figure 3: A screenshot of a fully reconstructed charmed di-jet event; all interaction vertices have been reconstructed successfully – the ellipsoids depicted the reconstructed vertices’ errors, magnified by a factor of ten.

A simple $b$-tagging algorithm has been tried on the event samples. For very preliminary results see [3].

6 Availability

RAVE has been successfully tested on Intel and on PPC CPUs, on two Linux platforms (Debian, Scientific Linux 4) and Mac OS X. Recently, native Windows DLLs have successfully been created and used. RAVE has been reported to compile and run on SLAC Linux workstations [9].

The RAVE toolkit has been used from C++, Java, and Python. Interface to the latter two languages are provided via the SWIG [10] interface generator. RAVE interfaces (“glue code”) exist for Marlin [11] and org.lcsim [12].

RAVE is now hosted at HepForge [13]. It can be downloaded from there.

7 Conclusions and Outlook

RAVE has been shown to be easily embeddable into two major ILC reconstruction frameworks. It compiles and runs on various platforms. Application of the standard vertex reconstruction techniques with standard parameter settings immediately produced acceptable results. RAVE vertex reconstruction is thus ready for several applications, such as the reconstruction of the primary interaction point, or secondary vertex finding and fitting. It could be shown that RAVE’s flavor tagging indeed works; this part of RAVE should still be considered experimental, though.

Refitting the tracks with the information of the reconstructed vertex (“smoothing”) is a near-term goal. Also, using the information of the interaction region (i.e. the “beamspot
constraint”) to improve upon the vertex reconstruction is a feature that will appear soon in RAVE. Longer term developments are a production-quality flavor tagger, and kinematic fitting.
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Simulation Study for EUDET Pixel Beam Telescope using ILC Software

Tatsiana Klimkovich
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Notkestr. 85, 22607 Hamburg - Germany

A pixel beam telescope which is under development within the EUDET collaboration will provide a test environment for different pixel sensor technologies as well as for large tracking devices such as TPC. The telescope will consist of 4-6 sensor planes. The setup has already passed first tests at a 1-6 GeV/c electron beam at DESY in Hamburg. The device is flexible for using at other beam lines, e.g. at CERN pion beam. In this paper a simulation study for different telescope configurations will be presented [1].

1 Introduction

EUDET is a coordinated European effort towards research and development for the next generation of large-scale particle detectors [2]. The project covers different activities for vertexing, tracking, calorimetry as well as networking activities which support information exchange. The JRA1 subgroup is dedicated to develop a test beam infrastructure and a pixel beam telescope. The planes of the beam telescope are equipped with monolithic active pixel detectors constructed in CMOS technology. The objective of the future device is to achieve a precision of the predicted impact position of beam particles on the DUT plane of less than 3 \(\mu\)m at 5 GeV/c. To fulfil this requirement it is necessary to find an optimum configuration of the telescope mechanics. For this purpose a simulation study of different telescope geometries has been done.

The general layout of the considered beam telescope geometries is shown in Fig. 1. The setup consists of three separate insulating boxes (for two telescope arms and the device under test (DUT)), which allows better flexibility for the overall setup. In the cases of 2- and 4-plane geometries the closest telescope planes to the DUT have been considered in the simulation. The thickness of the telescope planes has been assumed to be 110 \(\mu\)m which corresponds to the thickness of the thinned sensors. The DUT is assumed to be 300 \(\mu\)m thick.

The simulation of the beam telescope has been done using the package Mokka [3], which is a Geant4-based simulation program for a future International Linear Collider (ILC). All parameters for different detector models have been stored in a MySQL database. The output files are in LCIO format [4, 5]. For the analysis of simulated data the Linear Collider analysis framework Marlin [6] as well as C++ and ROOT software have been used. For every detector setup 50000 events have been simulated (without magnetic field) with a 1-6 GeV/c electron beam. In the simulation the effects of multiple scattering (MS) have been taken into account. The validity of the MS model has been verified by comparing simulation results with theoretical description [1, 7]. For every event hit
positions and deposited energies in every telescope plane and the DUT have been stored. An intrinsic resolution of 3 \( \mu \text{m} \) for every telescope plane has been assumed. For this purpose in the analysis every hit position in telescope plane has been smeared.

2 Simulation results

The analysis procedure is done as follows. Through the hits in the telescope planes a straight line as a track model using a least squares fit has been fitted \[8\]. The telescope planes have been considered as perfectly aligned. To reduce the effects of multiple scattering the cuts for \( \chi^2_{\text{track}} \) and the track slope have been introduced. The residuals in the DUT plane \( r_x^\text{DUT} \) and \( r_y^\text{DUT} \) are calculated as the difference between the DUT hit position predicted by the extrapolated track and the real hit position in the DUT. After fitting a Gaussian function to the DUT residual distributions \( r_x^\text{DUT} \) and \( r_y^\text{DUT} \) the standard deviation values \( \sigma_x \) and \( \sigma_y \) have been extracted. The dependence of \( \sigma_x \) on the electron beam energy is shown for different telescope configurations in Fig. 2. At low energies the contribution of multiple scattering is large and, therefore, the 2-plane configuration gives better results. With increasing energy the 4-plane geometry is an optimal variant. For the case of the availability of two closest to the DUT telescope planes of higher resolution (1.5 \( \mu \text{m} \)), which can be achieved by using sensors with smaller pixel size, the performance of the telescope will improve significantly \[1\].

The present telescope setup is foreseen to be used in different test beam environments. The performance of the telescope within hadronic beams has been investigated by simulating a pion beam of 100 GeV/c. The same intrinsic plane resolution of 3 \( \mu \text{m} \) is assumed. The results of the study are presented in Fig. 3. As is expected, the 6-plane geometry will show the best performance due to negligible multiple scattering effects.

When the detector is ready a proper software alignment will be an important issue for telescope precision. Therefore it is useful to test different alignment procedures in order to arrange the setup in such a way as to make alignment later on easy. A popular alignment program in use is Millepede \[9\] which is widely exploited in H1, ZEUS and ...

![Figure 2: Standard deviation value of the residual distribution in the DUT plane \( \sigma_x \) as a function of the electron energy for different telescope geometries.](image1)

![Figure 3: Standard deviation value of residual distributions in the DUT plane \( \sigma_x \) as a function of the pion beam energy.](image2)
CMS experiments for tracker alignment. The package is based on a linear least squares fit and especially suited for systems with big numbers of fitted parameters. There are two types of parameters used in the fit:

- local parameters: track parameters (here, track slopes and curvatures);
- global parameters: alignment coefficients (here, $x$ and $y$ shifts).

For testing the package 50000 events for 6 GeV/c electron beam have been simulated for 6-plane telescope geometry without the DUT. A misalignment has been introduced into the analysis by randomly shifting hit positions in telescope planes. Very preliminary results of the alignment procedure are shown in Fig. 4 for $x$ shifts. Blue dots indicate true shifts which have been introduced in the analysis and red dots represent the output of the alignment package Millepede. In general good performance of the program is demonstrated however more detailed and systematic study is needed, e.g. for taking into account rotations of the telescope planes as well as finding a minimal number of events necessary for precision alignment.

Currently, a common analysis framework based on Marlin for the telescope operation is under development [10]. It will comprise all the steps of data analysis and possibility of its comparison with the simulation.
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Machine Detector Interface

GamCal - A Beam-strahlung Gamma Detector for Beam Diagnostics

William M. Morse
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The ILC bunches experience intense electro-magnetic fields during the collision which produce a prodigious number of beam-strahlung gammas. A small fraction of the gammas convert into pairs. We discuss the use of the beam-strahlung gamma detector GamCal and the pair detector BeamCal as Luminosity Feedback Detectors to optimize the ILC luminosity. These two detectors provide complimentary information. Both have adequate statistical significance at full ILC beam current, but only the GamCal has adequate statistical significance if the ILC starts up at low beam currents.

1 Introduction

The ILC beams experience intense electro-magnetic fields due to the other bunch as they pass each other. The maximum equivalent magnetic field is 1KT. This causes a large amount of beam-strahlung gamma radiation. The power radiated by a beam electron is

$$P_e = \frac{2}{3} \frac{e^2}{m^2 c^3} \gamma^2 F^2$$

where $F = e(E + c\beta B)$. A small fraction of the gammas convert into pairs, mainly by the Bethe-Heitler process $[2] \gamma e \rightarrow eee$. These pairs spiral in the magnetic field and some strike the BeamCal, about 3m away from the IP $[1]$. There are a smaller number of pairs from the Landau-Lifshitz ($ee \rightarrow eeee$) process $[2]$. The beam-strahlung gammas continue un-deflected by magnetic fields to a converter $10^{-4} - 10^{-5} X_0$ thick, about 180m from the IP. The conversion positrons are then deflected by a dipole magnet into the GamCal detector. Table 1 gives some of the ILC beam-strahlung parameters. The GamCal converter thickness is $10^{-5} X_0$ for this calculation. The BeamCal calculation is for the small crossing angle, or the 14mrad crossing angle with the anti-DiD.

<table>
<thead>
<tr>
<th>Beam-strahlung</th>
<th>Number</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>ee</td>
<td>94K</td>
<td>180 TeV</td>
</tr>
<tr>
<td>BeamCal</td>
<td>7K</td>
<td>14 TeV</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$2.5 \times 10^{10}$</td>
<td>110 MT eV</td>
</tr>
<tr>
<td>GamCal</td>
<td>$10^5$</td>
<td>300 TeV</td>
</tr>
</tbody>
</table>

Table 1: Number and energy per beam crossing of beam-strahlung gammas and pairs with the nominal ILC parameters.

2 GamCal Detector

Figure 1 shows the GamCal concept. The converter could be a gas jet or a foil. The acceptance of the GamCal for the converted positrons is large: about half for the nominal ILC parameters. The main background is Landau-Lifshitz pair production by the electron beam:
$eZ \rightarrow eZee$. This background is about 6% of the beam-strahlung signal for the nominal ILC parameters.

Furthermore, the background from the electron beam can be measured by accelerating only one beam, and thus it can be subtracted. At the ILC we get only about $10^4$ Higgs events per year at the nominal luminosity of $2 \times 10^{34} cm^{-2}s^{-1}$. Attaining the design luminosity will be challenging. The nominal ILC beam height is only 5nm; two orders of magnitude less than the SLC beam height. We need to find a signal for feedback which is proportional to the instantaneous luminosity and has statistical precision of $\sim 1\%$ for each beam crossing.

The instantaneous luminosity is proportional to:

$$L_i \propto \frac{N_o^2}{A_o} \quad (2)$$

where $A$ is the effective area and the $o$ subscript denotes the overlapping part of the distribution. The production of Bethe-Heitler pairs at the IP is proportional to:

$$N_{BH} \propto \frac{\sigma_{BH} N_e N_o}{A_o} \quad (3)$$

For the above equation, $N_o$ is the number of overlapping positrons for the left BeamCal and GamCal detectors, and the number of overlapping electrons for the right detectors. Thus the ratio of the number of produced pairs divided by the gammas gives us the information needed to evaluate eqn.2. This analytical result works remarkably well, as can be seen in the Guinea Pig based simulation results [3] shown in Figures 2 and 3. The bunch electric fields cancel when the bunches overlap perfectly, while the bunch magnetic fields add, giving a local minimum in the average Lorentz force, and thus a local minimum in the gamma
beam-strahlung (see equ. 1). Thus GamCal and BeamCal detectors provide complementary information, and the ratio tracks the instantaneous luminosity.

3 Luminosity Feedback Detectors

The ILC Reference Design Report describes the luminosity feedback process: “Because the luminosity may be extremely sensitive to bunch shape, the maximum luminosity may be achieved when the beams are slightly offset from one another vertically, or with a slight nonzero beam-beam deflection. After the IP position and angle feedbacks have converged, the luminosity feedback varies the position and angle of one beam with respect to the other in small steps to maximize the measured luminosity”.

The BeamCal and GamCal detectors provide the instantaneous luminosity feedback, as discussed above. The BeamCal statistical accuracy is \( \simeq 1\% \) per beam crossing at the ILC nominal parameters; however, it becomes statistically marginal if the ILC starts up with lower beam currents. Figure 4 shows the number of pairs produced and those hitting the BeamCal from a simulation program [3] vs. \( N \). Both the number of produced pairs and the BeamCal acceptance drops rapidly as \( N \) is reduced by an order of magnitude. A simple simulation program [4] shows that the GamCal acceptance drops by about a factor of two when \( N \) is reduced by an order of magnitude. The background from the electron beam hitting the GamCal converter will rise from \( \simeq 6\% \) to \( \simeq 60\% \) of the beam-strahlung signal, but this can be subtracted, as discussed above. Figure 5 shows the number of conversion positrons produced, and those hitting the GamCal vs. \( N \) for a converter of \( 10^{-4} \) and \( 10^{-5}X_0 \). It appears that the damage issues for this foil of \( 10^{-5}X_0 \) \( (10^{-4}X_0) \) are less challenging than for the SNS stripping foil at full \( (10\%) \) ILC beam current. We would plan to have several foils remotely controllable in vacuum, as the SNS does.

Figure 4: Number of Beam-strahlung pairs produced per beam crossing and the number hitting the BeamCal vs. the number of beam electrons \( N \).

Figure 5: Number of positrons from the GamCal converter and the number hitting the GamCal vs. the number of beam electrons \( N \).
4 Conclusions

The BeamCal and GamCal detectors will be used to optimize the ILC instantaneous luminosity. The BeamCal will be statistically challenged at low beam currents, but the GamCal has good statistical validity even at 10% nominal beam current.
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Two detectors in the very forward region of ILC apparatus, BeamCal and GamCal, are going to be used for beam monitoring purposes. Their potential in this field is being studied and several optimization possibilities are considered. A few preliminary results are presented in this report [1].

1 Introduction

Due to the high bunch charge density ILC is expected to have the largest amount of beamstrahlung background ever. This situation will result in a noticeable energy loss of about 1.5% of bunch energy but instead of dumping it into beam pipe it was proposed to utilize it for beam diagnostics. This duty is planned to be performed by two detectors in very forward region, GamCal and BeamCal.

The GamCal is projected to consist of two parts - the IBS Calorimeter for spectral measurement of beamstrahlung gammas energy, and the IBS Camera to obtain the profile of those gammas having their energies in a narrow range [2]. For the current preliminary studies only total energy of gammas was used as an input from GamCal.

Electromagnetic calorimeter BeamCal aims to capture electron-positron pairs produced by beamstrahlung gammas. It is positioned around outgoing beam pipe 3.5 meters from IP and contains thirty disks of tungsten separated by segmented layers of sensor made of diamond or other suitable radiation hard material. Each of two parts of BeamCal has about 45000 sensor cells and only part of them will be used for beam monitoring.

2 Beam diagnostics using beamstrahlung analysis

This analysis procedure was proposed by Achim Stahl in [3]. Majorly consists in reconstruction of beam parameters from distribution of beamstrahlung pairs energy that was deposited in BeamCal. Considered there are several observables can be calculated from the shape of this energy distribution, they can be approximately bonded with beam parameters by first order Tailor series:

\[ O_{meas} = M \times [P_{act} - P_{nom}] + O_{nom} \]  

Here \( O_{meas} \) is a vector of observables measured for actual beam parameters \( P_{act} \), \( O_{nom} \) - one that would be measured in case of nominal parameters \( P_{nom} \) and \( M \) is a non-square matrix of first order Tailor series. To obtain an expression for beam parameters that has to be reconstructed one must apply Moore-Penrose inverse to the matrix M.

\[ P_{rec} = M_{inv} \times [O_{meas} - O_{nom}] + P_{nom} \]  

*Supported with INTAS funding.
Using simulated data with varied beam parameters it is possible to get this Moore-Penrose inverse which will serve for real-time reconstruction. A list of observables used for reconstruction may vary depending on detector geometry and magnetic field type.

The real-time reconstruction process follows several steps. First, same observables are calculated from energy deposition in calorimeter for several consequent bunch collisions. For each of them a vector of beam parameters is calculated by (2). These vectors are averaged to get a vector of current beam parameters which can be sent to beam adjustment systems.

The whole process should take no longer than few bunch-crossings to be effective as beam monitoring. This is why the speed optimization is essential. Naturally it can be done reducing the amount of readout channels, but should not lead to significant resolution drop.

3 Read-out scheme optimization

This research is carried to study the potential of various read-out schemes from the point of view of the beam diagnostics system performance. It largely employs the simulation code written by Achim Stahl and standalone Geant4 simulation of BeamCal calorimeter. The main course consists in comparison of reliability and resolution of different read-out patterns and picking those which fit performance and precision requirements. Another important option is the construction feasibility: there are several design features to deal with on a hardware level.

Beamstrahlung gammas and $e^+e^-$ pairs are simulated using Guinea-Pig generator [4]. These pairs are given as an input to Geant4 simulation of BeamCal and resulting energy distribution is used to calculate sets of observables. According to the technique described above, part of these sets is used to build Moore-Penrose inverse matrix, another part serves for beam parameters reconstruction.

The sets of observables and beam parameters involved in these studies are largely the same as those described in Achim Stahl’s note mentioned above. There are several differences in list of observables, they include additional asymmetries and phi momenta.

Table 1 generally represents significance of GamCal data for the reconstruction. The beam parameters resolution is compared for two crossing angles with and without observable.
Table 1: Beamstrahlung gamma energy influence on reconstruction precision.

<table>
<thead>
<tr>
<th></th>
<th>beamCal</th>
<th>beamCal+GamCal($E_\gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20mrad</td>
<td>14mrad</td>
</tr>
<tr>
<td></td>
<td>20mrad</td>
<td>14mrad</td>
</tr>
<tr>
<td>$\sigma_x$, nm</td>
<td>654.1 ± 2.47</td>
<td>654.9 ± 2.60</td>
</tr>
<tr>
<td>$\Delta \sigma_x$, nm</td>
<td>-0.06 ± 6.77</td>
<td>3.51 ± 5.59</td>
</tr>
<tr>
<td>$\sigma_z$, mm</td>
<td>308.0 ± 4.72</td>
<td>306.2 ± 3.72</td>
</tr>
<tr>
<td>$\Delta \sigma_z$, mm</td>
<td>2.43 ± 7.94</td>
<td>-0.37 ± 3.98</td>
</tr>
<tr>
<td>$\varepsilon_x$, 10^{-6}</td>
<td>-</td>
<td>9.94 ± 2.16</td>
</tr>
<tr>
<td>$\Delta \varepsilon_x$, 10^{-6}</td>
<td>-</td>
<td>0.61 ± 1.21</td>
</tr>
<tr>
<td>$\Delta \varepsilon_x$, 10^{-6}</td>
<td>-</td>
<td>0.61 ± 1.21</td>
</tr>
<tr>
<td>$\Delta \varepsilon_x$, 10^{-6}</td>
<td>-</td>
<td>0.61 ± 1.21</td>
</tr>
<tr>
<td>$\Delta x$, nm</td>
<td>4.55 ± 8.14</td>
<td>-3.86 ± 11.07</td>
</tr>
<tr>
<td>$\Delta y$, nm</td>
<td>-2.22 ± 1.19</td>
<td>-1.26 ± 0.84</td>
</tr>
<tr>
<td>$\omega_x$, mm</td>
<td>286. ± 593.</td>
<td>9. ± 27.</td>
</tr>
<tr>
<td>$\omega_y$, mm</td>
<td>-8. ± 14.</td>
<td>9. ± 27.</td>
</tr>
<tr>
<td>$\alpha_h$, rad</td>
<td>-0.036 ± 0.045</td>
<td>0.017 ± 0.092</td>
</tr>
<tr>
<td>$\Delta \alpha_h$, rad</td>
<td>0.052 ± 0.033</td>
<td>-0.011 ± 0.064</td>
</tr>
<tr>
<td>$N$, $10^{10}$</td>
<td>1.999 ± 0.005</td>
<td>2.005 ± 0.004</td>
</tr>
<tr>
<td>$\Delta N$, $10^{10}$</td>
<td>-0.006 ± 0.023</td>
<td>0.005 ± 0.012</td>
</tr>
</tbody>
</table>

representing total beamstrahlung gamma energy. Some positive influence of this observable can be noticed for bunch sizes and other parameters.

The read-out optimization studies consisted of several parts and so far were performed only for single parameter reconstruction. First part considered the possibility to reduce amount of layers from which the information is collected. This was done by changes in script calculating observables by setting it to include only selected layers at various positions along calorimeter axis. The plots on Figure 1 show that there is slight dependence in resolution on geometry and number of signal layers and their position, but not for all beam parameters. For most of them the reconstruction precision does not vary dramatically for the first twenty layers and also doesn’t differ greatly from precision that whole calorimeter allows to obtain.

The second part of studies included calorimeter re-segmentation with a purpose of reducing amount of parallel processed data. There were two styles of re-segmentation proposed – unifying 16 and 32 original segments into super-segments. Re-segmentation scheme for 32 channel unification is shown on Figure 2. The results for 6th layer used as signal one obtained for 14mrad crossing angle geometry are summarized in Table 2. It can be seen that for most parameters the resolution is not getting much worse.

4 Summary

The results presented here are obtained for single parameter reconstruction and therefore are very preliminary. However one can see promising reconstruction stability and persistence of resolution as the amount of input information is reduced. Inclusion of beamstrahlung gamma energy into observables list was noticed to

Figure 2: 32 channel re-segmentation scheme.
Table 2: Resolution of beam parameters reconstructed from re-segmented 6th layer of Beam-Cal.

<table>
<thead>
<tr>
<th>bp</th>
<th>unit</th>
<th>nom.</th>
<th>detailed</th>
<th>16 channel</th>
<th>32 channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_x$</td>
<td>nm</td>
<td>655.0</td>
<td>653.72 ± 1.29</td>
<td>653.97 ± 1.30</td>
<td>654.04 ± 1.27</td>
</tr>
<tr>
<td>$\Delta \sigma_x$</td>
<td>nm</td>
<td>0.0</td>
<td>-1.72 ± 2.01</td>
<td>-1.65 ± 2.01</td>
<td>-1.65 ± 2.02</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>$\mu$m</td>
<td>300.0</td>
<td>300.90 ± 1.69</td>
<td>300.48 ± 1.56</td>
<td>300.39 ± 1.47</td>
</tr>
<tr>
<td>$\Delta \sigma_z$</td>
<td>$\mu$m</td>
<td>0.0</td>
<td>-0.59 ± 1.82</td>
<td>-0.41 ± 1.77</td>
<td>-0.33 ± 1.82</td>
</tr>
<tr>
<td>$\varepsilon_x$</td>
<td>$10^{-6}$m rad</td>
<td>10</td>
<td>10.18 ± 2.62</td>
<td>10.18 ± 2.62</td>
<td>10.18 ± 2.62</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>nm</td>
<td>0.0</td>
<td>-5.35 ± 11.52</td>
<td>-7.26 ± 9.80</td>
<td>-7.78 ± 9.76</td>
</tr>
<tr>
<td>$\alpha_x$</td>
<td>rad</td>
<td>0.0</td>
<td>-0.056 ± 0.019</td>
<td>-0.076 ± 0.025</td>
<td>-0.077 ± 0.025</td>
</tr>
</tbody>
</table>

have positive influence on reconstruction precision.

For the next step one has to broaden the studies to simultaneous reconstruction of several or, if possible, all beam parameters in order to approach to real life situation. The effectiveness of this beam monitoring system can be tested using more realistic bunches provided by ILC simulation software.
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High energy longitudinal electron polarimetry will be based on Compton scattering for the International Linear Collider. An unobtrusive measurement has to include a magnet chicane setup serving as a spectrometer. Current proposals make use of Cerenkov detectors for electron detection. A fast simulation has been developed to study the basic properties of scenarios for the polarimeter setup.

1 Introduction

Electron polarimetry at the International Linear Collider (ILC) will be based on Compton scattering using a laser colliding head-on with the incident lepton beam in the beam delivery system. The shape of the differential Compton cross section depends strongly on the helicity states of electron beam and laser. Asymmetries can then be determined from different helicity configurations, which scale with the longitudinal polarization of the electron bunches [2].

At ILC energies of 250 GeV or more, the angular distributions of both the scattered photons and the recoil electrons are constrained to within a few µrad for all but the most highly energetic photons. The polarimeter, therefore, will be placed in a magnet chicane serving as a spectrometer for the recoil electrons (see figure 1). The setup consists of four sets of dipoles in such a way that the emittance of the incident electron beam should not be impaired by more than 1%. The electrons are first displaced parallel to their original direction by about 2 cm to the side by two sets of dipoles. After that, a pulsed laser (10 ps with 35 µJ) hits the bunches head-on and deflects about $10^3$ out of the $20 \cdot 10^9$ electrons.

Figure 1: Proposed layout of the upstream electron polarimeter in a magnet chicane.
The second pair of dipole sets puts the undisturbed electrons back on their original track and serves as a spectrometer for the recoil particles which are deflected more strongly due to their reduced energy.

The Compton electron yield will then be determined after the last dipole set in a Cerenkov detector. The detector needs to cover less than 20 cm horizontally and only a fraction of that in vertical direction due to the orientation of the dipoles. The overall length of the polarimeter is reaching almost 80 m to accomplish this spread and to comply with the accelerator emittance demands at the same time. Cerenkov light will be produced by the electrons in gas tubes or quartz fibers, alternatively. The light is then transferred further to photo-detectors which are placed out of the accelerator plane in order to reduce background from beam related interaction or other effects from the beam delivery system.

The polarimeter location and setup have to be chosen carefully, since the polarization needs to be known as close to the electron-positron interaction point as possible. Especially the direction of the polarization vector can change easily in the magnetic fields of the beam delivery system. Beam orbit alignment accuracies have been estimated to be smaller than 80 \( \mu \)rad at 250 GeV for the measurement to be in compliance with the physics demands for the polarization determination (\( \Delta P/P \leq 0.25\% \), [2, 3]). The polarimeter setup is such that the Compton edge does not change its position in the detector with respect to the incident beam energy. This is especially of value during commissioning of the accelerator in order to keep track of polarization preservation and also in threshold scans.

### 2 Fast Simulations

A fast Monte Carlo simulation has been developed which is used for first analyses of the basic properties of the polarimeter layout and the detector design. Bunches of \( 20 \cdot 10^9 \) electrons at 250 GeV and 80% polarization are coupled to the circularly polarized, green laser pulses (2.33 eV) by a Compton generator. Both beams have an assumed circularly distributed width with a gaussian shape of \( \sigma = 50 \mu m \). Also, there is a slight crossing angle of 10 mrad which is necessary in the experimental setup later.

The Compton recoil electrons are tracked through the dipoles and translated into Cerenkov photons at the location of the detector through a refraction index of 1.0014 for \( C_4F_{10} \) or pressurized propane (1.1 atm). Light transmission to the photo-detectors is currently covered by a global efficiency of 55%.

The light yield detected by the photo-detectors is determined from the wavelength dependent quantum efficiency. It has been taken from conventional HAMAMATSU R6094 photo-multiplier tubes. Between 300 nm \( \leq \lambda \leq 650 \) nm, the quantum efficiency reaches a maximum of 25% around 350 nm and drops to zero elsewhere due to the opacity of the entrance window glass. ADC-counts are finally derived from the detected photons. These counts can be distorted by a quadratic function that describes the general behaviour of differential non-linearities in the electronics read-out chain. The distortion is maximal for medium values and vanishes at zero counts and when reaching saturation level.

The ADC-counts are determined for same and opposite helicity configurations and accumulated over several bunches. From these, an asymmetry is calculated as a function of channel number, see left side of figure 2. The channel number reflects the transverse position of the Compton electrons at the detector surface (2 cm \( \leq x \leq 20 \) cm) and is, therefore, a function of the inverse recoil energy.
The polarization $P$ is calculated from the measured asymmetry $\epsilon$ and the calculated analyzing power $A$, i.e., the Compton asymmetry for completely polarized electron bunches:

$$\epsilon = A \cdot P = \frac{N_{Adc}^+ - N_{Adc}^-}{N_{Adc}^+ + N_{Adc}^-},$$  \hspace{1cm} (1)$$

where $N_{Adc}^+$ and $N_{Adc}^-$ are the integrated ADC-counts.

Polarizations are determined for each channel separately and then combined to a weighted mean (see right side of figure 2). This way, problematic channels can be excluded from the average value, which is especially important for the zero crossing of the asymmetry (channel 6 in figure 2). Statistical errors diminish after accumulation over many bunch trains of each 2820 bunches and reveal systematic uncertainties.

Experimentally, the polarization will be extracted from the output ADC-counts without proper knowledge of integral or differential non-linearities. In the simulation, one can compare the experimental values with the primary Compton electrons or with the secondary Čerenkov photons, so the effect of the distorted ADC-readout becomes traceable for single channels. Also, the measured polarization can be checked with respect to the real (input) electron polarization. Figure 3 shows the deviations between measured and real polarizations as a function of the quadratic non-linearities for a 20-channel detector.

In order to meet the physics demand for the polarization measurement, it is necessary to be in control of differential non-linearities in the range of 0.5%, contributing less than 0.1% to $\Delta P/P$. This effect is decreasing with increasing channel numbers. However, for Čerenkov tubes, a channel width of 1 cm seems to be a reasonable size. First non-linearity measurements have been carried out in a test stand [4] and more detailed studies of the whole detector setup are planned.

Figure 2: Asymmetry $\epsilon$ and analyzing power $A$ as functions of channel number. The ratio of both leads to the electron longitudinal polarization $P$. 

Figure 3: Deviations between measured and real polarizations as a function of the quadratic non-linearities for a 20-channel detector.
Figure 3: Effect of electronics differential non-linearities on the determination of the electron polarization. The yellow box represents the range of the desired maximum contribution to the total error $\Delta P / P \leq 0.25\%$.

3 Outlook

The simulation so far is very limited and only includes non-linearities of the electronics readout after tracking the Compton electrons towards the detector surface and transforming them into Cerenkov photons. In the future, a full picture of the polarimeter has to include other details of the magnet chicane and the detector setup. This includes a proper description of the gas (or possibly other) volumes, the geometry for the transmission with reflectivities and absorption, and light extraction in the photo-detectors. There are on-going efforts to use Bdsim\textsuperscript{a} [5] for a description of the magnet chicane and add an accurate Geant4 model of the complete detector setup. This simulation would also serve as a comprehensive tool to study the possibilities of combining the beam emittance measurement or others with the polarimeter chicane. Such an additional measurement might induce additional downstream background which has to be considered carefully.
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\textsuperscript{a}Beam Delivery Simulation
The setup of two different small scale teststands for measurements regarding an electron Cherenkov detector as part of the ILC polarimeters is presented. Component measurements already carried out are analyzed and others, foreseen for the near future, are discussed. The larger one of the two teststands features the old Cherenkov detector of the SLD experiment, which will be used as a reference for a number of crucial measurements. Especially, the requirements for the non-linearity of the read-out chain are studied in greater detail and methods for its precise measurement before and during operation are being developed accordingly.

1 Polarisation: Measurement Principle

At the ILC it will be necessary to measure the beam polarisation with a precision of 0.25% to fully exploit the physics potential of machine and detectors [2]. These measurements will be realised via Compton polarimeters, where Cherenkov counters detect the backscattered Compton electrons. The Compton cross sections for different configurations of the laser light and \( e^+/e^- \) spin helicities are different, allowing for an asymmetry measurement, from which the polarisation level of the \( e^+/e^- \)-beams can finally be determined. For the upstream polarimeter a special magnetic chicane (Fig. 1(a)) is envisioned, so that the Compton edge of the backscattered electron beam will always be at the same position in the Cherenkov detector regardless of the energy of the original electron/positron beam. Circularly polarised laser light is scattered off the \( e^+/e^- \)-beams with about \( 10^3 \) interactions per bunch. The scattered \( e^+/e^- \) are then deflected by the dipole magnetic fields of
the chicane and led to the detector, whose current baseline design [3] consists of gas tubes read out by photomultipliers (Fig. 1(b)). The incident $e^+/e^-$ generate Cherenkov radiation inside the gas tubes, which is then detected by photomultipliers. However, alternative design possibilities, using quartz fibers and silicon photomultipliers, are also being studied.

For the detector R&D, many different aspects have to be taken into account and optimised. Among these are not only the choice of gas or the inside mirror-coating of the Cherenkov gas tubes (currently similar to those used for the polarimeter of the SLD detector at SLAC), but also different aspects of the photomultiplier and read-out electronics. It will, for example, be necessary to optimise the quantum efficiency, the sensitive area and the dynamic range of the photomultipliers, but also the reflectivity and the light extraction from the gas tubes. Furthermore, since the goal of achieving a polarisation measurement with a precision of 0.25% is very ambitious, the linearity of all detector components is extremely important. All non-linear effects (photodetectors, electronics, etc.) need to be measured precisely and corrected for if necessary.

2 The Component Test Stand

This test stand is based on CAMAC electronics and is used to develop different techniques for on- and off-line linearity measurements of various electronics components and different photodetectors. Up to now, two different methods for measuring the linearity of a QDC have been studied. The first method, of which Fig. 2 illustrates the setup, uses a sine wave as input to the QDC. The transition codes, or rather, the probability $P_{\text{code}}$ for each transition to occur at a certain ADC-code is measured and compared to the response of an ideal QDC, see Fig. 3(a):

$$P_{\text{code}} = \frac{N_{\text{meas}}}{\pi \cdot \sqrt{\frac{A^2}{2} - (\text{code} - \text{offset})^2}},$$

Figure 2: The setup for the electronics tests.

where $A = 256$ pC is the charge amplitude at full scale range. Figure 3(b) shows the differential non-linearity (DNL), i.e., the difference between the measured and ideal QDC codes, while Fig. 3(c) displays the corresponding

![Figure 3](image-url)

Figure 3: Linearity test: (a) measured and ideal prob. density function of QDC transition codes, (b) differential non-linearity, (c) gain and offset corrected integral non-linearity.
integral non-linearity (INL) after gain and offset correction, exemplary for channel 1. If a straight-line-fit is applied in the mid range of codes, from 200 to 800 ADC-counts, the INL ranges from 1 to 2 LSBs (least significant bit, or ideal QDC code width), corresponding to 0.1-0.2% of the full scale range.

The second method is a QDC self-test, integrated in the readout software. A DC-voltage from 0 to 20 V is applied to the QDC (1 V = 12.5 pC) and the measured charge is compared to the input charge for multiple charge injections. This second method is less precise and, moreover, requires many steps and thus a very long measurement time.

In the near future, the component test stand will be used for a variety of other measurements, including the characterisation of different photo detectors (conventional PMTs and rather new developments, e.g. Silicon Photomultipliers), further linearity measurements regarding the photo detectors and, possibly, the entire readout chain. Longer term plans for this test stand also foresee measurements of temperature effects, the gain stability and other issues.

3 The SLD Cherenkov Detector Test Stand

As of early May 2006, the SLD Cherenkov detector is located at DESY. However, the necessary hardware components for its setup are not yet available, but a VME-PCI interface as well as charge-sensitive ADC (QDC) have been ordered. (For a description of the entire SLD-detector and the Compton polarimeter see Ref. [4].) For the detector commissioning it is planned to first test all nine channels for functionality – with a system of blue (and green) LEDs. Furthermore, the reflectivity and light yield (↔ geometry), the sensitivity of the photo detectors, and the light extraction from the gas tubes will be studied. Later on, temperature effects will also be investigated, which might lead to an active regulation / stabilisation via thermo-electric elements. A proposal from April 18, 2007 lists further planned measurements, that will serve as a reference for studying new design features. Each measurement will either be performed as component and readout test of a single channel or of the entire detector system (Fig. 4), including:

- the characterisation of different types of photomultipliers (regarding sensitivity)
  - dark rate / light response;
  - voltage and/or temperature dependence;
  - dynamic range / sensitivity;
- the Pros/Cons of different types of photo detectors and connecting fibers:
  - photo detectors: conventional PMs, APDs, and SiPMs;
  - fiber types: optical, wavelength-shifting fibers;
- and the analysis of different couplings: (direct, air gap, etc.) between gas tubes & fibers, and between fibers & photo detectors;
- Linearity / non-linearity measurements for different configurations
Figure 4: Schematic illustration of the setup of the old Cherenkov gas detector at DESY. The two photographs show a birdseye view (left), and the frontend (right).
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Simulation of ILC feedback BPM signals in an intense background environment
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Experiment T-488 at SLAC, End Station A recorded distorted BPM voltage signals and an accurate simulation of these signals was performed. Geant simulations provided the energy and momentum spectrum of the incident spray and secondary emissions, and a method via image charges was used to convert particle momenta and number density into BPM stripline currents. Good agreement was achieved between simulated and measured signals. Further simulation of experiment T-488 with incident beam on axis and impinging on a thin radiator predicted minimal impact due to secondary emission. By extension to worst case conditions expected at the ILC, simulations showed that background hits on BPM striplines would have a negligible impact on the accuracy of beam position measurements and hence the operation of the FONT feedback system.

1 Introduction

The ILC beam-beam interaction produces a background environment that may affect the operation of feedback systems for beam alignment. One crucial element of the ILC feedback system is a stripline BPM placed near the interaction point in the extraction line. The operation of this feedback BPM in an intense background environment was tested at the T-488 experiment at SLAC EndStation A. T-488 operated in two modes. Firstly, a "high spray mode" in which the primary beam was directed off axis into a graphite torus producing a large background spray flux. Secondly, a "low spray mode" in which an on-axis beam impinging on a thin radiator resulted in a strong central beam and a lower flux of background charges [2].

In the high spray mode, BPM voltage signals visibly distorted from the usual bipolar doublet, were recorded (see figure 6). Accurate simulations that reproduced these high spray mode signal shapes were developed and are discussed in the first part of this paper. Experimental data from the low spray mode and high spray mode was combined to predict, by interpolation, the feedback BPM signal shapes expected at the ILC.

*This work is supported in part by the Commission of the European Communities under the 6th Framework Programme "Structuring the European Research Area", contract number RIDS-011899.

Figure 1: ESA T-488 module.
The T-488 experimental module, containing the lowZ graphite torus, stripline BPM and connecting flanges (see figure 1) was modelled using Geant. With an incident flux of $10^4$ electrons at different offsets on the x-axis, the x-profile of the scattered beam at the upstream end of the BPM strips was recorded (figure 2).

The x-profile of the beam was considered to consist of two current components; an azimuthally symmetric background spray $I_{spray}$ and a remnant of the original beam $I_b$. $I_{spray}$ was taken to be a constant average from the axis to radius of 1.5cm, and thereafter neglected. The contribution of both components to an image current in the BPM striplines $I_s = I_b + I_{spray}$ can be calculated by solving the Laplace equation in 2 dimensions [3]. The stripline current from a beam current $I_b$ situated at $(r, \theta)$ from the axis of a beampipe of radius $b$, which subtends the stripline with angle $\phi$ (figure 3) is

$$I_b = \frac{\phi}{2\pi} I_b \left[ 1 + \frac{4}{\phi} \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{r}{b} \right)^n \sin \left( \frac{n\phi}{2} \right) \cos(n\theta) \right] \quad (1)$$

The contribution to the BPM current $I_{spray}$ is found by writing a current element $\Delta I_{spray}$ in terms of the current density $J_{spray}$ and a volume element.

$$\Delta I_{spray} = J_{spray} r \, dr \, d\theta \quad (2)$$

Substituting $\Delta I_{spray}$ for $I_b$ on the right hand side of equation 1 and integrating over all $r$ and $\theta$ gives the contribution for the whole beampipe filling spray. The second term in equation 1 becomes zero and the first term contains the entire beampipe spray current.

$$I_{spray} = \frac{\phi}{2\pi} I_{spray} \quad (3)$$

Much of the beam spray has significant transverse momentum which leads to direct hits on and secondary emission from the BPM striplines (figure 4). The time dependency of hits and secondary emission is determined with the aid of Geant’s time of flight (TOFG) parameter. The electrical weight of each hit is determined by the method of image charge. A single charge e moving effectively from infinity to the strip surface contributes an image charge of e. Emitted charges e moving from the surface to effective infinity, contribute -e.
Charges ejected from the back surface of the BPM strip quickly cross the 1mm gap between the strip and BPM wall and their contribution to the stripline current was taken to be entirely at the instant of emission. However for charges approaching or leaving the stripline tangentially, the contribution is a proportion of the charge. The extent of the tangential contribution is calculated by the transverse distance from the charge to the strip at either the upstream or downstream end of the strip, and the amount of image charge subtended by the stripline at that distance (see figure 5).

3 Numerical Results

All the contributions to the stripline current were combined and the response of the oscilloscope that recorded them experimentally was simulated by use of a numerical second order, 1.2 GHz Butterworth low pass filter. Numerical calculations were performed using the Scilab program [4]. Comparison of experimental and simulated stripline signal showed good agreement, with the secondary emission signal superimposing a reverse bipolar doublet over the usual bipolar doublet (figure 6).

The distortion in BPM signal due to secondary emission may affect the amplitude of the difference signal used to drive the beam kicker in the feedback loop of the FONT system. The high spray mode of the ESA T-488 experiment however provides a background flux to beam signal ratio 3-4 orders of magnitude worse than that expected at the ILC. The ESA T-488 low spray mode provided a more realistic secondary emission to BPM signal ratio. No discernible effect on difference signal amplitude due to secondary emission could be determined beyond a 2% variation probably due to beam jitter, again in agreement with simulation (figure 7).

The expected effect on the ILC feedback BPM position measurements due to secondary emission was estimated by using Geant to simulate the number of incident hits on striplines for the T-488 low...
spray mode and ILC parameter set 14 with anti-DiD field (figure 8). The ILC secondary emission to BPM signal ratio would be at least an order of magnitude smaller than that of the T-488 low spray mode and were therefore considered negligible.

Figure 7: BPM difference signal in low spray mode (error bars of 2% not shown).

Figure 8: BPM stripline hits.

4 Conclusion

Distorted stripline BPM voltage signals were recorded at the ESA T-488 experiment with the incident beam off-axis and impinging on a lowZ graphite torus. The resultant charge spray was modelled using Geant and separated into a number of components. The effect on stripline current was calculated using the method of image charges, and the time response was filtered through a low pass numerical filter. Matching experimental and simulated signals gave confidence in the method employed. The simulations were applied to the T-488 low spray mode and no variation in BPM difference signal voltage amplitude beyond a 2% beam jitter was observed. The extent of background hits on the feedback BPM at the ILC, operating in its “worst case scenario” (in terms of pair background numbers) - parameter set 14 and anti-DiD solenoid field - was simulated. Since the effect at the ILC would be at least an order of magnitude smaller than that of the T-488 low spray mode, it was considered that pair backgrounds incident on BPM striplines at the ILC would have a negligible effect.
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14 mrad Extraction Line Optics for Push-Pull
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The ILC design [1] is based on a single Interaction Region (IR) with 14 mrad crossing angle and two detectors in the “push-pull” configuration, where the detectors can alternately occupy the Interaction Point (IP). Consequently, the IR optics must be compatible with different size detectors designed for different distance \( L^* \) between the IP and the nearest quadrupole. This paper presents the push-pull optics for the ILC extraction line compatible with \( L^* = 3.5 \) m to 4.5 m, and the simulation results of extraction beam loss at 500 GeV CM with detector solenoid.

1 Introduction

The ILC design [1] is based on a single Interaction Region (IR) with 14 mrad crossing angle and two detectors in the “push-pull” configuration, where the detectors can alternately occupy the Interaction Point (IP). The impact on the IR optics is that the two detectors may have different size and require different free space \( L^* \) between the IP and the nearest Final Doublet (FD) quadrupole. Below, we present the push-pull optics for the ILC extraction line compatible with \( L^* \) of 3.5 m to 4.5 m, and discuss tracking simulations of extraction beam loss at 500 GeV CM with detector solenoid.

2 Extraction optics

The push-pull optics near IP must be compatible with different detector designs and provide space for the detector exchange procedure. Fig. 1 shows the proposed layout of the incoming and extraction magnets on one side of the IP for three values of \( L^* = 3.51, 4.0 \) and 4.5 m. Here, the QD0, QF1 and SD0, SF1 are the incoming superconducting (SC) quadrupoles and sextupoles, and the QDEX1 and QFEX2A are the extraction SC quadrupoles. These magnets will be based on the compact SC design [2] in order to fit into the tight space provided by the 14 mrad crossing angle. To maximize the separation and magnet aperture, the first extraction quadrupole QDEX1 is placed farther from the IP at distance of 5.5, 5.95 and 6.3 m, in these options. Since the QD0,

*Work supported by the Department of Energy Contract DE-AC02-76SF00515.

Figure 1: Magnets near IP for \( L^* = 3.51, 4.0, 4.5 \) m.
SD0, QDEX1 are inside the detector area, in order to facilitate a rapid push-pull exchange, each detector will have its own set of these magnets integrated into the detector cryostat. Consequently, the parameters of QD0, SD0, QDEX1 are optimized for each detector. For a uniform optics, the magnets outside of the detector will not change with \( L^* \), except for field adjustment. The second set of SC magnets QF1, SF1, QFEX2A will be housed in a separate cryostat outside of the detector. The 2–3 m warm space between the 1st and 2nd cryostats, as shown in Fig. 1, will provide a breakpoint for detector detachment from the beamline. After the Final Doublet, there is a dedicated free space in the extraction line to accommodate the large size incoming crab-cavity.

The complete extraction optics and lattice functions are shown in Fig. 2, based on the earlier design in [3]. The SC and warm quadrupoles provide focusing to the 2nd focal point at \( s = 148.6 \) m with \( R_{22} = -0.5 \) required for the polarization diagnostics. After the quadrupoles, there are two vertical bending chicanes: for energy and polarization measurements [4] and gamma calorimeter (GamCal) [5]. The 6-bend polarimeter chicane is adjusted for 50\% higher field in the 3rd and 4th bends for improved acceptance of Compton backscattered electrons in the Cherenkov detector, while the 5th and 6th bends close the trajectory bump and provide space and bending for GamCal.

The chicanes are followed by a system of 5 vertical and 5 horizontal fast cycling kickers. They will protect the dump window from damage and prevent water boiling in the tank in situations with a very small beam size such as in cases of an undisrupted beam or accidental focusing at dump. The kicker field will oscillate with \( \sim 1 \) kHz frequency to sweep the bunches in 1 ms train on 3 cm circle at the dump as shown in Fig. 3, thus reducing the beam density to acceptable level [6]. Finally, a system of 5 collimators is included: to clip off the disrupted low energy tail, to protect the extraction magnets and diagnostic devices from high beam loss and synchrotron radiation, and to limit the beam size at dump to within the 15 cm radius of the dump window. The dump is located \( \sim 300 \) m from the IP and \( > 3.5 \) m from the incoming line. The parameters of extraction magnets at 500 GeV CM are listed in Tables 1,2. The extraction magnets are compatible with 1 TeV CM energy, except the SC quads QDEX1, QFEX2A which require upgrade.

3 Detector solenoid

The detector solenoid field downstream of IP creates vertical orbit, dispersion, coupling and focusing in the extraction line. The orbit and dispersion are created due to the 7 mrad
Table 1: Quadrupole gradient (T/m), length (m) and aperture radius (mm) at 500 GeV CM.

<table>
<thead>
<tr>
<th>Name</th>
<th>Qty</th>
<th>L∗ = 3.51 m</th>
<th>L∗ = 4.0 m</th>
<th>L∗ = 4.5 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B’</td>
<td>L</td>
<td>R</td>
<td>B’</td>
</tr>
<tr>
<td>QDEX1 (SC)</td>
<td>1</td>
<td>98.00</td>
<td>1.060</td>
<td>15</td>
</tr>
<tr>
<td>QFEX2A (SC)</td>
<td>1</td>
<td>31.33</td>
<td>1.100</td>
<td>30</td>
</tr>
<tr>
<td>QFEX2 (B,C,D)</td>
<td>3</td>
<td>11.13</td>
<td>1.904</td>
<td>30</td>
</tr>
<tr>
<td>QDEX3 (A,B,C)</td>
<td>3</td>
<td>11.39</td>
<td>2.083</td>
<td>44</td>
</tr>
<tr>
<td>QDEX3D</td>
<td>1</td>
<td>9.82</td>
<td>2.083</td>
<td>51</td>
</tr>
<tr>
<td>QDEX3E</td>
<td>1</td>
<td>8.21</td>
<td>2.083</td>
<td>61</td>
</tr>
<tr>
<td>QFEX4A</td>
<td>1</td>
<td>7.05</td>
<td>1.955</td>
<td>71</td>
</tr>
<tr>
<td>QFEX4 (B,C,D,E)</td>
<td>4</td>
<td>5.89</td>
<td>1.955</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 2: Bend and kicker parameters at 500 GeV CM.

<table>
<thead>
<tr>
<th>Name</th>
<th>Qty</th>
<th>L (m)</th>
<th>B (T)</th>
<th>Half-gap (mm)</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>BVEX1E,...,8E</td>
<td>8</td>
<td>2.0</td>
<td>0.4170</td>
<td>85</td>
<td>Energy</td>
</tr>
<tr>
<td>BVEX1P,2P</td>
<td>2</td>
<td>2.0</td>
<td>0.4170</td>
<td>117</td>
<td>Polarimeter</td>
</tr>
<tr>
<td>BVEX3P</td>
<td>1</td>
<td>2.0</td>
<td>0.6254</td>
<td>117</td>
<td></td>
</tr>
<tr>
<td>BVEX4P</td>
<td>1</td>
<td>2.0</td>
<td>0.6254</td>
<td>132</td>
<td></td>
</tr>
<tr>
<td>BVEX1G,2G</td>
<td>2</td>
<td>2.0</td>
<td>0.4170</td>
<td>147</td>
<td>GAMCAL</td>
</tr>
<tr>
<td>XSWEEP</td>
<td>5</td>
<td>0.8</td>
<td>0.071</td>
<td>120</td>
<td>Fast kickers</td>
</tr>
<tr>
<td>YSWEEP</td>
<td>5</td>
<td>0.8</td>
<td>0.071</td>
<td>120</td>
<td></td>
</tr>
</tbody>
</table>

Angle between the solenoid and beam directions. Without correction, they will cause higher particle amplitudes and increased beam loss, and will alter trajectory and dispersion at the 2nd focus Compton IP (CIP). The other negative effect of the solenoid angle is deflection of \(e^+e^-\) secondary pairs away from the detector beam hole, thus increasing the detector background. The second source of extraction orbit is a non-zero incoming angle of beam trajectory at IP. The effect of solenoid focusing is weak, but it can shift the beam waist from the CIP by a few mm. It has been shown [7] that the \(e^+e^-\) background can be minimized by including the anti-DID horizontal field in the detector, as shown in Fig. 4 for the 5 T SiD solenoid model. The SC quadrupoles QDEX1 and QFEX2A will include the corrector coils which can be used to cancel the solenoid orbit and focusing effects. Fig. 4 shows the orbit cancelation using the QDEX1, QFEX2A dipole coils for \(L^* = 3.51\) m and 50 \(\mu\)rad angle at IP. This correction also compensates most of the residual dispersion.

4 Extraction beam loss at 500 GeV CM

The following ILC beam options were used in tracking simulations: nominal (option c11), large vertical emittance (c13) and low beam power (c14). The disrupted beams are characterized by a low energy tail, with energies reaching 50% to 20% of nominal 250 GeV value,
and by a large angular spread. Beam in the nominal option has the lowest disruption. Option c13 has a larger angular spread, and option c14 has larger both the energy and angular spread. Additional disruption occurs when the beams are vertically offset at IP. The effects of energy and angular spread are the overfocusing of low energy electrons, large particle amplitudes and beam loss. The quadrupole focusing and magnet apertures are optimized for minimal loss of both the primary electrons and beamstrahlung (BS) photons which share the same beamline. The magnet aperture accepts photons with up to ±0.75 mrad angles.

Table 3 shows the beam power loss for the three beam options, including the worst case IP offset Δy, for optics with $L^* = 3.51\,\text{m}$ without solenoid. The loss is small in options c11 and c13, and manageable in option c14. The three dump collimators located in the final 100 m drift have a larger beam load, because they trim the final beam size to within the 15 cm radius of the dump window. The IP offset may significantly increase the loss on collimators. For this reason, a protection system should be considered to detect and prevent beam running with large IP offsets. Example of beam loss in the first 200 m of extraction line for option c14 is shown in Fig. 5 for $L^* = 3.51\,\text{m}$ without solenoid. The two high peaks correspond to losses on the two diagnostic collimators COLE and COLCD.

![Figure 5: Beam loss in option c14 without (left) and with (right) IP y-offset for $L^* = 3.51\,\text{m}$ without solenoid.](image)

Table 3: Power loss (kW) without solenoid for $L^* = 3.51\,\text{m}$.

<table>
<thead>
<tr>
<th>Option</th>
<th>All magnets and pipe</th>
<th>Diagnostic collimators</th>
<th>Dump collimators</th>
<th>BS photons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COLE</td>
<td>COLCD</td>
<td>COLW1</td>
<td>COLW2</td>
</tr>
<tr>
<td>c11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c11+Δy</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0003</td>
<td>1.12</td>
</tr>
<tr>
<td>c13</td>
<td>0.007</td>
<td>0.001</td>
<td>0.0001</td>
<td>1.02</td>
</tr>
<tr>
<td>c13+Δy</td>
<td>0</td>
<td>0.0001</td>
<td>0</td>
<td>1.08</td>
</tr>
<tr>
<td>c14</td>
<td>0.126</td>
<td>0.044</td>
<td>0.003</td>
<td>2.62</td>
</tr>
<tr>
<td>c14+Δy</td>
<td>0.581</td>
<td>0.549</td>
<td>0.161</td>
<td>85.9</td>
</tr>
</tbody>
</table>

Comparison of beam loss in the three configurations with $L^* = 3.51\,\text{m}$, 4.0 m, 4.5 m without solenoid, and using option c14 without IP offset, showed that the electron losses are very similar and BS photon loss is evidently the same. For this reason, the remaining discussion will be limited to the optics with $L^* = 3.51\,\text{m}$.

Tracking simulations with 5 T SiD solenoid, including anti-DID field and orbit correction, showed that solenoid effect on beam loss is small if the incoming vertical orbit has zero angle at IP. But in case of non-zero (under-corrected) y-angle at IP the losses at the diagnostic collimators would increase. The reason is the higher dipole field required for orbit correction which, in turn, increases non-linear dispersion and amplitudes of lowest energy electrons. Example of beam loss with solenoid and 50 μrad initial y-orbit angle is shown in Fig. 6 for the low power option c14. One can see that although the losses on magnets remain reasonably small, the load on diagnostic collimators (high peaks) is increased. Similar behavior is in the nominal ILC option c11, but the level of losses is a factor of 100 smaller.
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The most increase of beam loss occurs when both the y-orbit angle at IP is non-zero and there is large vertical offset between beams at IP. It may be not desirable to cancel the IP orbit angle since it may not be optimum for highest luminosity. Therefore, to minimize the load on collimators, as mentioned earlier, a protection system is needed to detect and prevent running with large IP offsets. Further optimization of the diagnostic collimators may be needed to minimize the losses near the diagnostic devices. Bringing the corrector field closer to IP may also help to reduce the unwanted effects of non-linear dispersion.

5 Summary

The 14 mrad extraction optics compatible with push-pull detector configuration for a range of $L^*$ from 3.5 m to 4.5 m is designed. The recent optics modifications also include the 6-bend polarimeter chicane which improves acceptance of Compton backscattered electrons in the Cherenkov detector and provides optics for GamCal, and the system of fast sweeping kickers for dump protection in cases of the small undisturbed or accidentally focused beam. Tracking simulations with 5 T SiD solenoid model, including the anti-DID field and orbit correction, showed that the increase of beam loss due to solenoid field is small. However, it increases with non-zero incoming vertical orbit angle and with large vertical beam offset at IP. The combination of these conditions produces the largest effect. The beam loss in the nominal parameter option still remains small to moderate. But more care is required in high disruption options. In order to minimize the unwanted power load on collimators, a protection system is needed to efficiently prevent beam running with large IP offsets. Secondly, more optimization of diagnostic collimators and orbit correction may be needed to minimize the unwanted losses and non-linear dispersion.
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In order to achieve required precision of luminosity measurement at the International Linear Collider (ILC), that is of order of 10^{-4}, systematic effects have to be understood at the level of this precision. Apart from machine background originating from pairs converted from beamstrahlung and the beam-beam interaction effects, physics background from 2-photon processes is one of the main systematic effects. Properties of these processes, as well as their separation from the Bhabha signal have been studied.

1 Introduction

The International Linear Collider is anticipated to be used to make precision measurements of the properties of particles related to physics beyond the Standard Model. Error on luminosity affects many precision measurements, and limits some of them, as the additional component of a systematic error. Precision of luminosity measurement is driven by physics requirements for the cross-section measurements (i.e. the total hadronic cross-section at Z^0 resonance, 2-fermion production at high energy) and precision EW measurements (EWSB - anomalous gauge boson couplings, GigaZ).

2 Method

Integrated luminosity at ILC will be determined from the total number of Bhabha events \(N_{th}\) produced in the acceptance region of the luminosity calorimeter and the corresponding theoretical cross-section \(\sigma_B\).

\[
L_{int} = \frac{N_{th}}{\sigma_B}
\]  

(1)

The number of counted Bhabha events \(N_{exp}\) has to be corrected for the number of background events \(N_{bck}\) misidentified as Bhabhas, and for the selection efficiency \(\epsilon\).

\[
L_{int} = \frac{N_{exp} - N_{bck}}{\epsilon \cdot \sigma_B}
\]

(2)

Background to signal ratio is the bias to correct the measured total luminosity, as can be derived from (2).

Luminosity calorimeter has been designed [2] for the precise determination of the total luminosity. This is compact electromagnetic sandwich calorimeter consisting of 30 longitudinal layers of silicon sensor followed by tungsten absorber and the interconnection structure. It is located at \(z = 2270\) mm from the IP, covering the polar angle range between 44 and 155 mrad, for the 14 mrad crossing-angle between the beams. Layout of the forward region as in the ‘Large Detector Concept’ (LDC) [3] has been assumed. Luminosity calorimeter is centered along the outgoing beam in order to avoid azimuthal angle dependence of \(\Delta L/L\).
3 Results

Bhabha scattering at small angles is precisely calculable in QED ($\Delta \sigma_{th} \approx 10^{-4} nb$) [4] and has a sufficiently large cross-section to deliver high statistics for luminosity measurement of the required precision. With the cross-section of approximately 4 nb in the luminosity calorimeter angular range, at 500 GeV centre-of-mass energy and the nominal luminosity of $2 \cdot 10^{-34} cm^{-2}s^{-1}$ about $10^9$ events will be collected per year, corresponding to the statistical error of order of $10^{-5}$.

Bhabha events are characterized by the two electromagnetic clusters, with the full beam energy, that are back-to-back in azimuthal and polar angle. Based on this topology, separation criteria for signal from background will be derived. Signal of $10^5$ Bhabha events has been generated with BHLUMI [5] small angle Bhabha generator, integrated into BARBIE V4.1 [6] detector simulation package. Both s and t channels have been included, vacuum polarization, as well as the the initial state radiation. We assumed head-on collisions, with luminosity detector that is axially symmetric around beam axis, and the corresponding detector acceptance between 26 and 82 mrad. Sensor planes of the luminosity calorimeter are segmented into 120 azimuthal sectors and 64 radial strips, alternately.

Four-fermion NC processes $e^+e^- \rightarrow e^+e^-f^+f^-(f = l,q)$ are considered to be one of the main sources of physics background for luminosity measurement. They are dominated by the multiperipheral processes (2-photon exchange). Both this study and an independent study [7] of two-photon processes ($2\gamma \rightarrow e^+e^-$), using Vermassen generator [8], found occupancy in the luminosity calorimeter acceptance region of $10^{-3}$ particles per bunch crossing. These are rates comparable to the signal. The maximal occupancy of a sensor plane is given per train, for signal and background, in Figure 1. In terms of the detector occupancy, physics background contributes approximately 10 times less then the signal.

![Figure 1: Occupancy in the sensors of the luminosity calorimeter for signal (solid line) and total background (dashed line).](image)

To simulate physics background, the sample of $10^6$ four-lepton events $e^+e^- \rightarrow e^+e^-l^+l^-$
(l = e, µ) and corresponding $10^5$ hadronic events $e^+e^- \rightarrow e^+e^- q\bar{q}$ ($q = u, d, s, c, b$) have been generated with WHIZARD multiparticle event generator [9], with the total cross section of $(1.68\pm0.03)$ nb, assuming event generation through contributions of all neutral current tree-level processes. Though rates of signal and background are comparable in the luminosity calorimeter, well known characteristics of Bhabha events (collinearity, complanarity, energy distribution) allow isolation cuts to be applied. Discrimination of the signal from physics background is based on the set of cuts exploiting these symmetries of Bhabha topology [10]:

- Acollinearity cut $|\Delta \theta| \leq 0.06$ deg,
- Acomplanarity cut $|\Delta \phi| \leq 5$ deg,
- Energy balance cut $|E_R - E_L| \leq 0.1 E_{min}$, $E_{min} = min(E_R, E_L)$,
- Relative energy cut $E_{rel} > 0.75$, $E_{rel} = (E_R + E_L)/2 \cdot E_{beam}$,

$E_R, E_L$ being the total energy deposited on the right (front) and left side (back) of the luminosity calorimeter, respectively, and $E_{beam}$ is the energy of the beam. All isolation cuts are applied assuming ideal reconstruction, since detector resolution does not affect the suppression of background, and assuming 100% reconstruction efficiency.

As illustrated in Table 1, starting from the comparable presence of signal to background, physics background can be reduced to the level of $10^{-4}$, with the loss of signal efficiency of $\sim 20\%$.

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_s$</th>
<th>$R_l$</th>
<th>$R_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $</td>
<td>\Delta \theta</td>
<td>&lt; 0.06$ deg</td>
<td>81.87%</td>
</tr>
<tr>
<td>2. $</td>
<td>\Delta \phi</td>
<td>&lt; 5$ deg</td>
<td>97.96%</td>
</tr>
<tr>
<td>3. $E_{bal} &lt; 0.1 \cdot E_{min}$</td>
<td>90.61%</td>
<td>94.58%</td>
<td>95.45%</td>
</tr>
<tr>
<td>4. $E_{rel} &gt; 0.75$</td>
<td>99.08%</td>
<td>88.73%</td>
<td>95.96%</td>
</tr>
<tr>
<td>5. $E_{rel} &gt; 0.8$</td>
<td>98.50%</td>
<td>90.74%</td>
<td>96.57%</td>
</tr>
<tr>
<td>6. $30 &lt; \theta &lt; 75$ mrad</td>
<td>64.99%</td>
<td>42.11%</td>
<td>41.95%</td>
</tr>
<tr>
<td>B/S(1,2,3)</td>
<td>1.3·$10^{-4}$</td>
<td>80.60%</td>
<td>99.38%</td>
</tr>
<tr>
<td>B/S(1,2.4)</td>
<td>2.6·$10^{-4}$</td>
<td>80.80%</td>
<td>99.26%</td>
</tr>
<tr>
<td>B/S(5,6)</td>
<td>1.8·$10^{-3}$</td>
<td>64.33%</td>
<td>93.69%</td>
</tr>
</tbody>
</table>

Table 1: Selection and rejection efficiency for signal and background, where $\varepsilon_s$ denotes Bhabha selection efficiency, $R_l$ - leptonic background rejection efficiency, $R_h$ - hadronic background rejection efficiency.

Signal and background will be additionally affected by the beam-beam interaction effects. They will modify both initial state, through beamstrahlung, and the final state through electromagnetic deflection, resulting in the total suppression of the Bhabha cross-section (BHSE) of order of 4.4% [11]. In order to minimize the effect of the beam-beam interaction, the following set of cuts can be applied [11]:

- $E_{rel} > 0.8$
- $30 < \theta < 75$ mrad
where the second cut has been subsequently applied to forward and backward side of the detector, allowing tolerance for the enhanced acollinearity of Bhabha tracks, due to the beamstrahlung. Alternation of this cut largely reduces the sensitivity of the luminosity measurement to the longitudinal position of the interaction point [4].

As shown in Table 1, asymmetric cuts are cutting-off more than one third of the signal, with the presence of background ten times larger then with symmetric cuts. In principal, annual Bhabha statistics of $10^9$ events should allow a flexibility for 30% loss of the signal to still keep the statistical error of order of $10^{-4}$. Uncertainty of background to signal ratio will influence the luminosity measurement as a component of the total systematic error. If the only of this ratio comes from the (generated) cross-section, the corresponding systematic error is of order of $10^{-6}$, for colinearity based cuts, and $10^{-5}$ for asymmetric cuts.

4 Summary

The background to Bhabha events from the four-fermion NC processes has been studied for the luminosity calorimeter designed for ILC. It is shown that, due to the characteristic topology, Bhabha processes can be separated from physics background at the level of $10^{-4}$. In the luminosity measurement, background to signal ratio will introduce a bias to be corrected for. Contribution to the systematic error of luminosity comes from the uncertainty of that bias. Under the assumptions used in this study, the uncertainty of background to signal comes from the error of the generated background cross-section, leading to the uncertainty of the bias of $10^{-6}$ for symmetric and $10^{-5}$ for asymmetric cuts.

Considering that beam-beam effects in the luminosity measurement are of order of $10^{-2}$ (BHSE) and that, in addition, uncertainty of the bias from beam-beam deflection is not known, a holistic study of systematic effects in luminosity measurement is needed in order to optimize selection of the signal in the presence of various sources of systematic error.
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This note summarizes the results [1] of the first study done to quantify the impact of beam-beam effects on the precision luminosity measurement at the International Linear Collider, using GUINEA-PIG, a beam-beam interaction simulation tool.

1 Introduction

A way to determine luminosity at the International Linear Collider (ILC) is to measure the event rate of the Bhabha scattering process in a finely segmented calorimeter (LumiCal) at very low polar angles in the very forward region of the ILC detector. An absolute precision between $10^{-4}$ and $10^{-3}$ is needed for a number of key physics measurements [2, 3]. Besides theoretical uncertainties on the cross section of the Bhabha process [4] and different experimental errors when identifying Bhabha events in the LumiCal [5], the very strong beam-beam space charge effects which characterise the ILC $e^+e^-$ collisions can lead to large biases in the counting rate. These must be corrected accurately enough not to limit the precision of the luminosity measurement.

A first study of such biases has been performed using the following procedure [6]. A sample of Bhabha events is first produced with BHLUMI, a multiphoton Monte-Carlo event generator for small-angle Bhabha scattering [7] providing four-momenta of outgoing electron, positron and photons. The center-of-mass energy is 500 GeV and the scattering angles are generated in the range $25 \text{ mrad} < \theta < 90 \text{ mrad}$.

The four-momenta of the two charged final state particles of a generated event are then read into GUINEA-PIG [8], a beam-beam interaction simulation tool, and associated to one of the $e^+e^-$ interactions occurring during the simulated bunch collision. GUINEA-PIG computes the subsequent electromagnetic transport through the remaining part of the colliding bunch and the distribution of the resulting deflection is then obtained.

2 Effect of Beam-Beam Space Charge on Bhabha Scattering

Prior to the hard Bhabha scattering, the interacting particles are likely to have been deflected by the space charge of the opposite bunch and their energies reduced due to the emission of beamstrahlung. To take into account the cross section dependence with $s$, the probability used to produce Bhabha scattering events during the beam-beam collision is rescaled by $s/s'$, where $s'$ is the effective centre-of-mass energy. The four-vectors of the Bhabha event particles are also rescaled by $\sqrt{s'}/s$, to satisfy energy and momentum conservation, as well as boosted from the centre-of-mass system of the two interacting particles to the laboratory.
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frame. Finally the coordinate system is rotated to take into account the deflection angles of the interaction particles in the initial state.

Just like the initial state radiation present in the initial sample generated with BH-LUMI, the beamstrahlung emissions often occur asymmetrically, with either the electron or the positron losing most of the energy. Hence the acollinearity of the final state can be significantly enhanced.

The final state particles scattered in the acceptance of the LumiCal following a Bhabha interaction can cross a significant part of the opposite bunch. They can thus be focused by the electromagnetic field from the corresponding space charge. In the GUINEA-PIG simulation, the existing procedure to track secondary charged particles can be used conveniently to predict both the final deflection angle and any additional radiation. The resulting changes in scattering angles are displayed in Figure 1, where the differences between the initial polar angles before including the electromagnetic deflection, $\theta_1$, and the final ones including it, $\theta_2$, are shown as a function of $\theta_1$. The typical magnitudes of the induced electromagnetic deflections are a few $10^{-2}$ mrad, with the largest values at the lower edge of the LumiCal acceptance. Small energy losses due to radiation are also found.

Both the beamstrahlung radiation and electromagnetic deflection effects described above lead to a suppression of the Bhabha counting rate in the defined experimental acceptance in comparison to the theoretically predicted one. This Bhabha Suppression Effect (BHSE) can be expressed as:

$$BHSE = \frac{N_{\text{final}} - N_{\text{init}}}{N_{\text{init}}},$$

where $N_{\text{init}}$ and $N_{\text{final}}$ are the numbers of Bhabha events selected within the specified cuts, respectively before and after including the different transformations to take into account effects from the beam space charge.

Because beamstrahlung radiation emitted prior to the hard Bhabha scattering enhances the acollinearity between the two final state charged particles, asymmetrical angular cuts [5] can help to minimise the BHSE and the resulting biases, for instance:

$$30 \text{ mrad} < \theta_{+/-} < 75 \text{ mrad} \quad \text{and} \quad 26.2 \text{ mrad} < \theta_{-/+} < 82 \text{ mrad}.$$  \hspace{1cm} (2)

applied randomly, respectively to either the electron and positron, or vice-versa.

Similarly asymmetrical cuts on the energies are also advantageous. Choosing a global energy cut based on the sum of the final state energies:

$$E_- + E_+ > 0.8\sqrt{s},$$

applied randomly, respectively to either the electron and positron, or vice-versa.
as well as the angular cut in $2$, the magnitude of BHSE is of the order of $-0.015$ for the ILC Nominal beam parameter set, two thirds of which is due to beamstrahlung emissions. Without such asymmetrical cuts, the BHSE bias in enhanced by a factor of about three.

3 Sensitivity to Beam Parameters

Both the beamstrahlung emissions and the electromagnetic deflection vary with the bunch parameters and the energy of the collision, and thus also the corresponding biases on the integrated luminosity. The reconstruction of the luminosity spectrum, based on the scattered Bhabha angles [9], provides a good way to measure the amount of beamstrahlung and thus to predict the corresponding contribution to the bias, because the electromagnetic deflections do not modify significantly this spectrum [6]. However, this also means that such a method does not allow probing effects from electromagnetic deflections experimentally.

In the following, the sensitivity of the BHSE on bunch parameters at the collision point and the residual dependencies which can be expected after correcting for the main contribution arising from beamstrahlung are discussed.

During operation of the ILC, bunch sizes and alignment at the interaction point can be expected to vary over time, due to dynamical imperfections in the acceleration and optical transport and through injection errors. Dedicated feedback control loops are included in the ILC design to maintain the bunch parameters constant within appropriate tolerances [10]. In this context, it is interesting to evaluate the precision needed on the knowledge of the main parameters to keep the BHSE within a given level of accuracy.

It was found that the BHSE only depends on both the horizontal size $\sigma_x$ (see Fig. 2) and the bunch length $\sigma_z$. This can be understand because these parameters are directly related to the beamstrahlung emission. From the non-linear curves can be estimated the uncertainty on the BHSE resulting from a given precision assumed on the knowledge of $\sigma_x$ and $\sigma_z$. Since the main uncertainty on the BHSE arises through the contribution from beamstrahlung, this part can in principle be measured and corrected from the luminosity spectrum reconstruction, the residual uncertainty which remains comes from the contributions of electromagnetic deflections. From the curves it can be deduced that to limit the error on the BHSE from this part to about $10^{-3}$, a precision at the 20% level is needed on the knowledge of $\sigma_z$ and $\sigma_x$. 

Figure 2: BHSE as a function $\sigma_x$. The contributions due to beamstrahlung (full line) and electromagnetic deflections (dashed line) are shown as well as the combined effect (top dotted line).
ILC should allow physics runs initially for energies between the Z boson mass and $\sqrt{s} = 500$ GeV \cite{11}. In this energy range beam-beam effect are strongly modified. The dependence of BHSE with energy is shown in Figure 3, in the assumption that all optical parameters and the bunch length and intensity are kept constant. At the lower end of the energy range, the beamstrahlung contribution to the BHSE decreases to a few $10^{-4}$. But on the other hand, electromagnetic deflections become rapidly stronger, dominating the bias below 400 GeV.

4 Conclusion

In this study, it was shown, for the first time, that taking into account beam-beam interactions, the precise knowledge of the theoretical cross section is no longer sufficient to measure the luminosity with high precision (better than $10^{-3}$), because strong collective effects modify drastically the kinematics of the Bhabha process. The first changes come from beamstrahlung, which induces a perturbation of the initial state. A second set of transformations arises from electromagnetic deflections which modify the kinematical phase space of the scattered Bhabha events. Using the beam-beam interaction simulation tool GUINEA-PIG, it was estimated that the bias induced on the luminosity measurement at low angle is about $-0.015$ for the Nominal beam parameter set. Two thirds of this bias are due to beamstrahlung emissions.

Both beamstrahlung emissions and electromagnetic deflections vary with the bunch length, $\sigma_z$, the horizontal size, $\sigma_x$, and the energy of the collision, and hence also the resulting biases on the integrated luminosity. Reconstructing the luminosity spectrum from the scattered Bhabha angles provides a good way to measure the amount of beamstrahlung, and thus to predict the corresponding contribution to the bias, because the electromagnetic deflections do not modify significantly this spectrum. Once this is done, controlling $\sigma_z$ and $\sigma_x$ at the 20% level around the nominal values is enough to limit the remaining contribution to the luminosity bias, from the deflections, to $10^{-3}$.

Unlike the beamstrahlung emissions, no direct way to control experimentally the bias from the electromagnetic deflections is available from the data. Nevertheless, measurements of the beam angular divergence in the beam extraction line could be a way to monitor it. Further studies are needed on this point. Numerical simulations such as GUINEA-PIG \cite{8} and CAIN \cite{12} are essential estimation tools in all of this. A practical implementation to compute these effects is available at \cite{13} and can be used for further studies.
In particular, physics running on the Z boson resonance is planned as an option in the ILC program (the GigaZ option). The accuracy on the luminosity is specified to be $10^{-4}$ in this case, while the bias from the electromagnetic deflections is at least a hundred times larger. Further more complete studies will then be particularly important, to explore all relevant dependencies and to devise data-driven correction methods.
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In this talk [1] recent simulation results for beam-related backgrounds in the LDC detector are presented, using Guinea-Pig as a particle generator and Mokka as a full detector simulation. Different beam parameter sets and designs of the forward region are compared with respect to the background hits on the vertex detector.

1 Backgrounds at the ILC

Electron-positron pairs are a main source of background at the ILC. The very strongly-focussed bunches of the ILC interact though their high spatial charge densities and can emit photons, the so-called “beamstrahlung” [2]. These can in turn scatter and create electron-positron pairs – typically in amounts in the order of $10^5$ per bunch crossing and with energies in the GeV range. Other sources of background are either supposed to be negligible (such as the beam dump or synchrotron radiation from the final focus) or have to be studied in further detail (e.g. the beam halo or losses in the extraction line).

The pairs can hit the forward calorimeters (mostly the BeamCal, which is in fact designed to observe the spatial distribution of the pairs) and the magnets of the beam delivery system and/or the extraction line, where they are over-focussed and deflected into the magnet material. In these processes, large amounts of photons and charged particles are created, and also neutrons can be released by photonuclear reactions.

Some of these particles (either directly from the IP or backscattered from the forward region) can reach the inner parts of the detector, most notably causing hits from charged particles on the inner silicon trackers, but also gradually damaging the silicon bulk and sometimes reaching the main gaseous tracker or the calorimeters.

2 Simulation Tools

2.1 Guinea-Pig – Particle Generator

Guinea-Pig [3] is used to simulate the beam-beam interaction. Given a set of beam parameters (energy, bunch sizes, emittances, bunch charge, etc.), Guinea-Pig writes out the electron-positron pairs which are created in one bunch crossing. Simulated data exists for the TESLA and various ILC beam parameter sets [4].

2.2 Mokka – Full Detector Simulation

The Geant4-based application Mokka [5] is used for a full simulation of the detector. The default detector geometry corresponds to the shortened “LDC version 2” [6], with an increased distance between LumiCal ($z = 2270 \ldots 2470$ mm, $r = 100 \ldots 350$ mm) and Beam-Cal ($z = 3550 \ldots 3750$ mm, $r = 20 \ldots 165$ mm), thus resulting in a better shielding against backscattering from the BeamCal. The geometry is implemented with a crossing angle of
14 mrad and an anti-DID field [7] which bends the magnetic field lines from the IP towards the holes for the outgoing beams (Figures 1 and 2).

3 Hits on the Vertex Detector

The number of hits per layer generally decreases with the layer number, even though the innermost layer is only half as long as the rest and the outer layers have steadily increasing radii. The error bars of the following plots indicate the fluctuation (i.e., the standard deviation) per bunch crossing, not the statistical error of all 100 simulated bunch crossings.

3.1 Beam Parameter Sets

In the comparison of various beam parameter sets (Figure 3), the number of hits on the vertex detector clearly correlates with the number of primary electron-positron pairs. The nominal ILC parameters (at $\sqrt{s} = 500$ GeV) produce the least backgrounds, whereas the “low power” option with its even stronger-focussed beams gives more than twice the amount of background hits per bunch crossing. The old TESLA parameters are shown just for illustrational purposes – the original TESLA detector [8] had a completely different forward design than the LDC.

3.2 Influence of the Low-Z Absorber

About one third of the vertex detector hits are caused by backscatterers, most of which originate from the BeamCal. In the current design, the BeamCal is covered by a graphite absorber with a thickness of 50 mm which is intended to reduce backscattering.

Figure 4 shows that the graphite absorber in fact serves its purpose well: With a thickness of only 20 mm, the number of hits on the critical first layer increases by a factor of almost two, whereas the minimal profit from an increased thickness of 100 mm would hardly be justified.
in comparison with the degraded resolution of the BeamCal itself — this is in agreement with previous dedicated studies of the absorber thickness [9]. However, a cladding of the inner surface of the BeamCal with 5 mm of beryllium would be an advantageous option.

4 Summary and Outlook

Backgrounds from backscattering particles have an important impact on the vertex detector, but they can be suppressed by appropriate means: The forward region has to be designed carefully in order to avoid “hot spots”, and the anti-DID helps in the reduction of backgrounds by preventing backscattered particles from hitting the vertex detector. For the low-Z graphite absorber in front of the BeamCal, a thickness of 50 mm looks reasonable, but additional absorber material inside the BeamCal could reduce backscattering further.

To study the impact of backgrounds on the whole reconstruction chain (including vertex detector, main tracker, and possibly the calorimeters), a large-scale production of background events is foreseen.
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At the International Linear Collider (ILC) the beams will be focused to extremely small spot sizes in order to achieve the desired luminosity. After the collision the beams must be brought to the dump with minimal losses. In spite of all the attention put into the design of the extraction line, the loss of some disrupted beam particles, beamstrahlung or synchrotron radiation photons is unavoidable. These losses will generate low-energy secondary particles, such as photons, electrons and neutron, a fraction of which can be back-scattered towards the Interaction Point (IP) and generate backgrounds into the detector.

In this paper we present an evaluation of such backgrounds, using the BDSIM [2] and Mokka [3] simulations. The event reconstruction in the detector is made with the MarlinReco package from the Marlin tool [4].

1 Introduction

In an $e^+e^-$ linear collider such as ILC, the beams will be focused to extremely small transverse sizes to reach the desired luminosity. This leads to intense beam-beam effects which result in large angular divergence and energy spread for the post-collision disrupted beams, as well as the emission of beamstrahlung photons. The disrupted beams and the beamstrahlung must be brought from the IP to their respective dumps with minimal losses.

The description of the present baseline extraction line design with a 14mrad horizontal crossing angle at the IP can be found in [6]. Several alternative extraction line studies, with a 2 mrad [7] crossing angle or with head-on collision [8] are also being pursued.

The paper presented here concentrates on the evaluation of the backgrounds in the Large Detector Concept (LDC [5]) from back-scattered photons induced by disrupted beam losses for the specific case of the first collimator in the 2mrad scheme. The methods developed are however general and can be applied to other extraction line designs and detector concepts.

1.1 Disrupted beam losses at the first collimator

After having simulated the beam-beam collision with GuineaPig [9], the disrupted beam is tracked from the IP to QEX1COLL. The horizontal distribution of the particles lost at QEX1COLL is offset by a mean value of 20 cm with respect to the incoming beam line.

*This work is supported by the Commission of the European Communities under the 6th Framework Programme “Structuring the European Research Area”, contract number RIDS-011899.
number of lost particles represents less than 0.1% of the initial distribution. The energy spectrum of these lost particles is shown in figure 1. The interaction of these high energy electrons (with a mean energy of 115 GeV) in the collimator material is simulated using the BDSIM Geant4 based toolkit. In this study, copper was considered.

1.2 Back-scattered photons

The interaction of the high energy electrons in the material produces high energy photons from bremsstrahlung (main process at these energies) which generate a cascade of processes. The high energy photons are converted into a large number of lower energy particles, among which low energy photons travelling backwards. The corresponding spectrum is shown in figure 2. Three main processes relevant to the production of these back-scattered photons are:

- Compton scattering
  This process takes place between the incident bremsstrahlung photon and an electron in the material, producing a spectrum with typically an edge at 250 keV.
• Pair production

If the photon energy exceeds $2 \times m_e$ ($m_e$ is the electron mass), the production of an $e^+e^-$ pair is energetically possible. After thermalisation, the $e^+$ annihilates in the material, producing two back-to-back photons carrying each of them an energy of $m_e$, one of which is typically back-scattered.

• Photoelectric effect

When an electron is ejected from the K shell, the vacant place is filled by a free electron with a X-ray emission at 9keV. Due to the 10 keV energy threshold used in Geant4, this peak is not present in figure 2.

subsection Photon rate reaching the Vertex Detector

The back-scattered photon angular distribution is shown in figure 3. As can be seen, it is broadly isotropic, even if some peaking occurs in the backward direction. For this reason, the fraction which can reach the IP directly without rescattering is very small, as it is limited by the apertures in the beam line. The tightest of these apertures is that of the BeamCal located inboards of the last final focus magnet, thus serving as an efficient mask for these photons. In the 2 mrad extraction line design, a 12 mm radius is used in order to shadow the innermost vertex detector layer at 15 mm. To estimate the fraction of back-scattered photons passing through this small hole, the flatness of the $\cos \theta$ distribution around the backward direction is exploited to obtain the number of photons and the probability distribution within the corresponding solid angle, by rescaling.

With this method, after appropriate normalisation to the total beam power, 40 photons per bunch crossing are estimated into the detector volume per kW of beam power lost at the QEX1COLL collimator 45 m after the IP.

section Hits in the LDC VD

subsection Mokka simulation

The geometry of the LDC detector in the Geant4 based Mokka simulation is shown in figure 4. At 3.5 m, photons are generated within the 12 mm radius of the BeamCal with a flat spatial distribution, the energy spectrum shown in figure 2 and a fixed horizontal angle of 4.4 mrad corresponding to the 20 cm mean offset of the lost beam particles at 45 m.

The Mokka output is then treated using the MarlinReco package from the Marlin reconstruction software.
1.4 VD hits

The spatial distribution of the hits in the VD is shown in figure 5. Most of hits occurred at 15 mm, corresponding to the first layer a. A strong left-right asymmetry is visible, resulting from the fact that the emission points of the photons are offset to one side. The distribution of deposited hit energies in the silicon is shown in figure 6.

The most probable value is about 15 keV, corresponding to approximately twice that obtained for high energy muons in similar conditions. This large value is explained by the very low electron momenta involved.

The number of hits observed in the VD is about 3% of the incident photon rate. A 1 kW beam power loss at QEX1COLL would hence amount to about 1 hit per bunch crossing. This is negligible in comparison to the number of hits from incoherent $e^+e^-$ pairs produced in the beam-beam interaction and reaching the VD directly (estimated to be around 250 per bunch crossing [10]).

\footnote{The VD in LDC has a total of 5 layers.}
2 Conclusion and prospects

It has been shown that photon back-scattering from disrupted beam losses at the first collimator QEX1COLL in the 2 mrad crossing angle scheme produce negligible effects in the detector.

Further studies planned include a more complete analysis of all photon emission sources along both the 2 mrad extraction line and the other IR geometries under consideration, including from the main beam dump and taking into account multiple reflections in the beam pipe.
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We study for the pair monitor which measures the beam profile at the interaction point by using the distribution of $e^+e^-$ pair generated from the beam crossing. The simulation study confirmed that the pair monitor can measure the vertical beam size with 8% level with the $e^+e^-$ distributions accumulated for 150 bunches. As the hardware study, the readout ASIC is developed. The shift register to specify the readout cell was verified to work correctly.

1 Introduction

The pair monitor is used to check the beam profile at the interaction point (IP), measuring the distribution of $e^+e^-$ pairs generated during beam crossing [2]. The particles of concern have the same charge as that of the oncoming beam, and are hereafter called “same-charge” particles. Most of them are deflected at larger angles than their inherent scattering angles by a strong electromagnetic force due to the oncoming beam, while the “opposite-charge” particles must oscillate inside the oncoming beam because of a focusing force between them; they are deflected with small angles. They can be well described by a scattering process of $e^-(e^+)$ in a two-dimensional Coulomb potential that is Lorentz boosted to the rest frame of the oncoming beam. Since this potential is produced by the intense electric charge of the oncoming beam, it is a function of the transverse size ($\sigma_X$, $\sigma_Y$) and intensity of the beam. Therefore, the deflected particles should carry this information, especially in their angular distribution. The pair monitor uses this principle to extract information of the beam profile at IP.

We study the pair monitor to be used for the ILC beam profile monitor. The performance check and its optimization are performed by the simulation. In addition, we develop a readout ASIC suitable for the pair monitor. In this paper, the current status of these studies are reported.

Figure 1: The simulation setup. The pair monitor is located at 400 cm from IP, that is in front of the Polyethylene mask layer.
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2 Simulation Study

The performance and optimization of the pair monitor is studied with the simulator based on the Geant4, which is used for the GLD detector (Jupiter). In the simulation, \(e^+e^-\) events from the beam crossing are generated by CAIN, in which the standard beam size is defined as \((\sigma_X, \sigma_Y, \sigma_Z) = (639 \text{ nm}, 5.7 \text{ nm}, 300 \mu\text{m})\). Figure 1 shows the simulation setup. The pair monitor is located at 400 cm from IP, that is in front of the Polyethylene mask layer to absorb \(\gamma\)s and \(e^\pm\)s created in the BCAL. The magnetic field is set to 3 T with anti-DID.

In this study, the \(e^+e^-\) distribution is studied at the left side in Figure 1, where the oncoming beam is \(e^+\). Therefore, \(e^+\) distributions on the pair monitor have the beam information, since \(e^+\) is scattered with large angle whereas the \(e^-\) is not scattered so much.

As the first step, the performance to measure the vertical beam size is checked. Figure 2 shows the relation between \(r\) and \(\phi\) for \(e^+\), where \(r\) is the radius from the center of the extraction beam pipe for the \(e^-\) beam and \(\phi\) is the angle around it. We select the L-region \((\phi = -3.14 \sim -1.8 \text{ rad. and } r = 2 \sim 7 \text{ cm})\) and H-region \((\phi = -1.4 \sim 2.5 \text{ rad. and } r = 2 \sim 5 \text{ cm})\) as shown in Figure 2, where the number of events depends on the vertical beam size largely. In the L-region, the number of the events decreases for larger vertical beam size, and that increases in the H-region. To extract information of the beam size, the peak-to-valley ratio is defined as \(N_L/N_H\), where \(N_L\) and \(N_H\) are the number of events in the L-region and H-region, respectively. Changing the vertical beam size, we compare the peak-to-valley ratio.

Figure 3 shows the peak-to-valley ratio as a function of the ratio between the vertical beam size used in the simulation \((\sigma_Y)\) and the standard vertical beam size \((\sigma_{Y0} = 5.7 \text{ nm})\). To make the figure, data for 21, 26, 27, and 50 bunches is accumulated for the vertical beam size of \(\sigma_{Y0}, 2\sigma_{Y0}, 3\sigma_{Y0}, 4\sigma_{Y0},\) and \(5\sigma_{Y0}\), respectively. In Figure 3, the statistical error is assigned to the error bar. The peak-to-valley
ratio depends on the vertical beam size clearly.

The performance to measure the vertical beam size is investigated when the data is accumulated for 150 bunches. The statistical error in Figure 3 is scaled to that for 150 bunches. Then, it is transformed to the uncertainty of the horizontal axis by using the fitting function obtained in Figure 3, that corresponds to the measurement accuracy of the vertical beam size. As the result, 8% accuracy is obtained when the vertical beam size is the standard one.

3 Development of Readout ASIC

We develop the readout ASIC for the pair monitor. It is designed to count a number of the hit to obtain the hit distribution on the detector. The statistics for about 150 bunches is enough to extract the beam information from the simulation study. Therefore, the number of the hit is counted for 16 timing parts in one train, which corresponds to 167 (= 2670/16) bunches in the current nominal ILC design. The hit counts for each timing parts are read within the timing width between each train (200 ms). A silicon pixel sensor with the thickness of about 200 µm is assumed as a detector candidate, whose signal level is about 15,000 electrons. The readout ASIC is designed to satisfy these concept.

The readout ASIC consists of the distributor of the operation signals, shift register to specify a readout cell, data transfer to the output line, and 36 readout cells. A readout cell consists of the amplifier, comparator, 8-bit counter, and 16 count registers. They are aligned to 6 × 6 for the X and Y directions. The prototype ASIC was produced with 0.25 µm process. Its layout was made by Digian Technology, Inc. [3], and the production was done by the MOSIS Service [4]. The chip size is 4 × 4 mm², and the readout cell size is 400 × 400 µm². To test the response of the readout chip, it is covered with MQFP package produced by I2A Technologies [5].

As the first test, the response of the shift register was checked. The shift register is used for the specification of the readout cells. The specification is done by inputting the shift clocks for the X and Y direction when the enable gate is opened. At the timing of the seventh shift clock for the X or Y directions, the shift register is designed to output the shift-done signal. Therefore, the response of the shift register can be confirmed by checking the shift-done signal after inputting the 7 shift clocks.
to one direction.

Figure 5 shows the experimental setup for the response test of the readout ASIC. The trigger signal is sent to the operation board (Spartan3 starter kit) from a computer, whose operation is done by using LABVIEW 7.1. The operation board is mounted a FPGA (Field Programmable Gate Array) which realizes flexible modification of the logic. An enable gate and shift clocks are sent to the readout ASIC by the operation board. The shift-done signal is monitored by an oscilloscope.

The first prototype is produced in 2005. The shift-done signal is output without regard to the timing of the shift clock. After the investigation, all the digital inputs were insulated by mistake in the production of the prototype. Therefore, the digital input was short-circuited in the second prototype, which was produced in 2007.

Figure 6 shows the test result of the shift register for the second prototype. We can see the shift done-signal at the timing of the seventh shift clock. From this result, it is confirmed that the shift register works correctly.

4 Conclusions

We study the detector optimization and the readout ASIC for the pair monitor. The simulation study confirmed that the pair monitor can measure the vertical beam size with 8% level with the $e^+e^-$ distributions accumulated for 150 bunches. The readout ASIC is developed for the pair monitor. Although the digital input was insulated in the first prototype, it was modified for the second prototype. The shift register to specify the readout cell was verified to work correctly.
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An alternative approach to measure the ILC beam energy is suggested. Beam electrons interact with monochromatic laser light so that downstream of the interaction point unscattered beam particles (most of them) and strongly collimated Compton backscattered electrons and photons exist. After passing a dipole, these particles are divided into non-deflected high energy photons, less deflected beam particles and scattered electrons with some larger deflection. Measuring the spatial distributions of these types of particles permits to infer the beam energy with an accuracy $10^{-4}$ or better. Since the systematics of the Compton backscattering approach are quite different from those of the BPM-based energy spectrometer, Compton backscattering provides an independent beam energy calibration system with comparable accuracy. The approach has no strict limitations on the beam energy, so it might be experimentally tested at lower energy machines.

1 Introduction

Accurate knowledge of the energy of colliding beams plays an important role in the physics program of the ILC. For example, masses of particles can be precisely determined either by means of threshold scans of cross sections of pair produced particles or by improving the 4-momenta of particles produced in the continuum. At circular lepton colliders the energy scale was accurately calibrated by means of the resonant depolarization technique, which is however not applicable at linear colliders. So at linear colliders some new approaches for beam energy monitoring are needed to be addressed.

Compton backscattering of monochromatic laser light on beam particles permits access to the beam energy utilizing precise information of the Compton backscattered electrons and photons. This approach is thought to be complementary to the canonical method of beam position monitor (BPM)-based magnetic spectrometers [2]. In the past, Compton backscattering has been applied to perform precise beam energy measurements at low energy storage rings such as BESSY-I, BESSY-II (Berlin) [3], the Taiwan Light Source [4] and the VEPP-4M collider (Novosibirsk) [5].
2 Outline of the experiment

A sketch of the scheme suggested for beam energy monitoring at the ILC is shown in Fig. 1. Beam electrons collide with monochromatic laser radiation at some small angle $\alpha$. Downstream of the laser-electron interaction point (IP) non-interacting beam particles (most of them), Compton scattered electrons and photons are strongly collimated in the forward direction. A dipole magnet separates them into through-going high-energy photons, less deflected beam electrons and scattered electrons with some larger deflection. If a photon with energy $\omega_L$ is scattered head-on with a relativistic electron of energy $\varepsilon$ (or $E_{\text{beam}}$) at some small angle $\alpha$, the maximum energy of the scattered photon is

$$\omega_{\text{max}} = \frac{\varepsilon^2}{\varepsilon + \frac{m^2}{4\omega_0}}, \quad \text{where } \omega_0 = \omega_L \cos^2(\alpha/2). \quad (1)$$

Figure 1: Sketch of the beam energy monitoring scheme at the ILC.

These photons are scattered exactly along the momentum of the incident electron\(^a\). Fig. 2 shows the Compton cross section as a function of the energy of backscattered photons for three laser energies. Photons with energy $\omega_{\text{max}}$ form a sharp high energy edge, which is mirrored by energy conservation to the electron energy spectrum as shown in Fig. 3. Electrons with minimum energy, given by $\varepsilon + \omega_L - \omega_{\text{max}}$, are called edge electrons and their energy is related to the beam energy $\varepsilon$ via

$$E_{\text{edge}} = \frac{\varepsilon}{1 + \frac{4\varepsilon\omega_0}{m^2}}. \quad (2)$$

Figure 2: Backscattered photon energy spectra for three laser energies $\omega_0, \varepsilon = 250$ GeV and $\alpha = 8$ mrad.

If monochromatic laser light scatters with beam electrons, the luminosity of the

\(^a\)That is the reason of taking about Compton backscattering.
Compton process can be adjusted such that only a small fraction of the beam particles interact and the scattered photons, respectively, electrons posses a clear step-like peculiarity in their respective energy spectrum, from which $\omega_{\text{max}}$, respectively, $E_{\text{edge}}$ can be inferred. The relation of $\omega_{\text{max}}$ or $E_{\text{edge}}$ with the beam energy, given by (1) respectively (2), permits then to extract the incident electron energy. However, precise spectrometry of the beam energy at the ILC is still challenging because, as seen from Figs. 2 and 3, Compton backscattered particles have frequently energies close to $E_{\text{beam}}$.

After passing the B-field of the spectrometer magnet, the deflection range of the scattered electrons has to be smaller than the magnet pole length, so that both the beam as well as the Compton electrons ‘see’ the same B-field integral $\int Bdl$. The amount of deflection is given by the bending angle, which in turn is inverse proportional to the particle’s energy $E$

$$\theta(E) \sim \frac{\int Bdl}{E} + \delta_{\text{SR}}, \quad (3)$$

where $\delta_{\text{SR}}$ is a small correction term from synchrotron radiation. It can be shown that $\delta_{\text{SR}} \sim (\int Bdl)^3$ and does not depend on the particle energy $E$. In this study we neglect synchrotron radiation effects. However, detailed simulation studies should account for this correction.

After the magnet all particles propagate in free space of length $L$ (spectrometer arc length) up to the detector plane (indicated as DP in Fig. 1). In our setup, $\theta$ is in the order of some millirad and therefore the electron transverse position in the detector plane is approximated by

$$X(E) = X_0 + A/E, \quad (4)$$

where $A \sim L \cdot \int Bdl$ and $X_0$ the non-deflected photon position, determined by the center-of-gravity of the backscattered photons.

Fig. 4 represents the position range of backscattered electrons at the detector plane for 250 GeV beam particles and three laser energies. The electrons cover the distance between the beam position $X_{\text{beam}} = X_{\text{beam}}$ and that of the edge electrons $X_{\text{edge}} = X(E_{\text{edge}})$, where the cut-off energy of the edge electrons is directly transformed into a sharp edge location.
According to eqs. (2) and (4), $X(E_{\text{beam}})$ and $X(E_{\text{edge}})$ can be expressed as

$$X_{\text{beam}} \equiv X(E_{\text{beam}}) = X_0 + A/E_{\text{beam}}$$

$$X_{\text{edge}} \equiv X(E_{\text{edge}}) = X_{\text{beam}} + A\frac{4\omega_0}{m^2}$$

and hence the beam energy can be deduced from

$$E_{\text{beam}} = \frac{m^2}{4\omega_0} \cdot \frac{X_{\text{edge}} - X_{\text{beam}}}{X_{\text{beam}} - X_0}.$$  

Thus, $E_{\text{beam}}$ can be determined from the electron rest mass $m$, the well-known laser energy $\omega_0$ and three particle positions which have to be deduced from the experiment: $X_0$, $X_{\text{beam}}$ and $X_{\text{edge}}$. The beam position $X_{\text{beam}}$ can be measured by a high resolution BPM, while monitoring the positions of the edge electrons $X_{\text{edge}}$ and the photon center-of-gravity $X_0$ needs dedicated high spatial resolution detectors. $X_{\text{edge}}$ can e.g. be obtained from the position distribution of backscattered electrons via fitting the edge spectrum similar to the photon energy spectrum as performed at the VEPP-4M collider [5] using a HPGe detector, see Fig. 5.

It is important to mention that within this scheme precise beam energy measurements do not require precise knowledge of the absolute B-field integral. This is in contrast to the approach of measuring $E_{\text{beam}}$ directly from the energy of the edge electrons, where absolute field integral information of the spectrometer magnet must exist with high precision.

The error of the beam energy, which has to be monitored with $\Delta E_{\text{beam}}/E_{\text{beam}} \lesssim 10^{-4}$, can be estimated from eq. (7) as

$$\frac{\Delta E_{\text{beam}}}{E_{\text{beam}}} = \frac{X_{\text{edge}}}{X_{\text{edge}} - X_{\text{beam}}} \left(\frac{\Delta X_{\text{edge}}}{X_{\text{edge}}}\right) \oplus \frac{X_{\text{edge}}}{X_{\text{edge}} - X_{\text{beam}}} \left(\frac{\Delta X_{\text{beam}}}{X_{\text{beam}}}\right) \oplus \frac{\Delta X_0}{X_{\text{beam}}}. \quad (8)$$

For the particular set of spectrometer parameters as used in Fig. 4, $X_{\text{beam}}$ turns out to be close to 5 cm, and to achieve $\Delta E_{\text{beam}}/E_{\text{beam}}$ better than $10^{-4}$, $X_{\text{beam}}$ and $X_0$ (see also the last two terms in eq. (8)) have to be determined with accuracy of about 3 $\mu$m.

The precision of $X_{\text{Edge}}$ can be evaluated from the number of scattered electrons near the edge and the width of the edge, $\sigma_{X_{\text{edge}}}$. A non-zero edge width is supposed to be caused by several effects of which the most important ones are internal energy and angular spreads of the beam particles at the Compton IP. Such effects, which cause $\sigma_{X_{\text{edge}}}$ to be finite, define together with the statistics, the precision of $X_{\text{Edge}}$ as

$$\Delta X_{\text{edge}} = \sqrt{\frac{2 \cdot \sigma_{X_{\text{edge}}}}{dN/dx(X_{\text{edge})}}}. \quad (9)$$
The behaviour of the first term in eq. (8) is shown in Fig. 6 against the beam energy for three laser types. Here, the following assumptions were made: a) the number of Compton events per bunch crossing is $10^6$, b) the electron detection efficiency is 100%, c) the B-field integral is linear proportional to the beam energy enabling $X_{beam}$ to be independent on $E_{beam}$ and d) smearing of $X_{edge}$ is mainly caused by the angular spread of the electrons, which was assumed of 5 mrad. It can be noticed that, within the assumptions made, beam energy uncertainties of better than $10^{-4}$ are achievable, and lasers with short wavelengths are preferred. In particular, the 1.165 eV line of an infrared laser is much better suited then the far-infrared $CO_2$ laser.

Generation of $10^6$ Compton scatters from $2 \cdot 10^{10}$ electrons per ILC bunch requires however a $Nd : Y AG$ laser of typically 10 ps pulse duration and a pulse power of 20 mJ to be focused to a spot size of $\sim 50 \mu m$ at the Compton IP [6], as an example. Such a laser that matches the pattern of the ILC bunches with sufficient pulse power is at present commercially not available, hence further R&D is needed. It has also been shown in [6] that multiple scattering and non-linear corrections within the Compton process are of no concern, despite the large laser power required.

More details on precisions of the beam energy on statistics, which is to a large extent controlled by $\Delta X_{edge}$, respectively, the first term in eq. (8), can be deduced from Fig. 7. Here, $\frac{\Delta X_{edge}}{X_{edge} - X_{beam}}$, which is the only statistics dependent term in (8), is shown against the number of Compton events per bunch crossing. These numbers were derived assuming a) the beam spot size is 50 $\mu m$ at the detector plane in x and y, b) the internal energy spread is 0.15%, c) the accuracies on beam position and photon center-of-gravity are both 1 $\mu m$ and the field integral equals $\int Bdl = 0.84 \ Tm$. One notices, for event rates less than $10^6$ some improvements of $\frac{\Delta X_{beam}}{E_{beam}}$ can be achieved by maintaining larger event rates. This is
mostly evident for a \( \text{CO}_2 \) laser. Event rates beyond a few millions would have however less or negligible impact for better uncertainties of the beam energy. Whether such large event rates per bunch crossing can be realized depends mainly on ongoing laser developments.

On the other hand, even if we intend to measure the energy of each ILC bunch, there is no need to adjust the Compton luminosity or the laser power for \( 10^6 \) events per bunch crossing. From eqs.(6) and (7) follows that the numerator in eq.(7), \( X_{edge} - X_{beam} \), is only coupled to spectrometer parameters such as the B-field integral and the drift distance \( L \), and does not depend on the beam energy. Since bunch-to-bunch energy variations are supposed to proceed rapidly and spectrometer parameters change at a much larger timescale, we might, for each bunch, record the beam position \( X_{beam} \) and the position spectrum of electrons close to the edge. Accumulating these informations over many bunches provides a precise \( X_{edge} - X_{beam} \) value, which is not rendered by insufficient bunch related Compton events. However, the denominator in eq.(7), \( X_{beam} - X_0 \), has to be measured for each bunch crossing, which can be performed by a high resolution BPM and, because of the large backscattered photon yield, by a precise center-of-gravity position device.

3 Spectrometer locations within the Beam Delivery System

In order to locate the spectrometer within the Beam Delivery System (BDS) [7] some basic constraints have to be accounted for. These constraints are caused by physics arguments related to systematical and statistical errors of each component of the spectrometer, additional background from Compton electron interactions with downstream magnets as well as space limitations within the BDS. In this section some pros and cons of possible locations of the Compton spectrometer within the BDS are shortly discussed.

3.1 Practical restrictions

In order to measure Compton backscattered electrons and photons, they have to leave the vacuum chamber, assumed to be a pipe of 20 mm diameter. This constrains the B-field integral \( \int B \text{d}L \) and the drift distance \( L \) between the magnet and the detector plane. According to eq.(4), the space between the center-of-gravity of the backscattered photons and the beamline as well as between the edge electrons and the beam depends on the parameter \( A \), which is proportional to the product \( A \sim L \cdot \int B \text{d}l \).

Therefore, \( A \) might be changed either by B-field or drift distance \( L \) variations, or both simultaneously. For the moment we fix \( \int B \text{d}l \) such that the bending angle for beam particles is 1 mrad and allow \( L \) to vary. For the sake of illustration the minimum distance between the beam pipe wall and the center of the photon detector should be, for practical reasons, in the order of 10 mm, while the center of the electron detector might be 25 mm away from the wall as illustrated in Fig. 8. These numbers should not be considered as strict, but thought to indicate the space requirements for reasonable particle position measurements. Since the distance to the electron detector is not really a concern, the location of the photon detector being only 20 mm off the beam...
needs special care. Accepting these numbers, a 3 meter long magnet with a B-field of 0.28 T (corresponding to $\int Bdl=0.84 \text{Tm}$) combined with a drift distance of 20 m ensures such minimal separations.

The dependence of the first term in eq.(8), $\frac{\Delta X_{edge}}{X_{edge} - X_{beam}}$, as a function of $L$ is displayed in Fig. 9 for three beam and laser energies.

![Figure 9: The first term of eq.(8) against drift distance $L$ for three beam and laser energies.](image)

Clearly, $\frac{\Delta X_{edge}}{X_{edge} - X_{beam}}$ does not strongly depend on $L$, especially for high energy lasers, provided the drift distance is at least 20 m. The dependence becomes somewhat more pronounced when the spot size of the beam at the detector plane is substantially larger than 50 µm assumed so far.

Since $A$ is proportional to the product $L \cdot \int Bdl$, it is totally equivalent to keep either $\int Bdl$ constant and to vary $L$ or the opposite. An increase of the B-field has however carefully studied because additional beam emittance dilution has to be limited.

Last not least, Fig. 10 shows the beam energy uncertainty $\frac{\Delta E_{beam}}{E_{beam}}$ as a function of $\Delta X_{edge}$, where $\Delta X_{edge}$ should be now understood as the total error of the electron edge position.

![Figure 10: Left: $\frac{\Delta E_{beam}}{E_{beam}}$ as a function of $\Delta X_{edge}$ for three laser energies. Right: zoom of the left-hand figure for two laser energies. The horizontal line indicates the precision limit of a 100 ppm beam energy error.](image)

The left part of Fig. 10 reveals that using a CO$_2$ laser $\frac{\Delta E_{beam}}{E_{beam}}$ rises strongly with increasing $\Delta X_{edge}$. But more important is the error of the beam energy at $\Delta X_{edge} = 0$,
i.e. for perfect edge position information. This error exceeds $10^{-4}$, respectively, 100 parts per million (ppm), which means a CO$_2$ laser should not be considered as an option for the proposed Compton spectrometer. Employing an Nd:YAG infrared or green laser is much more suitable as seen in the right-hand side of Fig. 10. In particular, for an infrared laser ($\omega_0 = 1.165$ eV) a 6 $\mu$m uncertainty on $\Delta X_{\text{edge}}$ provides a beam energy uncertainty of 66 ppm. To keep the uncertainty of the incident energy at 100 ppm, $\Delta X_{\text{edge}}$ has to be known with 10 $\mu$m. A green laser ($\omega_0 = 2.33$ eV) allows somewhat to relax this constraint.

Tab. 1 summarizes, for a laser with $\omega = 1.165$eV, the individual error terms of eq.(8) utilizing a spectrometer magnet with 1 mrad beam bending power. The uncertainties shown assume for $\Delta X_{\text{edge}}$, $\Delta X_{\text{beam}}$ and $\Delta X_0$ 6 $\mu$m, 1 $\mu$m and 1 $\mu$m, respectively.

<table>
<thead>
<tr>
<th>Beam Energy (GeV)</th>
<th>50</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance L (m)</td>
<td>25</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>$\frac{X_{\text{edge}}}{X_{\text{beam}}} - \frac{\Delta X_{\text{edge}}}{X_{\text{edge}}}$ (ppm)</td>
<td>79</td>
<td>68</td>
<td>46</td>
</tr>
<tr>
<td>$\frac{X_{\text{edge}}}{X_{\text{beam}}} - \frac{\Delta X_{\text{beam}}}{X_{\text{beam}}}$ (ppm)</td>
<td>80</td>
<td>40</td>
<td>46</td>
</tr>
<tr>
<td>$\frac{\Delta X_0}{X_{\text{beam}}}$ (ppm)</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
</tbody>
</table>

At $E_{\text{beam}} = 50$ GeV, accuracy of the beam energy results to 119 ppm for $L = 25$ m, whereas it is reduced to 66 ppm at 250 GeV beam energy. These numbers show that as long as $L$ is larger or close to 25 m no restrictions would exist to perform beam energy measurements with 100 ppm or better precision. Furthermore, drift distances of $L \geq 25$ m also ensure sufficient large separation of the Compton backscattered photons from the beamline.

### 3.2 Possible locations within the BDS

Although the today’s beam delivery system [7] is believed to be further developed within the next years, basic properties are assumed to be unchanged. We propose three alternatives for possible locations of the Compton spectrometer, but keeping major design parameters unaltered.

An overall view of the BDS is shown in Fig. 11, where also potential locations for the Compton spectrometer are indicated.

Common to all alternatives is the demand to locate the spectrometer upstream of the energy collimation system$^b$ in order to avoid large background (muons) excess to the expected background from normal collimation losses [8].

The straight-forward approach suggests to locate the spectrometer into a sufficient free-space region within the BDS. The amount of space needed, of the order of 60-70 m, is determined by the 25 m long drift space together with the spectrometer magnet plus at least two ancillary magnets to compensate the bending of the spectrometer dipole and the drift spaces between them. Very upstream of the $e^+e^-$ IP, such free space exists, see Fig. 11. Whether however the addition of new bends increases the beam emittance to non-tolerable values has to be checked. First estimates indicate an emittance dilution of about 0.5% for a 250 GeV beam.

$^b$This system performs efficient removal of halo particles which lie outside the acceptable range of energy spread.
A suitable alternative for the spectrometer location consists in employing magnets of the present BDS for the spectrometer. At the beginning of the energy collimation section (see Fig. 11) several magnets\(^c\) might be combined to provide the desired bending power. In particular, such a combination of magnets would provide sufficient particle separation if the laser IP is e.g. located before the magnet marked in Fig 11. After passing magnet 6 in the chain, separation between Compton backscattered \(\gamma\)-rays and the beamline becomes 18 mm, while the distance of the beamline to the edge electrons, being laser dependent, is 98 mm for an infrared laser \((\omega_0 = 1.165 \text{ eV})\). Thus, by locating the detector close to magnet 7 convenient position measurements for all particle species can be performed. Since this alternative does not require additional magnets, any further beam emittance growth is a priori avoided. However, the aperture of the magnets integrated into the system has to be continuously increased towards the bending direction allowing the edge electrons to pass in B-fields with properties as demanded. For example, at the exit of magnet 6 the uniformity of the B-field should extend up to about 100 mm in the bending direction.

The third option for a Compton spectrometer location consists in employing the magnetic chicane proposed for high energy polarization measurements [9]. In particular, the four magnets of the polarimeter chicane with its laser IP in the mid-point is proposed to be supplemented by a second IP for \(E_{\text{beam}}\) measurements, which is either located upstream of the first magnet or in between the first and second magnet. However, whether both measurements can be merged into one common concept needs dedicated studies.

\(^c\)Each magnet has a B-field of 291.68 Gauss, a length of 2.4 m and space in between of 12.3 m.
4 Summary

The BPM-based energy spectrometer [2] now under investigation is considered as the primary tool for accurate ILC beam energy monitoring. But experiences from LEP and SLD emphasize that more than one technique should be employed for precise determination and cross-calibration of absolute energy data is mandatory. Therefore, a new approach to perform beam energy measurements is suggested in this study. A spectrometer utilizing Compton backscattering of laser light on beam electrons seems to provide precisions for $E_{\text{beam}}$ of $10^{-4}$ or better, on a bunch-to-bunch basis without beam disruption. Properties of such a spectrometer are discussed with the conclusion that no serious performance limitations are visible.

More details on the proposed Compton energy spectrometer will appear in a forthcoming paper [10].
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The main physics programme of the International Linear Collider (ILC) requires a measurement of the beam energy with a relative precision of $10^{-4}$ or better. To achieve this goal a spectrometer using high resolution beam position monitors (BPM) and accurately monitored bending magnets has been proposed. A prototype spectrometer chicane using 4 dipoles is now commissioned in End Station A (ESA) at SLAC, intending to demonstrate the required stability of this method and investigate possible systematic effects and operational issues. In this contribution we will describe the experimental setup for this ESA test experiment (T-474/491), which has been finalised during two runs in 2007, and present results from the BPM commissioning runs in 2006.

1 Introduction

The design of the International Linear Collider is driven by the broad precision physics programme of electroweak, Higgs, QCD and possible SUSY measurements. The uncertainty on the energy of the colliding electron and positron bunches contributes directly to the systematic error on e.g. top quark $W$ and Higgs masses \cite{2}, making a precise energy measurement of the beam of crucial importance. At LEP2, an energy spectrometer was successfully commissioned, achieving an accuracy of $1.9 \times 10^{-4}$ \cite{3}. Dipoles in the bending sections of the storage ring were used to induce a deflection of the lepton beam. With accurate knowledge of the total integrated field of these bending magnets together with a measurement of the deflection itself, one can derive the energy of the beam. The ILC energy spectrometer has similar design requirements in terms of accuracy, however to limit the emittance growth due to synchrotron radiation in the beam delivery system, the introduced dispersion in the spectrometer chicane has been restricted to 5 mm. Also, at the ILC the measurement has to be done in a single shot. High resolution RF cavity BPM systems are therefore preferred to strip-line or button BPMs as these can achieve resolutions well below a micron \cite{4}, needed for a precision energy measurement.

As a proof of principle, a test beam experiment (T-474/491) was proposed \cite{5} at ESA at the Stanford Linear Accelerator Center (SLAC), focusing on studying the achievability and
more importantly the stability and systematics of this type of energy measurement in a linac. The aim is to identify operational issues and provide practical guidelines for constructing the ILC energy spectrometer.

End Station A provides an ideal facility for ILC test experiments. It features a 28.5 GeV electron beam with a bunch charge of $1.6 \times 10^{10}$, an energy spread of 0.15%, a repetition rate of 10 Hz and a nominal bunch length of about 500 $\mu$m, all (except energy) similar to the ILC baseline specifications. The incoming beam orbit is stabilised both in horizontal and vertical planes using a feedback system consisting of 4 RF cavity BPMs as well as 4 corrector magnets equipped with trim coils. These trim coils can also be used for a rough calibration of the BPM system.

2 Experimental setup

The T-474/491 experiment started in 2006 with two BPM commissioning runs and was extended with the full spectrometer chicane during two runs in 2007. The experimental setup as of July 2007 is depicted in figure 1. The BPM system consists of different S-band cavity BPMs, all having resonant frequencies of about 2.9 GHz. BPMs 3, 4 and 5 are prototype BPMs for the ILC main linac [6] and are cylindrical cavities with a waveguide coupling system providing signals for both horizontal and vertical planes. They are designed to minimise the coupling of modes other than the position sensitive dipole mode. BPMs 1 and 2 and the triplet 9,10,11 are old SLAC rectangular cavities. BPM 7 is a new prototype which has been designed specifically for ILC energy spectrometer purposes in terms of mode suppression, resolution and decay time. The raw RF signals coming from the cavities were put through a system of filters and amplifiers and were down-mixed to about 83 MHz and 23 MHz in case of the BPM7 prototype. The resulting waveforms were digitised using 14 bit 119 MS/s sampling ADCs. Further extraction of the position and tilt information was done using algorithms in software [7], [4]. Both BPM4 and BPM7 are placed on their own 2D precision mover system for both calibration and tracking the beam when operating the chicane as the dynamic range of the BPMs is limited to about $\pm 1$ mm.

The chicane is formed by four 94 cm long dipole magnets. Their characteristics were studied during a measurement campaign [8] at the SLAC magnetic measurement facility. The field integral for all 4 magnets was found to be uniform at the $10^{-4}$ level over $\pm 15$ mm.
horizontally from the magnet central axis and they are monitored during data taking by NMR probes. The induced fields of about 0.115 T cause a horizontal translation of the 28.5 GeV beam of roughly 5 mm at the centre of the chicane.

Compared to the two runs in 2006, various hardware upgrades were implemented to better understand the systematic effects that were observed during the BPM commissioning (see below). A calibration tone system in which the BPM processor electronics were fed in between machine pulses with a triggered, constant level tone was deployed, so it became possible to monitor gain drifts in the electronics, e.g. due to temperature variations. Two BPMs at high dispersion points (500 mm) in the ESA extraction line were commissioned along with charge-sensitive toroids for event-level monitoring of the beam energy and bunch charge. Furthermore, two Helmholtz coils were installed, enabling us to perform fast calibrations for the BPM system. An interferometer that was already present for the 2006 runs has been relocated to monitor the horizontal mechanical stability of the BPMs at the centre of the chicane as well as one BPM in front of the chicane.

3 Analysis results

Analysis is nearing completion for the BPM commissioning runs in 2006. First of all the resolution of the individual BPMs was assessed and more importantly the precision of the orbit reconstruction, which is of fundamental importance for the energy measurement. The resolution of a BPM is essentially the minimum change in beam position which the BPM can detect in one pulse. Table 1 shows the resolutions for data run 1421. They are defined here as the Gaussian spread of the distribution of the residual offset from the predicted beam position obtained by a linear regression analysis within a triplet or using the entire orbit. For all but BPMs 1 and 2, sub-micron resolutions were measured as well as for the orbit. This meets our requirement for spectrometer studies.

What is more important for the operation of the ILC spectrometer is the stability of this measurement. Temperature and other environmental effects can affect for example the amplitude and phase response of the processing electronics or change the physical shape of the cavity. Ground motion can affect the mechanical stability of the system, rendering the orbit determination less accurate. Results from an hour long measurement of the resolution and the stability of the orbit are shown in figure 2. Even though the resolution itself does not appear to change drastically over the course of an hour, the residual offset itself does. Understanding these drifts was the underlying motivation for installing the calibration tone system discussed above.

During the March 2007 run, the full chicane was com-

<table>
<thead>
<tr>
<th>BPM</th>
<th>$\sigma_x$</th>
<th>$\sigma_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>2.53 $\mu$m</td>
<td>4.15 $\mu$m</td>
</tr>
<tr>
<td>3, 4, 5</td>
<td>0.69 $\mu$m</td>
<td>0.61 $\mu$m</td>
</tr>
<tr>
<td>9, 10, 11</td>
<td>0.25 $\mu$m</td>
<td>0.31 $\mu$m</td>
</tr>
<tr>
<td>Orbit</td>
<td>0.73 $\mu$m</td>
<td>0.91 $\mu$m</td>
</tr>
</tbody>
</table>

Table 1: The resolution of the BPM stations and orbit reconstruction (run 1421), where we have taken BPMs 1 and 2 and BPMs 9-11 to predict the position in BPM 3.

Figure 2: The resolution and residual stability over an hour.
missioned and some first spectrometer data was taken. Figure 3 shows an energy feedback scan in 50 MeV steps, as seen by the spectrometer chicane. Preliminary analysis of this data shows an encouraging energy resolution of about 6.6 MeV or about 230 ppm [8]. Detailed systematic and stability analysis with the extensive data set taken in July is in progress.

4 Summary

The energy spectrometer test experiment (T474/491) at SLAC’s End Station A is now fully commissioned and has taken its first good spectrometer data during two runs in 2007. The analysis of the data taken during two BPM commissioning runs in 2006 is approaching completion. So far, we already demonstrated sub-micron precision of the orbit reconstruction with systematic drifts of about 1 μm over the course of an hour. This corresponds to a drift of 200 ppm on the energy measurement. In-depth understanding of the nature of these systematics is now possible thanks to hardware upgrades such as a calibration tone system and an interferometer. The analysis of the data taken during the 2007 March and July runs, will provide a “proof of principle” for an ILC BPM-based spectrometer.
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Trigger/Data Acquisition Issues
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This paper summarizes the current Trigger and Data Acquisition view of the four detector concepts of the worldwide study of the International Linear Collider (ILC) study group. First, a better knowledge of the ILC physics and machine event backgrounds and data bandwidths of the various sub-detectors will give the size of the full data flow of the read out system. Second, the concept of 'Software Trigger' architecture with its consequences on the read-out electronics designs under development is discussed. Third, some preliminary ideas for the event selection and analysis will be presented. Finally, a generic architecture model of the DAQ system uniform across each concept will be presented with a possible implementation based on ATCA.

1 Introduction

1.1 The Machine parameters and conditions

The ILC machine consists of two separate independent linear superconducting electrons accelerators of 16 km long with an energy of 500 Gev/c to 1Tev/c maximum and a luminosity up to $2 \times 10^{34} \text{cm}^{-2} \text{s}^{-1}$.

In contrast to currently operated or built colliders, such as HERA, Tevatron or LHC, which have a continuous rate of equidistant bunch crossings the ILC has a pulsed operation mode. For the nominal parameter set [7] the ILC will have

- $\sim 3000$ bunch crossings in about 1ms,
- $300$ ns between bunch crossings inside a bunch train
- $\sim 200$ ms without collisions between bunch trains.

This operation mode results in a burst of collisions at a rate of $\sim 3$MHz over 1ms followed by 200ms without any interaction. The integrated collision rate of 15 kHz is moderate compared to the LHC and corresponds to the expected event building rate for the LHC experiments. One or two interaction points (IP) are foreseen. The size of the beam at the Interaction Point will be few $\mu$m needs a rapid feedback between each bunch train to optimize the luminosity.

1.2 Experimental features and detectors requirements

The ILC machine is a precision machine complementarily to LHC which is a discovery one. The physics goals require higher precision in jet and momentum resolution and better impact parameter resolution than any other collider detector built so far. As a consequence, ILC should strive to do physics with all final states by measuring charged particles in jets more precisely (the ‘Particle flow’ paradigm in calorimeters), with a good separation of charged and neutrals. Jets & leptons are the fundamental quanta of the signature of a physics process to be selected and recorded in any HEP detector. Compared to previous $e^+e^-$ experiments at LEP for example, they must be identified and measured well enough to discriminate between $Z$’s, $W$’s, $H$’s, Top, and new states. This requires a non-trivial task improving jet resolution...
by a factor of two. Charged Particle tracking detectors must precisely measure 500 GeV/c leptons for Higgs recoil studies. This requires 10 times better momentum resolution than LEP/SLC detectors and 1/3 better on the Impact Parameter of SLD! To catch multi-jet final states (e.g. t-thbar H has 8 jets), need real 4\pi solid angle coverage with full detector capability. Never been done such hermiticity and granularity! Compared to LHC, its looks less demanding. ILC Detector doesn’t have to cope with multiple minimum bias events per crossing, high rate triggering for needles in haystacks, radiation hardness, hence many more technologies available, where better intrinsic performance is possible. But ILC detectors does have to cover full solid angle, record all the available CM energy, measure jets and charged tracks with unparalleled precision, measure beam energy and energy spread, differential luminosity, and polarization, and tag all vertices, hence better performance and more technology development is needed. This improved accuracy can only be achieved by a substantial bigger number of readout channels.

1.3 Trigger and Data Acquisition requirements

As outlined in all 4 detector concept studies [1,2,3,4] the data acquisition (DAQ) system of a detector at the ILC has to fulfill the needs of a high luminosity, high precision experiment without compromising on rare or yet unknown physics processes. Although the maximum expected physics rate, of the order of a few kHz, is small compared to the most recent hadrons colliders, Peak rates within a bunch train may reach several MHz due to the bunched operation. In addition the ILC physics goals require higher precision in jet and momentum resolution and better impact parameter resolution than any other collider detector built so far. This improved accuracy can only be achieved by a substantial bigger number of readout channels.

![L1 Rate vs Event Size](image)

Fig. 1. Data rate and volume compared to previous and present large collider experiment
Taking advantage of the bunched operations mode at the ILC, event building without a hardware trigger, followed by a software based event selection was proposed [5] and has been adopted by all detector concept studies. This will assure the needed flexibility, scalability and will be able to cope with the expected complexity of the physics and detector data without compromising on efficiency.

<table>
<thead>
<tr>
<th>Subdetector</th>
<th>LHC</th>
<th>ILC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixels</td>
<td>150 M</td>
<td>1 to 10 G</td>
</tr>
<tr>
<td>Microstrips</td>
<td>10 M</td>
<td>30 M</td>
</tr>
<tr>
<td>Fine grain tracker</td>
<td>400 K</td>
<td>1,5 M</td>
</tr>
<tr>
<td>Calorimeters</td>
<td>200 K</td>
<td>30 to 100 M</td>
</tr>
</tbody>
</table>

The increasing numbers of readout channels for the ILC detectors will require signal processing and data compression already at the detector electronics level as well as high bandwidth for the event building network to cope with the data flow. The currently built LHC experiments have up to $10^8$ front-end readout channels and an event building rate of a few kHz, moving data with up to 500 Gbit/s [6]. The proposed DAQ system will be less demanding in terms of data throughput although the number of readout channels is likely to be a factor of 10 larger. The rapid development of fast network infrastructures and high performance computing technologies, as well as the higher integration and lower power consumption of electronic components are essential ingredients for this data acquisition system. Furthermore it turned out that for such large systems a restriction to standardized components is vital to achieve maintainability at an affordable effort, requiring commodity hardware and industry standards to be used wherever possible. Details of the data acquisition system depend to a large extent on the final design of the different sub detector electronic components, most of which are not fully defined to date. Therefore the DAQ system presented here will be rather conceptual, highlighting some key points to be addressed in the coming years.

## 2 Conceptual architecture

### 2.1 Software Trigger

The burst structure of the collisions at the ILC immediately leads to the suggested DAQ system:

- dead time free pipeline of 1 ms,
- no hardware trigger,
- front-end pipeline readout within 200 ms and event selection by software.

The high granularity of the detector and the roughly 3000 collisions in 1 ms still require a substantial bandwidth to read the data in time before the next bunch train. To achieve this, the detector front end readout has to perform zero suppression and data condensation as much as possible. Due to the high granularity it is mandatory to have multiplexing of many channels into a few optic fibers to avoid a large number of readout cables, and hence reduce dead material and gaps in the detector as much as possible.
2.2 Data Read Out and collection

The data of the full detector will be read out via an event building network for all bunch crossings in one train. After the readout, the data of a complete train will be situated in a single processing node. The event selection will be performed on this node based on the full event information and bunches of interest will be defined. The data of these bunches of interest will then be stored for further physics analysis as well as for calibration, cross checks and detector monitoring. Figure 1 shows a conceptual diagram of the proposed data flow.

A programmable interface to the front end readout, the event data buffer which will allow storing data of several trains and the standardized network interface to the central DAQ system.

The programmable interface should enable one common type of readout unit to adapt to the detector specific front end designs. To allow for variations in the readout timing to more than 200 ms the readout units could be equipped with event data buffers with multiple train capacity. The full event is built via the event building network into a single data processing node which will perform final data processing, extract and apply online calibration constants and will select the data for permanent storage.

In the data processing node the complete data of all bunch crossings within a train will be available for event processing. Distributing data of one train over several processing nodes should be avoided because sub detectors such as the vertex detector or the TPC will have overlapping signals from consecutive bunch crossings and unnecessary duplication of data would be needed. Event selection is performed in these data processing nodes such that for each class of physics process a specific finder process will identify the bunch crossings which contain event candidates and mark them as 'bunches of interest'. All data for the 'bunches of interest' will be fully processed and finally stored permanently for the physics analysis later on. By using software event selection with the full data available, a maximum event finding efficiency and the best possible flexibility in case of unforeseen conditions or physics processes is ensured. The best strategy for applying these finders and processing the data, depends on the topology of the physics processes to be selected and their background processes. This has to be further studied and optimized based on full Monte Carlo simulations.

Fig. 2. Data flow and software trigger concept.
Several trains will be built and processed in parallel in a farm of data processing nodes and buffering in the interface readout units will allow for fluctuations in the processing time.

Using commodity components like PCs and standardized network components allows for the scaling of the processing power or network bandwidth according to the demands. The use of off-the-shelf technology for the network and the computing units will ease maintainability and allow to profit from the rapid development in this area. The DAQ system will also profit from the use of a common operating system, for example Linux, and high level programming languages already at the event building and event finding stage, making the separation of on-line and off-line code obsolete and therefore avoid the need to rewrite, and debug, code for on-line or off-line purposes. This results in a more efficient use of the common resources.

3 Systems boundaries

3.1 Detector front end electronics

The amount of data volume to be collected by the DAQ system is dominated by pair background from the machine. Simulations for the nominal ILC parameters [7] at $E_{cm}=500\,\text{GeV}$ for the LDC [2] show in the vertex detector 455, 189 and 99 hits per bunch crossing for layer 1, 2 and 3 respectively. In the TPC volume roughly 18000 hits are produced. Similar studies for the other concepts confirm the high background near the beam pipe. Except for the inner layers of the vertex detector the occupancy for a full train imposes no constraints onto the readout scheme. For the inner vertex detector layers the data has to be read out during the train to keep the hit density low enough not to compromise on the tracking performance. For the SiD main tracker the ability for bunch identification to reduce the background especially in the forward region is studied.

For the SiW based ECAL systems the high granularity requires large multiplexing on the front end detectors with an adequate multi hit capability and efficient hit detection or zero suppression. Single chips with hit detection, charge and time digitization and multi hit storage capacity for up to 2048 channels were proposed by several groups. For the TPC novel readout technologies are developed with reduced ion feedback to allow for...
a gateless operation with sufficient gas amplification for a period of 1ms. The electronic noise of the front end systems or the detectors themselves is a third, possibly very dangerous, source of data volume in a trigger less system and has to be sufficiently under control or be suppressed by the front end data processing.

The high granularity of the detector systems and the increased integration of electronic at the detector front end, will result in large power dissipations. To avoid excessive cooling needs, all detector systems investigate the possibility of reducing the power at the front end electronics by switching power off between trains (power cycling). This has to be balanced against power up effects, the readout time needed between trains and the ability to collect data between trains for calibration purposes, e.g. cosmic muon tracks.

### 3.2 Machine Interface

The machine operation parameters and beam conditions are vital input for the high precision physics analysis and will therefore be needed alongside the detector data. Since the amount of data and time structure of this data is similar, a common data acquisition system and data storage model should be used. Up to now very little has happened to integrate the DAQ for the beam delivery system into the physics data flow. It is mainly assumed that integration of parts or all of the machine parameters should be straight forward due to the programmable interface units and the network based structure of the DAQ system.

### 3.3 Detector Control and Monitoring

The data acquisition and its operation is closely coupled to the detector status and detector conditions, as well as the machine conditions. Hence it is proposed that the detector slow control and the conditions monitoring is tightly linked to the DAQ system by an overall experiment control system.
For detector commissioning and calibration, the DAQ system has to allow for partial detector readout as well as local DAQ runs for many sub-components in parallel. The DAQ system has to be designed such that parts of a detector component or complete detector components can be excluded from the readout or be operated in local or test modes without disturbing the physics data taking of the remaining parts.

3.4 On - Off line boundaries

The notion of ON line and OFF line analysis is now completely obsolete due to the progress of hardware and software technologies (FPGA’s, memories, processor, network bandwidth, embedded algorithms…). The figure 6 presents a possible integrated computing model.
To benefit from the online software event selection an accurate online calibration is needed. Strategies for calibrating and monitoring the detector performance as well as efficient filter strategies have to be worked out. Simulation studies will be needed in the coming years to prepare this in more detail.

3.5 Global Detector Networking

The ILC as well as the detector will be operated by truly worldwide collaborations with participants around the world. The global accelerator network (GAN) and global detector network (GDN) has been proposed to operate both the machine and the detector remotely by the participating sites. This in turn requires that the data acquisition system, as well as the detector control, be designed with remote control and monitoring features built in from the start.

4 Issues and Outlook

Although for the main DAQ system commodity components some generic R&D is needed to prepare the decisions. A DAQ pilot project should be planned to serve as a frame for R&D on the front end readout uniform interface, the machine and detector DAQ interface, detector slow control issues, online calibration and event selection strategies. Recent developments on data collection technology (for example ATCA [8]) should be followed and if possible explored to gain the necessary experience needed for the final DAQ technology choice. In addition some architectural and technical studies should be made soon like the integration of a cosmic trigger that has been proven to be very useful for debugging purpose in the past during the commissioning phase. However, the compatibility with the power cycling scheme should be studied. The clock system, machine synchronization and timing distribution is another field of technical investigation. The experience of LHC could be useful. Finally, a common work between the machine control group is foreseen on the subjects like ATCA and GAN. The figures presented in this report are presentation slides available on ref [10]. I would like to thanks Dr. Gunter Eckerlin from DESY for its contribution and useful discussions .we had together.
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The DAQ for the EUDET pixel telescope
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The EUDET pixel telescope [4] needs a flexible and performant data acquisition system (DAQ). Data throughput at raw data level is high and even demanding after data reduction. The integration of devices under test is provided at different levels and easy for the user. The DAQ system presented is platform independent, lightweight but scalable and outputs data as lcio streams for the ILC software framework.

1 Introduction

The EUDET pixel telescope consists in its current implementation of up to 6 planes of monolithic active pixel sensors of 256x256 pixels with a single point resolution of 2 to 3 µm. It provides a testbench for different pixel sensor technologies and provides seamless integration of devices under tests (DUT). While in raw data taking mode, a data size of up to 2.4 MB per event is reached. So even at low trigger rates of a few Hertz, the DAQ system must assure a data throughput of some tens of megabytes per second and higher trigger rates would be difficult to achieve. Thus, the DAQ for the pixel telescope provides a data compression at the hardware level, reducing data to about 50 kB per event.

2 DAQ overview

Figure 1 shows a sketch of the components of the data acquisition. The data from the sensors is read via frontend boards and then transferred to an intermediate readout and data reduction board (EUDRB [5]), where the data can be compressed. A MVME6100 then collects the data of different EUDRBs inside a VME64x crate. The data is then sent to the main DAQ PC via gigabit ethernet. This PC also collects the information from the trigger logic unit (TLU, see Section 4) and eventually from the device under test.

Different scenarios for the integration of DUTs are foreseen:

- Integration at hardware level: This needs a special purpose hardware interface that should be able to read out the telescope sensors and the DUT as well. While the EUDRB implements this possibility, this approach is only feasible for very dedicated DUTs.

- Integration at software level: The DUTs will provide their own DAQ hardware, but the data will then be treated by a common DAQ software. This approach will eventually be used for some dedicated DUTs, but requests a lot of manpower from the EUDET collaboration.

*For the EUDET Collaboration
• Integration at data level: Both the beam telescope and the DUT use their own dedicated hardware and software, and the data streams are combined online by inter process communication. The synchronization of events and the configuration of the different devices during start-up can be difficult in this scenario.

• Integration at trigger level (Figure 2): This will be the default scenario. Different hardware and software can be used for the beam telescope and the DUT. The synchronization of the events is done via a simple trigger, busy and reset logic provided by the TLU and the events are combined off-line. To avoid slippage of event numbers between the DUT and the beam telescope, the TLU can provide a dedicated event number, to be read out by the DUT as well, thus guaranteeing a perfect match between an event from the telescope and the DUT.

3 The EUDRB

The data reduction and readout board (EUDRB) that has been developed by INFN Ferrara/Milano is described in detail in [5]. It collects the data from the frontend boards and has the following features:

• 20 MHz readout of 4 parallel input chains,
• Altera FPGA running at up to 80 MHz,
• independent daughter boards for analog and digital input,
• SRAM memory with space for 1 million 48-bit-long words for the readout of up to 3 frames in succession,
• on board zero suppression algorithm and
• a readout either by USB 2.0 or VME64x, offering maximum flexibility.

In addition, the EUDRB allows to clock out the event number from the TLU and store it in the event data.

4 The trigger logic unit (TLU)

For the data integration at trigger level, the University of Bristol has developed a dedicated trigger logic unit for EUDET [6]. It is based around an off-the-shelf FPGA board. It has LVDS and/or TTL interfaces to the beam-telescope readout and any DUTs, PMT signal and/or NIM level signal interfaces to the beam-trigger and a USB interface to the DAQ. The data handshake between TLU and the DUT can be done in a simplified trigger/busy/reset mode or in a more sophisticated trigger data handshake, where the event number is clocked out by the DUT. The TLU is controlled and configured via an USB interface. Over the USB, additional information like the event timestamp and internal scalers is available.
5 The data acquisition software framework

The software framework for the data acquisition is constructed around a global run control and interprocess communication using sockets. A sketch of the different processes is shown in Figure 3. Producer tasks connect to the hardware of the beam telescope, to the TLU and eventually to a DUT in case of its full integration at software level. Data is sent from the producers to a central data collector and can be monitored by different processes. Control messages and status informations are sent to the logger process.

The software framework has been written platform independent. In the current, the beam-telescope producer runs on a Power-PC VME CPU under Linux, the TLU producer on a PC with Linux and the main run control, monitoring and logging under MacOSX. Windows systems are currently not used but supported using cygwin. Incoming data is stored on a 2 TB RAID 10 disk array and transferred to the GRID for conversion to lcio format and data analysis using the ILC software framework.

6 Summary

A competitive DAQ system has been developed for the EUDET beam-telescope. Ease-of-use and platform independence for users of the telescope has been a main issue. The DAQ has been used successfully in testbeams at DESY and CERN in summer 2007 and will be further improved for upcoming tests. A full data chain from the readout of the pixel sensors up to the storage on the GRID has been established.
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Figure 3: Interprocess communication of the DAQ software framework
Prototype DAQ for Calorimetry at Future ILC Experiments

David Bailey\textsuperscript{1} for CALICE-UK\textsuperscript{*}

\textsuperscript{1} – School of Physics and Astronomy, University of Manchester, Oxford Road, Manchester M13 9PL

CALICE-UK are developing a prototype data-acquisition (DAQ) system for calorimeters at future ILC experiments. This DAQ system will be implemented using FPGAs and built using commodity components and networking hardware. The EUDET ECAL technical prototype will be used to demonstrate the feasibility of this approach. The design philosophy is presented, along with a possible implementation using PCI-express cards mounted in PCs, which act as data receivers and network interfaces.

Introduction

One of the most challenging aspects of calorimetry at the ILC is to successfully implement particle flow. This technique is the leading candidate to achieve the required excellent jet energy resolution vital to exploit the physics potential of the machine. The key to successful particle flow is a highly granular calorimeter, allowing the clean separation of showers from individual particles – in essence a tracking calorimeter. This approach leads to the requirement to handle very large quantities of data from the many readout channels.

The beam structure of the ILC, with a bunch train of 1 ms duration followed by a quiet gap of 200 ms, requires the detector readout electronics to digitise and time-stamp and buffer data from each bunch crossing during the bunch train and then read out the entire data sample during the inter-train gap with no triggering. All event classification and selection will be performed quasi-online by processor farms, so the main task of the DAQ is to send the data to mass-storage with no deadtime. It is also vital that no data be lost through buffer overflows or congestion in the network. Figure 1 shows the philosophy of the DAQ design.

Due to the very high number of readout channels and the necessity to minimise costs it is highly desirable to use commodity components wherever possible instead of developing bespoke solutions. This naturally leads to using powerful FPGAs and standard networking protocols as the building blocks of the DAQ system. Prototypes have been built using commercial FPGA development boards to receive data over Ethernet and store it to disk over PCI-express. Strategies for sending the data over a standard Ethernet-based network have also been investigated.

\textsuperscript{*} This work is supported by the STFC and also by the Commission of the European Communities under the 6\textsuperscript{th} Framework Programme Structuring the European Research Area, contract number RII3-026126.
The Front End

The detector signals are buffered and digitised by the Very Front End (VFE) ASICs. The interface to the VFE and DAQ system is provided by a sub-detector specific interface (DIF) board. This has been prototyped using a Xilinx Spartan FPGA development board. The VFE ASICs along the so called ECAL “slab” are emulated in FPGAs, allowing the development of the necessary control signals in the DIF. The DAQ interface is currently USB or Ethernet for simplicity of testing. Figure 2 shows the prototype system under test in Cambridge. It is anticipated that the production DIF will have a high-speed, bi-directional serial link to the DAQ and a connection to a neighbouring DIF for redundancy in case of failure of the primary DAQ link. The link to the DAQ must be shielded and the current implementation is envisages using HDMI cables to carry the serial data and a clock as they are compact, readily available and can be made halogen-free. It may also be possible to add a prompt signal, carried on spare conductors in the HDMI cable, to inject test triggers or provide an input for a cosmic trigger.

It is envisaged that all the serial links will be encoded using 8B10B over LVDS.

DAQ System

A schematic of the on-detector DAQ system is shown in Figure 3. The first-level data concentrator (LDA in the figure) provides synchronous clock and control information to a number of DIFs. It also aggregates the data from the same DIFs. The redundant DIF-DIF connection is also shown. It provides a surrogate serial link for readout and a clock.

The LDAs buffer and frame the data for transmission over long, optical links to the off-detector receiver infrastructure. The downstream (off detector) links need not be synchronous with the accelerator clock as meta-data will be added to the data stream so that it is completely self-describing. Depending on where the external clocks are connected to the DAQ system, it may be necessary for the upstream (i.e. to the detector) to be synchronous, fixed latency serial links. Regardless of this requirement on the off-detector links, all the LDA-DIF serial links must be synchronous and of fixed latency to ensure the concurrent arrival of control signals at the VFE electronics. The complete DAQ system is
shown schematically in Figure 4. Since all the sub-detector-specific control signals are generated by the DIF electronics, the entire DAQ chain from the DIF links to the off-detector infrastructure can be common between all components (subject to readout rate requirements) allowing commoditisation.

The off detector receiver (ODR) has been prototyped on a Xilinx Virtex4 development board supplied by PLDAApplications [1]. A complete gigabit Ethernet layer has been implemented in the FPGA, capable of driving both optical and copper physical layers through the on-board SFP cages. This Ethernet capability has been used to investigate the data transfer rates over PCI-express from the card to disk and also to evaluate efficient network protocols to transfer data direct from the cards into packet-based networks [2]. At present the ODR is implemented using an FPGA on an PCI-express card, however if the ILC machine control infrastructure chooses to standardise on a crate-based system, such as ATCA, it would be possible to move the ODR systems to that infrastructure with minimal modification due to the use of standard network and interconnection protocols for data transmission.

The performance of the prototype ODR has been investigated using the Ethernet interface to provide an input data stream which is then subsequently written to the disk of the host PC. An example of the data-transfer rates to disk is shown in Figure 5.

**Summary**

CALICE-UK are prototyping the major components of a high-rate, scalable DAQ infrastructure that is based on readily available commodity commercial components. It will be used to read out the EUDET calorimeter technical prototypes.
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This note describes work on the data acquisition system for a calorimeter of the future International Linear Collider (ILC) within the CALICE collaboration. Focus is on options for the network, requirements of the clock, a potential bottle neck for the control data and a use case analysis of the software for the data acquisition system.

1 Introduction

The planned data acquisition system is developed within the EUDET project which is scalable to the data rates which will occur in the final calorimeter and therefore give input to the Technical Design Report of one of the detectors. The work is carried out within the CALICE-UK groups.

The current design of the data acquisition (DAQ) system distinguishes between the very front-end electronics (VFE), which is located on the detection slabs and consists of ASICs, and the front-end electronics (FE), which is located at the end of the detection slab and consists of a FPGA and control systems. The closest part of the FE to the VFE is the detector interface (DIF) which has to be customized to the choice of the detector type and the VFE choices. The DIF translates the data into a common format. Therefore any other FE component is independent of the choices of the detection layer. Several DIFs are connected to a link data aggregator (LDA) which sends the data over an optical link to the off detector receiver (ODR). The ODR is a PCI (Peripheral Component Interconnect) card within a DAQ PC from where the data will be saved to disk. It is estimated that the total data volume to be read out from the calorimeter is about 5 Gb or about 1 Mb per slab for one bunch train, i.e. about 5 Mb/s for a slab.

2 Network and Switching

Between the LDA and the ODR a fast network of optical cables is envisaged. In order to reduce the overall cost of the hardware the work on the network is focussed on testing options for a 10 Gb/s network. On the ODR side it has been successfully shown that high bandwidth usage of over 9 Gb/s using PCIe 10Gig cards from Myricom [1] can be performed. Tests with multiple 10 Gb/s transfers are ongoing. To simulate data transfers from the LDA to the ODR a FPGA based Ethernet system using RAW frames has been setup and successfully tested with bi-directional communications in a request-response mode. The plan is to study multiple receivers talking to more than one FPGA system.

The performance of dispatching and routing tasks of a network switch between the LDA and the ODR is investigated. The motivation is to have high data-taking efficiency. Because the transport format of the data needs to be customized in order to allow for clock and control data to be uploaded to the slab an optical switch needs to be used. A 16x16 fibre multi mode optical switch has been purchased from Polatis [2].
3 Clock

It is understood that a machine clock will be used which will be fed into the ODRs. The clock will then be distributed to the LDAs which then distributes the clock to the DIFs. In turn the DIFs distribute the clock to the VFE. For debugging and test purposes an interface of the machine clock to the LDAs and the DIFs needs to be introduced. A couple of constraints on the clock have been identified:

- The machine clock will be running at a frequency around 50 MHz with low jitter. The fast commands will be accurate to a period of the machine clock. This requires a fixed latency in the command channel.
- The ODR needs to be running on a frequency of 125 MHz due to the link specifications of the optical link connection between the ODR and the LDA.
- The LDA derives the machine clock with low jitter. It is estimated that a jitter less than 1 ns is needed for the detectors.
- The bunch spacing is about 320 ns which corresponds to 3.125 MHz. Therefore at the DIF the machine clock needs to be divided by a factor 16. Due to the long time between bunch trains it would be helpful to have a fast command which determines the bunch clock phase with respect to the machine clock.

4 Single Event Upset

A study of single event upsets (SEUs) is part of the study of the configuration data which need to be send to the FE. The study tries to identify bottle necks which could arise. SEUs can occur in the electronics if a particle (typically a neutron, proton or pion above a certain threshold energy about 20 MeV) traverses the electronics and generates enough electron-hole pairs in the active area of the silicon material such that a change in the state of the circuit occurs. Typically these changes can be reset in FPGAs and therefore SEUs do not lead to permanent damage. However in order to reset the FPGAs at a reasonable rate one needs to know the rate at which SEUs occur.

For this study detector simulations using PYTHIA and MOKKA with the TESLA design have been performed for physics events which occur frequently according to the TESLA TDR [3]. In this study WW, QCD and $\bar{t}t$ events were simulated. The particle spectra of particles traversing the ECAL front-end electronics were generated. It was shown that all of these simulations were dominated by QCD events.

It has been shown that the SEU rate arising from physics events with today’s FPGAs lies in the area to several days for today’s FPGAs in the TESLA ECAL. Thus requiring the FPGAs in the ECAL to be reset at a higher rate to mitigate these effects. It needs to be noted that this study only comprises physics events. The machine background has only been studied partially up to now.

The occupancy resulting from physics events of the ECAL barrel could be determined from the simulations. It is estimated to be $5 \times 10^{-4}$ per bunch train for physics events. The
occupancy is expected that this number will rise when you consider the machine background and noise. A linear collider note describing the study in more detail and adding radiation backgrounds is under development.

5 DAQ software

The requirements of the DAQ software for the technical calorimeter prototype within the EUDET project are currently discussed and use cases have been constructed. From the use cases it became clear that a state machine for the start and the close down of the DAQ needs to be used. The transitions need to take into account to check the status and the communication of the system, the configurations need to be distributed to the VFE before any data can be taken. It also needs to be noted that all of the checks and distributions of configurations need to be saved in a book keeping database.

A point of discussion is how to store the data. This depends on the data rate. Three scenarios have been envisaged: For data rates up to 200 Mb/s the data can be sent from a local disk on the DAQ PC to a central storage; for higher data rates a RAID array needs to be used; for data rates higher than about 1600 Mb/s the data can not be locally stored any more, but needs to be transferred in memory. Thus increasing the risk of failure of the data transfer. For the EUDET prototype an estimate has been made that the data rates of the DAQ will be about 400 Mb/s, however heavily depending on the detector and VFE choices.

6 Conclusion

In this note the design and development undertaken for the ILC calorimeter DAQ is presented. Special emphasis is put on the network, clock and configuration data as well as on the DAQ software. The ongoing research to provide a 10 Gb/s link solutions and an optical switch are described. The requirements for a clock system are discussed. An estimate for SEU rates deriving from physics events within the FE is given which is between about 40 days in the electromagnetic calorimeter of TESLA design. Concepts of use cases and the state machine for the DAQ software are discussed with the help of which a DAQ software will be designed.
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The Advanced Telecommunications Computing Architecture is a new industry open standard for electronics instrument modules and shelves being evaluated for the International Linear Collider (ILC). It is the first industrial standard designed for High Availability (HA). ILC availability simulations have shown clearly that the capabilities of ATCA are needed in order to achieve acceptable integrated luminosity. The ATCA architecture looks attractive for beam instruments and detector applications as well. This paper provides a brief overview of ongoing R&D including application of HA principles to power electronics systems.

1 The Case for High Availability in Accelerator Systems

Large accelerators and detectors are production machines that require huge investments in capital cost, operations and maintenance for a successful result. In economic terms, a non-functioning machine is wasting capital at an enormous rate. Accelerators are typically designed to operate for extended periods on a 24/7 basis, followed by a period of inactivity to allow maintenance and re-staging of experimental apparatus. Ideally, the machines should be designed to run for the mission period without interruption.

Such an ideal is rarely met although some modern synchrotron light sources come close. Large particle detectors have inherently high redundancy to tolerate loss of isolated channels without interruption. However, the ILC machine itself consists of two 10 km linacs pointed at each other in which every critical component on every pulse must operate flawlessly. Stored beam machines enjoy some immunity to problems that happen between beam fills, but the ILC is a single-shot machine in which the loss of any non-redundant component (single point of failure) will interrupt operation. The simulations have shown that if the ILC is built with current technologies, it will be operable only about 15% of the time. High Availability design for the ILC is therefore a necessity, not an option.

High Availability of a complete machine involves many strategies. A common example for linacs is to include active standby RF stations to maintain design beam energy in case one or more units fail in service. At the same time, it is necessary to have physical access to repair the broken stations while the machine keeps running on the standbys. This has led to a key element of the current baseline design of the ILC, namely a second parallel tunnel to contain all the support equipment which is totally accessible while the beam is on. Similar problems with power supply failures has led to an investigation of partial redundancy modular designs in which a single module out of N modules in a supply can fail and be replaced without interruption of operation.

In the case of instrumentation and controls, although these low power components tend to be more reliable, the sheer numbers demand an aggressive approach using partial redundancy
techniques and hot-swap repair strategies. Such designs require more intelligence to be built into the systems to detect and manage problems before they lead to machine interruption. The same intelligent diagnostics and platform management techniques need to be applied to all systems in the ILC.

Fortunately the ATCA system offers a huge advantage in a readily available industrially supported platform, as well as an example of features that can be copied to non-ATCA systems. The ILC R&D program intends to evaluate the platform for typical controls and instrumentation applications, many of which can be addressed with commercial off the shelf (COTS) components; while at the same time extending its capabilities to accommodate the high-performance circuitry peculiar to accelerators: Instruments such as sub-micron beam position monitors, highly integrated detector front ends, very high performance low level RF circuits for beam phase and timing control, and intelligent RF and DC power systems.

2 ATCA Features Summary

ATCA was invented by a large consortium of telecom providers under the PCI Industrial Computer Manufacturers Group (PICMG) which includes ~250 telecom, integrated circuit, modular instrument, shelf\textsuperscript{1} and rack manufacturers. The telecom business segment alone is estimated at $10B annually. Several telecom companies have announced that all future products will use this platform. Some labs have joined PICMG as Associate members in order to access all the standards as well as to potentially help develop features of interest to the physics community within the PICMG framework.

The loaded shelf is designed for availability of 0.99999, which it achieves by the partial redundancy of various components and a hot-swap feature. This corresponds to a downtime of 5 minutes per year. The key elements of a shelf are: 5-16 module slots; dual Shelf Manager cards to sense all operating conditions of all modules; backplane of 2.5 Gb/s serial connections between controller slots and all modules (typically star or dual star) or all modules to all modules (mesh); dual controllers; redundant 48V power supplies and redundant fans. The 48 volt bulk supply feeds all modules via individual lines so no power fault will take down the shelf. All secondary voltages are developed on each module which ensures future compatibility as chip voltages change in future. The shelf managers, controllers, application modules, power supplies and fans are all hot-swappable. Controllers and Shelf Managers are typically dual-redundant while power supplies and fans can be 1 of N redundant – in other words, able to operate with 1 of N sections failed, and hot-swappable so the shelf never has to be turned off to make the exchange.

The function of the Shelf Manager (SM) is to detect the health of any module in the shelf, monitor its current, voltages or temperature, disable its power if it malfunctions and signal the high level control systems to dispatch a repair person. Once there the person observes by a blue LED that the module needs replacement, makes the exchange which the SM detects and returns it to service.

A chief feature for Telecom is data throughput, since telephony consists of transmitting, receiving, routing and processing data, so the shelf is designed in full mesh mode to have a

\textsuperscript{1} Shelf is a term used by the Telco industry for the crate or sub-rack that has been more commonly used in research. Shelf will be used in this document to be consistent with other AdvancedTCA documents.
throughput of 2.5 Tb/s. This throughput will increase as the base speed of serial data transmission keeps increasing. Parallel processing speed is of great interest to the large particle detector community. At the same time, backplanes can be easily tailored to the more modest speeds of machine controls systems so bandwidth is not wasted. Figure 1 shows several versions of shelves.

![Figure 1: ATCA Shelf Options](image)

3 Mezzanine Modules and Micro-ATCA Shelves

Since the investment in an ATCA module is substantial and processing and logic chips evolve rapidly, PICMG has developed options so that a base ATCA module can serve as a carrier board for several smaller modules. These mezzanines, Advanced TCA Cards (AMC), are also hot-swappable and different functions can be separated for future upgrades without affecting the base unit. Older types of mezzanine cards required the carrier to be removed before the mezzanine could be replaced. AMC’s also allow design engineers to work on separate functions in parallel for faster overall development time of a system. In principle up to eight single wide single height AMC’s can be plugged into a carrier. In addition, sizing options allow double wide and double high AMC’s.

Where size permits, other standard mezzanines such as Industry Pack (IP) can be mounted on AMC’s to gain entry to the ATCA platform. In this case the Mezzanine card becomes and adapter module for any IP function, thus allowing many more COTS industry choices when configuring a system.

A further option has been developed for packaging individual mezzanine cards in a separate much smaller shelf, called Micro-TCA (µTCA). This packaging does not include full ATCA features but is of interest for small configurations where low cost is paramount and some loss of redundancy and control is tolerable. Figure 2 shows AMC and µTCA shelf options.
4 Card Level Power Systems

Besides the maturing of multi-Gb/s serial data transmission and reception at the chip level to enable the ATCA technology, industry has introduced a suite of highly configurable hybrid power supply products designed for card-level applications. These are sophisticated 1 of N configurable miniature systems to simplify driving power-hungry dense components such as FPGAs and processors. The extremely high instantaneous switching currents needed to support high speed chips are provided by Point-of-Load regulators. The POL regulators can be monitored and controlled by the Shelf Manager. For example, the SM can adjust the conversion clock frequency and phase for noise minimization. Figure 3 is a block diagram of a typical suite of power components.

Figure 2: Mezzanine Boards on ATCA Carrier and μTCA Shelf

Figure 3: Board Level Intelligent Power System

5 Lab R&D Activities

SLAC, ANL, FNAL and DESY are engaged in exploratory evaluations of ATCA. SLAC in collaboration with University of Illinois Urbana Champaign and SAIC Corporation is
developing an ATCA carrier for a slave VME board in order to gain quick access to the ATCA platform for VME COTS products. SLAC is also developing controls and interlock systems for an ILC 10 MW RF station in VME which will be ported to ATCA in a second iteration. ANL is developing high level software platforms for the ILC control system based on an ATCA technical and cost model. FNAL is evaluating the core control system as well as developing a beam position monitor controller on ATCA. DESY has several initiatives including porting a low level RF control system and investigating µTCA for front end controls and interlock functions. At the 2007 IEEE Real Time Conference at FNAL in May 2007, an ATCA workshop was attended by 85 registrants. A number of vendors showed products, while the conference featured a number of papers on applications for a wide range of physics data acquisition and control experiments.

6 Conclusion

The ATCA system is a prime candidate for the core HA system for ILC controls. It also is a prime candidate for instrumentation modules providing analog interconnects and noise performance can be verified. The added cost of partially redundant systems seems reasonable. Similar principles are being applied in power electronics, specifically in DC and pulsed power supplies and high power pulse modulators. ATCA evaluations are aimed at understanding and demonstrating hardware and software in prototype settings, to verify architectures, performance and costs before ILC is ready for launch as a funded project by 2010.
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ILC detectors are required to have predecended precision. Achieving this requires significant investment for detector test beam activities to complete the R&D needed, to test prototypes and (later) to qualify final detector system designs, including integrated system tests. This document describes an overview of current test beam facilities.

1 Introduction

ILC detectors are required to have predecended precision. Achieving this requires significant investment for detector test beam activities to complete the R&D needed, to test prototypes and (later) to qualify final detector system designs, including integrated system tests. To this purpose ILC Detector Test Beam Workshop (IDTB07) [2] was held at Fermilab in January 2007, where we started to write the roadmap document for ILC detector R&D test beams [3]. In this talk an overview of current test beam facilities was given based on the information collected at the IDTB07 workshop with some updates.

2 Facilities

Currently seven laboratories in the world provide eight beam test facilities; CERN PS, CERN SPS, DESY, Fermilab MTBF, Frascati, IHEP Protvino, LBNL and SLAC. In addition, three laboratories are planning to provide beam test facilities in the near future; IHEP Beijing starting in 2008, J-PARC in 2009 and KEK-Fuji available in fall 2007. Table 1 summarizes the capabilities of these facilities and their currently known availabilities and plans.

2.1 CERN

There are presently four beam lines at two machines; four in the east area of the PS and four in the north area at the SPS. A variety of targets are possible for the PS beams, including one that enhances electron yield by a factor 5~10, but T9/T10/T11 share the same target. For the SPS beams, H2/H4 and H6/H8 share targets. Up to three user areas are possible per beam, although some areas have been permanently occupied by major LHC users. H4 can be set up to produce a very pure electron beam, with energies up to 300 GeV. Low energy tertiary beams are possible in H2 and H8. In addition to test beams, there are two irradiation facilities at CERN. The Gamma Irradiation Facility (GIF), based on a $^{137}$Cs source in the former SPS west area, provides 662 keV photons at up to 720 GBq. While 2007 may be the last year of operation, a new facility is under discussion. A proton and neutron irradiation facility in the PS east hall uses the 24 GeV primary protons from the PS to provide a $2 \times 2$ cm$^2$ beam spot with $2.5 \times 10^{11}$ protons/spill. Neutrons with a spectrum similar to the LHC can be obtained from a beam dump. With the start of the high-priority LHC program in 2008, there is considerable uncertainty about the future test beam running schedule. Three interleaved operational modes for the PS and SPS are envisioned in the LHC era, including LHC injection, LHC setup (with test beams in parallel), and delivery
<table>
<thead>
<tr>
<th>Facility</th>
<th>Primary beam energy (GeV)</th>
<th>Particle types</th>
<th>Beam lines</th>
<th>Beam Inst.</th>
<th>Availability and plans</th>
</tr>
</thead>
<tbody>
<tr>
<td>CERN PS</td>
<td>1–15</td>
<td>e, h, µ</td>
<td>4</td>
<td>Cherenkov, TOF, MWPC</td>
<td>Available, but reduced services during LHC commissioning</td>
</tr>
<tr>
<td>CERN SPS</td>
<td>10–400</td>
<td>e, h, µ</td>
<td>4</td>
<td>Cherenkov, TOF, MWPC</td>
<td>Available, but reduced services during LHC commissioning</td>
</tr>
<tr>
<td>DESY</td>
<td>1–6</td>
<td>e</td>
<td>3</td>
<td>Pixels</td>
<td>Available over 3 mo/yr</td>
</tr>
<tr>
<td>FNAL-MTBF</td>
<td>0.25–0.75</td>
<td>p, e, h, µ</td>
<td>1</td>
<td>Cherenkov, TOF, MWPC, Si-strips, Pixels</td>
<td>Continuous at 5% duty factor, except for summer shutdowns</td>
</tr>
<tr>
<td>Frascati</td>
<td>0.25–0.75</td>
<td>e</td>
<td>1</td>
<td></td>
<td>Available 6 mo/yr</td>
</tr>
<tr>
<td>IHEP-Beijing</td>
<td>1.1–1.5</td>
<td>e</td>
<td>3</td>
<td>Cherenkov, TOF, MWPC</td>
<td>Available in March 2008 or later</td>
</tr>
<tr>
<td>IHEP-Protvino</td>
<td>0.4–1.2 (sec.)</td>
<td>e, π, µ</td>
<td>3</td>
<td>Cherenkov, TOF, MWPC</td>
<td>Two one-month periods per year</td>
</tr>
<tr>
<td>KEK-Fuji</td>
<td>0.35–3.4</td>
<td>e</td>
<td>1</td>
<td></td>
<td>Available in fall 2007, for 8 mo/yr, as long as KEKB operates</td>
</tr>
<tr>
<td>LBNL</td>
<td>1.5; ≤ 0.06; ≤ 0.03</td>
<td>e; p; n</td>
<td>1</td>
<td>Pixels</td>
<td>Continuous</td>
</tr>
<tr>
<td>SLAC</td>
<td>28.5</td>
<td>e</td>
<td>1</td>
<td></td>
<td>Shutdown in 2008-2009, with certain plans beyond</td>
</tr>
<tr>
<td></td>
<td>1–20 (sec.)</td>
<td>e, π, p</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of test beam facilities along with their beam instrumentation, availability and plans.

to other programs, e.g., the neutrino program, and fixed target and test beam experiments. The study suggested about a 50% fraction in the delivery mode in 2008, rising to perhaps 85% by 2011, depending on experience. It remains to be seen what the actually availability will be in the coming years. However, operation of the SPS in test beam mode, and therefore the PS as well, is required to serve several fixed target experiments that are part of the core CERN physics program.

2.2 DESY

Three test beam lines are available, based on bremsstrahlung photons generated by a carbon fiber in the circulating beam in the DESY II synchrotron. Photons are converted in an external copper or aluminum target, spread into a horizontal fan by a dipole magnet, and then collimated. There are no external beam diagnostics or instrumentation available. However, the T24 area is being dedicated to EUDET, which will provide significant infrastructure. The facility will be down for the first half of 2008, but is otherwise available on a continuous
2.3 Fermilab

The Meson Test Beam Facility (MTBF) has recently completed a major upgrade in anticipation of the needs of the ILC community. By moving the target to shorten the decay path from about 1300 to 450 ft, reducing material in the beam line from 17.8 to 3.4% $X_0$, and increasing the aperture and the momentum acceptance from .75 to 2%, the overall rate has been substantially improved in the new design and the momentum range has been extended below 4 GeV. In addition, the fraction of electrons in the beam has been enhanced. The Switchyard 120 (SY120) delivers main injector beams to the Meson Detector Building. It must run in conjunction with proton delivery to the pbar source and the neutrino programs. For the purposes of program planning, the MTBF is administratively limited to no more than a 5% impact on these other programs. The Accelerator Division has implemented both 1 second and 4 second spills. Possible configurations are one 4-second spill every minute, 12 hours/day; two 1-second spills every minute, 12 hours/day; and one 4-second spill every two minutes, 24 hours/day. It may also be possible to simulate the ILC beam structure of 1 ms beam followed by 199 ms gap. The MTBF test beam area is divided into two beam enclosures, although these cannot be operated independently. These enclosures are divided into six user stations and are supported by installed cables, gas lines, offices, and two climate controlled huts. Experiments are also supported by a tracking station, a new TOF system and differential Cherenkov detector, motion tables and video system, and a laser alignment system. Further enhancements to the Fermilab test beam capability are under consideration. The MCenter beam line, which houses the MIPP experiment, is currently not scheduled. The beam line has very attractive characteristics. Six beam species are available from 1~85 GeV, with excellent particle identification capabilities. The MIPP experimental setup could allow for a better understanding of hadron-nucleus interactions, thereby benefiting our understanding of hadronic shower development.

2.4 IHEP-Beijing

Three test beam lines are available at BES: two are to deliver primary electrons or positrons at 25 Hz to the E1 and E2 experimental areas, while secondary beams at 1.5 Hz are available in E3. The facility is already booked for all of 2007. It will undergo significant upgrade through March 2008, at which point the facility will be available on a continuous basis.

2.5 IHEP-Protvino

At least four high intensity and low intensity beam lines are available at IHEP-Protvino. Beam lines in the BV hall are produced from internal targets in proton synchrotron and have limited intensity. The extracted proton beam is also used to produce high-intensity primary and secondary test beams in the experimental gallery. Test beams are available in two period (April and November-December) for a total of about 2 months/year.

2.6 KEK and J-PARC

There are currently no test beam facilities at KEK. However, the Fuji test beam line is being implemented for fall 2007. This is based on bremsstrahlung photons from 8 GeV.
high-energy beam particle collisions with residual gas in the KEKB Fuji straight section vacuum chamber. Photons are converted in a tungsten target and the conversion electrons are extracted to an experimental area outside the KEKB tunnel. The expected particle rate is continuously more than 100 electrons/s over a momentum range from 0.5 to 3.4 GeV. The facility will operate parasitically to KEKB, with availability about 240 days/year. Plans are developing for test beam facilities at J-PARC, which would be realized no earlier than 2009.

2.7 LBNL

Two test beam opportunities are offered, as well as dedicated beam lines for proton and neutron irradiation from the 88 inch cyclotron. A 1.5 GeV electron beam with tunable flux is available at 1 Hz from the injection booster for the ALS. This test area is equipped with a 4-plane beam telescope based on thinned CMOS pixel sensors. In addition, LOASIS is able to supply electron beams via TW laser wakefield acceleration. At present, it is possible to tune beam energies from 50 MeV to 1 GeV. There are also plans to extend the beam line for decreased intensity and to allow testing at different incident angles.

2.8 SLAC

A single beam line brings primary electrons from the main linac to End Station A (ESA), with energies up to 28.5 GeV and fluxes varying from $1.0 \times 10^6$ to $3.5 \times 10^{10}$/pulse. A secondary beam can be produced by putting the primary beam on a Be target in the beam-switchyard and accepting hadrons into the A-line, which makes a 0.5 degree angle with respect to the linac. Secondary electron or positron beams can also be created using collimators at the end of the linac, with fluxes adjustable down to one particle per pulse. The End Station A facility is well equipped with a shielded area for work with primary beam, and an open experimental region beyond for secondary beams. The beams are well instrumented.

Anticipating the end of the B Factory running in September 2008, the user-based test beam program in End Station A (ESA) will complete in Summer 2007, though some ILC tests will continue in ESA until September 2008. In 2009, the downstream 1/3rd of the linac will be used for the LCLS project with no plans for delivering test beams to ESA. The South Arc Beam Experiment Region (SABER) has been proposed as a follow-up to the Final Focus Test Beam Facility (FFTB). SABER would use the first 2/3 of the linac to deliver compressed, focused, primary electrons and positrons at 28.5 GeV to the south arc experimental region. This space may be suitable for smaller scale R&D experiments. SLAC is also considering an extension of the SABER proposal that would provide 28.5 GeV primary beams to the A-line, thereby restoring capability for both primary and secondary beams into End Station A. SABER is scheduled for operation in 2010, so a user test area could be restored in either the south arc or End Station A shortly afterward.
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Shintake monitor[2] is a nanometer-scale electron beam size monitor. It probes an electron beam by an interference fringe pattern formed by split laser beams. Minimum measurable beam size by this method is less than 1/10 of laser wavelength. In ATF2, Shintake monitor will be used for the IP beam size monitor to measure 37 nm (design) beam size. Development status of the Shintake monitor, including fringe phase monitoring and stabilization, gamma detector and collimators, is described. In addition, we discuss the beam size measurement by Shintake monitor in ILC.

1 Overview

1.1 Shintake Monitor

Figure 1 shows a schematic of Shintake monitor. A photon beam from a YAG Laser (2nd harmonics, 532 nm wavelength) is split and go across the focal point of the electron beam line from the opposite direction to make an interference fringe pattern. Photons in the fringe interact with the electron beam by inverse-Compton scattering process.

The fringe pattern behaves as a kind of a modulation of photon density, so number of scattered photons can be modulated by scanning the phase of the laser fringe on the IP. Depth of the modulation of Compton photon density ($N/N_0$) depends on the electron beam size by,

$$\frac{\Delta N}{N_0} = \exp \left( -\frac{(2k_0\sigma_y)^2}{2} \right)$$  \hspace{1cm} (1)

where $k_0$ is the laser wavenumber and $\sigma_y$ is the beam size of y axis.

We can obtain the electron beam size by measuring this modulation depth with a gamma-ray monitor located downstream of the IP.

Figure 1: A schematic of Shintake monitor.

Original figure from [3], partly revised.
1.2 Required Performance for ATF2

ATF2 (Accelerator Test Facility 2)\[4\] is a final focus test bench for ILC. It has 2 major goals, which are achievement and maintenance of 37 nm beam size by ILC-like beam optics and stabilization of beam position to nanometer level.

Shintake monitor is the key component to realize the first goal. It will be used for beam tuning as well as for confirming the achievement of 37 nm beam size. To meet the goal, 2 nm resolution will be required for the Shintake monitor. By Equation (1), 2 nm measurement error for 37 nm beam size corresponds to 3 % error of the modulation depth. In the following sections, we focus on the key techniques to realize 3 % resolution of the modulation depth.

2 Phase Control of the Laser Fringe

2.1 Required Fringe Stability

Phase fluctuation of the laser fringe on IP is one of the major error sources for the Shintake monitor. We performed a simulation study to estimate the stability requirement for 3 % modulation resolution.

The simulation result is shown in Figure 2. The graph shows that 3% resolution of the modulation depth requires 30 nm phase position stability. Considering other error factors, we should stabilize the fringe phase to 10 nm level. Note that the simulated position error is pulse-to-pulse jitter, and the real phase fluctuation may include slower vibration or drift, but we think the safety factor of 3 should suppress the error caused by the simulation model.

2.2 Phase Monitor & Control

To achieve 10 nm phase stabilization, active phase stabilization system was developed. The phase monitor consists of an image sensor (Hamamatsu S9226) and a microscope lens (Nikon CF IC EPI Plan 100 x A). Split laser beams are guided into the microscope lens, forming an interference fringe pattern captured by the image sensor located at the back of the lens. The pixel size of the image sensor is 7.8 µm, which is much larger than the fringe pitch at IP, but fringe magnification effect by the microscope lens makes the fringe pitch broaden to the observable range (a few tens of µm, depends on beam entering angle to the lens and the distance between the lens and the image sensor). An obtained spectrum by the image sensor is Fourier-transformed (online), and the phase at the peak of the power spectrum is used as the detected phase.

For phase control, we installed an optical delay line with a piezo stage (PI P-752.21C) to one of the split laser beam line. The stage has 0.2 nm resolution, and we use a 16 bit VME DAC (Advant Advme2706) to indicate the position. The resolution on DAC is about 0.05 nm after the output voltage is reduced to 1/10 by resistor split. The frequency of feedback...
control is 10 Hz, that is the repetition rate of the pulsed laser. For feedback algorithm, software PID control is implemented.

2.3 Result of Phase Stabilization

Because the fringe phase at IP cannot be directly measured, effect of the phase stabilization was evaluated by 2 image sensors. We use 1 sensor for stabilization and monitor another sensor to obtain the stabilization effect. The position of the sensors is selected symmetrically over IP (See the slide[1] for the geometry).

The stabilization result shows 0.034 radian (1.5 nm) stability in 1 minute window, and 0.133 radian (5.6 nm) stability in 10 minutes window using continuous-wave low power laser. Both meet 10 nm stability requirement of ATF2, but the stability is strongly depends on environmental conditions, including ground and air motion, temperature shift etc.

Stabilization study on pulsed laser is going on. Stability achieved up to now seems slightly worse, but we can expect 10 nm stabilization should be possible.

3 Collimators and Gamma Detectors

3.1 Beam Halo and Electron Collimator

The major background of the gamma detector is photons emitted by the electron beam halo hitting the beam pipe. Distribution of ATF2 beam halo was measured and the result was reported in [5]. Because the beam size at final focus magnets must be very large for strong focusing, the beam tail must be cut upstream to prevent background photons.

In ATF2, BPMs of upstream optics work as the collimators, but the effect should be confirmed by tracking simulation. We are preparing the tracking simulation now.

3.2 Gamma Detector

The proposed gamma detector for the Shintake monitor consists of several layers of CsI(Tl) scintillator. Thickness of layers is 10 mm for forward 4 layers, and 300 mm for a rear single layer. The average energy of Compton signal and background from beam pipe is much different, and with the forward layers we can obtain the S/N ratio using this energy difference. The result of simulation study is shown in [6].

Now we are going on detailed design and assembly of the detector.

3.3 Gamma Collimator

To reduce background photons at the detector, we plan to install a gamma collimator in front of the detector. The optimal collimator is cone-shaped, because signal photons are emitted from a point-source at IP and strictly restricted to forward angle by Lorenz-boost kinematics.

<table>
<thead>
<tr>
<th>Aperture angle from IP</th>
<th>Signal / BG acceptance</th>
<th>Signal enhancement ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.20 mrad</td>
<td>95 % / 5 %</td>
<td>19</td>
</tr>
<tr>
<td>1.30 mrad</td>
<td>80 % / 1 %</td>
<td>80</td>
</tr>
<tr>
<td>0.83 mrad</td>
<td>60 % / 0.1 %</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 1: Suppression ratio by gamma collimators.
The optimal radius of the collimator depends on S/N ratio. The fraction of background passing the collimator is strongly suppressed when narrowing the radius of the collimator, while the fraction of signal passing is rather mildly decreased. So, if the S/N ratio is very bad, narrower collimator is favored, while wider collimator is better when S/N ratio is not so bad. Suppression ratios by typical opening angles of the collimator is shown in Table 1.

4 Shintake Monitor for ILC

As a sub-micron beam size monitor, Shintake monitor can be useful for ILC or other future colliders. For using in ILC, several consideration should be needed.

- Because the beam energy of ILC is much larger than ATF2, the cross section of Compton scattering is lower, about 1/10 of ATF2. We need more laser beam energy or stronger laser focusing to obtain statistics enough.

- As the peak energy of the Compton scattering photons is almost the same as the beam energy, energy separation of signal and pipe-scattered background is not realistic. In addition, the energy of synchrotron radiation photons from focusing magnets is also larger in ILC, which should be cut by some kind of shields in front of the gamma detector.

- IP beam size of ILC is about 5 nm. For measuring 5 nm beam size, wavelength of the laser beam should be minimized. Within commercially available lasers, 193 nm excimer laser may have the shortest wavelength for high power pulsed beam. Using a 193 nm laser, 5 nm measurement is not impossible. Assuming the same resolution of the modulation depth measurement as ATF2 goal, the resolution on beam size is about ±1 nm (20%).

5 Summary and Outlook

Shintake monitor will be installed as an IP-BSM in ATF2 to measure 37 nm electron beam size. 10 nm stability of the laser fringe is necessary to achieve less than 5% error on beam size measurement, and implementation of 10 nm level fringe stabilization is almost finished. Study and design of the gamma detector and collimators are going on. We plan to install the Shintake monitor in ATF2 IP region in early 2008 with the fringe stabilization system. Beam test of the gamma detector will be performed in this autumn and winter. By beginning of ATF2 commissioning run planned in end of 2008, the Shintake monitor will be ready for 37 nm beam size measurement (after some adjustment and tuning using the electron beams).
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IP-BPM (Interaction Point Beam Position Monitor) is an ultra high resolution cavity BPM to be used at ATF2, a test facility for ILC final focus system. Control of beam position in 2 nm precision is required for ATF2. Beam tests at ATF extraction line proved a 8.7 nm position resolution.

1 \textbf{ATF2}

ATF2 is an extension of ATF, a test facility for ILC accelerator development. ATF is the only facility today which can achieve beam emittance of the ILC specification. Experimental studies for ILC final focus is planned at ATF2, and is starting its operation at October, 2008.

There are two main goals for ATF2. First, achievement of 35 nm beam size at the IP. Second, control of beam position in 2 nm precision at the IP. Old model cavity BPMs at ATF have achieved 17 nm position resolution so far \cite{2}. But to achieve the two goals, a BPM of 2 nm position resolution (IP-BPM) is required at ATF2. We have fabricated two hot models of IP-BPM, and tested its performance at ATF.

2 \textbf{Characteristics of IP-BPM}

IP-BPM (See Figure 1) is a cavity BPM and uses di-pole mode signals to detect the beam position. The di-pole mode signal magnetically couples to the wave guides through the slots, and the signal is read out from coaxial antennas.

\textbf{Figure 1: IP-BPM Block}
IP-BPM has 3 main characteristics. (1) To measure the beam position perfectly independent in X and Y, the cavity is designed to be rectangular. The designed resonant frequency of X di-pole mode is 5.712 GHz, while Y di-pole mode is 6.426 GHz. The X-Y isolation was confirmed to be better than $-50$ dB. (2) It is designed to have low angle sensitivity, since the angle jitter would be large at IP, due to the strong focusing. We achieved this by designing the cavity length short ($L = 6$ mm). (3) It has a high coupling to achieve ultra high position sensitivity. The aperture of the beam pipe is designed to be small, to recover the coupling and position sensitivity which also reduces due to the short cavity length. The design value of coupling constant $\beta$ for X, Y is 1.4 and 2.0, respectively.

### 3 Measurement Scheme

As shown in Figure 2, IP-BPM has a sensor cavity and a reference cavity for X and Y. The sensor cavity monitors the beam position using di-pole mode, while the reference cavity monitors the beam charge using mono-pole mode of same resonant frequency. The RF signals (6.426 or 5.712 GHz) from the cavities are quickly down converted to 714 MHz by a local oscillator, to minimize signal loss. The sensor signal enters a variable attenuator before the down converter, to enlarge dynamic range of the electricity, which is necessary when making calibration. Finally, the sensor signals are detected by the phase detector.

We can acquire I signals and Q signals, which are 90 degrees different in phase. Since beam angle signals or tilt signals of beam bunches are 90 degrees different in phase from position signals, through precise tuning we can divide position signals to I signals, and other signals to Q signals. To achieve this I-Q tuning, we need a beam synchronized phase origin. The reference cavity is used for this purpose, and it is down converted by the same local oscillator as used for the sensor signal, to maintain the phase relativity between reference signal and sensor signal. Also, to prevent the contamination of modes other than the di-pole modes, we use band-pass filters to select the di-pole mode of our concern.
4 Basic Tests

2 blocks (4 cavities) have been fabricated. Their basic performance was checked by the following experiments. (1) Their resonant frequencies, Q values, X-Y isolations were checked by using a network analyzer. Also, we tuned the reference cavity frequency to match that of the average of the 3 sensor cavities. (2) We made an R/Q measurement to estimate the cavity geometry and confirmed that the di-pole mode is sensitive to the beam position. R/Q of the cavity was measured through a bead perturbation measurement. (3) We carried out position and angle sensitivity tests at ATF extraction line. At position sensitivity measurements, we swept the beam against the cavity by controlling the steering magnets. We used a diode to detect signals, so the signal response to the beam position forms a V-shape (See Figure 3). At angle sensitivity measurements, we tilted the cavity against the beam by sandwiching shims between the BPM blocks and the stage. Even when the beam passes the cavity center, the signal is non-zero in this situation. This signal was compared with the equivalent position signal. As a result, IP-BPM position sensitivity was proved to be coincident with the expected value, also shown with lines in Figure 3. Also, angle sensitivity was proved to be reduced enough not to ruin the measurement.

5 I-Q Tuning

Contamination of angle signal would degrade the position resolution greatly. Precise decoupling of position signal and angle signal is critical for achieving ultra high position resolution. We used 2 steering magnets to sweep the beam parallel. From the signal response, we were able to know the relative position of the 3 sensor cavities. We succeeded to align 3 cavities at same height in precision of a few microns, using shims to control the cavity height. This allowed us to keep the angle signal very small and tune the I-Q decoupling precisely.

6 Position Resolution Measurement

We used 3 cavities to determine the position resolution. From the upstream, we call them BPM1, BPM2, and BPM3. Our definition of “position resolution” is, (RMS of the residual between measured and predicted beam position at BPM2) × (Geometry Factor). The prediction is made by using the beam information from BPM1 and BPM3. Two types of measurements, calibration run and resolution run, were carried out. At calibration run we swept the beam against the cavities, while at resolution run we fixed the beam position and took statistics. Calibration run is for calibrating the I signal to the actual beam position. In order to enlarge the dynamic range of the detecting electronics, we set the variable attenuator at 40 dB, 30 dB, and 20 dB. We extrapolated the calibration slope for the non-attenuation case from those data. Then, resolution run was carried out...
until enough statistics was achieved, especially for the non-attenuation case, 1 hour. To determine the position resolution, we used a linear regression analysis written below:

\[
Y_{2I_{predicted}} = a_0 + a_1 \ast Y1I + a_2 \ast Y1Q + a_3 \ast Y3I + a_4 \ast Y3Q + a_5 \ast Y{REF} \\
+ a_6 \ast X1I + a_7 \ast X1Q + a_8 \ast X3I + a_9 \ast X3Q + a_{10} \ast X{REF}
\]

\[
Residual = Y_{2I_{measured}} - Y_{2I_{predicted}}
\]

while \(Y(X)iI(Q)\) \((i=1,2,3)\) stands for \(I(Q)\) signals from BPM\(i\), and \(Y(X)\)REF stands for reference signals. The resolution will be calculated by the function below:

\[
\text{Position Resolution} = \text{Geometry Factor} \times \frac{\text{RMS of Residual(ADC ch)}}{\text{Calibration Slope(ADC ch/mm)}}
\]

Before the measurement, we calibrated the reference signal to beam charge.

We made an appropriate data cut of \(0.640 < \text{ICT} \times 1.6 \text{nC} < 0.755\). As a result, the position resolution at non-attenuation case was proved to be \(8.72 \pm 0.28 \pm 0.35 \text{ nm}\), which is the best record in the world today (See Figure 4). The beam condition was \(0.68 \times 10^{10} \text{e}^{-}/\text{bunch}\), and the dynamic range was \(4.96 \mu \text{m}\). This result implies that the position resolution would be \(5.94 \text{ nm}\) for the ATF2 condition (\(10^{10} \text{e}^{-}/\text{bunch}\)).

In advance, thermal noise of the electricity was also checked. Signal from the same sensor cavity was divided into 2 and detected by the same detecting scheme. From the correlation of the two signals, we estimated the thermal noise, which determine the detecting limit of position signal. As a result, it was estimated to be \(2.57 \text{ nm}\), under the condition of ATF2 (\(10^{10} \text{e}^{-}/\text{bunch}\)). This result implies that by removing other noise, we can achieve resolution better than \(3 \text{ nm}\) by IP-BPM.

7 Summary

We developed a cavity BPM for the IP of ATF2, a test accelerator for ILC final focus system. As a result of beam tests, an ultra high position resolution of \(8.72 \text{ nm}\) was proved. Our goal is to improve the resolution to \(2 \text{ nm}\), for nano-meter beam control at ATF2.
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A quadrupole magnet for a final focus doublet of a linear collider made of permanent magnets has been investigated. The advantages of a permanent magnet quadrupole as a final focus quadrupole magnet would be its vibration free property together with its compactness. In order to make full use of these properties in a beamline strength adjustability has to be added. Current activities and future plans for R&D are described after a short history is presented.

1 Short History of the R&D

The series of R&D tasks were started from JFY (Japanese Fiscal Year) 2002 following approval of the program. A “Super Strong Permanent Magnet” scheme was utilized in the fabrication of magnets during this program. This is a so called extended Halbach configuration that enhances the field strength generated by use of soft magnetic materials such as permendur at the pole regions. A fixed strength Permanent Magnet Quadrupole (PMQ) was fabricated in the first FY, which achieved an integrated strength of 28.5T in 14mm bore diameter, where the outer diameter and the length were 130mm and 100mm, respectively (see Figure 1). The peak field gradient corresponds to 290T/m [2].

A variable type PMQ was fabricated in FY2003, which uses the double ring structure (see Figure 2). The PMQ was divided into two nested rings with a rotatable outer ring while the inner ring is fixed. The rotation angle was restricted to only 0° and 90° to eliminate the skew component, which must be highly inhibited in Final Focus system in ILC. The outer part is further split lengthwise into four rings in a binary manner. It was measured in the next year at SLAC and found that it achieved integrated strength of from 3.47T to 24.4T with 1.4T steps at 20mm bore diameter (see Figure 3) [3,4]. FY2005
was the last year of the first program and a minor modification was made to the second model to demonstrate a higher gradient by reducing the bore radius.

From FY2006 a subsequent program was approved (18204023(2006)), which includes a Permanent Magnet Sextupole (PMSx) for focusing of cold neutron beams. From this year a study of higher multipole field generation by permanent magnets is started, such as sextupoles and octupoles. Compact strong octupoles may be useful for beam tail folding. A PMSx that can modulate its strength at 25Hz was fabricated in the first FY (see Figure 4). The frequency corresponds to that of the shortly coming pulsed cold neutron source at JPARC. The final system will have to be scaled twice to a 30mm bore diameter and about one meter length. Its gradient and capability of modulation was confirmed through experiments where the outer ring was driven by a 1.5kW motor. In order to overcome the large torque needed to rotate the outer ring, a flywheel helps to keep the rotation of the outer ring.

A second variable PMQ will be fabricated in FY2007 for 14mr crossing angle interaction point.

2 PMQ for 14mr

The reduced crossing angle of 14mr made the double ring structure not applicable at least the closest part to the IP. Because of the narrow space available between the incoming beamline and outgoing beamline (4m x 14mr – 10mm x2), just a single ring structure has to be used, where both of the beamlines are assumed to require 10mm radius at the 4m location. In 1983, R.L.Gluckstern suggested a five-ring singlet [5]. Figure 5 shows the configuration of such a set of five rings whose lengths are the ratios as shown in the figure. The rotation angles, $\phi$ of the PMQ rings at even positions are opposite in sign against those at odd positions. The transfer matrix for such a system should be expressed by a 4x4 matrix $M$, while those for each PMQ are written as:

$$
\begin{bmatrix}
\phi/2 & -\phi/2 \\
d & d \\
\sqrt{5}-1 & \sqrt{5}+1 \\
4 & \sqrt{5}+1 & \sqrt{5}-1
\end{bmatrix}
$$

**Figure 5** Five ring singlet. The numbers under the rings are the length ratios for the skew less condition when $d=0$.  

**Figure 3** The 20mr Variable FFQ Magnet  
**Figure 4** A half scale model of a rapid cycling PMSx
Then the total transfer matrix $M$ is calculated as:

$$M = R \cdot M_2 \cdot R^{-2} \cdot M_1 \cdot R^2 \cdot M_0 \cdot R^{-2} \cdot M_1 \cdot R^2 \cdot M_2 \cdot R^{-1}.$$ 

By rewriting with sub matrices, $M$ can be written as

$$M = \begin{pmatrix}
M_{xx} & M_{xy} \\
M_{yx} & M_{yy}
\end{pmatrix},$$

and the off-diagonal sub matrices become negligible when the lengths of the rings satisfy the relations stated before. It should be noted that the distances between rings are zero ($d=0$) in above case. A similar problem was solved for a case with $d=1$cm case where summed PMQ length $L_0+2L_1+2L_2$ is 20cm (total length is 24cm including four gaps), keeping $L_0+2L_2-2L_1=0$. The rotation matrix $R$ should be substituted by $R \cdot D$, where matrix $D$ denotes a 1cm drift space. The off diagonal sub matrices are expanded in series up to 5th order for a solution. The ratios are solved as $L_2:L_1:L_0=1.81046: 5: 6.37909$.

3 Preliminary Simulation Results

Assuming a field gradient of 140T/m and using 12 units of the five-ring-singlets, the total length becomes about 3m. Using this singlet train as a QD0, a preliminary fine tuning was carried out with matching requirement for Twiss parameters: $\alpha_0=\alpha_y=0$, $\beta_x=0.021m$, $\beta_y=400\mu m$, $\eta_x=0$ at IP, starting with the ILC deck “ilc2006b.ilcdsl1” (14mrad version). The final $\sigma$ of PMQ is 6.58 degree. Then off momentum matching was performed by re-optimizing $K_2$ of sextupoles looking at the beam size at IP. The coupling between $x$ and $y$ was well suppressed and the final beam sizes at IP are $\sigma_x/\sigma_y = 656/5.44nm$ for $\gamma_{x}/\gamma_{y}=9.2e-6/3.4e-8m$ and $\alpha_0=6e-4$ (636 / 5.25nm for original design). Although the optimization was

Figure 6 Optics with PMQ. top: original, bottom: using PMQ with partial optimization.

LCWS/ILC 2007 787
not fully performed such that octupoles were fixed, the result seems promising (see Figure 6). Further optimization will improve the results.

4 External Field of PMQ

The external field of the Halbach configuration is much smaller than that of coreless superconducting magnets, because the main part of the flux returns in the magnets (see Figure 7 and Figure 8). The leakage can be reduced if an iron case is used instead of nonmagnetic material such as stainless steel. Although it reduces the external field, solenoid field in the detector will magnetize the material. The magnitude depends on the number of segmentations of the ring; the more segmentations, the smaller leakage out side. Therefore such magnetic case for the external field shield may not be needed if the segmentation is fine enough. More than 20 segmentations may be enough to suppress the external field at a location of 46mm from the incoming beamline less than 30 gauss.
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Vibration stability studies of a superconducting accelerating module at room temperature and at 4.5 K
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In this work we present a collection of results from a systematic investigation carried out at DESY on the mechanical stability of the quadrupole of a third generation (Type-III) FLASH (Free electron LASer in Hamburg) cryomodule (named Module 6). The results are of interest for the International Linear Collider (ILC) [2] and the European X-ray Free Electron Laser (XFEL) [3] cryomodule design, planned in both cases as a further evolution of the FLASH Type III one. Vibration level and mechanical transfer functions (TF) have been measured covering a large variety of conditions: from room temperature to 4.5 K, starting from the installation of the quadrupole on the cold mass during the module assembly and ending with data taken with the cryomodule in fully operating conditions at the CryoModule Test Bench (CMTB) facility.

1 Introduction

FLASH Type-III Module 6 is equipped with a string of eight 9-cell superconducting cavities, capable to operate with an average gradient of ~27 MV/m, and with a superconducting quadrupole located at the end of the module. Cavities, operating at 2 K and the quadrupole, operating at 4.5 K, suspended from the Helium Gas Return Pipe (HeGRP), supported from above by three posts consisting of large diameter thermal insulating fiberglass pipes [4]. The mechanical stability of the quadrupole was investigated by measuring the TFs between the key components of the cryomodule (vacuum vessel, HeGRP, quadrupole) using inertial velocity sensors (geophones and broadband seismometers), and the DESY site ground motion as broadband excitation source of vibrations (The root mean square (rms) displacement in the 1-80 Hz band can exceed 100 nm during working days [5]). This approach allows to discriminate the effect of the internal mechanics of the module from the effects of the cryostat support/girder and from environmental vibration sources, providing a picture which is totally site independent, therefore, usable for the ILC and the XFEL module design and for beam dynamics simulations.

2 Room temperature measurements

2.1 Quadrupole versus vacuum vessel

The displacement PSD spectra are dominated at low frequencies (1-20 Hz) by the effects of the rigid body modes of the cryostat on it supports, and at higher frequencies by technical noise sources. The TF measurements (Figure 1) have shown no evidence for mechanical resonances up to ~ 40 Hz in the horizontal transverse direction and up to ~ 70 Hz in the vertical direction.
2.2 Quadrupole versus HeGRP

The quality of the connection between the quadrupole and the HeGRP was tested first on the Module 6 cold mass before the installation in the vacuum vessel (see Figure 2 left side).

Figure 2: Quad vs. HeGRP: (left) horizontal displacement PSDs and TF measured during Module 6 assembly; the peaks below 10 Hz in the PSD are resonances of the assembly stand; (right) vertical displacement PSDs and TF measured with Module 6 on the CMTB.

The measurement was repeated on the module fully assembled and installed on the test bench to confirm the results (see Figure 2 right). Transfer functions show the absence of internal resonances up to 100 Hz in both vertical and horizontal transverse directions.

2.3 Stability along the module

The reduction of the vibration level is believed to be a reason for positioning of the quadrupole at the center of the cryostat. This is perhaps the major change in the ILC cryomodule design (Type-IV) with respect to the FLASH Type-III and future XFEL cryomodule prototype.
Figure 3: Quadrupole end vs. center horizontal rms comparison: inside the HeGRP with the module sitting on concrete blocks (left). On top of the vessel with Module 6 installed on the CMTB (right); in this configuration, a slightly larger amplitude was measured at the center.

To make a preliminary comparison between the two layouts, geophones have been positioned along the Module 6 length inside the HeGRP. In the horizontal axis the data show an integrated rms amplitude larger (up to ~ 30% from 2 to 100 Hz) at the quadrupole end with respect to the center of the module (see Figure 3 left). Smaller differences (~ 10%) were found in the vertical direction. Similar results were obtained by repeating the test on top of the vacuum vessel. Data taken at the CMTB (Figure 3 right) show a better matching and the clear influence of the cryostat supports (transverse rocking mode moved from 4.7 to 11 Hz, with a better girder-support interface and connection of the module to the endcaps).

3 Measurements at 4.5 K

Figure 4: PSD spectra measured on the CMTB floor, on top of the vacuum vessel and on the quadrupole at room temperature (left), and in cold steady state with RF off (right).

Vertical vibrations of the quadrupole at 4.5 K have been measured using a commercial geophone [6]. The sensor could operate at cryogenic temperatures without loss of sensitivity, providing nanometer resolution even in the 1-10 Hz frequency band, region not covered by
the existing data because of the lack of resolution of cooled piezo accelerometers [7]. No difference (Figure 4) between reference room temperature data and measurements done during cold operation was found up to 30 Hz: the quadrupole position simply tracks the ground motion, with some amplification due to the effects of the vessel supports (coupling with the rocking modes at 11 and 18 Hz, resonance at 27 Hz). At higher frequencies, besides the common lines from the technical systems (the insulation vacuum pump at 48.6 Hz the strongest one), the onset of a strong anharmonic vibration, with fundamental frequency ~30 Hz, detectable both inside and outside of the cryostat and on the hall floor, was observed. The effect, not related to the module design, has been identified as a thermal acoustic oscillation originated by a flow sensor, with direct transition to room temperature, installed outside of the cryomodule upstream of the inlet valve of the quadrupole 4.5 K feed line [8]. A clear correlation between the vibration amplitude (ranging from 200 nm up to one micron rms on the quadrupole) and the settings of the same valve was in fact discovered, and no similar phenomenon was observed afterwards during the tests of Module 5 Type-III cryomodule [9]. No effect from the high power RF was observed in this experiment (data not shown here).

4 Summary

This study has proven the reliability of the FLASH Type III mechanical design with the quadrupole at the end of the module. In the frequency range 1-10 Hz, vibration spectra of the quadrupole are shaped by the local seismic activity. Amplification of the ground motion, mostly in the horizontal axis, only occurs due to the rigid body modes of cryostat on its supports, perhaps the most relevant engineering issue to improve the quadrupole stability. At high frequencies (> 20 Hz) lines from technical noise sources are dominant. A continuous monitoring of the FLASH linac cryomodules, using cooled geophones, is planned to confirm during machine operation the promising results obtained at the CMTB.
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Coupler Kick

Igor Zagorodnov and Martin Dohlus
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The transverse kick due to cavity couplers can negatively affect the beam emittance. For example, in the International Linear Collider (ILC) the intense bunches encounter many hundreds cavities with couplers. In this contribution we estimate two different effects: the kick due to asymmetry of the external accelerating field (coupler RF kick) and the kick due to electromagnetic field of the bunch scattered by the couplers (coupler wake kick). The wakefield due to the couplers could be main source of the emittance dilution in ILC and a new HOM couplers orientation is suggested to reduce the wake by factor ~12.

1 Introduction

The International Linear Collider (ILC) project [2] uses short, intense bunches, which encounter a lot of cavities with couplers. As it is shown in Fig. 1 the couplers violate the rotational symmetry of the cavities and produce transverse kicks on the axis. It can negatively affect the beam stability and the beam emittance.

![Figure 1: TESLA cavity with couplers.](image)

In this contribution we estimate two different effects: the kick due to asymmetry of the external accelerating field (coupler RF kick) and the kick due to electromagnetic field of the bunch scattered by the couplers (coupler wake kick). In the calculation we consider not only the main coupler but higher order mode (HOM) couplers as well. The wakefield due to the couplers could be main source of the emittance dilution in ILC and a new HOM couplers orientation is suggested to reduce the wake by factor ~12.

2 Geometry description and notation

In ILC and European XFEL [4] projects the design of the main accelerator will be based on the TESLA technology [5]. Each TESLA cavity is supplied with one main coupler and two HOM couplers (see Fig. 1). The design and orientation of the couplers in the European XFEL project are shown in Fig. 2. The radius of the pipe is equal to 39 mm and the couplers penetrate into the pipe up to the radius of 30 mm.
In the following estimations we consider the Gaussian bunch $\lambda(s)$ with rms width $\sigma$. The kick factor and the rms kick for wake potential $W_\perp(s)$ are given by

$$k_\perp = \langle W_\perp \rangle = \int W(s)\lambda(s)ds , \quad k_{\perp \text{rms}} = \left( \langle W_\perp - k_\perp \rangle^2 \right)^{0.5}.$$  

The kick factor must be compensated for with orbit correctors. The rms kick gives the head-tail difference in the kick which is very difficult to correct and which leads to "banana" shape of the bunch.

The estimations of wakepotentials are obtained for a quite long bunch $\sigma = 1\text{mm}$. However, the transverse wake has already the capacitive character and we can state that the wake kick remains the same for the shorter bunches [6].

### 3 Wakefields of the TESLA couplers

#### 3.1 Numerical code and accuracy estimation

To estimate the short range wakefields of the couplers in the pipe (without cavities) we have used a 3D, time-domain finite-difference program ECHO [7]. It has two features that make these 3D calculations tractable: (1) a method to reduce the so-called “mesh dispersion”, and (2) an indirect method [8] of calculating wakes in 3D structures that eliminates long downstream beam pipes.

![Figure 2: The geometry and the orientation of the TESLA couplers.](image)

![Figure 3: The axially symmetric approximation of the main coupler geometry and the accuracy check.](image)
Table 1: Convergence and accuracy tests.

<table>
<thead>
<tr>
<th></th>
<th>2.5D, σ/h=5</th>
<th>2.5D, σ/h=10</th>
<th>3D, σ/h=5</th>
<th>Abs.error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{</td>
<td></td>
<td>}$, kV/nC</td>
<td>2.205</td>
<td>2.195</td>
</tr>
<tr>
<td>$\varphi k_\perp / \varphi r$, kV/nC/m</td>
<td>5.820</td>
<td>5.817</td>
<td>5.89</td>
<td>0.07</td>
</tr>
<tr>
<td>$k_\perp (0)$, kV/nC</td>
<td>0</td>
<td>0</td>
<td>1e-6</td>
<td>1e-6</td>
</tr>
</tbody>
</table>

In order to choose the mesh and check the accuracy of the 3D results we have considered an axially symmetric approximation of the main coupler geometry (see Fig.3). The results obtained with 2.5D and 3D codes are given in Fig. 3 and Table 1.

3.2 The couplers wake kick near to the axis

The kick factors of downstream and upstream couplers (see Fig. 2) are given as

$$
\begin{align*}
    k_{\perp}^{\text{down}}(x, y) &= \begin{pmatrix}
    -0.0069 \\
    -0.0094 \\
    \end{pmatrix} + \begin{pmatrix}
    3.2 & -1.1 \\
    -1.1 & -1.0 \\
    \end{pmatrix} \begin{pmatrix}
    x\text{[m]} \\
    y\text{[m]} \\
    \end{pmatrix}, \\
    k_{\perp}^{\text{up}}(x, y) &= \begin{pmatrix}
    -0.0142 \\
    -0.0095 \\
    \end{pmatrix} + \begin{pmatrix}
    1.02 & 1.15 \\
    1.15 & 0.07 \\
    \end{pmatrix} \begin{pmatrix}
    x\text{[m]} \\
    y\text{[m]} \\
    \end{pmatrix},
\end{align*}
$$

The rms kick can be related to the kick factor as $k_{\perp}^{\text{rms}} = k_{\perp} / \sqrt{3}$.

Fig. 4 shows the vector norms of the wake rms kick, RF rms kick (see next section) and the cavity rms kick [9] for the ILC bunch with charge $Q=1\text{nC}$ and length $\sigma=300\mu\text{m}$ versus offset from the axis.

![Figure 4: Kicks vs. offset and the new orientation of HOM couplers.](image)

The coupler wake kick makes the main contribution. It can be reduced by factor $\sim 12$ with the help of rotation of the HOM couplers by 90 degrees as shown in Fig. 4. The kick factor of this new configuration is
\[ k_\perp (x, y) = \begin{pmatrix} 0.0025 & 2.33 \ 0.0002 & 0.04 \end{pmatrix} \left( \begin{array}{c} x [\text{m}] \\ y [\text{m}] \end{array} \right) \begin{pmatrix} \text{kV} \\ \text{nC} \end{pmatrix} \].

Let us note that we have calculated the coupler kick in infinite pipe without cavities. As the cavity irises have radius 35 mm which is smaller than the pipe radius of 39 mm we expect that the coupler wake kick could be reduced by a factor ~1.4.

4 The RF coupler kick near the axis

The couplers destroy rotational symmetry of the TESLA cavity. With the help of the MAFIA field solver [10] we have estimated [11] the asymmetry effect on the external accelerating field due to the couplers existence and obtained the RF rms kicks as

\[ Q_{k_{\perp}^{\text{rms}}} = \text{Im}(V_n V_z^*) k \sigma, \quad V_n = V_{n,\text{down}} + V_{n,\text{up}}^*, \quad k = 2\pi c^{-1} f, \]

\[ V_{n,\text{down}}^* \cdot 10^4 = \begin{pmatrix} -0.25 + 0.52i \\ 0.32 + 0.05i \end{pmatrix} + \begin{pmatrix} -40 - 20i \\ 29 + 37i \end{pmatrix} \left( \begin{array}{c} x [\text{m}] \\ y [\text{m}] \end{array} \right), \]

\[ V_{n,\text{up}}^* \cdot 10^4 = \begin{pmatrix} -0.57 + 0.07i \\ 0.41 + 0.03i \end{pmatrix} + \begin{pmatrix} 11 - 7i \\ 34 + 1.5i \end{pmatrix} \left( \begin{array}{c} x [\text{m}] \\ y [\text{m}] \end{array} \right), \]

where up and down mean upstream and downstream couplers, correspondingly. Figure 4 shows the total RF rms kick for accelerating voltage \( V_z = 15\text{MV} \) and frequency \( f = 1.3\text{GHz} \).
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Damping Rings

Conveners: A. Wolski, S. Guiducci, J. Gao, M. Zisman
UPDATE ON ION STUDIES

Guoxing Xia and Eckhard Elsen
DESY, Hamburg, Germany

The effect of ions has received one of the highest priorities in R&D for the damping rings of the International Linear Collider (ILC). It is detrimental to the performance of the electron damping ring. In this note, an update concerning the ion studies for the ILC damping ring is given. We investigate the gap role and irregular fill pattern in the ring. The ion density reduction in different fills is calculated analytically. Simulation results are presented.

1 Introduction

Ions are recognized as a potential current limitation in storage rings with negatively charged particle beams [1]. The ions mainly come from beam-gas collisions. In some circumstances, they are trapped in the potential well of the beam. They couple to the motion of the beam and lead to adverse effects such as beam emittance growth, betatron tune shift and spread, collective instabilities and beam lifetime reductions [2].

There are two kinds of ion effects in electron storage rings. One is the conventional ion trapping which occurs when the circulating beam traps ions after multiple turns. It can be cured by introducing a few successive empty RF bucket (gaps), which are long compared to the inter-bunch spacing. In this case, the ions are strongly focused by the passing electron bunches in the beginning and then over focused in the gap. With a sufficiently large gap, the ions can be driven to large amplitudes, where they form a diffuse halo and do not affect the beam. However, in high current storage rings or linacs with long bunch trains, the ion accumulation during the passage of a single bunch train may cause a transient instability which is called fast ion instability (FII) [3, 4]. For the electron damping ring of the ILC, the bunch intensity is large and the bunch spacing is small and the fast ion instability is potentially striking [5]. Since the vertical beam emittance is much smaller (2 pm) than the horizontal one (0.5 nm), the FII is much more serious in the vertical plane.

In this note, the linear theory of ion effect is briefly recalled in section 2. In section 3, the gap effect in the fill is studied and the ion density reduction due to mini-trains in different fill patterns is investigated analytically. Section 4 shows the simulation results of FII for mini-trains. A short summary is given in the end.

2 Linear theory of ion effects

Without gaps in the fill, the ions with a relative molecular mass greater than \( A \) will be trapped in the beam potential, where,

\[
A = \frac{N_0 r_p L_{sep}}{2 \sigma_y (\sigma_x + \sigma_y)}
\]

here, \( N_0 \) denotes the number of particles per bunch, \( r_p \) the classical radius of proton, \( L_{sep} \) the bunch spacing, \( \sigma_{x,y} \) the horizontal and vertical beam size, respectively. It can be seen

*This work is supported by the Commission of the European Communities under the 6th Framework Programme "Structuring the European Research Area", contract number RIDS-011899.
Table 1: Typical fill patterns in the ILC damping ring.

<table>
<thead>
<tr>
<th>Beam parameters</th>
<th>Fill pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case A</td>
</tr>
<tr>
<td>Number of bunches</td>
<td>5782</td>
</tr>
<tr>
<td>Particles per bunch (10^{10})</td>
<td>0.97</td>
</tr>
<tr>
<td>Bunch spacing [bucket]</td>
<td>2</td>
</tr>
<tr>
<td>Number of trains</td>
<td>118</td>
</tr>
<tr>
<td>Bunches per train (f_2)</td>
<td>0</td>
</tr>
<tr>
<td>Gaps between trains (g_2)</td>
<td>0</td>
</tr>
<tr>
<td>Bunches per train (f_1)</td>
<td>49</td>
</tr>
<tr>
<td>Gaps between trains (g_1)</td>
<td>25</td>
</tr>
<tr>
<td>FII char. growth time at train end (10^{-9} \text{s})</td>
<td>3.922</td>
</tr>
<tr>
<td>FII expo. growth time with 30% ion freq. spread (10^{-6} \text{s})</td>
<td>6.889</td>
</tr>
<tr>
<td>Coherent tune shift at train end</td>
<td>0.325</td>
</tr>
</tbody>
</table>

that the minimum trapped mass is closely related to the beam size. By using the beam parameters of three typical fill patterns in the ILC damping ring, from case A to case C as shown in Table 1 [6], the minimum trapped mass along the ring for two fill pattern case A and C is shown in Figure 1 and Figure 2 respectively. The number of bunches decreases from A to C while the particles per bunch increase to maintain a comparable overall charge. Here we take one sextant of the ring as an example.

\[
\tau_c^{-1}(s^{-1}) = 5p[\text{Torr}] \frac{N_0^{3/2} n_r e \tau_p^{1/2} L_{sep}^{1/2}}{\gamma \sigma_y^{3/2} (\sigma_x + \sigma_y)^{3/2} A^{1/2} \omega_\beta} \tag{2}
\]

Figure 1: Minimum trapped mass for fill pattern case A.

It can be seen that for the fill pattern case A, all the CO ions will be trapped in the beam along the ring. While for the fill pattern case C, the CO ions can not be trapped in some parts of the ring.

The linear theory [3, 4] gives characteristic growth rate of FII which strongly depends on the bunch intensity, number of bunches, transverse beam size and the residual gas pressure. It can be estimated as
where \( p \) is the residual gas pressure, \( n_b \) is the bunch number, \( r_e \) and \( r_p \) are the classical radius of electron and proton respectively, \( c \) is the speed of light, \( \gamma \) is the relativistic gamma factor, \( A \) is the atomic mass number of the residual gas molecules and \( \omega_\beta \) is the vertical betatron frequency. The ion coherent oscillation frequency \( \omega_i \) is given by

\[
\omega_i = \left( \frac{4N_0 r_p c^2}{3AL_{sep} \sigma_y (\sigma_x + \sigma_y)} \right)^{1/2}
\]

However, the ion motion becomes decoherent because the vertical ion frequency depends on the horizontal position. Furthermore, the existence of various ion species and the variation of the beam size along the ring also introduce a spread in the ion oscillation frequency. Taking into account the ion coherent frequency spread, the linear theory gives the coupled bunch motion in the bunch train rising as \( y \sim \exp(t/\tau_e) \), and in this case the exponential growth rate is given by

\[
\tau_e^{-1}[s^{-1}] = \frac{c}{\tau_c 2\sqrt{2l_{train}}(\Delta \omega_i)_{rms}}
\]

where \( (\Delta \omega_i)_{rms} \) denotes the rms spread of the ion coherent frequency as the function of the azimuthal position around the ring. \( l_{train} = n_b L_{sep} \) the bunch train length. For the baseline design of the ILC damping ring, simulation shows the spread of ion coherent frequency to be about 30% [7].

If the ions are trapped in the beam potential, they give rise to additional focusing to the beam. The ion induced coherent tune shift is given by

\[
\Delta Q_{y,coh} = \frac{\beta_y r_x \lambda_{ion} C}{\gamma 4\pi \sigma_y (\sigma_x + \sigma_y)}
\]

here \( C \) is the circumference of ring, \( \beta_y \) is the vertical beta function, \( \lambda_{ion} = \sigma_i N_0 n_b p/kT \) is the ion line density, \( \sigma_i \) is the ionization cross section (1.86 Mbarn and 0.31 Mbarn for carbon monoxide and hydrogen ions, respectively at beam energy of 5 GeV). \( k \) is Boltzmann constant and \( T \) is the temperature. By using beam parameters of the ILC baseline damping ring [8], the FII characteristic growth time, exponential growth time with 30% ion coherent frequency spread and ion induced coherent tune shift at bunch train end for a single long bunch train case are analytically estimated in Table 1. A CO partial pressure of 1 nTorr is assumed here. It can be seen that the growth time is extremely fast for the case of one long train. Even with 30% ion frequency spread, the FII growth time is still faster than one revolution period (22 \( \mu \)s). The ion induced tune shift is large at a gas pressure of 1 nTorr for CO, so a lower vacuum gas pressure is critical to alleviate FII effect.

3 Gap effect in the fill

In the previous section, one long bunch train has been assumed and the ions are trapped by the bunch train. The trapping condition is disturbed when the fill pattern consists of a number of short bunch trains (mini-trains) with gaps in between. In the following, we will analyze the gap effect and ion density in different fill patterns.

The ions inside the beam are defined as those ions within \( \sqrt{3} \sigma \) of the beam centroid. Note that the growth rate of FII is proportional to the ion density [9]. The diffusion of the ions during the gaps increases the size of ion cloud and therefore reduces the ion density.
With a gap introduced in the bunch train, one can estimate the density of the ions in the beam after the clearing gap as [2]

$$\rho_i \approx \frac{\rho_{i0}}{\sqrt{(1 + L_{\text{gap}}^2\omega_x^2)(1 + L_{\text{gap}}^2\omega_y^2)}}$$

(6)

where $\rho_{i0}$ is the ion density at the end of the one bunch train, $L_{\text{gap}}$ is the gap length between two adjacent bunch trains, $\omega_{x,y}$ are the ion oscillation frequencies as follows

$$\omega_{x,y}^2 = \frac{2N_0r_p}{L_{\text{sep}}A(\sigma_x + \sigma_y)}$$

(7)

For the ILC damping ring, the harmonic number $h = 14516$, the circumference $C = 6695.057$ m. We made an analytic estimation of the relative ion density reduction versus train gap spacing. The result is shown in Figure 3. It can be seen that the relative ion density diminishes with respect to the bunch train gap spacing. If the gap length is larger than 30 RF bucket, the ion density is about 10% of the initial ion density. Beyond 30 RF bucket, the ion density no longer changes significantly. Taking into account the transient beam loading effect, train gap should not be too long. For current ILC damping ring fill patterns, the length of train gap varies from 25 to 71 RF bucket. Meanwhile, in order to evaluate the effect of the gaps, an Ion-density Reduction Factor (IRF) is defined as [9]

$$IRF = \frac{1}{N_{\text{train}}} \frac{1}{1 - \exp(-\tau_{\text{gap}}/\tau_{\text{ion}})}$$

(8)

Figure 3: The density of the residual ions in the beam after the bunch train gap.

Figure 4: IRF factor in OCS6 damping ring for fill pattern A and C.

where $N_{\text{train}}$ is the number of trains, $\tau_{\text{ion}}$ is the diffusion time of the ion cloud which can be estimate from Eq.(3). IRF is the ratio of the ion density with gaps and without gaps. In one long bunch train case, the ring is completely filled and the ions can accumulate indefinitely. With a fixed gap, a larger number of shorter bunch train helps to keep the ion density low. However, for a fixed ring circumference and total number of bunches, the length of gap shrinks as the number of bunch trains increases. The optimum fill pattern depends on the diffusion time, the circumference, and number of bunches. Figure 4 shows the IRF.
versus number of trains in OCS6 damping ring for fill pattern case A and C respectively. It can be seen here if the harmonic number and ring circumference are fixed, the IRF reduces with respect to the number of trains. Beyond 60 trains the IRF does not change a lot.

The beam parameters of the ILC damping ring are listed in Table 2.4-1 of Ref. [8]. There are 5 different fills in this ring. For different fill patterns, the total number of particles is kept constant so that the specified luminosity can be achieved.

Figure 5: Ion density in fill pattern case A.

The ion density for different fill patterns case A, B and C are shown in Figure 5, Figure 6 and Figure 7 respectively for ten bunch trains. The CO partial pressure is 1.0 nTorr. It can be seen that the ion density for a single long bunch train will increase linearly with respect to the bunch number. However, if the gaps are introduced between the adjacent bunch trains, the ion density is reduced significantly. It also indicates that the ion density for mini-trains can quickly reach the peak value after the first few bunch trains. For the fill patterns A, B and C, the mini-trains can reduce the ion density by about two orders of magnitudes comparing to a single long bunch train. Since the growth rate of FII is proportional to the ion density, it indicates that the growth rate of FII can be reduced by a factor of 100. In this case, the FII can be potentially damped by a fast feedback system.

4 Simulation study of FII in the ILC damping ring

A weak-strong code is used to simulate the FII in the ILC electron damping ring [10]. The effect of mini-trains is taken into account. Figure 8 shows the growth of the vertical oscillation amplitude versus number of turns for a single long bunch train and for mini-
trains of fill pattern A. The 5782nd bunch is recorded here. It can be seen when the gap is introduced in the bunch trains, the growth of vertical oscillation slows down. This is because in the case the ion density for mini-trains is less than that of a single long bunch train case in Figure 5. Figure 9 shows the bunch centroid oscillation versus number of turns in the fill pattern case A. The 5782nd bunch is recorded here. We can see the bunch centroid begins to oscillate with small amplitude and then reaches the saturation after about 600 turns [11]. This is also one of the characteristics of the FII.

5 Conclusion

Gaps between bunch trains can significantly reduce the ion density in the ILC damping ring; a gap exceeding 30 RF bucket reduces the ion density by a factor 10. Depending on fill pattern the ion density diminishes by about two orders of magnitude compared to one long bunch train case. Simulation shows the growth of vertical oscillation amplitude to be attenuated with gaps in the fill.
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Spin polarisation will play an important role in the physics programme of the International Linear Collider (ILC). A well designed and aligned damping ring should not produce any significant depolarisation. This is confirmed by simulations using the code SLICKTRACK. However, it should be recognised that there is no full decoherence of the horizontal components of spins.

1 Overview

If highly spin–polarised electron and positron beams are to be available at the interaction point(s) of the ILC, it is essential that the damping rings cause no significant depolarisation. However, enhancement of synchrotron radiation by the wigglers in damping rings has the potential to cause spin depolarisation via the spin-orbit coupling embodied in the Thomas-BMT (T-BMT) equation [1]. Thus a special study of depolarisation in the ILC damping rings has been made [2]. In principle there are three effects which can either reduce the value of the polarisation at the interactions point(s) or add uncertainty to the direction of the polarisation at the interaction point(s). These are respectively the effect of synchrotron radiation just mentioned, and two effects related to a possible mismatch of the incoming spin distribution with the “ideal” spin distribution of particles with non-zero orbital amplitudes.

2 The effect of synchrotron radiation

Spins precess in the magnetic fields according to the T-BMT equation. But the stochastic nature of the emission of synchrotron radiation puts some random motion (noise) into the particle orbits. In the (non-uniform) quadrupole fields, the noise is transmitted to the spin motion and initially mutually parallel spins can start to spread out so that the beam becomes depolarised. In principle, synchrotron radiation can also lead to a build up of polarisation via the Sokolov-Ternov (ST) effect [1] but in damping rings this can be neglected since the alternating fields in the wigglers ensure that the asymptotic ST polarisation is very low. Also, the ST build-up rate is very low.

As a part of a study to determine the optimal damping ring configuration for the ILC, the depolarisation for a few damping ring designs (e.g., the OCS and TESLA lattices) has been estimated [2]. Since the beam is not at equilibrium, a Monte-Carlo simulation of the effect of stochastic photon emission was carried out using the code SLICKTRACK [3]. Even with typical misalignments (1/3 mm misalignments and 1/3 mrad roll for quadrupoles) the loss of polarisation is negligible both for the design energy of 5.006 GeV and close to a first
order spin-orbit resonance at 4.8 GeV. See for example fig. 1 in [4]. A similar conclusion emerges from simulations with SLICKTRACK for the (newer) OCS6 lattice at 5.0GeV. The simulations were performed both for a small energy spread ($\pm 45$KeV) expected for injected electron bunches and for the large initial transverse emittances and initial energy spread of $\pm 25$MeV, expected for the positrons from the positron source of the ILC baseline-design.

3 The invariant spin field and the associated effects

Whereas radiative depolarisation is irreversible, the other two effects are mainly associated with radiationless, i.e., reversible, equations of spin motion. Both can be understood in terms of the so-called “invariant spin field” $\hat{n}$ [5, 6] which describes the direction of the equilibrium polarisation at each point in phase space. The natural “reference direction” for describing spin motion in a storage or damping ring is the unit vector $\hat{n}_0$, the periodic solution (of unit length) of the T-BMT equation on the closed orbit [1]. In a properly aligned damping ring $\hat{n}_0$ will be just a few milliradians from the vertical. In $e^\pm$ storage rings $\hat{n}_0$ gives the direction of the equilibrium polarisation of the whole beam. If the beam is in equilibrium with non-zero emittances and spins are set initially parallel to $\hat{n}_0$, instead of $\hat{n}$, the polarisation will fluctuate. See, for example, fig. 9 in [6]. Nevertheless, at the low energies of the damping rings, the effects of such fluctuations are negligible away from spin-orbit resonances. Note that earlier work with MERLIN for 1.98 GeV in the NLC damping rings [7, 8] which confirmed the positions of spin-orbit resonances, did not include synchrotron radiation and was therefore concerned with just these kinds of fluctuations.

A second and much more important effect which is of basically the same nature is illustrated in fig. 1 for electrons in the OCS6 lattice when the initial relative energy spread is $\pm 45$ KeV. Here, all spins are initially tilted by 100 mrad from $\hat{n}_0$, along the same direction. The first (top) curve shows the mean square angle of tilt. It is so large that it is not significantly influenced by synchro-betatron motion and synchrotron radiation. The other two curves show the mean squared projections of the spins on the radial and longitudinal directions. They oscillate almost sinusoidally as the polarisation vector basically just precesses around $\hat{n}_0$. However, the peak-to-peak range is slightly less than 10000 mrad$^2$, indicating that there is some decoherence, due to synchrotron radiation, of the projections of spins on the plane perpendicular to $\hat{n}_0$. In fact the distribution of the projections comes to equilibrium with respect to the rotating mean direction, with an r.m.s. spread of about 14 degrees and this is consistent with a simple model [9]. Thus, contrary to common expectation, there is no complete decoherence of the spin projections. The same is true for large initial energy spreads. So, if the injected polarisation is tilted sufficiently from $\hat{n}_0$, the direction of the polarisation vector at ejection and, in turn, that of the polarisation vector at the interaction point(s) will depend on the time at which the ejection kickers are fired. The injected polarisation should therefore be set sufficiently parallel to $\hat{n}_0$, or for these damping rings, to the vertical.

4 Conclusions

New SLICKTRACK simulations for the ILC damping ring lattice support our earlier conclusion that the depolarisation is negligible and that the horizontal projections of the spins of the electron bunches injected into damping ring need not rapidly decohere. It is therefore important that the polarisation vector be properly aligned prior to injection. More details
Figure 1: OCS6: mean squared spin angles at 5 GeV for a synchrotron tune of 0.0638, sampled every 10 turns for about 7 transverse damping times.

and results of simulations for positrons with their large initial energy spread will be provided in an extended version of this paper, published as a Cockcroft report. See [10] too.
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A substantial upgrade of the beam position monitors (BPM) at the ATF (Accelerator Test Facility) damping ring is currently in progress. Implementing digital read-out signal processing techniques in line with an optimized, low-noise analog downconverter, a resolution well below 1 \(\mu m\) could be demonstrated at 20 (of 96) upgraded BPM stations. The narrowband, high resolution BPM mode permits investigation of all types of non-linearities, imperfections and other obstacles in the machine which may limit the very low target aimed vertical beam emittance of < 2 pm. The technical status of the project, first beam measurements and an outlook to its finalization are presented.

1 Introduction

An important goal of the ILC beam studies at the KEK ATF damping ring is to generate and extract a beam with low vertical emittance (< 2 pm). This requires various optimization methods to steer the beam along an optimum (golden) orbit with minimum disturbance to non-linear field effects. A high resolution BPM system is a mandatory tool to achieve this goal, requiring a resolution in the 100 nm range operating in a “narrowband” mode. Many related beam studies will be triggered with this high resolution BPM tool, e.g. damping process and minimization of the damping time, beam based alignment (BBA) studies, including offset drift investigations, analysis/correction of various unwanted effects (coupling, chromaticity, noise, etc.). A wideband, turn-by-turn mode of moderate resolution (< 10 \(\mu m\)) also has to be provided for injection/extraction, and some special beam studies. The BPM’s may also be used within a orbit feedback system at a later stage. The ATF DR BPM Upgrade Project is a KEK/SLAC/Fermilab collaboration that addresses the problem by installing new hard-, firm- and software for read-out and signal processing of the 96 installed button-type BPM pickups in the ATF damping storage ring:

- 714 MHz-to-15 MHz downmix- and calibration-module, located inside the ATF tunnel.
- VME-based digital signal processing and timing electronics, based on the commercial *Echotek* digital receiver.
- Various FPGA-firmware, diagnostics software, and an EPICS interface to the ATF control system.
The ATF Damping Ring

Fig. 1 shows the layout of the approximately 140 m circumference ATF damping ring located at KEK, Japan, as of May 2007. It utilizes injection from a S-Band linac and extraction to the dump beam-line at the same location in the upper straight section, at a beam energy of 1.28 GeV; the 714 MHz RF cavities are located at the lower straight section. As indicated, 20 out of 96 button-style BPM’s are upgraded with the new read-out system, which is located in the tunnel (distributed analog downconverters) and in two air-conditioned huts outside the tunnel (VME 1 and VME 2) accommodating the VME crates.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>beam energy $E$</td>
<td>1.28 GeV</td>
</tr>
<tr>
<td>beam intensity, single bunch</td>
<td>$1.6 \times 10^{10}$ e$^{-}$/bunch $\equiv I_{\text{bunch}} = 3.46$ mA</td>
</tr>
<tr>
<td>beam intensity, multibunch (20)</td>
<td>$22.4 \times 10^{10} \times 20$ e$^{-} \equiv I_{\text{bunch}} = 48.5$ mA</td>
</tr>
<tr>
<td>accelerating frequency $f_{RF}$</td>
<td>714 MHz</td>
</tr>
<tr>
<td>revolution frequency $f_{rev}$</td>
<td>$f_{RF}/330 = 2.1636$ MHz $\equiv t_{rev} = 462.18$ ns</td>
</tr>
<tr>
<td>bunch spacing $t_{bunch}$</td>
<td>$f_{RF}/2 = 2.8011$ ns</td>
</tr>
<tr>
<td>batch spacing $t_{batch}$</td>
<td>$t_{rev}/3 = 154.06$ ns</td>
</tr>
<tr>
<td>horizontal betatron tune</td>
<td>$15.234 \equiv f_h \approx 506$ kHz</td>
</tr>
<tr>
<td>vertical betatron tune</td>
<td>$8.567 \equiv f_v \approx 1200$ kHz</td>
</tr>
<tr>
<td>synchrotron tune</td>
<td>$0.0045 \equiv f_s \approx 9.7$ kHz</td>
</tr>
<tr>
<td>repetition frequency $f_{rep}$</td>
<td>$1.56$ Hz $\equiv t_{rep} = 640$ ms</td>
</tr>
<tr>
<td>beam time $t_{beam}$</td>
<td>$460.41$ ms ($\equiv$ turn $#996170$)</td>
</tr>
</tbody>
</table>

Table 1: Beam parameters of the ATF damping ring
Table 2 lists some machine and beam parameters of the ATF damping ring. In standard operation a single bunch is injected from the S-Band linac on axes into the damping ring. After \( \approx 200 \) ms all injection oscillations are fully damped and the beam remains for another 400 ms in the machine before being extracted. This operation repeats at a 640 ms cycle time, and also allows for multibunch fillings of 3 batches, each up to 20 bunches spaced by 2.8 ns, in case the beam extraction is suppressed.

3 The BPM Upgrade

3.1 Overview

A Resolution of 10-20 \( \mu \text{m} \) is measured with the current ATF BPM read-out system. This does not meet the requirements for the corrections of non-linear effects in the ATF damping ring, and to achieve the ultimate low vertical beam emittance. A first initiative to upgrade the BPM read-out system was started in 2006, based on analog downmix modules and digital down converter receivers from Echotek, achieving 0.5-2 \( \mu \text{m} \) RMS resolution.

Fig. 2 gives an overview of the new BPM read-out hardware, shown for single button-style pickup. The four electrode signals of each button-style BPM pickup – the only unchanged component – are processed separately up to the VME CPU, where the actual position normalization and calibration takes place. All analog hardware, i.e. downmix modules and calibration signal generation (under development), is located in the tunnel; all digital
The hardware is located in two VME crates in the corresponding west and east arc huts. The upgraded hardware consists of:

- The **downmix module** receives the four signals from the button-style pickup, filters the 714 MHz frequency content (BW ≈ 10 MHz), and downconverts this signal to a 15.1 MHz output signal.

- The **calibration/test signal generation** is under development, a principal function test at ATF proved the feasibility.

- Each of two VME **chassis** outside the tunnel holds:
  - A set of 5 **Echotek** digital receiver modules with each 8 channels to read-out two BPM’s.
  - A **timing module** to generate all required trigger, clock and RF signals.
  - A **Motorola 5500 CPU controller board** for data collection and post-processing.
  - A **digital I/O module** was used temporarily, the final design of the calibration unit will make use of a CAN fieldbus for it’s control.

### 3.2 Button-style BPM Pickup

The ATF damping ring is equipped with a total of 96 button-style BPM pickup stations. The button electrodes are mounted under a rotation of 45° into the beam pipe of circular cross-section (24.4 mm diameter), to avoid the direct synchrotron light. The 12 mm diameter button electrodes span 15.7 % (equiv. 56.4°), which results in an electrical beam-to-electrode coupling of 15.9 % for a centered beam.

![Horizontal position characteristics of the ATF damping ring button-style BPM pickup.](image)

Fig. 3 shows the results of a numerical analysis, i.e. solving the Laplace equation for the 2D cross-section. The normalized position characteristics are plotted in terms of equipotentials:

\[
\phi_{\text{hor}} = \frac{(\phi_A + \phi_C) - (\phi_B + \phi_D)}{\sum \phi} \quad \phi_{\text{vert}} = \frac{(\phi_A + \phi_B) - (\phi_C + \phi_D)}{\sum \phi}
\]
which are identical in horizontal (shown) and vertical plane, due to the pickup symmetry. A $5^{th}$ order 1D polynomial fit at $\phi_{\text{hor}}(y = 0)$, resp. $\phi_{\text{vert}}(x = 0)$ approximates this result, and is implemented in the read-out software to calibrate the intensity values of the four electrodes to a beam displacement:

$$\text{Pos}[mm] = 9.35\phi + 1.00\phi^3 + 7.79\phi^5$$

A more accurate 2D fit is also prepared to correct for the higher order non-linearities, but not yet implemented in the read-out software.

The high-pass like transfer impedance of the pickup was estimated analytically, resulting in a value of $Z_0 \approx 0.735 \, \Omega$ at the operation frequency on the downconverter input $f_{\text{in}} = 714 \, \text{MHz}$.

### 3.3 Analog Signal Processing

![Analog downconverter schematics](image)

Figure 4: Analog downconverter schematics, one (of four) channel shown.

The analog bandwidth and sampling rate of the analog-to-digital converter (ADC), as well as other hardware specifications, limit the uses of the digital signal processing in the Digital Down Converter (DDC) receiver to analog signal frequencies $< 40 \, \text{MHz}$ (by using undersampling techniques this upper frequency limit could be extended somewhat). The transfer impedance of the button electrodes is poor at frequencies $< 100 \, \text{MHz}$, thus a high signal frequency has to be used to get a sufficient good S/N-ratio. For this reason an analog downconverter, including filters and gain-stages, is switched in front of the DDC receiver, to pre-process the button signals accordingly. Fig. 4 shows a simplified block diagram of a single channel of this downmix module, which is located in the tunnel close to each BPM pickup station. The required $f_{\text{LO}} = 729.145 \, \text{MHz}$ signal is fanned-out from the VME timing-and frequency generation module, supplying a image-rejection (SSB) mixer to convert the bandpassed pickup electrode signals $f_{\text{IN}} = 714 \, \text{MHz}$ to $f_{\text{IF}} = 15.145 \, \text{MHz}$. The downconverter unit includes a gain switchable low-noise amplifier (LNA), as well as gain and filter stages in the IF section.
3.4 Digital Signal Processing

Following the analog downconverter, the four BPM signals are digitized and digitally down-converted to baseband in a commercial 8-channel digital receiver board (Echotek ECGR-GC814). Each of the 8 DDC channels on this VME64X board is made up of a combination of an ADC (AD6644), GC-4016 (TI DDC), FPGA, and a 128 KW FIFO.

![Diagram of digital signal processing](image)

Figure 5: Texas Instruments GC-4016, “Graychip” digital downconverter (DDC), one (of four) channel.

The key of the digital signal processing is the 4-channel GC-4016 “Graychip” ASIC (Fig.5). Each selected channel receives the digitized 15.145 MHz IF data and produces a filtered, decimated stream of I-Q data pairs for each BPM channel. This data is further processed in the VME front end processor to generate the final intensity value computed by taking the square root of the sum of the squares of the I-Q pair for each channel (button electrode signal). The displacement (beam position) information is finally computed by combining the data of all electrode channels according to the equation shown in section 3.2.

All DDC NCO’s are programmed to 15.14545 MHz, shifting the IF frequency to base-band. Once the BPM signal is at baseband the decimation rate of the 5-stage CIC filter is set to 4 in the wideband mode (the minimum decimation achievable in the ASIC), but to 2747 in the narrowband mode, a rate calculated from the combination of the RRC FIR filter response and decimated clock frequency.

The lowpass FIR filters (CFIR and PFIR) that follow the CIC stage in the wideband mode are fundamentally calculated to notch out the 2.1636 MHz revolution frequency harmonics, still present in the digitized signal. This is achieved by combining the number of FIR taps (32 taps) and clock rate in a way that the low-pass sinc function zeros appear at \( n \times 462.18 \text{ ns} \). With these settings 4 data points per turn are sampled, allowing the consecutive acquisition of 32k turn-by-turn data. The bandwidth of \( \approx 500 \text{ kHz} \) (wideband mode) gives a true turn-by-turn time resolution, thus permits the measurement of betatron and synchrotron tunes, beam orbits at injection or ejection, etc. As the wideband mode data acquisition is...
externally triggered and the VME timing provides flexible delay functions, beam orbits can be taken at injection, ejection, or any other selectable time during the damping cycle.

The CIC high decimation rate used in the narrowband mode produces a 2 kHz moving average filter. Further filtering in the CFIR and PFIR sections are implemented as root raised cosine (RRC) filters, obtaining a band rejection greater than 90 dB and bandwidth of 1 kHz. This bandwidth rejection allows the processing of 714 MHz BPM signals in presence of 714.2 MHz calibration tone simultaneously by using two adjacent DDC channels, with one NCO tuned to 15.145 MHz and the second one to 14.945 MHz. The desired IF signal is shifted to baseband and the unwanted one is filtered by the RRC FIR filter. The resulting I-Q pair from each adjacent channel is stored in the FIFO and sorted by the front end for processing.

The narrowband filter output is started at the 500,000 turn after injection and the data rate is \( f_{\text{CLK}} / \text{total decimation rate} = 69.236171 \text{ MHz} / 10988 = 6.30107 \text{ kHz} \), an averaged value is clocked out every 158.7 \( \mu \text{s} \). The DDC is programmed to output 1280 points, corresponding to 200 milliseconds of orbit data which is further averaged with a boxcar filter to filter out 50 Hz component from the magnet power supplies.

4 First Results and Outlook

During operation in February and May 2007 seven dedicated, plus some parasitic machine shifts were used for commissioning and testing the upgraded BPM stations with beam. First (preliminary) results show a substantial reduction on the beam intensity (\( \approx 50\times \)), degrading the beam position measurements. In wideband mode, betatron (\( f_h \approx 387 \text{ kHz} \), \( f_v \approx 1212 \text{ kHz} \)) and synchrotron tunes (\( f_h \approx 9.7 \text{ kHz} \)) could be identified, the short-time, broadband turn-by-turn resolution is a few \( \mu \text{m} \). In narrowband mode an SVD algorithm was applied, after additional filtering and removal of 50 Hz components, in order to distinguish between BPM systematics and beam motion. Using this method a narrowband resolution of 200-400 nm (preliminary!) could be estimated. As first application a series of beam based alignment (BBA) measurements were taken, showing a substantial improvement (> 10\( \times \)) on the reproducibility of the quad-to-BPM offset.

The final goal for the ATF damping ring BPM collaboration is the upgrade of a substantial amount (\( \approx 2/3 \), or even all!) of the 96 BPM stations with this high resolution read-out system, to supply a powerful tool to minimize the vertical beam emittance. The BPM hardware also has to include a calibration system to detect long term drift effects degrading the reported beam position, even during beam operation. Therefore a revised analog downconverter and calibration unit is under currently development. A prototype will be tested in late 2007, It will include remote control and test functions, and needs dedicated software support. In early 2008 a decision has to be made on the production quantity of these analog modules and the total number of upgraded BPM’s, to allow the realization within spring 2008.
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The future International Linear Collider (ILC) will require of order $10^{14}$ positrons per second to fulfill its luminosity requirements. The current baseline design produces this unprecedented flux of positrons using an undulator-based source. In this concept, a collimated beam of photons produced from the action of an undulator on the main electron beam of the ILC is incident on a conversion target.

In the baseline design, the photon beam is directed at a thin, rotating, water-cooled target wheel. In this paper I review the role of the target in the positron source and present plans for a first prototype.

1 Introduction

In the baseline design for the ILC positron source an intense photon beam is used to produce positrons from a conversion target [1]. The intensity and bunch structure of the photon beam require a novel target design which has previously been presented in [2]. Updated details have recently been published in the ILC Reference Design Report [3]. The main characteristics of the photon beam and target are reviewed in sections 2 and 3 of this paper.

A concern with the current design is the effect of eddy current generated in the target wheel rim due to the interaction between the rotating metal surface and the magnetic field of the adjacent capture optics. In collaboration with Lawrence Livermore National Laboratory and the Stanford Linear Accelerator Centre in the US, the Cockcroft Institute and Daresbury Laboratory in the UK are currently in the process of developing a first prototype of the target wheel with the aim of investigating the eddy current and benchmarking the associated numerical simulations. Recent simulations [1] differ in their predictions for the eddy current power losses by as much as 50%. Details of the prototype are given in section 4 of this paper, and future work is summarized in section 5.

2 Photon beam characteristics

The intense circularly polarised photon beam from the helical undulator insertion device of the ILC positron source will have the same time-structure as the main ILC electron beam [3]: nominally 5 pulses per second, with each pulse having a duration of approximately 1 ms. The undulator will have a total active length of 147 m, giving photons with a first harmonic energy of 10.06 MeV.

The required undulator length of 147 m has been determined assuming that the target is immersed in the magnetic field of a pulsed flux concentrator in order to maximize the

*On behalf of the members of the ILC positron source target groups at the University of Liverpool and Daresbury Laboratory.
positron capture efficiency. With this geometry, the average integrated power of the uncolli-
lminated photon beam will be approximately 131 kW, with each bunch of photons carrying
a total energy of approximately 10 J and consisting of order 10^{13} photons.

3 Target design

The proposed target wheel consists of a circular titanium alloy (Ti-6%Al-4%V) rim con-
nected to a central drive shaft by five equally-spaced radial struts. The wheel will be
oriented with the photon beam parallel to the drive shaft, such that the photons strike the
rim, which has a radial width of 30 mm and an axial thickness of 0.4 radiation lengths
(14 mm). The target will be positioned 500 m downstream of the centre of the undulator,
giving a photon beam spot with a rms radius of approximately 2 mm.

Particle tracking simulations [4] predict that approximately 8% of the power of the photon
beam will be dissipated in the target. The total energy deposition from each photon pulse
is therefore expected to be approximately 22 J/g for a rim speed of 100 ms^{-1} (compared
with 0.9 kJ/g for a static target).

As the target wheel will be housed in a vacuum vessel at a pressure of 10^{-7} Torr or less,
the wheel will be cooled by water flowing through the hollow drive shaft via a rotating water
union and through an internal water-cooling channel contained inside the target rim.

4 Prototype

The prototype wheel will closely resemble the baseline target but will not have internal
water cooling channels, and will be operated in air rather than in a vacuum. In addition,
there are no plans to expose this first prototype to a photon or other particle beam, as its
main purpose is to investigate eddy currents. The mechanical design and data acquisition
system for the prototype are discussed in sections 4.1 and 4.2 respectively. The experimental
programme is outlined in section 4.3.

4.1 Mechanical design

The prototype target wheel is being manufactured from the same titanium alloy as specified
for the baseline target and will have the same outer diameter, radial wheel width and number
of spokes. The thickness of the prototype wheel will be 16.6 \pm 0.1 mm, which corresponds
to a standard thickness of Ti plate. The drive shaft will connect the wheel via a flexible
coupling to a 15 kW drive motor and will be supported by two Plummer block bearing units.

The (constant) magnetic field will be generated by a water-cooled dipole electromagnet
with cylindrical pole caps 250 mm in diameter. The minimum pole gap envisaged during
operation of the rotating wheel is 50 mm, which allows for a maximum peak field of 1.5 T.
The magnet support structure will enable the fraction of the wheel rim immersed in the
high-field region to be adjusted by varying the relative distance between the centre of the
wheel and the centre of the pole caps. The magnet geometry limits the maximum length of
the immersed arc to be 190 mm.

Simulations predict that the eddy current induced heating in the prototype for a 1 T
field at 2000 rpm could be as high as 10 kW. As the prototype does not have an internal
cooling channel, this heat must be dissipated by another mechanism. Initial calculations
show that convective cooling of the rotating wheel in air at room temperature will lead to
an equilibrium temperature of the wheel rim of approximately 200°C. It is anticipated that a jet of cold dry air will be used to increase the cooling rate.

4.2 Data acquisition

The data acquisition system will consist of a PC interfaced to the power supplies (for the drive motor and the magnet) and a suite of transducers. A rotary torque sensor will be mounted on the drive shaft to measure the torque acting on the wheel. Infra-red sensors and thermocouples will be used to monitor the temperature of the magnet polecaps, target rim, drive shaft and support structures. An optical system will be used to monitor the angular velocity of the drive shaft. Uniaxial accelerometers will be mounted on each of the two bearing units to measure jitter due to vibrational instabilities and component fatigue. Finally, a Hall probe will be used to monitor the magnetic field between the pole caps.

4.3 Experimental programme

Following balancing and initial commissioning, the first phase of the experiment will aim to measure vibrations of the wheel as a function of angular velocity in the absence of a magnetic field. During the second (subsequent) phase of the experiment, the magnetic field strength and wheel speed will be systematically incremented and the resulting torque and temperature readings will be compared with the predictions of the computer simulations. During the third phase of the experiment, the wheel will be operated for long periods and the components will be monitored for wear. Additional investigations into methods of adjusting the conductivity of the wheel rim may also be carried out.

5 Summary and Outlook

A design for a titanium target wheel that satisfies the requirements of the ILC baseline positron source has been developed, and construction has begun of a target wheel prototype to investigate eddy currents effects. Further prototypes to demonstrate the cooling and vacuum systems are also envisaged.
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The radiation damage of the positron source target for the International Linear Collider (ILC) has been studied. The displacement damage in target material due to multi-MeV photons has been calculated by combining FLUKA simulations for secondary particle production, SPECTER data for neutron displacement cross-sections and the Lindhard model for estimations of displacement damage by ions. The radiation damage of a stationary Ti6Al4V target in units of displacements per atom (dpa) has been estimated for photons from an undulator with strength 0.92 and period 1.15 cm. The calculated damage is 7 dpa. Approximately 12.5% of displacement damage result from neutrons.

1 Introduction

At the International Linear Collider (ILC) positrons will be generated by multi-MeV photons produced in the helical undulator striking a Ti-alloy target of 0.4 radiation length thickness. The main ILC positron source parameters (see [2]) are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^-$ drive beam energy</td>
<td>150 GeV</td>
</tr>
<tr>
<td>Undulator K-value</td>
<td>0.92</td>
</tr>
<tr>
<td>Undulator period</td>
<td>1.15 cm</td>
</tr>
<tr>
<td>Undulator-target distance</td>
<td>500 m</td>
</tr>
<tr>
<td>$e^+$ per bunch at IP</td>
<td>$2 \times 10^{10}$</td>
</tr>
<tr>
<td>Bunches per pulse</td>
<td>2625</td>
</tr>
<tr>
<td>Pulse repetition rate</td>
<td>5 Hz</td>
</tr>
</tbody>
</table>

Table 1: ILC positron source parameters [2].

The photons passing through the target generate not only electron-positron-pairs that are captured and accelerated downstream the target but also many other secondary particles (electrons, protons, neutrons, ions and etc.). In the target material the secondary particles collide with lattice atoms called 'Primary Knock-on Atoms' (PKAs). If the energy transferred in collisions is higher than a displacement threshold energy, $E_d$, the atoms leave their site and start moving. During its movement, a PKA is slowed-down by interactions with other atoms, which are called 'Secondary Knock-on Atoms' (SKAs). If the PKA energy is high enough (few tens keV for metals [3]), PKAs and SKAs will produce a displacement cascade or even many cascades. Most of the created vacancies and self-interstitial atoms annihilate each other. At the end of this recombination phase, only some residual point defects remain.

The goal of this article is to estimate the radiation damage of the positron source target by multi-MeV photons generated in a helical undulator.

2 Damage modeling

The photons are generated by the radiation of relativistic electrons passing through the periodic, helical magnetic field of the undulator. The undulator is installed part way along main...
electron linac, in a chicane arrangement, where the electron energy has reached 150 GeV. Positrons are produced from multi-MeV photons by means of pair production in the field of a nucleus in a conversion target. When a nucleus is excited by photons at energies of giant resonances, one or more nucleons may knocked out. These secondary particles collide with lattice atoms and induce damage of the target.

The generation of secondary particles by a photon beam has been calculated using FLUKA [4]. A major advantage of FLUKA is its capability to calculate electromagnetic showers in matter as well as neutron fluxes and atomic recoil effects. The Monte-Carlo code is well suited to describe residual nuclei in electromagnetic and hadronic cascade processes. The FLUKA output data for secondary photons, neutrons, protons, deuterons, tritrons, $^3$He, alpha particles and recoil nuclei from the nuclear reactions have been used for radiation damage calculations. The FLUKA output includes the positions and momenta of secondary particles. Fig. 1 shows neutron energy distribution and energy spectrum of recoil nuclei in the Ti-alloy target generated by undulator photons (see Table 1).

![Energy distribution of neutrons (left) and recoil nuclei (right) in the Ti-alloy target.](image1)

Figure 1: Energy distribution of neutrons (left) and recoil nuclei (right) in the Ti-alloy target.

Following the approach used in [5] the calculations of displacements in the target material have been performed seperately for damage induced by neutrons, ions and recoil nuclei. For estimations of displacements induced by neutrons the energy dependent displacement cross-sections from SPECTER code have been used [6]. Fig. 2 shows the neutron damage cross-section $\sigma_d$ created by the photon beam generated in a helical undulator with $K = 0.92$ and $\lambda = 11.5$ mm.

The number of atoms displaced by neutrons ($dpa_n$) is the product of $\sigma_d$ and total neutron fluence $\phi_n$: $dpa_n = \sigma_d \phi_n$.

In order to estimate the target damage it is necessary to know the power of the photon beam incident on the target. The re-

![Neutron damage cross-section, $\sigma_d$, induced by a photon beam generated in a helical undulator with $K = 0.92$ and $\lambda = 11.5$ mm.](image2)

Figure 2: Neutron damage cross-section, $\sigma_d$, induced by a photon beam generated in a helical undulator with $K = 0.92$ and $\lambda = 11.5$ mm.
quired photon beam power has been derived from the positron production in the Ti6Al4V target (90% of Ti, 6% of Al and 4% of V) with a thickness of 0.4 radiation length and taking into account positron beam losses after the target. The positron yield defined as ratio of number of positrons emerging from the target and number of photons hitting the target is $2.25 \cdot 10^{-2}$. Almost 28% of the positrons are captured, accelerated and match the acceptance of the dumping ring. Hence, for the nominal ILC positron source parameters (Table 1) $7 \cdot 10^{16}$ photons per second are required corresponding to 117 kW average photon beam power. Fig. 3 shows the transverse dpa distribution induced by neutrons after 5000 hours of source operation averaged over the full target thickness.

Figure 3: Transverse space distribution of neutron induced dpa in a Ti6Al4V target after 5000 hours irradiation.

For the calculation of displacements induced by ions and recoil nuclei the Linhard model [7] has been used. The dpa produced by ions, $dpa_i$, has been determined as

$$dpa_i = \sum_j \frac{E_j}{L} \phi_j N_a,$$

where $\phi_j$ and $E_j$ are fluence and damage energy of j-type projectiles (protons, neutrons, tritons, $^3$He, alpha particles, heavy particles and recoil nuclei), and $N_a$ is the number of target atoms per cm$^2$. $L$ is the cascade multiplication threshold,

$$L = E_b + E_c + E_d,$$

where $E_b$ is the energy binding an atom to its lattice site, $E_c$ is the energy of the slow projectile to be captured by a vacant lattice site, $E_d$ is the energy for displacing an atom permanently from its lattice site. The atom could be displaced if $\hat{E} \geq L$. In our estimations $L = 2E_d/0.8$ has been used as recommended by [7]. $E_d = 40$ eV for Ti, V and $E_d = 27$ eV for Al [6]. The damage energy has been approximated as (see [7])

$$\hat{E} = \frac{E}{1 + k_L(\varepsilon + 0.40244\varepsilon^{3/4} + 3.4008\varepsilon^{1/6})},$$
where $E$ is the energy of projectile particle, and $\varepsilon$ is a dimensionless energy,

$$
\varepsilon = \frac{E}{E_L}, \quad E_L = \frac{Z_1 Z_2 e^2}{a_{12}} \left( 1 + \frac{A}{M_2} \right),
$$

$$
k_L = \frac{32}{3\pi} \sqrt{\frac{m_e}{M_2}} \left( \frac{1 + A}{Z_1^2/3 + Z_2^2/3} \right)^{3/4}.
$$

$Z_1$ and $M_1$ are the atomic number and mass of the projectile, $Z_2$ and $M_2$ are the atomic number and mass of the target atom, $A = M_2/M_1$, $e$ is the charge of the electron, $a_{12}$ is a Thomas-Fermi screening length of the atom \cite{8}

$$
a_{12} = \left( \frac{9\pi}{128} \right)^{1/3} \frac{a_H}{(Z_1^2/3 + Z_2^2/3)^{1/2}},
$$

where $a_H$ is the Bohr radius.

The number of displaced atoms in the Ti6Al4V target induced by $^{48}$Ti recoils is shown in Fig. 4 as function of $^{48}$Ti energy. Figure 5 shows dpa averaged over target thickness induced by neutrons, protons, ions (deutons, tritons, $^3$He, alpha particles, heavy particles) and all recoil atoms after 5000 hours of source operation. These results are quantitative only, because the 'damage area' used for the estimations has been defined by the size of the photon beam. This area has been frozen after the first inelastic photon-nucleus interaction and does not include the real displacement cascade development. The reason for such essential simplification was the inability of FLUKA to transport recoil atoms. Hence, the results shown in Figure 5 could be used only for relative comparisons.

Displacements induced by neutrons are one order of magnitude less than dpa by recoil atoms; damage by protons and ions (deutons, tritons, $^3$He, alpha particles and heavy particles) is smaller by two order of magnitude. Taking into account the transport of recoil atoms will increase the damage area essentially or decrease the fluence of recoil atoms and results in a reduced dpa value. That is demonstrated in Fig. 5 and Fig. 3: Considering only neutrons and neutron transport the maximal dpa value is reduced from 8.7 to 0.9 (scaling factor is approximately 10). The estimated total dpa value induced by all secondary particles and their transport is 7 dpa after applying the scaling factor.

3 Summary

The radiation damage of stationary target for an ILC positron source has been estimated using a simplified model. The Ti6Al4V target was hit by 117 kW photon generated in a...
helical undulator with strength 0.92 and period 1.15 cm. The calculated damage is about 7 dpa after 5000 hours of positron source operation. The main contribution to dpa is induced by recoil atoms, only approximately 12.5% of displacement damage result from neutrons.
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Robust Spin Polarisation Status
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The heLiCal collaboration has undertaken the task of creating a complete cradle to grave spin-tracking simulation of the positrons in the ILC. SLICKTRACK is the main software code being used for this purpose; it has been updated to include full non-commuting spin dynamics and will be upgraded to handle non-linear orbital motion. So far, spin dynamics have been simulated in the damping rings, beam delivery system and main linac. The theoretical uncertainties associated with beam-beam interactions at the ILC have been evaluated.

1 Introduction

The heLiCal collaboration is group of around 25 people from institutions mainly within the UK. The remit of the collaboration is to develop reliable software tools which will allow the ILC to be optimised for spin polarisation as well as luminosity via full cradle-to-grave simulations. This has been identified as high priority by the Global R&D board. As such, simulations of depolarising effects in the damping rings, beam delivery system, main linac and during bunch-bunch interactions have been carried out. In addition, simulations of spin transport through the entire positron source has been performed. This is to enable background reduction and unlock sensitivity to new physics.

2 Depolarisation

The spin state of particles within a bunch can change with respect to each other by photon emission or classical precession through inhomogeneous magnetic fields. This is described by the Thomas-Bargmann-Michel-Telegdi equation:

\[
\delta \theta_{spin} \propto \frac{g - \frac{2}{\gamma}}{2} \gamma \delta \theta_{orbit}
\]

more commonly known as the T-BMT equation. Here depolarisation is a term used to describe the uniformity of spin directions within the bunch; the physical spin angles are usually not of concern.

\*l.j.jenner@cockcroft.ac.uk
3 Beam-Beam Interactions

The program CAIN [2] analytically evaluates both sources of depolarisation that occurs during beam-beam interactions at the ILC. Normal perturbation theory cannot be used when very large fields are present, as is the case in these types of interactions. A quasi-classical approximation has been used which has been demonstrated to be valid in these conditions [2, 4, 5]. Modelling of both coherent and incoherent background pairs resulting from these interactions has been added into CAIN. Studies of the effect of polarisation on the Breit-Wheeler process show a decrease in the number of photons produced; this is because it is strongly dependent on the initial photons states. This was carried out for a number of ILC beam parameter sets.

4 Damping Rings

Previously [3] results have been presented showing that spin motion in the 6 km DR (OCS) of the ILC, including both spin precession and synchrotron radiation effects in the presence of realistic magnet misalignments (1/3 mm misalignments and 1/3 mrad roll for quadrupole), leads to negligible depolarisation both at the design energy of 5.066 GeV and close to a spin-orbit resonance at 4.8 GeV.

Updated simulations using SLICKTRACK [7] with the “OCS6” damping ring lattice at 5.0 GeV show that the sum of the mean squares of the angles of tilts of spins away from the direction of the equilibrium polarisation (approximately vertical) to be less than 0.1 mrad$^2$, even after 8000 turns (8 damping times). At 4.8 GeV the sum of the mean squares of the angles was shown to reach approximately 40 mrad$^2$ after 8000 turns, which still represents a negligible degree of depolarisation. I.e. the ratio of final to initial polarisations in this case is \( \cos(\sqrt{40 \text{ mrad}}) \approx 0.99998\). These simulations were carried out assuming the narrow energy spread (±45 keV) expected for injected electron bunches. Similar simulations have also been carried out for the OCS6 damping ring lattice at 5 GeV assuming an initial energy spread of ±25 MeV, much greater than the natural energy spread of the damping ring, as expected for positrons coming from the ILC baseline positron source. In this case the sum of the mean squares of the spin angles after 8000 turns was found to be approximately 20 mrad$^2$ which is once again negligible. It was also shown that in this case, as in the previous simulations, the horizontal projections of the spin vectors of an electron or positron bunch do not fully decohere after 8000 turns, i.e. if the spins are tilted from the vertical at injection then their projections do not fan out uniformly in the horizontal plane during damping, even if the initial energy spread is large. In further work, the effect of the length of the injected positron bunches on this conclusion will be investigated.

5 Beam Delivery System

SLICKTRACK has been modified to include a “single pass” mode and then applied to the 2 mrad crossing-angle arm of the older design of the ILC BDS. Realistic misalignments were included as in the damping ring analysis. Simulations showed a total spin precession of approximately 332 degrees and an absolute decrease in the polarisation of 0.06% or less. These figures are consistent with those obtained by Smith et al using the BMAD computer program [1]. Our work will be repeated using updated versions of the BDS lattice consistent with the RDR.
6 Main Linac

The SLICKTRACK computer code has also been modified to include acceleration effects and then applied to the ILC main linac. Spin precession of approximately 26 degrees is expected in the Earth-following linac, and SLICKTRACK simulations of the spin motion show the ratio of the final to initial polarisations of particle bunches travelling through the linac is approximately $\cos(10^{-4}\text{rad})$.

7 CONCLUSIONS AND OUTLOOK

Possible depolarisation effects at the ILC have been studied for the damping ring, main linac, beam delivery system and during the beam-beam interactions for a range of ILC parameters as part of an ongoing rolling study.

- An analysis of depolarisation processes during ILC beam-beam interactions was carried out. The current CAIN implementation of depolarisation through spin precession has been shown to be valid for ILC energies.
- The polarisation dependence of coherent and incoherent pair production at the interaction point has been studied, and these effects are currently being incorporated into CAIN. This work is ongoing, but initial results from CAIN indicate a substantial decrease in low energy incoherent pair production when polarisation effects are included.
- The SLICKTRACK software package has been extended to simulate the spin dynamics through the ILC BDS and main linac. All simulations show very small amounts of depolarisation, as expected.
- Additional SLICKTRACK simulations of the ILC damping ring lattices support our earlier results showing that the horizontal projections of the spin vectors of the electron and positron bunches injected into the damping rings do not rapidly decohere. It is therefore very important that the vectors be properly aligned prior to injection.
- SLICKTRACK is being extended to include non-linear orbital motion, allowing a detailed study of spin motion in non-linear elements such as sextupoles and wigglers.
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Some components of the normal conducting Positron Pre-Accelerator (PPA) in the ILC Positron Source will operate\(^1\) in hard combination of high fields, long pulse and strong radiation. This case an experimental verification of operational ability in a conditions, mostly close to operational regime, becomes necessary. Moreover, some particularities of the PPA operating regime and beam structure require more consideration.

1 Accelerating sections

The PPA capture sections will operate with an accelerating gradient of up to 15 MV/m in combination with long RF pulses (\(\sim\) 1ms). Developed in INR and now constructing in DESY, the CDS Booster Cavity (BC) for the Photo Injector Test facility (PITZ), DESY, Zeuthen, will operate at the same conditions and is a full scale, high RF power prototype\(^2\) of the PPA capture cavities. A low RF level test program has been performed to investigate cells production results, to verify RF tuning procedure, brazing procedure and cells parameters change after brazing. All cavity components are produced in industry. Tuning procedure has been established. Both operating and coupling mode frequencies were adjusted to target values for total cavity assembly, without individual cells tuning. Electric field distribution along the cavity axis confirms compensated structures advantage - high stability with respect cells parameters deviations. Cavity RF tuning before brazing is completed, Figure 1. Multi-step brazing procedure in vacuum is now under way. Brazed cavity components are shown in Figure 2. Symmetrical RF coupler, with two input windows, is developed for the cavity. Cavity completion and commissioning will be in nearest future. Start of operation is schedul for 2008 summer.

2 Focusing elements

The solenoid in the first PPA part, together with focusing elements in the part of beam separation and collimation, should withstand against high radiation flux. The special technology is developed in INR for focusing elements, operating in a conditions of high radiation flux. A special water cooled conductor with mineral insulation is used. The example of dipole...
coil is shown in Figure 3. There are no organic or plastic components in the conductor and conductor life-time is equal to initial components (copper and insulating oxide) life-time.

3 Methodical study

For the total PPA accelerating system the CDS structure has been proposed in [2]. Some particularities of CDS operation were considered in simulations and compared with the same effects in another structures, both standing and traveling wave, proposed in SLAC [3] for the same purpose. With high accelerating gradient \( E_0T \approx 15 \frac{MV}{m} \) CDS operation the maximal magnetic filed \( H_{smax} \sim 60 \frac{kA}{m} \) at the end of coupling windows will be realized, resulting in power pulse loss density \( P_{dmax} = 1.55 \cdot 10^7 \frac{W}{m^2} \). These are sufficient for pulsed RF heating effect, values. This effect in CDS PPA options is considered in [4] and compared with the same effect in simple \( \pi \)-structure [3]. Instead of higher local temperature rise in CDS PPA, an effect summary for both structures is the same.

Pulsed RF heating effect is not essential for PPA structures in comparison with this effect in successfully operating DESY RF Gun cavities, [4]. Mode danger can be structure non uniform pulsed heating, caused by particle losses.

An average heat in PPA capture sections is \( \sim 25 \frac{kW}{m} \). Cooling CDS capability, taking into account real RF losses distribution, has been considered in two approached. In engineering approach a prescribed heat exchange coefficient value at the cooling channels surface, estimated from approximate semi-empirical relations, is used. In conjugated approach we start from turbulent flow parameters simulation in cooling channels and solve self consistent heat exchange problem cavity body - cooling fluid. Results of all simulations show - the CDS structure has a sufficient reserve in cooling capability.

PPA beam loading effect, taking into account specific beam pulse structure, is considered in [5]. Our simulations show - for PPA output \( e^+ \) energy \( \approx 400MeV \) standing wave structure saves at least two RF channels.
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Recent updates to the status of the BDSIM particle tracking code are presented. In particular, we describe efforts to combine the secondary particle generation of BDSIM with the wakefield calculations of Placet in order to quantify backgrounds from collimating elements in the beam delivery system of the International Linear Collider. Further recent updates to BDSIM are also introduced.

1 Introduction

BDSIM [1] is an extension to the Geant4 [2] toolkit. It combines accelerator style particle tracking with Geant4 Runge-Kutta based tracking. Beamline elements are implemented through C++ classes, each with an associated stepper function which implements the particle transportation inside this element. The full Geant4 physics processes are available, and non-Geant processes can be added as separate C++ classes. The motivation is to permit fast tracking within the beampipe, while being able to generate backgrounds from beam/material interactions.

2 Wakefields

As a single-particle tracking code, BDSIM does not take account of intra-particle effects such as wakefield generation in collimating elements. In order to correctly model the backgrounds induced by wakefield kicks, some method is required to interface BDSIM with another code that is capable of performing the necessary calculations.

Placet [3] is a multi-particle tracking code which simulates the dynamics of the beam in the presence of wakefields. Particle bunches are divided into slices longitudinally and the induced wakefield of each slice is applied to all those which follow. In cases where particles are near to the beampipe aperture, the wakefield kick may be sufficient to cause these particles to interact with the beampipe material. BDSIM is capable of generating the secondary particles in this situation, while Placet is not.
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2.1 BDSIM

BDSIM is a single-particle tracking code; wakefields are a multi-particle effect. Calculation of the wakefield kicks requires a description of the full bunch at the appropriate location. In order to generate this, a sensitive volume is introduced prior to the element, which transfers particles from the urgent stack to the postpone stack. This pauses the tracking of each particle in turn at this location. When the requested number of particles has been tracked up to this point, the clean up routine passes the bunch description to PlaceT through a temporary fifo. BDSIM then listens on the same fifo, waiting for PlaceT to return the distribution of particles from after the collimator. Tracking continues in BDSIM from the end of the previous run.

2.2 PlaceT

As a multi-particle code, PlaceT has a full description of the bunch at each point of tracking. Routines were added to insert a new bunch description at a given location, in this case at the entrance to a collimating element, and also to output the bunch description.

2.3 Tracking

The implementation described above simply calls PlaceT to perform tracking in wakefield regions. However the purpose of this interface is to quantify the backgrounds caused by near-wall particles which are kicked into the beampipe by wakefield effects. This requires that the tracking be done by BDSIM. Ideally, BDSIM will use the bunch description returned by PlaceT to calculate the wakefield kicks \( \Delta x' = x'_{\text{after collimator}} - x'_{\text{before collimator}} \) (and similarly for \( \Delta y' \)) and apply these at the centre of the collimator logical volume.

The process currently requires that equivalent decks are available in both PlaceT and gmad. The CLIC deck (dated 28/11/05) has been used so far as a test system. However, as tracking in PlaceT is only relevant in the collimating elements, it should be possible to generate the same results with only the collimating elements in the PlaceT input file.

3 Further Developments

Arbitrary materials definitions can now be placed in the gmad file to generate materials that are not already included in BDSIM using the `material` command like this:

```plaintext
CarbonDioxide : material, density=1e-14, components={"C","O"}, componentsWeights{1,2}
```

Chemical elements which have not been previously defined may also be included using the `atom` keyword:

```plaintext
ytterbium : atom, Z=70, A=174, symbol="Yb"
```

Currently this allows for the inclusion of materials in which every molecule is identical. Further refinements will allow the user to specify a mixture of materials by fractional weight. This will generate a more accurate description of common accelerator (tunnel) materials.
such as soil and concrete.

The BDSIM installation has now been updated to make use of gcc4.0, CLHEP2.0.x.x and Geant4.9.0. Numerous bugfixes have also been included.

4 Future updates

BDSIM is continually evolving. A short list of the updates intended for inclusion in future releases includes:

- The integration of the OpenScientist framework [4] to allow interactive pan and zoom functionality in the visualisation.
- Design of realistic magnet element geometries to be built by default. This would replace the current default cylindrical elements.
- Support for a GDML/XML input format, such as LCDD [5] complementary to the gmad and Mokka/SQL formats.
- Polarisation tracking is supported in later versions of Geant4. This facility should be utilised by BDSIM.
- Further output data options, such as energy deposition by element. This would include dosimetry/activation.

5 Conclusions

The implementation of data transfer between the single- and multi-particle codes has been completed. This in effect calls PLACET to track through wakefield regions during BDSIM tracking; further refinements will use the bunch description from PLACET to calculate the wakefield kicks so that they can be applied in BDSIM and near-wall particles will interact with the beampipe material. Updated Materials input from gmad file. The current development version can be obtained from CVS at http://cvs.pp.rhul.ac.uk/cvsweb.cgi/BDSIM. The next major release, version 0.4, is expected by the end of October.
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This article refers to a particular stage of our attempt to reach the stabilization of the linear collider final focus quadrupole. All along this final focus, an absolute displacement has to be lower than the third of nanometre above a few hertz. The presented intermediary step consists in doing active vibrations control of an elementary mechanical structure in cantilever mode which is similar to the final focus. We consider mainly the active compensation and the latest results on a large prototype. Other aspects are also treated such as modelling, active isolation and instrumentation dedicated to the ground motion.

1 The context and the approach

In order to attenuate the motion at the end of a mechanical structure in cantilever mode, the sources of the displacement have to be analysed. In fact, there are two different sources of disturbance, as presented by figure 1.

The main perturbation is the ground motion, which is in fact a combination of the earth motion lower than 1 hertz and of the cultural noise (pumps, motors, etc.) starting above 1 hertz. This disturbance will be transmitted by the clamping to the structure. Consequently the whole system (clamping and structure) is mainly excited vertically. The second influence is the acoustic perturbations which have a direct effect on the structure and which will excite it in all directions, affecting all resonant modes. Figure 2 represents the ground motion (left figure) and the acoustic pressure without added external disturbances (right figure) measured at LAPP.
As a consequence, we can differentiate two types of motion: the motion of the entire system via the vertical displacement of the clamping due to ground motion [2] and the motion of the mechanical structure itself due to acoustic disturbances [3]. First of all, the stabilization requires isolating the whole system from the ground using active and passive isolation in order to attenuate the vertical displacement of the clamping. In this manner, an almost null displacement of the clamping can be obtained. There is still to cancel the direct effects applied to the structure itself, in order to maintain it in a straight horizontal position along its axis. The only possible solution is then the active compensation, meaning to apply a force that creates a motion in opposition with the motion created by the acoustic disturbance. This study refers mainly to the active compensation, because there are already industrial solutions for the active isolation. The former will be nevertheless treated in the last part.

2 First approach for active compensation

2.1 The first algorithm

For the purpose of controlling the structure motion using the active compensation, one needs an adapted algorithm. In automatics, a controller is generally based on a representative model of the process by optimising the transfer of the system. Considering the final focus, it is too complicated to compute a fine model which is able to reproduce with accuracy the behaviour of this complex mechanical structure, so we consider that the model is unknown. The innovation of this algorithm consists of working only with the measurable behaviour of the process. Furthermore, we have taken into consideration that the measured motion of the mechanical structure does not present itself as a white noise, but is composed of many independent frequencies, some of which are amplified. We have then decided to control independently every main frequency. That means there must be as many algorithms that run at the same time as there are frequencies to reject. This algorithm is based on the estimation of the effects of disturbances and it computes a sinusoidal control for each disturbance frequency [4]. The principle for one frequency is described in figure 3.
2.2 The experimental setup

In order to validate this algorithm and to analyse its efficiency and robustness, the prototype presented in figure 4 was built [4].

The prototype is composed of a 2.5 meters long steel beam in cantilever mode, just as planned for the final focus. To define the instrumentation, one has to consider the required accuracy and study the impact on the mechanical structure. The velocity sensor SP500B has been chosen, because of its light weight, its small size and its magnetic insensitivity. This sensor is able to measure ultra-low level vibrations because of its very low noise: 0.085 nm integrated noise from 4Hz to 75Hz measured at LAPP. Concerning the actuators, assemblies of piezoelectric patches (APA 25XS from the CEDRAT Company) are used. They allow creating very low displacements at a nanometre scale all along the beam.

2.3 The first results at a nanometre scale

The sensor used for the measurement in the feedback loop was placed at the end of the beam, the part that needs to be stabilised. A second sensor is placed on the clamping in order to measure the perturbation given by the ground motion. We also use an actuator located as close as possible to the clamping, in flexion mode. Figure 5 represents the result of the stabilization in a natural environment, with no added external disturbances. The first two modes of flexion of the beam can be recognized (large peaks) and a lot of unknown other disturbances can be noticed (narrow peaks).
For this test, one of the narrow peaks has been arbitrarily selected (the surrounded peak) and we can observe that the rejection is efficient. It is possible to parallelize the algorithms that reject each of these narrow peaks, in order to reduce as much as possible the motion of the mechanical structure. As a conclusion, we can state that this algorithm is able to reject narrow peaks at a nanometre scale. However, for the eigenfrequencies, this method is quite limited, because working at selected frequency is not sufficient enough to treat a bandwidth.

3 Improvement by using a new algorithm

3.1 The method

The aim of this chapter is to complete the previous method in order to be able to treat all sorts of disturbances, including the frequencies which correspond to the resonant modes of the structure. Because of its complexity, a complete model of the system is too difficult to obtain. Moreover, it is quite limited to work only at a selected frequency, so an intermediary solution was chosen, which consists in using a local model for the different large peaks (meaning the resonant modes of the structure). This algorithm is based on a command with internal model control [5] as described in figure 6:

\[ Y(s) = \frac{C(s)P(s)e(s) + [1 - C(s)M(s)]d(s)}{1 + [P(s) - M(s)]C(s)} \]  

This equation allows revealing the two fundamental rules of this algorithm. First, in order to follow the setpoint, the controller should be exactly equal to the inverse of the model. Next, to cancel the disturbances, the model doesn’t require being exactly equal to the process but only to be an approximation of it, which is an important advantage considering the difficulty in estimating an accurate model. To reach our specific problem of
stabilization, this method has been adapted to our needs. The particularity of our approach is that one algorithm is dedicated only to a bandwidth, so that, instead of using a complete model, only a local one which represents the process on the desired bandwidth is defined. The advantage is that this local model can be defined, having only a basic knowledge of the process behaviour. This knowledge is easy to estimate in experimental mode. The adaptation of the command with internal model control for one bandwidth is described in figure 7. Notice that the measured and the estimated signals are filtered with a band pass filter in order to process only the desired bandwidth without disturbing the neighbour frequencies. Furthermore, different algorithms can be run in parallel in order to stabilize different bandwidths.

3.2 Test of the algorithm using a finite element model of the prototype

First of all, this feedback loop algorithm has been tested using a numerical approach in order to evaluate its efficiency. For this step, we computed a finite element model of the prototype under the software SAMCEF. This allowed us to obtain the dynamics equation:

\[ M \ddot{u}(t) + C \dot{u}(t) + K(t) = f_p(t) \]  

where \( M \) is the mass matrix, \( C \) is the damping matrix and \( K \) the stiffness matrix.

This method allows predicting with accuracy the mechanical structure response in all points in terms of displacement, velocity and acceleration. From the previous dynamics equation, a state-space model is created, using the MATLAB software [6], which can be integrated in a SIMULINK application. It can then be executed with the feedback loop in a simulation test application, as presented in figure 8. An efficient tool is obtained this way. It allows adjusting the feedback loop, increasing the test possibilities (multiple configurations for instrumentation) and analysing the behaviour of the entire beam during an active vibration control.

3.3 Experimental tests

Once this simulation step was completed, the developed feedback-loop algorithm was tested on the large prototype, in the same configuration as previously, with a natural environment.
Two bandwidths were processed, each of them corresponding to a resonant mode of the mechanical structure (12 and 68 Hz). Figure 9 represents the transfer function between the measured displacement at the end of the beam and the measured displacement at the clamping, with and without rejection (left plot) and the integrated displacement root mean square at the clamping and at the end of the beam with and without rejection (right plot).

Figure 9: Transfer function between the motion at the end of the beam and the one at the clamping (left) and the integrated displacement RMS with and without rejection (right).

These results reveal that for the two treated bandwidths the algorithm is efficient, since the amplification is considerably reduced. However, the results can be improved, because the processing of a bandwidth has a small detrimental influence on neighbouring frequencies. Even without additional optimization, the displacement at the end of the beam is equal or even lower than the displacement of the clamping. It is expected that when the adjustments will be finished, the absolute displacement of the mechanical structure will be lower than the nanometre, by performing only the active compensation.

4 Combination between active compensation and active isolation

There are two manners of attenuating the motion of a mechanical structure: active compensation and active isolation. The aim of this part is to present the latest experiment done by combining active compensation with active isolation using an industrial solution: an active table with 4 STACIS active isolators, produced by the company TMC [7] (see figure 10).

Figure 10: The active table TMC and an obtained integrated displacement RMS.
When the beam is placed on this active table, a very low displacement on the clamping is obtained, of about 0.16 nanometres (3 nm with the table OFF). The measured displacement at the end of the beam (without active compensation) is lower than a nanometre (0.25 nm). This displacement is already very low. We also applied the active compensation at approximately the same ratio as previously. The result is a very low displacement, actually an absolute stabilization about a tenth of nanometre, as can be observed in figure 11. This test proves that the instrumentation is not a limitation and that it is possible to stabilize at the tenth of nanometre scale. Now, the objective is to succeed in obtaining the same results but in an environment with more perturbations, meaning when the motion of the structure, is about a few tens of nanometres. Another target is to obtain these results not only on a selected point of the beam, but along the whole length.

5 Other development

The active compensation is not enough for treating the case of the future linear collider final focus, because the ground motion (so the clamping displacement) in many measured sites [8] is already greater than the imposed tolerance. In this context, because of the price and the magnetic sensitivity of industrial active tables, we have begun to study the possibility of developing a low cost table [9].

In fact, the principle is based on a mixture of passive isolation and an active solution using actuators. The passive isolation material acts like a low resonant filter, meaning that it attenuates all the high frequency disturbances but amplifies the low frequency ones. Consequently, the high frequency disturbances are already attenuated by the passive solution, so it remains only to reject the low frequency amplified disturbances using the active isolation. In order to reproduce this phenomenon, a small elementary active table has been developed (see figure 12).

This table is composed of two superposed layers. The first one for passive isolation with rubber and the second one for active isolation with actuators (APA25XS). Furthermore, two accelerometers (Endevco 86) are placed on the base and on the table in order to measure the motions at these given points. The figure 13 presents the transfer function between the displacement measured by the sensor on the base of the small table and the displacement measured by the second sensor on the top of it.
We can notice that the behaviour of this rubber (passive isolation) is similar to the behaviour of a resonant low pass filter.

For the active part, an adapted algorithm is required. Contrary to the active compensation, in this case it is possible to determine a model of the built table, so a classical algorithm can be used. We have selected an algorithm (LQG) [10], adapted to noisy systems, so to the seismic domain. This part is currently under development and the next step will be to transpose this study on a large mock-up with industrial rubber, in order to offer a complete solution with the active compensation.
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Simulation of LiCAS Error Propagation
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Linear Collider Alignment and Survey (LiCAS) R&D group is proposing a novel automated metrology instrument dedicated to align and monitor the mechanical stability of a future linear high energy e⁺e⁻ collider. LiCAS uses Laser Straightness Monitors (LSM) and Frequency Scanning Interferometry (FSI) [2, 3] for straightness and absolute distance measurements, respectively. This paper presents detailed simulations of a LiCAS system operating inside a Rapid Tunnel Reference Surveyor (RTRS train). With the proposed design it is feasible to achieve the required vertical accuracy of the order of $O(200)\, \mu m$ over 600 m tunnel sections meeting the specification for the TESLA collider [4].

1 Principle of the LICAS-RTRS train operation

In figure 1 the schematic view of the LiCAS train operating in the accelerator tunnel is presented. The train is composed of 6 cars, the distance between the centres of neighbouring cars is $\sim 4.5 \, m$. Each car is equipped with 4 CCD cameras and two beam splitters (BS) constituting the straightness monitor. The straightness monitor measures the transverse translation ($T_x, T_y$) and transverse rotation ($R_x, R_y$) with respect to a $z$ axis defined by the laser beam passing through all cars in a vacuum pipe. The laser beam is reflected back using the retro-reflector (RR) located in the last car, illuminating the upper CCD cameras of the straightness monitors. 6 FSI lines placed in the same vacuum pipe between each pair of cars are responsible for the distance measurement along the $z$ axis ($T_z$). In addition a clinometer located on each car provides a measurement of rotation around the $z$ axis ($R_z$). When the train stops in front of the wall markers it firstly measures the relative position and rotation of all cars with respect to the first car. This defines the local reference frame of the train in which the location of the wall mounted reference markers are measured next. This procedure is repeated for each train stop. Each marker is measured up to 6 times. Finally the coordinates of each marker, expressed in the local train frames are transformed to the frame of the first train (the global frame) by fitting them to each other under the constraint that wall markers have not moved during the entire measurement.

2 Opto-geometrical model of the LICAS-RTRS train

In order to study the expected precision on the position reconstruction of the tunnel reference markers a simulation of the LiCAS survey train was performed. To describe the sensing parts of the train the SIMULGEO [5] package was used which allows for modelling
of the opto-geometrical systems. This software is also capable of performing the full error propagation including correlations between various sub-components linked via common mechanical supports.

2.1 Results of the train simulations

Presented results were obtained assuming the intrinsic resolution of the CCD cameras and FSI lines equal to $\sigma_{\text{CCD}} = \sigma_{\text{FSI}} = 1 \mu m$. The assumed precision of the clinometer was $\sigma_{\text{tilt}} = 1 \mu \text{rad}$. The simulation was performed under the assumption that all calibration constants (positions and rotations of CCD cameras, beam splitters, FSI light sources and retro-reflectors) are known to the accuracy of $\sigma_{\text{pos}} = 1 \mu m$ for positions and $\sigma_{\text{ang}} = 1 \mu \text{rad}$ for angles.

The long-distance operation of the train inside the accelerator tunnel was simulated by a set of many identical trains displaced by 4.5 m (distance between stops), each pair of them coupled via 5 overlapping wall markers. SIMULGEO calculations provide very precise results (taking into account correlations between subcomponents of the system) based on the exact opto-geometrical model of the survey procedure. However, from the numerical point of view, such an approach, manipulating large matrices, is very time and memory consuming. The 20 train stop results (90 m tunnel section) were obtained after 34 hours of CPU time using 1 GB RAM memory on a 2 GHz machine (the rank of the used matrix was of the order of 10000). The numerical complexity of these calculations scale like $N^2$, where $N$ is the number of involved coordinates. The simulation of the full 600 m tunnel section would require more then 7 weeks of CPU time.
2.2 Random walk model

To overcome the above mentioned limitations a simplified analytical formula inspired by a random walk model was derived to extrapolate the SIMULGEO predictions over long tunnel sections:

\[
\sigma_{xy,n} = \sqrt{\frac{l^2 \sigma_\alpha^2 n(n+1)(2n+1)}{6} + \sigma_{xy}^2 \frac{n(n+1)}{2}}, \quad \sigma_{z,n} = \sqrt{\sigma_z^2 n(n+1)}
\]

where \(n\) is the wall marker number, \(l\) is the effective length of the ruler (here: distance between cars), and the corresponding errors are the parameters of the random walk: \(\sigma_\alpha\) is the angular error, \(\sigma_{xy}\) are the transverse errors and \(\sigma_z\) is the longitudinal error. In this approach the procedure of accelerator alignment resembles the construction of a long straight line using short ruler. The overall error is a convolution of the precision of the ruler and the precision of the placement of the ruler with respect to the previous measurement. The asymptotic behaviour of the formulae from equation no. 1 is: \(\sigma_{xy,n} \sim n^{2}\), and \(\sigma_{z,n} \sim n\).

This fast growth of errors (especially for transverse directions) is a consequence of the fact that the errors are highly correlated and the precision of the \(n^{th}\) element depends on the precision of all previous points. Formulae 1 were fitted to the SIMULGEO points determining \(\sigma_\alpha, \sigma_{xy}, \sigma_z\) and then extrapolated over a 600 m tunnel section (fig. 2 left plot). The obtained predictions refer to the precision of the placement of the \(n^{th}\) accelerator component with respect to the first one. However this is not the ultimate measure of the quality of the accelerator alignment. The relevant parameter is the mean deviation of each component from the ideal straight line which can be expected from the above procedure. To obtain the final prediction on the deviation of the alignment from the straight line a series of random walk trajectories was generated using the parameters fitted to the SIMULGEO points (fig. 2 middle column). A straight line was fitted to each trajectory and the corresponding residua were calculated. The extracted RMS values of the residua distributions for each marker along 600 m provide the measure of the accuracy of the whole procedure. Because of high correlation between errors for \(n^{th}\) and \((n+1)^{th}\) marker the generated trajectories exhibit
Figure 3: Fast Fourier Transformation (FFT) of random walk alignment trajectories. Mean value for position amplitude (upper plot) and residua amplitude (lower plot) from several Monte Carlo generations is presented.

much smaller oscillations that would be expected from completely random process. Figure 2 (right column) summarises the results obtained in this analysis demonstrating that the vertical precision of the order of $O(100 \mu m)$ over 600 m is feasible.

2.3 Spectral analysis of the alignment trajectories

In order to study the spectra of the alignment trajectories obtained form the LiCAS Random Walk model the Fast Fourier Transformation (FFT) was performed. In figure 3 the mean values of the position and residua amplitude for several Monte Carlo generations is presented for 600 m tunnel section. The spectra are dominated by the long wave length components reaching the amplitude of about 50 $\mu m$ at 600 m. In the future more realistic model should also include the white noise component from the short distance ’stake out’ measurements.
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GROUND MOTION DATA FOR INTERNATIONAL COLLIDER MODELS

J T Volk, P LeBrun, V Shiltsev, S Singatulin
Fermi National Accelerator Laboratory USA

The proposed location for the International Linear Collider (ILC) in the Americas region is Fermilab in Batavia Illinois. If built at this location the tunnels would be located in the Galena Platteville shale at a depth of 100 or more meters below the surface. Studies using hydro static water levels and seismometers have been conducted in the MINOS hall and the LaFrange Mine in North Aurora Illinois to determine the level of ground motion. Both these locations are in the Galena Platteville shale and indicate the typical ground motion to be expected for the ILC. The data contains both natural and cultural noise. Coefficients for the ALT law are determined. Seismic measurements at the surface and 100 meters below the surface are presented.

1 Introduction

The proposed location for the International Linear Collider in the Americas region is at Fermilab in Northern Illinois. The preferred depth is 100 or more meters below the surface in the Galena Platteville dolomite. Fermilab and Budker institute have been collaborating on Hydro Static Level systems to measure ground motion for many years. Two of the current systems are in the near MINOS hall on the Fermilab site and the LaFrange (formerly Conco Western [1]) mine in North Aurora Illinois. Both systems are in the Galena Platteville dolomite. Both systems use Budker institute designed and produced HLS systems to measure the change in floor level. Understanding ground motion due to natural and cultures sources are important for modeling the ILC accelerators and storage rings.

2 Apparatus

The MINOS system has 4 HLS sensors and the LaFrange Mine has 6 sensors. In both systems the sensors are spaced 30 meters apart. This is similar to the quadrupole spacing proposed for the ILC (37.956 meters). A sensor consists of a stainless steel pool connected with 12.7 mm ID polyethylene tubing to adjoining pools. In the body of the pool there is a temperature sensor that records the water temperature and allows for corrections to be made for expansion due to temperature changes. Each pool sits on a plate with adjustable legs to allow for leveling of each sensor relative to the others.

On top of the pool is the sensor and electronics. The sensor measures the capacitance of the gap between the sensor face and the top of the water. The sensor is heated to prevent condensation; this would interfere with the precision of the measurements. Each sensor has been calibrated before installation. The gap measurement is accurate to 1 micro meter over a range of 10 mm.

A power and data cable daisy chains between each sensor. The data is read out through a National Instruments card into a PC. Software reads out the data at 1 minute (maximum read out of 100 hertz) and stores the data for later analysis.

volk@fnal.gov
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Both systems are checked every business day to ensure the sensors and computers are functioning. At the end of every month data taking is automatically stopped and re-started. A reset pulse is sent out to each sensor in case a software hang occurred. Figure 1 shows a pool and sensor.

The MINOS hall system became operational in December of 2005 and the LaFrange Mine was rebuilt and became operational in September of 2006.

With few exceptions for computer hangs there are data for every minute of every month since then. These data are available via a Fermilab database. The data base is updated every month. The data base is available at http://rexdb01.fnal.gov:8081/ile/ILCGroundApp.py/index The data is time stamped in one minute intervals using Central time. All levels are in micro meters, temperatures are in degrees C and pressure is in kilo Pascal.

3 Long Term Trends

Data for both systems were compressed by doing a ten minute average of levels and temperatures. This allowed for time plots and Fast Fourier Transforms (FFTs) to be done on the data to reveal trends in natural and cultural noise. Figure 2 is a plot of the difference between 2 sensors 90 meters apart in the MINOS hall for the month of January 2006.

The fast sine wave is due to tidal motion this has a period of 12.4 hours. There is a slower sine wave with a period of 1 week these are the spring and neap tides caused by the relative phases of the sun and moon. The spike that occurs in the first week is due to monthly sump pump testing. There are two electric sump pumps that drain water from the sump pit. The water is the pit varies from a
maximum of 75% full to 25% full. As a back up there is a diesel powered sump pump that is run for 30 minutes each month. This test fully drains the sump pit thereby causing a tilt in the floor. After the test is finished the floor tilts back to its nominal position. Figure 3 shows an expanded view of the sump pump test.

Figure 4 is the same data for December 2005 through March of 2007. The sump pump tests are visible as sharp lines the dip that occurs in the summer months of 2006 may be seasonal more data is required to evaluate this. Figure 5 is a similar plot for the LaFrange data. This is a ten minute average of the difference between two sensors 150 meters apart. There is a clear yearly variation in the motion of the floor.

Figure 6 is a Fast Fourier transform of the MINOS data. The there is a clear spike at 12.4 hours from the tidal motion and a peak at the 28 day point for the sump pump test.

4 ATL Law

The ATL law was originally proposed in 1991[2 & 3] to describe the relative displacement between two distant ground points. The empirical rule states that the relative displacement dX of two points at distance L apart grows in time T as
\[ \langle dX^2 \rangle = 2ATL \]

Where A is on the order of \(10^{-5} \pm 1 \) \(\mu m^2/s-m\) and depends on location. The MINOS and LaFrang mine data can be used to determine this constant for the Fermilab area. The process is to first calculate the second differences for the system. In the case of the MINOS data there are four sensors L0 through L3 two second differences can be calculated these are:

\[ SD012 = L0 - 2L1 - L2 \]
\[ SD123 = L1 - 2L2 - L3 \]

Figure 7 Time vs. average of dispersion yielding the constant for A

Where L0, L1, L2 and L3 are the levels recorded for each sensor in micrometers. The dispersion is then calculated by subtracting the second differences for various time increments ranging for 1 minute (the smallest time value) up to several weeks.

\[ D_{SD012} = SD012(t) - SD012(t+i) \]
\[ D_{SD123} = SD123(t) - SD123(t+i) \]

These values are then squared and average for each time increment. The slope of a plot of the means square dispersion versus time yields twice the value of A.

Figure 7 shows data for November 2006 taken in the MINOS hall. The value of A is 5 to 1.5 \(10^{-6}\) \(\mu m^2/s\cdot m\).

### 5 Seismic Motion

Two Budker seismometers one for vertical and one for horizontal were used to measure ground motion in the range of 1 hertz to 200 hertz. Base line measurements were made at the surface on a concrete slab similar measurements were made in the MINOS near hall at a depth of 100 meters below the surface. Figure 8 and 9 show the activity for the surface measurements. There are screw compressors at the Central Helium Liquefier that generate at 4.6 hertz signal all over the site.
It is clear that there is some attenuation of the culture noise. This is important for the ILC in that many sources of cultural noise can not be eliminated.

6 Conclusions

Data has been collected for over 14 months in a HLS system installed at the depth that the ILC would be built in Illinois. The value of the constant A in the ATL law has been determined to be 5 to 1.5 $10^{-6}$ $\mu$m$^2$/s-m. In addition a parameterization for tidal motion has been presented. These can be used in modeling the ILC. Cultural seismic noise is attenuated with depth.
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Polarization aspects in radiative neutralino production

Herbert K. Dreiner, Olaf Kittel, and Ulrich Langenfeld
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Nußallee 12, 53115 Bonn - Germany

We study the impact of beam polarization on radiative neutralino production $e^+e^- \rightarrow \tilde{\chi}_1^0\tilde{\chi}_1^0\gamma$ at the International Linear Collider. We show that longitudinal polarized beams significantly enhance the signal and simultaneously reduce the Standard Model background from radiative neutrino production $e^+e^- \rightarrow \nu\bar{\nu}\gamma$. We point out that the radiative production of neutralinos could be the only accessible SUSY particles, if neutralinos, charginos, sleptons, as well as squarks and gluinos are too heavy to be pair-produced in the first stage of the ILC at $\sqrt{s} = 500$ GeV.

1 Introduction

The Minimal Supersymmetric Standard Model (MSSM) is a promising extension of the Standard Model of particle physics (SM) [2]. At the International Linear Collider (ILC) [3], the masses, decay widths, couplings, and spins of the new SUSY particles can be measured with high precision [4]. In particular, the lightest states like pairs of neutralinos, charginos, and sleptons, can be studied in the initial stage of the ILC, with a center-of-mass energy $\sqrt{s} = 500$ GeV, and a luminosity of $\mathcal{L} = 500$ fb$^{-1}$. The lightest SUSY state is a pair of radiatively produced neutralinos [5–12]

$$e^+e^- \rightarrow \tilde{\chi}_1^0 + \tilde{\chi}_1^0 + \gamma.$$  

The signal is a single high energetic photon, radiated off the incoming beams or off the exchanged selectrons, and missing energy, carried by the neutralinos [13–15].

2 Signal and background

The main Standard Model background is photons from radiatively produced neutrinos $e^+e^- \rightarrow \nu\bar{\nu}\gamma$ [14,15]. In order to quantify whether an excess of signal photons from radiative neutralino production, $N_S = \sigma\mathcal{L}$, can be observed over the SM background photons, $N_B = \sigma_B\mathcal{L}$, we define the theoretical significance $S$, and the signal to background ratio $r$ [11]

$$S = \frac{N_S}{\sqrt{N_S + N_B}} = \frac{\sigma}{\sqrt{\sigma + \sigma_B}}\sqrt{\mathcal{L}}, \quad r = \frac{N_S}{N_B} = \frac{\sigma}{\sigma_B}. $$  

For example, a theoretical significance of $S = 1$ implies that the signal can be measured at the statistical 68% confidence level. If the experimental error of the background cross section is 1%, the signal to background ratio must be larger than 1%. A detection of the signal requires at least

$$S > 1 \quad \text{and} \quad r > 1\%.$$  

*Speaker
3 Cuts on photon angle and energy

For the tree-level calculation of the cross sections $\sigma$ for signal and background, we use the formulas for the amplitudes squared as given in Ref. [11]. To regularize the infrared and collinear divergences, we apply cuts on the photon scattering angle $\theta_\gamma$ and energy $E_\gamma$ [11]

$$|\cos \theta_\gamma| \leq 0.99, \quad 0.02 \leq x \leq 1 - \frac{m_{\tilde{\chi}_1^0}^2}{E_{\text{beam}}^2}, \quad x = \frac{E_\gamma}{E_{\text{beam}}}, \quad (4)$$

The upper cut on the photon energy $x^{\text{max}} = 1 - m_{\tilde{\chi}_1^0}^2/E_{\text{beam}}^2$ is the kinematical limit of radiative neutralino production. This cut also reduces much of the on-shell $Z$ boson contribution to the background from radiative neutrino production [11]. Note that the ratios $r$ and $S$ do not depend very sensitively on the choice of the cuts $|\cos \theta_\gamma| \leq 0.99$ and $0.02 \leq x$, since signal and background have very similar distributions in energy $E_\gamma$ and angle $\theta_\gamma$.

4 Numerical Results

We present numerical results of the signal and background cross sections with emphasis on their dependence on the beam polarization [16], and on the higgsino and gaugino mass parameters $\mu$ and $M_2$, respectively. Finally we discuss a mSUGRA scenario, where radiative production of neutralinos is the only accessible SUSY state at $\sqrt{s} = 500$ GeV.

4.1 Beam polarization dependence

In Fig. 1, we show the beam polarization dependence of the signal $\sigma(e^+e^- \rightarrow \tilde{\chi}_1^0\tilde{\chi}_1^0)$ and background cross sections $\sigma_B(e^+e^- \rightarrow \nu\bar{\nu}\gamma)$. In the SPS 1a scenario [17], the neutralino is mostly bino, such that radiative neutralino production dominantly proceeds via right selectron \(\tilde{e}_R\) exchange. The background, radiative neutrino production, mainly proceeds via $W$ boson exchange. Thus positive electron beam polarization $P_{e^-}$ and negative positron beam polarization $P_{e^+}$ enhance the signal cross section and reduce the background at the
same time, such that the significance is greatly enhanced, see Fig. 1. For beam polarizations of \((P_e^- , P_e^+ ) = (0.8, -0.3)\), \((0.8, -0.6)\], the signal cross section is \(\sigma(e^+e^- \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0 \gamma) = 56[70] \) fb, the background is \(\sigma_{B}(e^+e^- \rightarrow \nu \bar{\nu} \gamma) = 540[330] \) fb, such that the significance is \(S = 50[80]\), and the signal to background ratio is \(r = 10\%[20\%]\). These results should motivate a detailed experimental analysis including Monte Carlo studies [15,18].

### 4.2 Dependence on \(\mu\) and \(M_2\)

In Fig. 1, we show contour lines of the signal \(\sigma(e^+e^- \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0 \gamma)\) and background cross section \(\sigma_{B}(e^+e^- \rightarrow \nu \bar{\nu} \gamma)\) in the \(\mu-M_2\) plane. The signal is decreasing for increasing \(M_2\), since the neutralino mass \(m_{\tilde{\chi}_1}\) and the selectron mass \(m_{\tilde{e}_R}\) are increasing. For decreasing values of \(\mu \lesssim 300\) GeV, the bino component of the neutralino is decreasing, leading to a decreasing signal cross section \(\sigma(e^+e^- \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_1^0 \gamma)\). Note that the background cross section also depends on \(\mu\) and \(M_2\), since the kinematical cuts include the neutralino mass, see Eq. (4). In Fig. 1, we also indicate the kinematical limits of the production of neutralinos \(e^+e^- \rightarrow \tilde{\chi}_1^0 \tilde{\chi}_2^0\) (dashed line) and charginos \(e^+e^- \rightarrow \tilde{\chi}_1^\pm \tilde{\chi}_1^0\) (dot-dashed line). Above these lines, the radiative production of neutralinos is the only kinematically allowed SUSY state, which can however be observed with a significance of up to \(S = 20\).

### 4.3 The only state to be observed?

Consider, as an example, the mSUGRA scenario \(M_0 = 200\) GeV, \(M_{1/2} = 415\) GeV, \(A_0 = -200\) GeV, and \(\tan \beta = 10\). In this scenario, we have \(M_2 = 349\) GeV, \(\mu = 560\) GeV, and the particle masses are \(m_{\tilde{\chi}_1^0(2)} = 180(344)\) GeV, \(m_{\tilde{\chi}_1^\pm} = 344\) GeV, \(m_{\tilde{\tau}_1} = 253\) GeV, \(m_{\tilde{e}_{R,L}} = 261(356)\) GeV. The neutralinos, charginos and selectrons are too heavy to be pair produced at \(\sqrt{s} = 500\) GeV. However, neutralinos can still be radiatively produced. In
Table 1: Cross sections, significance $S$, and signal to background ratio $r$, for different sets of beam polarizations, for $\sqrt{s} = 500$ GeV, $L = 500$ fb$^{-1}$, and $M_0 = 200$ GeV, $M_{1/2} = 415$ GeV, $A_0 = -200$ GeV, $\tan \beta = 10$ [12].

Table 1, we show the cross section and the background from radiative neutrino production for different sets of beam polarizations with $P_{e^+} = 0, -0.3, -0.6$ and $P_{e^-} = 0, 0.8, 0.9$. Polarized beams enhance the signal, in particular the background is strongly reduced by a high degree of electron polarization $P_{e^-} = 0.9$. Note that without beam polarization, the signal cannot be observed.

4.4 Summary and conclusions

A pair of radiatively produced neutralinos $e^+e^- \rightarrow \tilde{\chi}_0^0\tilde{\chi}_1^0\gamma$ is the lightest state of SUSY particles to be produced at $e^+e^-$ colliders. The signal is a single high energetic photon and missing energy. The signal could not be observed at LEP due to the large background from radiative neutrino production $e^+e^- \rightarrow \nu\bar{\nu}\gamma$. At the ILC, however, polarized beams enhance the signal and simultaneously reduce the background. We have shown that the significance for observing the signal can be as large as $S = 100$, and that the signal to background ratio can be as large as $r = 20\%$. These results should motivate detailed experimental studies, to learn as much as possible about Supersymmetry through the process of radiatively produced neutralinos.
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Incoherent background processes with full polarizations at the ILC

A. Hartin

Oxford University - Physics Department
Keble Road, Oxford OX3 7TF-UK

Incoherent background pair production processes are studied with respect to full polarizations of all states. Real initial photon polarizations are obtained via a QED calculation of the beam-strahlung process. Virtual photon polarizations are related to the electric field of the colliding bunches at the point of pair production. An explicit expression for the virtual photon polarization vector is developed and found to have no circular polarization component. Pair polarization states are highly dependent on initial state circular polarization and are consequently produced almost unpolarized. The Breit-Wheeler cross-section with full polarizations is calculated and coded into the CAIN pair generator program. Numerical evaluations of the ILC, operating with the seven proposed collider parameter sets, shows that there are $10 - 20\%$ less low energy pairs than previously thought. Collider luminosity, as calculated by CAIN, remains the same.

1 INTRODUCTION

The International Linear Collider will collide polarized particle bunches to produce physics processes of interest and background events. The polarization states of both the bunch particles and the collective field of the bunch are important parameters affecting cross-sections and hence final particle states. It is important to calculate precisely the full polarization effects and this will be done here for incoherent background pair processes resulting from beam-beam interactions. A theoretical exposition will be required and the program CAIN will be modified for full polarizations in order to produce numerical results.

There are three incoherent background pair processes considered to produce background $e^\pm$ pairs at the ILC. The Breit-Wheeler process, has two real photons in its initial state. The Bethe-Heitler and Landau-Lifshitz processes contain initial states of one and two virtual photons respectively. The flux of virtual photons is established using the well known Weizsacker-Williams virtual photon approximation. In all three processes, once the initial particle states are established, the same Breit-Wheeler cross-section is used to calculate the total number of background pair particles produced via beam-beam collisions. Three important theoretical expressions are necessary; the polarization of initial real and virtual photon states, the Breit-Wheeler cross-section containing all polarization states, and the polarization of final states.

2 THEORY

Real photons engaged in pair production processes are produced via the beamstrahlung process. The present version of CAIN contains full polarizations for this process and the representation in Stokes parameters is given in equation 5.510 of the CAIN manual [1]. An expression for virtual photon polarization states in terms of Stokes parameters has to be developed. The Stokes parameter of a
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virtual photon with 3-momentum $k_\sim$ can be written in terms of the normalised polarization vector $(\hat{e}_x, \hat{e}_y, \hat{k}_z)$ as

$$\begin{align*}
\xi_1 &= \hat{e}_x \hat{e}_y^* + \hat{e}_y \hat{e}_x^* \\
\xi_2 &= \Im[\hat{e}_y \hat{e}_x^* - \hat{e}_x \hat{e}_y^*] \\
\xi_3 &= \hat{e}_x \hat{e}_z^* - \hat{e}_y \hat{e}_y^* 
\end{align*}$$

To obtain an explicit form for the Stokes parameters it is recognised that the virtual photon polarization vector can be identified with the spectral component $E_\omega$ of the electric field of the particle bunch. The expression for $E_\omega$ is written down first from the expansion of the electric field $E_q$ of a single relativistic particle of speed $v$ in plane waves with wave vector $\mathbf{q} = (q_x, q_y, q_z)$. The electric field of a bunch of $N$ such charges is a product of the Gaussian form factor of the bunch and $E_q$ integrated over all wave vector components [2]. The spectral component of the collective field at position $(x, y)$ is written finally

$$E_{x,y} = -\frac{ie}{\pi v} \int \int \frac{q_x y + q_y x}{q_x^2 + q_y^2} F(q) \exp(ixq_x + iyq_y) \, dq_x dq_y$$

where $$F(q) = N \exp[\frac{1}{2} (q_x \sigma_x^2 + q_y \sigma_y^2)]$$

Equation 2 is a difficult Fourier transform over two variables. Progress is made by separating variables via a Taylor expansion of $\frac{1}{q_x^2 + q_y^2}$. Fourier transforms in $q_x$ and $q_y$ are then easily calculated and terms in the Taylor expansion turn out to be dependent on a ratio of transverse beam sizes $\frac{\sigma_y}{\sigma_x}$. For the flat beam envisaged for the ILC, this ratio is very small and only the first term in the Taylor expansion is required. The spectral component of the beam field turns out to be

$$\begin{align*}
E_x^x &= -\frac{e}{\pi v} \exp\left(\frac{x^2}{2\sigma_x^2}\right) \frac{1}{\sigma_x} \left[ \exp\left(\frac{y^2}{2\sigma_y^2}\right) + y \sqrt{\pi} \text{Erf}\left(\frac{y}{\sqrt{2\sigma_y}}\right) \right] \\
E_y^y &= \frac{e}{\pi v} \sqrt{\pi} \exp\left(\frac{x^2}{2\sigma_x^2}\right) \frac{1}{\sigma_y} \text{Erf}\left(\frac{y}{\sqrt{2\sigma_y}}\right)
\end{align*}$$

The expressions in equation 3 are numerically easy to calculate and are inserted into CAIN. The magnitude of the $y$ component of the bunch field $E_y^y$ is much greater than that of the $x$ component. This is consistent intuitively with the bunch being squeezed in $y$. Both components are real, rendering $\xi_2 = 0$, meaning that there is no circular polarisation of virtual photons. This is consistent with the constant crossed electromagnetic fields associated with relativistic charges.

In order to take advantage of the full polarisation of initial photons, the full Breit-Wheeler cross-section is required. At present in CAIN the cross-section $\sigma^{\text{full}}$ is written down only for the product of circular polarisations $\xi_2 \xi_2'$ of initial photons $k$ and $k'$. The full cross-section $\sigma^{\text{full}}$ is a sum over all polarisation states and functions of final electron energy $\epsilon$ and momentum $p$ [3]. With some algebraic manipulation the two cross-sections can be written in similar form.
\[ \sigma_{\text{circ}} \propto 2(1 - h_2 + \frac{2\epsilon^2 - 1}{2\epsilon^2}) \sinh^{-1} p + \frac{p}{\epsilon}(3h_2 - 1 - \frac{1}{\epsilon^2}) \]
\[ \sigma_{\text{full}} \propto 2(1 - h_2 + \frac{2}{\epsilon^2}(h_1 + h_3) - \frac{h_3}{\epsilon^4}) \sinh^{-1} p \]
\[ + \frac{p}{\epsilon}(3h_2 - 1 - h_1 - \xi_3\xi'_3 - \frac{h_3}{\epsilon^2}) \]

where \( h_1 = \xi_1\xi'_1 \), \( h_2 = \xi_2\xi'_2 \), \( h_3 = 1 + \xi_3 + \xi'_3 + \xi_3\xi'_3 \)

The final analytic expression required for a full investigation of polarization effects, are the polarizations of final states. These are specified by the \( e^\pm \) polarization vector \((\zeta_1, \zeta_2, \zeta_3)\) and can be written in terms of a sum over products of initial polarization states and a function \( F_{jj'}^{ii'} \) of 4-vector scalar products [3]

\[ \zeta_i = \frac{1}{F} \sum_{jj'} F_{jj'}^{ii'} \xi_j \xi'_j \quad \text{where} \quad F = \sum_{jj'} F_{jj'}^{00} \xi_j \xi'_j \]

Figure 1: Stokes parameters of initial photons.
Figure 2: Polarization of final fermions.
3 NUMERICAL RESULTS

Modifications of the CAIN program were kept to a minimum by writing new analytic expressions in forms similar to those already existing in CAIN. The monte carlo scheme that determines whether a particular pair production process will take place relies on the Breit-Wheeler cross-section structure with respect to final electron energy and momentum \((\epsilon, p)\) (equation 4). Other required CAIN modifications were the extension of existing polarization vectors to all components, and use was made of the existing basis vector structure in CAIN.

Initial photon states, for both real and virtual particles, reveal almost no circular polarization component \(\xi_2\) (figure 1). This is a consequence of the constant, crossed beam electromagnetic field which is source of real beamstrahlung photons and with which virtual photons are identified. The components of final \(e^\pm\) polarization vector are strongly dependent on the extent of circular polarization of initial photons. Consequently the pairs are produced with almost no polarization components (figure 2).

A numerical investigation of the two cross-sections in equation 4 reveal the usual peak at low energies. However accounting for full polarizations reveals a substantially reduced cross-section for electron energies approximately less than 50 MeV (figure 3). It was expected that such a reduction in the Breit-Wheeler cross-section would result in less background pairs. It was also considered important to determine any effect on collision luminosity. So the modified CAIN program was run for all seven 500 GeV centre of mass collider parameter sets [4]. There was a 10 – 20\% overall reduction in pairs (figure 4) with no discernible effect on collision luminosity (figure 5).

Figure 3: Breit-Wheeler cross-section.

Figure 4: Pair numbers for seven parameter sets.

Figure 5: Luminosity for seven parameter sets.
Figure 6: Energy of final pairs.  
Figure 7: Transverse momentum of final pairs.

The energy and momentum of the new ensemble of expected pairs was also obtained. The shortfall in pair backgrounds was almost entirely made up of low energy and low transverse momentum pairs (figures 6 and 7).

4 CONCLUSION

The full polarizations of initial states, final states and the Breit-Wheeler cross-section have been investigated analytically and numerically. This enables the effect of full polarizations on three incoherent background pair processes to be determined. Real beamstrahlung photons have almost no circular polarization component. Virtual photon polarization is related to the constant, crossed bunch electric field at the point of production and likewise has no circular polarization component. The full Breit-Wheeler cross-section with all polarization states was written in similar form to the Breit-Wheeler cross-section with circular polarizations only. The CAIN program was modified and run for the seven parameter sets contemplated for the ILC with 500 GeV centre of mass collision energy. In all cases analysis of the full polarization effects revealed that there were $10\% - 20\%$ less low energy background pairs than was previously thought. At the same time there was no discernible change in collision luminosity.

References

Polarised Geant4 – Applications at the ILC

Andreas Schälicke\textsuperscript{1}, Karim Laihem\textsuperscript{2} and Pavel Starovoitov\textsuperscript{3}

1- DESY
Platanenallee 6, 15378 Zeuthen - Germany

2- RWTH Aachen - Phys. Inst. IIIB
Physikzentrum, 52056 Aachen- Germany

3- NCPHEP BSU
M.Bogdanovich str. 153, 220040 Minsk - Belarus

Geant4 is a Monte Carlo simulation framework for the description of interactions of particles and matter. Starting with version 8.2 a new package of QED physics processes is available, allowing for the studies of interactions of polarised particles with polarised media dedicated to beam applications. In this contribution some details about the implementation are presented and applications to the linear collider are discussed.

1 Introduction

Programs that can simulate the complex interaction patterns of particles traversing matter are indispensable tools for the design and optimisation of particle detectors. A major example of such programs is Geant4 \cite{2, 3}, which is widely used in high energy physics, medicine, and space science. Different parts of this tool kit can be combined to optimally fulfil the users needs. A powerful geometry package allows the creation of complex detector configurations. The physics performance is based on a huge list of interaction processes. Tracking of particles is possible in arbitrary electromagnetic fields. However, polarisation has played only a minor role so far\textsuperscript{a}.

The new extension in the library of electromagnetic physics is dedicated to polarisation effects in beam applications \cite{4}. It aims for a proper treatment of longitudinal polarised electrons/positrons or circularly polarised photons and their interactions with polarised matter.

Polarised versions of Bhabha/Møller scattering (B/MS), electron-positron annihilation (EPA), Compton scattering (CS), pair creation (PC), and bremsstrahlung (BS) are already part of the polarisation library. A polarised version of the Photoelectric Effect is in preparation.

Two basic problem classes are addressed:

- \textit{Polarisation transfer} from initial beam particles to secondaries created in material interactions can be investigated. For instance, in the context of the ILC positron source a detailed study of the production mechanism of polarised positrons from photons emitted from a helical undulator is now possible.

- Interactions of polarised particles with polarised matter can be simulated. In general, asymmetries may be observed if beam and target particles are polarised. They manifest themselves in total cross sections as well as in differential distributions, which provides the basis of applications in polarimetry.

\textsuperscript{a}Compton scattering of linearly polarised photons is available since Geant4 version 3.1. Polarised Rayleigh scattering and Photoelectric effect of linearly polarised photons have been addressed recently.
These new features have already been exploited in the analysis of data from the E166 experiment [5], and are also used in studies for an anticipated low energy polarimeter [6] as well as in design and performance optimisation studies for an ILC positron source [7].

2 The new polarisation library

Several simulation packages for the realistic description of the evolution of electromagnetic showers in matter have been developed. A prominent example is EGS (Electron Gamma Shower)[8]. For this simulation framework, extensions with the treatment of polarised particles exist [9, 10]; the most complete has been developed by [11]. It is based on the matrix formalism [12], which enables a very general treatment of polarisation. However, the Flöttmann extension concentrates on evaluation of polarisation transfer, i.e. the effects of polarisation induced asymmetries are neglected, and interactions with polarised media are not considered. Another important simulation tool for detector studies is Geant3 [13]. Here also some effort has been made to include polarisation [5, 14], but these extensions are not publicly available.

In general, the implementation of polarisation in the library in Geant4 follows very closely the approach by [12]. A Stokes vector is associated to each particle and used to track the polarisation from one interaction to another.

Five new process classes for CS, BS, B/MS, PC, EPA with polarisation are now available for physics studies with Geant4. The implementation has been carefully checked against existing references, alternative codes, and dedicated analytic calculations. Figure 1 shows exemplarily a comparison of electron distribution and polarisation transfer in Compton scattering using Whizard/O’mega [15]. Further details can be found in [16, 17].
3 Applications to the ILC

A key feature of the ILC will be that both beams – electrons and positrons – are polarised. With the new polarisation extension it is now possible to investigate details of the production mechanism and polarimetry options for electrons and, in particular, for positrons.

The degree of electron and positron polarisation should be known at least to an accuracy of a few per mill at the collision point to take full advantage of measurements with polarised beams.

3.1 Polarised positron source

In the baseline design of the ILC [19] polarised positrons are produced from circularly polarised photons created in an helical undulator hitting a thin Ti target. The spin of the photon is transferred to the electron-positron pairs produced resulting in a net polarisation of the particles emerging from the target. The positrons are captured just behind the target in a dedicated capture optics, i.e. an adiabatic matching device, and their degree of polarisation has to be maintained until they reach the collision point.

Figure 2 pictures energy distribution of photons and their degree of polarisation as expected from an ideal helical undulator with strength $K = 1$ and period $\lambda = 1$ cm. The resulting positron energy and polarisation distributions after the production target are shown in Figure 3.

3.2 Low energy polarimeter

For commissioning and optimisation of the ILC operation, an independent check of the polarisation near the creation point of positrons is recommended. A Bhabha polarimeter [6] is a promising candidate to realise a low energy positron polarisation measurement. There, a thin magnetised iron foil (few 10\(\mu\)m thick) is placed in the positron beam. A few of the positrons hitting the foil undergo Bhabha scattering. Rate and distribution of the scattered electrons and positrons depend on the polarisation of the beam, and can be exploited for polarimetry. The dominating background are bremsstrahlung positrons, which can be substantially reduced by looking at the electron distribution only.

The left part of Figure 4 shows an energy vs. angle distribution of electrons emerging from a 30\(\mu\)m iron foil hit by a beam with $2 \cdot 10^{10}$ positrons of 200 MeV. The right part of...
Figure 4 gives the corresponding analysing power. In the central acceptance approx. $10^4$ electrons per positron bunch are expected with an analysing power of about 40%.

### 3.3 The E166 experiment

A proof-of-principle experiment has been carried out at SLAC to demonstrate the production of polarised positrons in a manner suitable for implementation at the ILC [5]. A helical undulator of 2.54 mm period and 1 m length produced circularly polarised photons, with a first harmonic endpoint energy of 8 MeV, when traversed by a 46.6 GeV electron beam. The polarised photons were converted to polarised positrons in a 0.2-radiation-length tungsten target. The polarisation of these positrons was measured at several energies using a Compton transmission polarimeter.

Geant4 simulations using the polarisation extension have been employed in the determination of the expected polarisation profile. These simulations also provided the basis for the determination of the analysing power needed to determine the polarisation of the produced positron beam. Further details may be found in [1, 16, 18].

### 4 Summary

Starting with version 8.2 a new package of QED physics processes has been added to the Geant4 framework, allowing studies of polarised particle interactions with polarised media. Applications include design and optimisation of a polarised positron source and beam polarimetry for a future linear collider facility.
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A photon-positron conversion target of the undulator or laser based polarized positron source is optimized using a modified GEANT-3 program adapted to count the spin transfer. High intensity positron beam with around 0.75 polarisation could be achieved choosing tungsten conversion target of 0.3 and 0.7 radiation lengths for the undulator and laser case respectively.

1 Positron Sources

Currently two scenarios are considered to generate polarized positrons for the ILC. Both are utilizing low energy circularly polarized photons and high energy electrons to boost these photons to MeV energies and then convert them into electron-positron pairs. Each method named after the photon source as undulator [1] or laser [2] based positron production. In this study [3] we will vary thickness and material of the production target to optimize the positron yield and polarisation.

2 Simulation Tools and Considered Polarized Processes

To achieve high number of positrons the target should be thick, of the order of one radiation length, 1\(X_0\) hence, the MeV photons may initiate showers, or at least 2-3 generations of particles and we would need a proper tracking tool like EGS or GEANT.
To address the polarisation issue one have to take care also about the polarisation tracking. This has been incorporated into the EGS by K. Flöttmann [4] and into the GEANT-4 by DESY-Zeuthen E166 group [5]. Here we will use GEANT-3 [6] modified in a way to account polarisation transfer in the processes summarized in table 1. For the multiple scattering and $dE/dX$ energy loss continuous approximations there are certain difficulties to treat the depolarisation especially for energies below the critical $E_C$ and this is mostly because lack of the theoretical and experimental input. Anyhow, for our calculations we use straight trajectory/no depolarisation for the $dE/dX$ loss and $(q + \cos \theta)/(1 + q \cos \theta)$ approximation as depolarisation factor for a $\theta$ multiple scattering angle with $q = (\gamma^2 - 1)/(\gamma^2 + 1)$ where $\gamma$ is the Lorentz factor.

### 3 Results

One example of the simulation outcome for a $0.2X_0$ tungsten is shown on Figure 1 where initial photons originate from a helical 1m long undulator with $k=0.19$ on a 46.6 GeV energy electron beam (E166 experiment configuration). On the lower right figure one can find also total number of the positrons/electrons for the $10^9$ simulated initial photons. Figure 2 displays results for the initial Compton photons produced by a 532 nm laser, scattered on 1.3 GeV electrons with a crossing angle of 8 deg. Number of simulated Compton...
events is $10^7$. Using positrons intensity $dN/dE$ and polarisation $P$ distributions we can form a product $P^2dN/dE$ (Figure 3) to serve as a figure of merit for the target material and thickness optimization.

4 Optimal Target

To choose best production target we try tungsten and titanium changing their thickness by $0.04X_0$ steps, each time recording the positrons yield, polarisation and energy at the maximum figure of merit. Resulting numbers are displayed on Figure 4 and Figure 5 for the undulator and laser case respectively.

One can note that in general the positron polarisation depends weakly on the target thickness i.e. the target optimization could be done by maximizing only the positron yield. The distributions also indicate that the tungsten is preferable with a thickness of $0.3X_0$ for the undulator and $0.7X_0$ for the laser case.

Figure 4: Undulator produced positrons intensity, polarisation, figure of merit and energy versus titanium (left) and tungsten (right) target thickness.

Figure 3: Figure of merit derived for the $0.2X_0$ W case. (Figure 1).
Figure 5: The same as in Figure 4 for the laser produced positrons.

5 Summary

In addition to the existing MC programs GEANT-3 is modified to count the polarisation. For energies lower than the critical, calculation errors could be large, special attention deserve multiple scattering and continuous energy loss.

For the target choice polarized calculations could almost be escaped, its sufficient to maximize the positron yield.
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For the International Linear Collider (ILC) a polarized positron source based on a helical undulator is proposed. In order to control and optimize the degree of positron polarization a low energy polarimeter at the source is required. Methods to measure the positron polarization near the creation point are currently under study and will be discussed in this contribution.

Introduction

The physics potential of the ILC will be substantially broadened if both beams - the electron and the positron beam - are polarized [2]. But in comparison to polarized electrons the generation of polarized positrons is a challenge. Polarized electron sources based on photo emission from GaAs induced by circularly polarized laser photons are operating and deliver electron polarization \( P_e \geq 80\% \) [3]. Regarding polarization, the SLC polarized electron source [4], for example, already meets the ILC requirements. For the production of polarized positrons a helical undulator based system is foreseen for the ILC [5–7]. Circularly polarized photons are created by an electron beam traversing a helical undulator. The photons hit a thin target producing electron-positron pairs and the circular polarization of the photons is transferred into longitudinal polarization of the created \( e^+e^- \) pairs. After being captured, pre-accelerated and separated from the electrons and the initial photon beam the positrons are transported to the damping ring and finally to the interaction region while the beam polarization has to be maintained.

At the interaction region the beam polarization will be measured with high accuracy \((\approx 0.25\%)\) [8, 9]. However, for the optimization of the positron beam polarization as well as for the control of polarization transport also the degree of polarization near the positron source should be known at least with an accuracy of a few percent. Although an absolute polarization measurement is preferred, a low energy polarimeter should at least measure the relative beam polarization. It should be easy to handle, robust and fast.

\textsuperscript{*}Supported by the European Commission under the Sixth Framework Program (FP6) “Structuring the European Research Area”, contract number RIDS-011899.
Table 1 shows the beam parameters at the positron source. Several methods to measure the polarization of such beam have been considered. To evaluate the feasibility and the performance of the respective methods simulation studies have been performed using GEANT4 with polarization extension [10, 11]. This extension was developed to describe the interaction of polarized beams with polarized matter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+/\text{bunch}$, $N_{e^+}$</td>
<td>$2 \cdot 10^{10}$</td>
</tr>
<tr>
<td>bunches/pulse, $N_b$</td>
<td>2620</td>
</tr>
<tr>
<td>Rep. Rate, $f_{\text{rep}}$</td>
<td>5 Hz</td>
</tr>
<tr>
<td>Energy, $E$</td>
<td>30 - 5000 MeV</td>
</tr>
<tr>
<td>Energy spread, $\Delta E/E$</td>
<td>10%</td>
</tr>
<tr>
<td>Normalized emittance, $\varepsilon^*$</td>
<td>$\sim 3.6 \text{ cm}$</td>
</tr>
<tr>
<td>Beam size, $\sigma_{x,y}$</td>
<td>$\sim 1 \text{ cm}$</td>
</tr>
</tbody>
</table>

**Table 1**: Beam parameters at the positron source based on the RDR design values [5].

**Polarimeter options**

Most polarization measurements are based on the same principle: the polarized beam to be measured hits a polarized target (beam or fixed target). The scattering process is spin dependent hence the counting rates or the distribution of the scattered particles differ for different spin orientation of the beam particles and an asymmetry can be measured. This asymmetry depends also on the target polarization, thus, knowing the latter the beam polarization can be determined.

**Laser Compton Polarimeter**

A laser Compton polarimeter will be used to measure the polarization at the interaction region of the ILC [5]. The photons of a high intensity laser hit the low emittance positron or electron beam and are backscattered. The distribution of the scattered photons depends on the initial polarization of the positron or electron beam as well as on the laser polarization. Polarimeters of this type provide very high precision and were used, e.g. at SLC [12] and at HERA [13]. However, this method is not applicable for the low energy positrons at the source. The size of the positron beam before the damping ring will be too large to achieve reasonable interaction rates (see also Table 1). Also the asymmetry in the angular distribution of the scattered photons is very small for energies of a few GeV or below. Recent studies showed, that Compton polarimetry is possible after the damping ring at an energy of 5 GeV [14].

**Bhabha Polarimeter**

The cross section of Bhabha scattering (Eq. 1) depends on the polarizations, $P_{e^+}$, $P_{e^-}$, of the initial state particles;

$$
\frac{d\sigma}{d\Omega} \sim \frac{(1 + \cos\theta)^2}{16\gamma^2\sin^4\theta} \left\{ \left( 9 + 6\cos^2\theta + \cos^4\theta \right) - P_{e^+}P_{e^-}\left( 7 - 6\cos^2\theta - \cos^4\theta \right) \right\}.
$$

(1)

If the incoming particles are longitudinally polarized, the maximal achievable asymmetry is $7/9 P_{e^+}P_{e^-}$ at a scattering angle $\theta = \pi/2$ (CMS) (see Fig. 1). This method has been used to measure the polarization of electrons with Möller polarimeters, for example at SLAC and at the VEPP-3 storage ring [15–18]. Corresponding to the design of the ILC [5] a Bhabha polarimeter could be applied after the positron pre-acceleration where the positron energy is in the range between 125 MeV and 400 MeV [19–22].
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Figure 1: Two examples for the angular dependence of the Bhabha asymmetry (CMS, $P_{\text{beam}} = P_{e^+}, P_{\text{target}} = P_{e^-}$).

Figure 2: Sketch of a Bhabha polarimeter. Behind the target an appropriate mask system selects the angular range of interest.

Figure 2 shows the principle of a Bhabha polarimeter. The positron beam hits a thin magnetized iron foil. By reversing the target magnetization an asymmetry in the distribution of the scattered particles can be measured. Selecting only the scattered electrons, the background to the Bhabha process, which is dominated by Bremsstrahlung, can be significantly suppressed. First simulation studies have been done for energies of 200 MeV and 400 MeV.

Figure 3, for example, shows the distribution of the scattered electrons depending on their energy and the scattering angle for opposite target polarizations in the case of 400 MeV beam energy. The asymmetry of these two distributions is shown in Figure 4. It is obvious, that, in addition to the selection of the angular range of interest by an appropriate shielding system, an energy spectrometer is needed. With optimal energy selection and angular cuts the average analyzing power is $A_{e^-}(P_{e^+} = 100\%, P_{e^-} = 100\%) \approx 40\%-50\%$ as the simulations show.

Figure 3: The distribution of the Bhabha scattered electrons in bins of the energy $E$ and the scattering angle $\vartheta$ ($E_{\text{beam}}$: 400 MeV, $\Delta E_{\text{beam}}$: 10%, target: 30 $\mu$m Fe).

(a) Target polarization $P_{e^-} = -100\%$.

(b) Target polarization $P_{e^-} = +100\%$.

Figure 4: Asymmetry of the $E - \vartheta$ distribution of the Bhabha electrons. The vertical lines indicate the angular range of highest asymmetry.
To minimise the influence of multiple scattering in the target, the target foil should be as thin as possible. Estimations have shown that for the large beam size and the target thickness of about 30 µm the beam divergence is increased by less than 10% for energies between 200 MeV and 400 MeV. So the low energy Bhabha polarimetry at the ILC positron source can be considered as almost non-destructive. A problematic issue is the heating of the target material. The temperature rise leads to a decrease in the magnetization of the target and thus to a reduction of the electron polarization. In an iron foil of 30 µm thickness hit by a 250 MeV beam with the parameters as shown in Table 1 a heat-up of approximately 10 K per bunch is obtained. Assuming cooling by radiation the target temperature reaches an equilibrium at $T_{eq} \approx 500$ K resulting in a reduction of the electron polarization to approximately 93%. In addition, the distortion of the foil due to heating will have an influence on the accuracy of the measured asymmetry. To guarantee reliable measurements of the asymmetry the working temperature of the target has to be stable within relatively narrow limits.

Compton Transmission Polarimeter

An alternative method to measure the positron polarization is Compton transmission polarimetry. This method is based on the spin dependence of Compton scattering. The method is well known and has been used successfully at experiments at SLAC (E166) and KEK [6, 7, 23]. A fraction of the positron beam is sent onto a thick target (1 to 3 radiation lengths) of high Z-material and is converted via Bremsstrahlung into polarized photons. The photons traverse a magnetized iron block and undergo Compton scattering with the shell electrons of the iron atoms. Behind the iron the survival rate of the photons is measured (Figure 5). The transmission probability $T^\pm(L)$ for photons through the iron block of length $L$ depends on the polarization state of the photons $P_\gamma$ and the shell electrons $P_{Fe}$ in the iron:

$$T^\pm(L) = e^{-nL\sigma_0} e^{\pm L P_{Fe} \cdot P_\gamma \sigma_p}, \quad (2)$$

$n$ is the number density of atoms in the iron and $\sigma_0$ and $\sigma_p$ are the unpolarized and the polarized Compton cross sections, respectively. The magnetization of the iron block and thus the electron polarization $P_{Fe}$ is reversed and the positron polarization can be determined from the resulting asymmetry in transmission.

The working point of a Compton transmission polarimeter is at energies well below 100 MeV, hence the ideal position at the ILC would be located after the capture section at energies of about 30 MeV. At energies higher than a few tens of MeV the pair-production cross section becomes more and more dominant over the Compton cross section and the method becomes inefficient. The advantages of a polarimeter of this type are the compact dimensions ($O(\sim 1$ m)) and the simple and robust setup. Disadvantages are the high energy deposition ($O(\sim$ kW)) in the target hence only a fraction of the positron beam can be used for measurements. Finally, the asymmetries are very small ($A \lesssim 1\%$).
Simulation studies using the polarization extensions of GEANT4 [11] were performed to test the performance of a Compton transmission polarimeter at the ILC. The parameters and results of these simulations are shown in Table 2. The optimization of target and absorber regarding e.g. heating of the material, beam fraction to use for polarimetry etc. are subject of an ongoing study.

Other options

Mott Polarimeter

Mott polarimeters measure transverse beam polarisation and are based on the electron scattering in the Coulomb field of heavy nuclei. Polarimeters of this type are widely used at operating energies of 10 eV to 1 MeV [24]. At higher energies (above ~10 MeV) the Mott scattering probability becomes very small and is dominated by Bhabha scattering and Bremsstrahlung. Furthermore, spin rotators would be needed to measure the longitudinal beam polarisation. Both facts make the Mott polarimetry not suitable for the ILC positron source.

Synchrotron radiation

The spin dependence of synchrotron radiation can be used to measure the transverse polarisation of positrons or electrons. This has been demonstrated at the VEPP-4 storage ring using a magnetic “snake” [25, 26]. At the ILC the method could be applied in the damping ring, where the positron energy is higher (5 GeV) and the beam polarization has to be transverse anyway. However, the effect is very small (~10^{-4} - 10^{-3} at $E_{beam} \approx$10-100 GeV [26]). In addition, the short storage period of the positrons in the damping ring (O(ms)) will make it difficult to reduce the systematic uncertainties sufficiently to observe this effect at all.

Summary

Options for a design of a Low Energy Positron Polarimeter (LEPOL), to be placed at the ILC positron source have been described and discussed. The high intensity of the positron beam as well as it’s large spatial extension limit the number of polarimeter options. A Bhabha polarimeter, measuring the asymmetry in the distribution of the scattered electrons, is a promising candidate for a positron polarimeter at the ILC source. A detailed design study for a LEPOL is in progress.
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Table 2: Results of a GEANT4 simulation for a Compton transmission polarimeter

<table>
<thead>
<tr>
<th>Simulation parameters:</th>
<th>30 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>beam energy $E_{beam}$</td>
<td></td>
</tr>
<tr>
<td>target material</td>
<td>tungsten</td>
</tr>
<tr>
<td>target thickness</td>
<td>$2X_0$</td>
</tr>
<tr>
<td>Fe absorber thickness</td>
<td>15 cm</td>
</tr>
<tr>
<td>electron polarization $P_{e^-}$</td>
<td>7.92%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulation results:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>positron polarization $P_{e^+}$ asynmetry $A$</td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>$\approx$ 0.4%</td>
</tr>
<tr>
<td>60%</td>
<td>$\approx$ 0.8%</td>
</tr>
</tbody>
</table>
ATF2 Project Meeting

Convener: E. Elsen
We investigated a support for the final doublets for ATF2. Its relative motion to the floor has to be below 6nm. Consequently, this support has to be very stiff and well fixed to the floor. We studied a steel lightweight honeycomb table whose first eigenfrequency in free configuration is at 230Hz. Some simple simulations and measurements to study the table resonant frequency evolutions for different boundary conditions were done.

1 Introduction

At ATF2, relative motion between the Shintake monitor (measuring the beam size) and the final doublets has to be below 6nm above 0.1Hz because beam-based feedback is efficient only below 0.1Hz due to the beam repetition rate of 1Hz [2]. Ground motion coherence is good up to a distance of 4-5 meters for frequencies below 10Hz [3] and so is the relative ground motion. The Shintake monitor and the final doublets being separated by 4 meters, they will be fixed on rigid mounts to move like ground motion. We are investigating a support for the final doublets for a relative motion to the floor below 6nm. We chose a steel lightweight honeycomb table manufactured by TMC [1]. This table has already been investigated for stabilization in the final focus system of the Compact Linear Collider (CLIC) at CERN [4].

2 Table eigenfrequencies

TMC Company has measured characteristics of the first resonant frequency of the table in free configuration [1]. The Guaranteed Minimum Resonant Frequency is at 230Hz with a Guaranteed Maximum factor Q of amplification at resonant frequency of 1.5. A quick and easy test has been done by putting the table on four rigid supports at the corners in order to measure its first eigenfrequency with lead masses of 1400Kg (weight of final doublets) and without. The experimental set-up is shown in figure 1. Guralp CMG-40T velocity sensors and ENDEVCO sensors [5] were used to measure vibrations from 0.1Hz to 40Hz and from

Figure 1: Experimental set-up
First resonant frequency | Measured | Simulated
--- | --- | ---
Free configuration | 230Hz | 230Hz
Table on supports/no weight | 74Hz | 56Hz
Table on supports/1400kg | 46Hz | 26Hz

Table 1: Evolution of resonant frequencies

40Hz to 100Hz respectively. The measurements on the table were done on the middle where vibrations are the strongest. In order to identify eigenfrequencies of the table, its transfer function has been calculated with and without any masses on it. Figure 2 shows magnitudes of table transfer functions. Without any masses on it, the table amplifies mainly floor motion between 60Hz to 100Hz with a maximum amplification factor of 12 at 74Hz. With the lead masses on it, this important amplification goes to lower frequencies, between 30Hz and 70Hz, with a maximum amplification factor of 9 at 46Hz. These two main ground motion amplifications seem to be eigenfrequencies of the table. It has been checked by studying table transfer function phases that they have both a phase of 90 degrees with respect to ground motion which is typical of a resonant frequency. Consequently, putting the table on four supports at its corners decreases its performances: its first eigenfrequency goes from 230Hz in free configuration to 74Hz. Moreover, the weight of the final doublets makes it fall to 46Hz.

Table 1 shows a comparison between simulations and measurements on the evolution of the first table resonant frequency. The first eigenfrequency of the simulated table has been fixed at 230Hz in free configuration which is used as a reference. One can see that simulation results are representative of resonant frequency evolution with weight and boundary conditions. Another simulation of the table fixed directly to the floor on one entire face has been done. The first eigenfrequency is at 526Hz which is much higher than in free configuration (230Hz). When adding some masses of 1400Kg on the table, the first resonant frequency falls to 135Hz. Consequently, these boundary conditions increase table performances. This should be the preferred method of supporting the ATF2 final doublet.

3 Relative motion between table and floor at ATF Ring

In order to have a value of relative motion between table and floor, the integrated Root Mean Square of relative motion has been calculated using ATF floor measurements.
Results are shown in figure 3 with and without masses of 1400kg. In the bandwidth where there are no resonant frequencies, relative motions between table and floor are probably due to supports: loss of coherence is probably due to non-linearities in vibration transmissibility between floor and table. Consequently, these results can be improved. The most important result is the integrated relative motion Root Mean Square which is only due to the amplification at the first eigenfrequency and to the damping above. In fact, it cannot be improved when keeping the same boundary conditions. With no weight on the table, the first eigenfrequency (not including the small peaks at lower frequency; see figure 2) is high enough (74Hz) to induce an integrated relative motion of only 0.9nm from 60Hz to 100Hz because of the amplification. But when putting some weight on the table, the first resonant frequency falls to 46Hz and induces an integrated relative motion of 4.6nm from 30Hz to 100Hz because of the amplification and damping above it.

4 Conclusion

At ATF2, we plan on fixing the Final Doublet support on the entire bottom face of the table with some special concrete. This should push up the resonant frequency based on the simulation shown in this paper, and should be within ATF2 specifications. However, tests with the magnet (instead of lead bricks) are still to be done.
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Study of time-dependent corrections in the ATF2 beam-line
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Goals of ATF2 will be to provide beams with a few tens of nanometers and stability at the nanometer level. To achieve this, ground motion should be measured and the effects of element displacement on the beam at the Interaction Point (IP) should be well understood. Feedback systems should also be simulated with a ground motion generator which includes spatial coherence for effects to be computed realistically.

1 Introduction

The goal is to understand and simulate the effects of ground motion on the ATF2 beam, in order to design and implement suitable feedback. Effects from displacing each magnet on the beam position and size at the IP are first computed and interpreted. Feedback requirements are then analysed given measured ground motion properties and results from simulating an initial version are shown. Finally, some conclusions and prospects are given.

2 Effects of magnet displacements on the beam at the IP

Figure 1: Displacement and size at IP for magnet displacements of 1 micron

Displacing a dipole magnet with constant field has no effect. For a quadrupole, it will however cause deflection since a dipole term appears from the linear field. Similarly, a displaced sextupole changes both the focusing and (slightly) the steering, through quadrupole and dipole terms. The beam offset and size changes at the IP depend both on the displaced magnet strengths and on the optical transport to the IP.

The result of displacing each ATF2 magnet on IP beam position and size is shown in Figure 1. The tightest tolerance for the beam position is for QD0 which is the strongest quadrupole. Displacing another quadrupole, QD2A causes the largest size increase due to the long drift to the next magnet group, which includes two strong sextupoles then traversed off-axis.

*Work supported in part by the EC under the FP6 "Research Infrastructure Action - Structuring the European Research Area" EUROTeV DS Project Contract no.011899 RIDS.
3 Effect of ground motion on the beam at the IP

3.1 Measurement of ground motion at the ATF site

Figure 2: Integrated RMS displacement

Figure 2 shows the integrated RMS vertical displacement measured at KEK (courtesy of R. Sugahara), computed integrating from 50 Hz to each frequency on the abscissa. For a 1 Hz bunch repetition rate, feedback can only be expected to work up to \( \frac{1}{6} \) Hz. At that frequency, the ground motion amplitude is about 0.2 micron. For such amplitudes, the beam position and size at the IP would be affected at the level of 0.2 micron and 10%, respectively, given the sensitivities to QD0 and QD2A displacements in Figure 1. This would be even for perfect feedback and would definitely not allow reaching ATF2 objectives. Fortunately, as QD0 is just about 1 m from the IP, there is very good coherence up to a few Hz. If mechanical structures supporting this magnet and the IP instrumentation are rigidly mounted to the floor, both will vibrate in phase and relative motion should be small and produce negligible effects at the IP. However for about 10 other quadrupoles farther from the IP, 0.2 micron motions can still cause about 0.04 micron beam displacements. The global effect expected at the IP for fully incoherent motions of these other magnets is about \( \sqrt{10} \times 0.04 = 0.125 \) micron. Even with perfect feedback, for a repetition rate of 1 Hz, achieving stability at the level of the beam size must thus rely on some degree of coherence beyond just a few meters.

3.2 Simulation of the effects on the beam

The simulation process starts with a ground motion simulator, developed in MATLAB to recreate the Fourier spectra of the measured vibration and some of its coherence properties [2]. Data files are created as input to PLACET, a code which tracks particle distributions along the ATF2 beam line including magnet misalignments. Analysis is done in ROOT. Figure 3 (right) shows the vertical size and displacement obtained at the IP in the first 100 seconds. The size enhancement is small in this short time span (< 10%), but displacements without feedback (dotted line) are 0.1 micron, which exceed the goal by an order of magnitude.

4 Feedback implementation

Position feedback according to the scheme shown in Figure 3 (left) was simulated with PLACET, with 5 nanometer errors for the BPMs used to measure the beam positions near the IP. The most efficient controller tried was the PID one, using Takahashi’s method to choose the coefficients [1]. The corrector dipole is placed after the final doublet to avoid offsetting the beam in the last sextupoles. This feedback improves the beam stability by a factor 3 and doesn’t affect the beam size during the 100 seconds considered, see Figure 3 (right, plain line). Although a significant
improvement, the vertical position beam stability obtained is not sufficient to avoid affecting the beam size measurement. This may be explained in part by the ground motion generator used, which underestimates the coherence and is hence pessimistic [2].

5 Conclusion and prospects

The sensitivity of the ATF2 beam to ground motion has been studied. Simulating a correction feedback loop using a PID controller, improvements in stability by a factor 3 were obtained. This however remains about a factor 3 above specifications. An improved generator representing coherence properties more reliably should be developed and other PID coefficients may need to be tried to reach the goals.
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