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Abstract

We give a brief overview of the topics covered in the working group on diffraction.

1 Introduction

From 2006 to 2008, the working group on diffraction had 74 individual presentations, documenting the considerable activity and progress in the field. This program covered a variety of topics: the presentation and assessment of new data from HERA and the Tevatron [1–5], developments in the theory of diffraction in \textit{ep} and in \textit{pp} or \textit{p\bar{p}} collisions [6–15], and the ongoing preparatory studies for measuring diffractive processes at the LHC [16–20]. Many presentations were related in one way or another to the prospect of seeing central exclusive production of the Higgs boson, \( p + p \rightarrow p + H + p \), or of other new particles. Important progress has been made in this field since the first proceedings of the HERA/LHC workshop [21] appeared, both on the side of instrumentation at LHC and in the understanding of the relevant theory, with crucial input provided by new measurements from the H1, ZEUS, and CDF Collaborations. In the following we give a brief overview of the different topics presented in these proceedings and of their interrelation.

2 Diffraction from electron-proton to hadron-hadron collisions

A key result of the numerous studies of diffraction at HERA is that in the presence of a hard scale several diffractive channels can be understood in terms of a partonic description, which allows us to calculate important features of the process in perturbation theory. This concerns the inclusive cross section for diffractive deep inelastic scattering [1] as well as diffractive jet or heavy flavor production from a highly virtual photon [2, 9]. The increasingly precise HERA results for these channels are well described in terms of perturbatively calculated hard-scattering coefficients and of diffractive parton densities. The latter are a special case of fracture functions [6] and, just as the usual parton densities, have been fitted to data.

It has long been anticipated from theory and seen in data that such a simple factorized description is not valid in diffractive hadron-hadron collisions, and recent results from HERA and the Tevatron have corroborated this finding. Secondary interactions between partons of the colliding hadrons significantly decrease the fraction of events with large rapidity gaps, and it remains a challenge to quantitatively understand the dynamics of these interactions [7, 8] at the LHC. Let us recall that the associated physics is closely related to that of multiple parton interactions and hence of importance far beyond the context of diffractive final states [21]. Similar rescattering effects are also expected in \textit{ep} collisions when the exchanged photon becomes quasi real, not...
only for diffraction but also for events with an observed leading baryon [3]. The situation here seems, however, to be more complicated than initially thought due to the double nature of a real photon as a pointlike and a hadronic object. Based on the same data, the two contributions [2] and [9] to these proceedings draw conflicting conclusions about the magnitude of rescattering effects in diffractive photoproduction. The study of additional experimental observables, such as double differential distributions or certain ratios should help clarify the situation.

A wealth of information about high-energy dynamics can be gained from the detailed experimental studies of exclusive diffraction at HERA, notably of exclusive production of a vector meson or a real photon [4]. Precise data for such channels in particular provide good constraints on the generalized gluon distribution [10], which not only carries valuable information about proton structure at small momentum fractions but is also a key ingredient for calculating central exclusive production in \( pp \) or \( p\bar{p} \) collisions. Ultrapерipheral collisions at LHC offer the prospect to study exclusive diffraction initiated by a real photon at energies well beyond the HERA regime [11]. Suitable exclusive channels may also provide clear signals for odderon exchange, which, although naturally arising within the QCD picture of high-energy collisions, have been conspicuously absent from data so far [12].

Finally, the combined consideration of \( ep \) data for both inclusive and exclusive diffraction and for non-diffractive events remains maybe the best strategy for clarifying the importance of parton saturation at HERA, i.e., of non-linear dynamical effects due to high parton densities [13]. To understand such dynamics at the quantitative level remains one of the great challenges in high-energy QCD, and there is hope that the huge phase space available in \( pp \) collisions at LHC can be harnessed to shed further light on this physics. This remains an ambitious enterprise, requiring measurements at forward rapidities at the LHC [16] and further development of the theory [14].

### 3 Preparing for diffraction and forward physics at LHC

The opportunities for diffractive and forward measurements at LHC cover a wide area of physics, ranging from the determination of the elastic and total \( pp \) cross section at the highest energies yet achieved in the laboratory [17, 18] to the study of both electroweak and strong interactions in \( \gamma\gamma \) and \( \gamma p \) collisions [11, 16, 19, 20]. High hopes are put into the possibility to observe central exclusive production of new particles such as a light Higgs boson, with the prospect of the precise measurement of their mass, width, and quantum numbers in a very clean environment [20]. The theoretical description of the central exclusive production mechanism involves many difficult issues, and a milestone in testing our understanding of this mechanism has been the observation of exclusive dijet production by CDF [5]. Despite this success, one must keep in mind the uncertainties inherent in extrapolating dynamics from Tevatron to LHC energies, and a number of diffractive measurements have been proposed to validate the theory at an early stage of LHC running [15].

The forward instrumentation currently available at ATLAS, CMS and ALICE will allow a rich program to be carried out in forward and diffractive physics from the very beginning of the data taking. Feasibility studies performed by CMS [16] indicate that measurements of forward jets sensitive to the low-\( x \) PDFs of the proton are possible with the first 10 pb\(^{-1}\) of integrated luminosity. “Rediscovery” of hard diffraction at the LHC is possible within the first 10–100 pb\(^{-1}\),
via single-diffractive production of dijets and $W$ bosons, as well as $\Upsilon$ photoproduction [16]. In addition, exclusive dilepton production can be used for the calibration of the forward detectors and for luminosity determination [16]. TOTEM [17] plans to measure central and single diffractive cross sections, as well as high-$t$ elastic scattering and forward charged particle multiplicities with the first data. A more ambitious joint CMS-TOTEM physics program is foreseen [17] as soon as common CMS and TOTEM data taking is possible. TOTEM [17] and ATLAS [18] will also measure the total and elastic $pp$ cross sections in dedicated runs with special beam optics. A diffractive physics program is also taking shape at ALICE [19], thanks to the particle-identification capability and good acceptance for low-$p_T$ particles of the ALICE detector, along with the lack of pile-up at the ALICE interaction point.

ATLAS and CMS will also be able to carry out a forward and diffractive physics program at the highest LHC instantaneous luminosities if the AFP and FP420 programs are approved [20]. AFP aims at instrumenting with near-beam proton detectors the regions at ±220 and ±420 m from the ATLAS interaction point, while FP420 at CMS aims at instrumenting the ±420 m region to complement existing proton detectors at TOTEM. These additions to ATLAS and CMS will permit the measurement of forward protons down to values of the fractional momentum loss of the proton of $\xi \simeq 0.002$.

In summary, the diffractive community is looking forward to the next years, when the final analysis of HERA data and a variety of measurements at LHC will hopefully teach us valuable lessons on the physics of the strong interaction and beyond.
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Abstract

The diffractive dissociation of virtual photons, $\gamma^* p \rightarrow X p$, has been studied with the H1 and ZEUS detectors at HERA using various complementary techniques. Events have been selected by direct tagging of the outgoing proton or by requiring a large rapidity gap between the proton and the system $X$. The diffractive contribution has also been unfolded by decomposition of the inclusive hadronic final state invariant mass distribution. Here, detailed comparisons are made between diffractive cross section measurements obtained from the different methods and the two experiments, showing them to be consistent within the large uncertainties associated with the treatment of proton dissociation processes. First steps are taken towards the combination of the H1 and ZEUS results.

1 Introduction

In the single diffractive dissociation process in proton-proton scattering, $pp \rightarrow Xp$, at least one of the beam hadrons emerges intact from the collision, having lost only a small fraction of its energy and gained only a small transverse momentum. In the analogous process involving virtual photons, $\gamma^* p \rightarrow Xp$ (figure 1) [1, 2], an exchanged photon of virtuality $Q^2$ dissociates through its interaction with the proton at a squared four momentum transfer $t$ to produce a hadronic system $X$ with mass $M_X$. The fractional longitudinal momentum loss of the proton during the interaction is denoted $x_I^P$, while the fraction of this momentum carried by the struck quark is denoted $\beta$. These variables are related to Bjorken $x$ by $x = \beta x_I^P$.

Diffractive interactions are often discussed in the framework of Regge phenomenology [3] in terms of the exchange of a ‘pomeron’ with vacuum quantum numbers. This interpretation in terms of a universal exchange is experimentally supported by the ‘proton vertex factorisation’, which holds to good approximation over much of the accessible kinematic range at low $x_I^P$, whereby the dependences on variables describing the soft interaction with the proton ($x_I^P$, $t$) factorise from those related to the hard interaction with the virtual photon ($\beta$, $Q^2$). Similar reactions, in which sub-leading Reggeon and pion trajectories are exchanged, have a negligible cross section at the smallest $x_I^P$ values.
Significant progress has been made in understanding diffraction in terms of QCD by studying virtual photon dissociation in deep inelastic ep scattering (DIS) at HERA (for a review see [4]). As well as being sensitive to novel features of parton dynamics in the high density, low x regime, diffractive DIS cross sections are used to extract diffractive parton density functions (DPDFs) [5–9], an essential ingredient in predicting many diffractive processes at the LHC and in estimating backgrounds to more exotic processes such as central exclusive Higgs production (pp → pHp) [10].

Similarly to inclusive DIS, cross section measurements for the reaction ep → eXp are conventionally expressed in terms of the reduced diffractive cross section, $\sigma_D^{(3)}$, which is related to the measured cross section by

$$
\frac{d\sigma_{ep \rightarrow eXp}}{d\beta dQ^2 dx_p} = \frac{4\pi\alpha^2}{\beta Q^4} \left[ 1 - y + \frac{y^2}{2} \right] \sigma_D^{(3)}(\beta, Q^2, x_p) .
$$

At moderate inelasticities $y$, $\sigma_D^{(3)}$ corresponds to the diffractive structure function $F_2^{D(3)}$ to good approximation. In this contribution, we tackle the technical issue of compatibility between different $\sigma_D^{(3)}$ data sets through detailed comparisons between different measurements by the H1 and ZEUS collaborations and take the first steps towards a combined HERA data set.

2 Methods of selecting diffraction at HERA

Experimentally, diffractive ep scattering is characterised by the presence of a leading proton in the final state retaining most of the initial state proton energy, and by a lack of hadronic activity in the forward (outgoing proton) direction, such that the system $X$ is cleanly separated and $M_X$ may be measured in the central detector components. These signatures have been widely exploited at HERA to select diffractive events by tagging the outgoing proton in the H1 Forward Proton Spectrometer or the ZEUS Leading Proton Spectrometer (proton-tagging method [6, 11–14]) or by requiring the presence of a large gap in the rapidity distribution of hadronic final state particles in the forward region (LRG method [5, 8, 15, 16]). In a third approach ($M_X$ method [16–19]), the inclusive DIS sample is decomposed into diffractive and non-diffractive contributions based on their characteristic dependences on $M_X$.

The kinematic coverages of the LRG and $M_X$ methods are limited to $x_p \lesssim 0.05$ by the need to contain the system $X$ in the central detector components. These two methods are equivalent for $M_X \rightarrow 0$, but differences are to be expected at larger $M_X$, where the LRG method measures the full cross section from all sources at a given $(x_p, \beta, Q^2)$ point, whereas the $M_X$ method involves the subtraction of a ‘non-diffractive’ component. LPS and FPS data extend to $x_p \sim 0.1$ and are therefore the most sensitive to non-leading contributions, including Reggeon and pion trajectory exchanges. Apart from the proton dissociation treatment in the H1 case (see section 4.2), the cross sections measured by the proton-tagging and LRG methods are equivalent.

The methods differ substantially in their dominant sources of systematic uncertainty. In the LRG and $M_X$ methods, the largest uncertainties arise from the admixture of low mass leading baryon systems other than protons. These include proton excitations to low mass states as well as leading neutrons produced via charge exchange reactions. All such contributions are collectively referred to here as ‘proton dissociation’, ep → eXN, with the baryon state $N$ having mass $M_N$. 
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Proton dissociation processes cannot always be distinguished by the LRG and $M_X$ methods from events in which the proton is scattered elastically. Conversely, low-$x_F$ samples selected by the proton-tagging method have little or no proton dissociation background, but are subject to large uncertainties in the proton tagging efficiency, which is strongly dependent on the proton-beam optics. Proton spectrometers also allow a measurement of $t$, but the statistical precision is limited by their small acceptances.

Comparing the results from the three different methods is a powerful test of the control over the systematics of the measurements. At low $x_F$, the ratio of results obtained by the LRG and $M_X$ methods to those from the proton-tagging method can also be used to quantify the proton dissociation contributions in the former samples.

3 Data sets

A comprehensive comparison has been carried out between recent H1 and ZEUS measurements obtained with the three different methods. The data sets used are as follows.\(^1\)

- Three data sets collected with the ZEUS detector in the years 1999 and 2000. Overlapping samples have been analysed with the ZEUS Leading Proton Spectrometer (termed “ZEUS LPS”, based on a luminosity of 32.6 pb\(^{-1}\)) [15], with the LRG method (“ZEUS LRG”, 62.2 pb\(^{-1}\)) [15] and with the $M_X$ method, relying on the Forward Plug Calorimeter (“ZEUS FPC I”, 4.2 pb\(^{-1}\) [18] and “ZEUS FPC II”, 52.4 pb\(^{-1}\) [19]).
- A set of data collected with the H1 Forward Proton Spectrometer (“H1 FPS”, 28.4 pb\(^{-1}\)) [14] in the years 1999 and 2000.
- A set of data collected with the H1 detector in the years 1997, 1999 and 2000 and analysed with the LRG method (“H1 LRG”, 2.0 pb\(^{-1}\), 10.6 pb\(^{-1}\) and 61.6 pb\(^{-1}\) for small, intermediate and large $Q^2$, respectively) [8].

The H1 LRG and FPS samples are statistically independent and are only weakly correlated through systematics. The three ZEUS samples also have different dominating systematics, but are not statistically independent. About 75% of events are common to both the ZEUS LRG and ZEUS FPC II data sets and 35% of the ZEUS LPS events are also contained in the ZEUS LRG sample.

4 Proton dissociation background and corrections

In proton dissociation processes at the lowest $M_N$, the dissociative system $N$ often escapes entirely undetected into the forward beam-pipe. As $M_N$ increases, it becomes more likely that dissociation products are detected in the instrumentation most sensitive to forward energy flow. The LRG and $M_X$ methods therefore do not distinguish low $M_N$ proton dissociation events from the case in which the proton is scattered elastically. Different cross-section definitions have been adopted, in which the proton dissociation contribution is either subtracted statistically, or else the quoted results are integrated over a specific range of $M_N$. Since understanding the proton dissociation contributions and the corresponding corrections is fundamental to comparisons between the different measurements, a detailed discussion is presented in the following.

\(^1\)The comparisons here are restricted to published data and do not yet include the precise H1 LRG and $M_X$ method results obtained from 1999-2004 running [16].
In both the ZEUS LPS and the H1 FPS analyses, the contribution from proton dissociation events is negligible at small $x_{IP} \lesssim 0.02$. At the largest $x_{IP}$ values, it becomes kinematically possible for the detected leading proton to be the result of a decay of an $N^*$ or other proton excitation, the remaining decay products being unobserved. This background was estimated by ZEUS to contribute around 9% at $x_{IP} = 0.1$, using the PYTHIA Monte Carlo (MC) model [20]. In the H1 FPS analysis, using the RAPGAP [21] implementation of the DIFVVM proton dissociation model [22], it was estimated to reach 3% at $x_{IP} = 0.08$.

Proton dissociation contributions in the LRG and $M_X$ methods can be controlled using dedicated proton dissociation simulations tuned in $M_N$ regions where dissociating protons leave signals in the detectors, and extrapolated into the $M_N$ regions where the dissociation products are typically not detected. In addition to this procedure, both H1 and ZEUS use standard simulations of non-diffractive processes to control the small migrations of very high $M_N$ or $x_{IP}$ events into the measurement region, which occur due to inefficiencies of the forward detectors.

### 4.1 ZEUS LRG

In the recent ZEUS analysis, the PYTHIA simulation was tuned to proton dissociation signals. Two samples were selected by requiring activity either in the forward plug calorimeter (FPC) or at relatively low proton energy in the LPS. The samples thus include the low $M_N$ region in which proton dissociation products are invisible to the central detector. The generated distributions were reweighted in $M_N$, $M_X$ and $Q^2$ to best describe the energy distribution in the FPC ($E_{FPC}$), and the scattered proton energy fraction distribution ($x_L$) in the LPS. Figures 2a and 2b show the comparison of the reweighted PYTHIA model with the two proton dissociation samples as a function of these variables. Also shown in figures 2c-e is the resulting estimate of the fraction of proton dissociation events in the LRG sample as a function of $Q^2$, $\beta$ and $x_{IP}$. This fraction, obtained separately from the FPC and LPS samples, is constant at the level of 25%.

The ratios of cross sections extracted from the ZEUS LPS and LRG data (the latter uncorrected for proton dissociation background), are shown in figure 3. There is no significant dependence on $Q^2$, $x_{IP}$ or $\beta$, illustrating the low $x_{IP}$ compatibility between the two methods. The ratio averages to $0.76 \pm 0.01$ (stat.)$^{+0.03}_{-0.02}$ (syst.)$^{+0.08}_{-0.05}$ (norm.), the last error reflecting the normalisation uncertainty of the LPS data. The proton dissociation background fraction in the LRG data is thus $24 \pm 1$ (stat.)$^{+2}_{-3}$ (syst.)$^{+5}_{-8}$ (norm.)%, in agreement with the result of the MC

---

**Fig. 2:** (a) FPC energy and (b) LPS $x_L$ distributions for ZEUS proton dissociation samples (see text), with data compared to the tuned PYTHIA model. (c-e) Extracted fractions of proton dissociation events in the ZEUS LRG sample as a function of $Q^2$, $\beta$ and $x_{IP}$ after integration over the other variables [15].
study, $25 \pm 1\text{(stat.)} \pm 3\text{(syst.)}\%$ (figure 2). Unless stated otherwise, the ZEUS LRG data are corrected by this factor in the following and thus correspond exclusively to the truly proton-elastic process.

### 4.2 H1 LRG

The contribution from proton dissociation in the H1 LRG analysis is constrained through the DIFFVM MC [22] model, normalised using the response to large $M_N$ events leaving signals in the forward and central detector components [8, 23].

The data are corrected using DIFFVM to $M_N < 1.6$ GeV. The H1 LRG data are then compared with the H1 FPS measurement, in order to extract the proton dissociation cross section with $M_N < 1.6$ GeV directly from the data. The ratio of the two measurements, after projection onto the $Q^2$, $x_F$, and $\beta$ axes, is shown in figure 4. There is no evidence for any dependence on any of the kinematic variables, as expected in the framework of proton vertex factorisation. The average value of the ratio is $1.23 \pm 0.03 \text{(stat.)} \pm 0.16 \text{(syst.)}$, the largest uncertainty arising from the FPS efficiency. The result is in good agreement with the DIFFVM estimate of $1.15^{+0.15}_{-0.08}$. The data and DIFFVM ratios translate into proton dissociation background fractions of $19\%$ and $13\%$, respectively, consistent within the uncertainties. The similarity between the proton dissociation fractions in the raw H1 and ZEUS LRG selections is to be expected given the similar forward detector acceptances of the two experiments.

### 4.3 ZEUS FPC

The proton dissociation treatment is also critical in the $M_X$ method, where the diffractive contribution is separated from the non-diffractive component in a fit to the inclusive $\ln M_X^2$ distribution. Proton dissociation events with sufficiently large $M_N$ for dissociation products to reach the FPC and central detectors lead to a reconstructed $M_X$ value which is larger than the actual photon dissociation mass. The resulting distortion of the $\ln M_X^2$ distribution affects the diffractive contribution extracted in the fit if corrections are not made. According to the SANG MC model, the $N$ system contaminates the $M_X$ reconstruction for $M_N > 2.3$ GeV on average [24], and events in this $M_N$ range are therefore subtracted using SANG before the $\ln M_X^2$ distribution is decomposed. The upper $M_N$ cut in the SANG sample is defined by $(M_N/W)^2 < 0.1$, which leads to a variation of the subtracted fraction of events with $W$, the centre-of-mass energy of the photon-proton system. This contrasts with the LRG method, where MC studies confirm that the rapidity

---

**Fig. 3:** The ratio of the ZEUS LPS measurement ($M_N = m_p$) to the ZEUS LRG measurement before subtraction of proton dissociation background [15]. The lines represent the average value of this ratio. An overall normalisation uncertainty of $\pm 11\%$ is not included in the errors shown.
gap requirement efficiently eliminates proton dissociation at large $M_N$, the remaining fractional low $M_N$ contribution being independent of kinematics to good approximation (figures 3 and 4).

Despite these difficulties, there is acceptable agreement between the ZEUS FPC data and the ZEUS LRG measurement. A global fit comparing the normalisations of the two data sets (after correcting the LRG data to $M_N = m_p$) yields a normalisation factor of $0.83 \pm 0.04$ to be applied to the ZEUS FPC results. This factor is compatible with expectations for the residual proton dissociation contribution based on the MC studies in sections 4.1 and 4.2.

Fig. 5: Comparison between the ZEUS $M_X$ method (‘FPC I’ and ‘FPC II’) and ZEUS LRG method data [15]. As explained in the text, the $M_X$ method data are scaled by a constant factor of 0.83 to account for proton dissociation contributions with $M_N < 2.3$ GeV.
5 Cross section comparisons

Due to their differing $M_N$ coverages, the $\sigma_{D(3)}^{D(3)}$ measurements from the different data sets are not directly comparable. However, assuming the factorisation of the $M_N$ dependence which is suggested in the data, varying the $M_N$ range should introduce only global normalisation differences, which can be estimated using the proton dissociation simulations.

5.1 Comparison between LRG and $M_X$ methods

ZEUS cross section measurements obtained with the LRG and $M_X$ methods are compared in figure 5. The LRG data are corrected to $M_N = M_p$ as described in section 4.1 and the relative normalisation factor of 0.83 (section 4.3) is applied to the ZEUS FPC data to account for residual proton dissociation. The overall agreement between the two measurements is good, apart from some differences at large $x_{IP} \gtrsim 0.01$. The $Q^2$ dependence of the $M_X$ method data is also slightly weaker than that of the LRG data.

5.2 Comparison between ZEUS LPS and H1 FPS measurements

The ZEUS LPS and H1 FPS data are compared in figure 6. For this comparison, the ZEUS results are extracted at the same $\beta$ and $Q^2$ values as H1 and are therefore not affected by extrapolation uncertainties. The shape agreement is satisfactory and the overall normalisation discrepancy of around 10% lies within the large combined normalisation uncertainty of around 14%.

5.3 Comparison between ZEUS and H1 LRG measurements

The ZEUS LRG data are extracted at the H1 $\beta$ and $x_{IP}$ values, but at different $Q^2$ values. In order to match the $M_N < 1.6$ GeV range of the H1 data, a global factor of $0.91 \pm 0.07$, estimated with PYTHIA, is applied to the ZEUS LRG data in place of the correction to an elastic proton cross section. After this procedure, the ZEUS data remain higher than those of H1 by 13% on average, as estimated with a global fit comparing the normalisations of the two data sets for $Q^2 > 6$ GeV$^2$. This normalisation discrepancy is similar to that between the H1 FPS and the ZEUS LPS data sets. It is in line with the errors due to the 8% uncertainty on the proton dissociation correction in the ZEUS LRG data and the 7% combined relative normalisation uncertainty between the two LRG data sets.

In figure 7, the ZEUS results are scaled by a factor $0.91 \times 0.87$ (the factor $0.87 = 1 - 0.13$ normalising the ZEUS to the H1 data) and compared with the H1 LRG measurement. An
excellent agreement between the $Q^2$ dependences is revealed throughout most of the phase space. There are small deviations between the $\beta$ dependences of the two measurements at the highest and lowest $\beta$ values. The results of the ‘H1 Fit B’ NLO QCD DPDF fit to the H1 LRG data [8] is also shown. It gives a good description of the data at large $Q^2$. However, the extrapolation beyond the fitted region ($Q^2 \geq 8.5 \text{ GeV}^2$) undershoots the precise new ZEUS low $Q^2$ LRG data, confirming the observation in [8] that a standard DGLAP fit to the lowest $Q^2$ data is problematic.

6 A First Combination of Data Sets

For easy future consumption at the LHC and elsewhere, it is desirable to combine the various H1 and ZEUS diffractive DIS measurements into a single easily digestible HERA data set. Here we take the first steps towards this goal, by making a simple error-weighted average of the H1 and ZEUS LRG data sets, ignoring correlations between the data points due to the systematic errors. LPS and $M_X$ method data are not considered at this stage. For the purpose of this exercise, the ZEUS normalisation is fixed to that of H1 as described in section 5.3 and shown in figure 7. The normalisation of the combined data thus has an uncertainty beyond the 10% level. Combinations can only meaningfully be made where there is basic agreement between the different measurements. Since this is not always the case at the lowest $x_{IP}$ values, we restrict the averaging to the $x_{IP} = 0.003$ and $x_{IP} = 0.01$ data. The combinations are performed throughout the measured $Q^2$ range, including the $Q^2 < 8.5 \text{ GeV}^2$ region, beyond the range of the ‘H1 Fit B’ parameterisation which is compared with the data.

To account for the differences between the $Q^2$ binning choices, H1 data points are adjusted to the ZEUS $Q^2$ bin centres by applying small correction factors calculated using the ‘H1 Fit B’ parameterisation. Where both collaborations then have measurements at a given $(Q^2, x_{IP}, \beta)$ point, a simple weighted average is taken, using the quadratic sum of statistical and systematic uncertainties for each experiment, excluding normalisation uncertainties.

The results of this averaging procedure are shown in figure 8. They are indicative of the sort of precision which is achievable through combinations, with many data points having errors at the $3 - 4\%$ level, excluding the normalisation uncertainty. At $x_{IP} = 0.01$ the combined data agree well with the ‘H1 Fit B’ DPDF results. At $x_{IP} = 0.003$ the $Q^2$ dependences are also in good agreement with the parameterisation in the $\beta$ and $Q^2$ region of the fit, with the exception of the highest $\beta$ value, where the average is pulled towards the more precise ZEUS data.

More sophisticated averaging methods may be used in the future, for example that [25] developed to perform similar combinations of inclusive HERA data, with a full systematic error treatment. No attempt has yet been made to extract DPDFs from the combined data. Based on the combined $\sigma^{D(3)}_T$ and its $Q^2$ dependence shown here, no significant conflict is expected with the quark or gluon densities of ‘H1 Fit B’ in the bulk of the phase space. However, small modifications are likely to be necessary to the quark densities at small and large $\beta$ values.

7 Summary

H1 and ZEUS diffractive DIS data obtained by various methods with very different systematics have been compared in detail. All measurements are broadly consistent in the shapes of the distributions. The comparisons between proton tagging and LRG method data internally to the
Fig. 7: Comparison between the H1 and ZEUS LRG measurements after correcting both data sets to $M_N < 1.6$ GeV and applying a further scale factor of 0.87 (corresponding to the average normalisation difference) to the ZEUS data. The measurements are compared with the results of the ‘H1 Fit B’ DPDF extraction, which was based on the H1 data shown. Further H1 data at $x_{IP} = 0.03$ are not shown.
two collaborations give compatible results on the proton dissociation contributions in the raw LRG selections. There is a global normalisation difference at the 13% level between the LRG measurements of the two experiments, which is a little beyond one standard deviation in the combined normalisation uncertainty. A similar difference is visible between the normalisations of the H1 and ZEUS proton tagged data.

A first step has been taken towards combining the two sets of LRG data, by arbitrarily fixing the normalisation to that of the H1 data set and ignoring correlations within the systematic uncertainties in obtaining weighted averages. The results hint at the precision which might be obtained in the future with a more complete procedure.
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Abstract

The recent experimental data from the H1 and ZEUS collaborations at HERA collider for diffractive dijet production and open charm production in deep inelastic scattering and photoproduction are presented and compared to next-to-leading order (NLO) QCD predictions. While good agreement is found for dijets in DIS and open charm production ($D^*$) in both DIS and photoproduction, the dijet photoproduction data for jets with low transverse energy $E_T$ of the leading jet are clearly overestimated by NLO predictions. The indication of the dependence of the suppression factor on $E_T$ was found. Within large errors the same amount of suppression was observed in both direct and resolved enhanced regions.

1 Factorisation and diffractive parton distribution functions

Diffractive electron-proton interactions studied with the HERA collider allow us to investigate the proton diffractive structure. In this type of interactions the proton remains intact or dissociates into a low-mass state, while the photon dissociates into a hadronic state $X, \gamma^* p \rightarrow X p'$. The final proton $p'$ and the hadronic state $X$ are separated by a large rapidity gap (LRG). The diffractive exchange (Pomeron), with the vacuum quantum numbers, carries away a fraction $x_{IP}$ of the initial proton longitudinal momentum and has virtuality $t = (p - p')^2$. The Regge phenomenology tells us that for small $|t|$ the diffractive cross section drops exponentially with $t$ which allows us to integrate over $t$ to cope with experimental setup when the final proton is not tagged.

The actual beam particles are electrons or positrons which emit photons in a wide range of virtualities $Q^2$. In general, the cross sections depend on both the proton and the photon structure.

For a highly virtual photon, \textit{i.e.} the one we can consider point-like, the factorisation theorem holds \cite{2}, stating that the cross section is given in terms of the universal diffractive parton distributions (DPDFs) and hard partonic cross sections. A generic formula reads

$$\frac{d\sigma}{dx_{IP} d\beta dQ^2} \propto \sum_{k=q,\bar{q},g} f_k^{D(3)}(x_{IP}, Q^2) \otimes \hat{\sigma}^{\gamma^* k} , \quad (1)$$

where $\otimes$ denotes the convolution and DPDFs $f_k^{D(3)}(x_{IP}, z, Q^2)$ are integrated over $t$. In the leading log (LO) approximation Eq. (1) simplifies to

$$\frac{d\sigma}{dx_{IP} d\beta dQ^2} \propto \sum_q e_q^2 f_q^{D(3)}(x_{IP}, \beta, Q^2) , \quad (2)$$

\textsuperscript{1}For the definition of kinematics and variables see \textit{e.g.} G. Watt’s talk \cite{1}.
yielding the parton-model interpretation of $\beta$ being fractional momentum of the quark struck by $\gamma^*$. The factorisation (1) holds for the inclusive as well as non-inclusive processes provided $Q^2$ is high enough for the photon to remain point-like and for the higher twist corrections to be neglected. Applied to the inclusive diffractive DIS it allows us to extract the proton DPDFs from the data. Both H1 and ZEUS collaborations performed such fits, assuming the Regge factorisation for DPDFs [3],

$$f^{D(3)}_k(x_{IP}, z, Q^2) = f^{P}_I(x_{IP}) f^{P^*}_k(z, Q^2)$$

with the Pomeron flux $f^{P}_I(x_{IP})$ taken from the Regge phenomenology. In actual fits a small contribution from a secondary Reggeon was also taken into account — for details see [4–7].

A more elaborate approach not assuming Regge factorisation and taking into account higher twists and perturbative Pomeron contributions is discussed in [1, 8].

With DPDFs at hand, we can study some semi-inclusive processes. The topics summarized in the following include dijet and open charm ($D^*$) production in both DIS and photoproduction (PHP) regimes. As already stated, if factorisation is not spoiled by higher twist contributions, it should work equally well for the above mentioned processes in the DIS regime. Thus one can extract the DPDFs from inclusive data only and use them to predict the dijet and $D^*$ production cross sections. Comparison to the data provides us with the information on the quality of the fit and pQCD calculations. Another approach is to use inclusive as well as dijet and/or charm production data to extract DPDFs. The reason for using the semi-inclusive data is that the inclusive DIS is known to be mainly sensitive to the quark content of the proton, cf. (2). Gluons enter the cross section only via scaling violations and higher order QCD corrections, resulting in a quite high uncertainty in the extracted $f_g$ [6]. Both dijet and charm production are directly sensitive to $f_g$ and can be used to better establish the diffractive gluon distribution. A combined fit using inclusive and dijet data is discussed in detail in [7, 9–11], while the one using inclusive and $D^*$ production data is presented in [5].

The photoproduction regime is qualitatively different. Here the photon is (nearly) real and reveals its hadronic structure. The $\gamma p$ interaction has components analogous to the hadron-hadron scattering, at LO ascribed to the ’resolved’ photon. In this case there is no theoretical reason for the factorisation and experimentally it is known to be badly broken in the $p\bar{p}$ diffractive dijet production [12]. This factorisation breaking is phenomenologically understood in terms of the rescattering (screening) effects [13, 14], which lead to a suppression of the cross section calculated assuming that both proton and photon PDFs factorise.

In order to investigate the amount of this suppression the NLO QCD calculations using factorisation assumption are confronted with the experimental results. In general the observed suppression is much smaller than in the $p\bar{p}$ case, which qualitatively agrees with theoretical expectations [13, 14]. For a small suppression (up to ca. 50%, as observed at HERA) the accuracy of theoretical predictions becomes an important factor. The actual uncertainties can easily reach the order of the measured effect.

The uncertainty inherent in the perturbative QCD calculations, is the amount of higher order contributions. A common method to qualify it, is to look at the renormalisation/factorisation
scale dependence (there should be none in the complete result). As shown in the figures below this scale dependence is strong, telling us that the higher order corrections are important\(^2\). The only way to resolve this issue is to go to higher pQCD orders (NNLO,...). There are, however, other uncertainties which are not shown in the plots. Let us discuss them briefly.

The fits to the inclusive DIS data are performed using the Fixed Flavour Number Scheme (FFNS) with three massless quarks and heavy charm and bottom treated as massive particles, not partons. On the contrary, the NLO calculations of the dijet production cross section take all flavours massless, as in the Variable Flavour Number Scheme. The both flavour schemes differ in the heavy quarks treatment and in the amount of gluons.

Gluon content of the Pomeron is poorly established by a fit to the inclusive DIS data only and both dijet and open charm production are very sensitive to gluons. In photoproduction about 80% of the cross section comes from \(\gamma g\) subprocesses [15]. This ambiguity is, of course, smaller in the case of combined fits [5, 9].

All the above mentioned uncertainties, present in the assumed model of Regge factorisation and non-perturbative Pomeron, should be kept in mind when looking at experimental data compared to the NLO QCD predictions.

For a discussion on theoretical aspects of diffractive dijet photoproduction see the contribution of M. Klasen and G. Kramer to these proceedings.

2 Diffractive Dijet Production

Diffractive dijet production in DIS was analysed by both H1 and ZEUS collaborations in [9, 16, 17] and presented in [10, 11, 15, 18–20]. The data was taken during the HERA running periods 1996/97 and 1999/00. The kinematic range of the photon virtuality was \(4 < Q^2 < 80 \text{ GeV}^2\) (H1) and \(5 < Q^2 < 100 \text{ GeV}^2\) (ZEUS). The photon-proton CMS energy \(W\) was above 100 GeV. Diffractive events were selected with the help of criteria of large rapidity gap (LRG) and the jets were identified using the longitudinally invariant inclusive \(k_T\) cluster algorithm [21] in the Breit frame. The transverse energies for leading and subleading jets were required to be \(E_{T1}^* > 5 \text{ GeV}\) \((E_{T1}^* > 5.5 \text{ GeV in [9])}\) and \(E_{T2}^* > 4 \text{ GeV}\).

The experimental results are compared to the NLO predictions obtained with the DISENT [22] and NLOJET++ [23] codes using several DPDFs. The cross sections vs. \(x_f\) and \(E_{T1}^*\) depicted in Figure 1, show that the NLO predictions agree within errors with the data. We can conclude that the QCD factorisation for diffractive dijets holds as expected. Note, however, that the ZEUS data tend to lie about (10–20)% below the NLO predictions.

The diffractive photoproduction (DPHP) of dijets was analysed by both H1 [16] and ZEUS [24] collaborations. The H1 experiment analysed the data with tagged electron in the running period 1996/97. The kinematic region was taken the same as for the DIS dijets (except \(Q^2 < 0.01 \text{ GeV}^2\)) with the purpose to study the double ratio of photoproduction/DIS cross sections. The ZEUS analysis of dijets in DPHP covers somewhat different kinematic region, main difference being higher transverse energies of leading and subleading jets satisfying \(E_{T1} > 7.5 \text{ GeV}, E_{T2} > 6.5 \text{ GeV}\). In both experiments the jets were identified using

\(^2\text{Note that very small or no scale dependence is not a proof that the result is correct.}\)
Fig. 1: Differential cross section for the diffractive production of dijets vs. $x_{IP}$ and $E^*_T$ as measured by H1 [9] (two left plots) and ZEUS [17] (two right plots). NLO predictions for several DPDFs parametrisations are also shown. The shaded bands show the uncertainty resulting from the variation of renormalization scale by factors 1/2 and 2.

the inclusive $k_T$ cluster algorithm in the laboratory frame. For detailed discussion of the results see [10, 11, 15, 18, 19].

Fig. 2: Differential cross section for the diffractive photoproduction of dijets vs. $z_{IP}$ and $x_{\gamma}$ as measured by H1 [16] (two left plots) and ZEUS [24] (two right plots). NLO predictions for several DPDFs parametrisations are also shown. The shaded bands show the uncertainty resulting from the variation of renormalization scale by factors 1/2 and 2.

The cross sections vs. $z_{IP}$ and $x_{\gamma}$ are shown in Figure 2. The NLO QCD predictions were obtained using several DPDFs and photon PDFs parametrisations, and with two independent computer codes, one by Frixione and Ridolfi [25] and the other by Klasen and Kramer [26]. It was checked that both codes give the same results.

The H1 experiment observes a global suppression of NLO QCD predictions by factor 0.5. The ZEUS data are compatible with no suppression — the level of agreement with the NLO predictions is similar to the DIS case. However, 10–20% suppression is not excluded. Both experiments observe that the approach when only resolved photon part of the cross section is suppressed ($x_{\gamma} \lesssim 0.8$) is clearly disfavoured by data in contradiction with theoretical expectation of [14].

The difference between kinematic regions of both experiments lead us to a hypothesis that the suppression may depend on the $E_T$ range of the jets [27]. Indeed, the cross section double ratio of data and NLO prediction for the diffractive PHP and DIS as a function of transverse
momentum $E_T$ of the leading jet measured by H1, and the ratio of the ZEUS data cross section over the NLO predictions, indicate the rise with increasing $E_T$, as shown in Figure 3.

Fig. 3: Cross section double ratio of data to NLO prediction for photoproduction and DIS as a function of transverse momentum of the leading jet measured by H1 (left plot) and cross section ratio of data and NLO for the diffractive photoproduction of dijets vs. $E_T$ of the leading jet as measured by ZEUS (right plot).

A detailed study of this issue was performed in the new H1 analysis of dijets in photoproduction [28]. The study was performed in two cut schemes. The first one identical to [16] with $E_{T1} > 5$ GeV, to crosscheck results of previous analysis. The second one with all cuts as close as possible to the cuts used by ZEUS [24], $E_{T1} > 7.5$ GeV, to check for a possible dependence of suppression on $E_T$ of the jets. The results were compared to NLO calculations using three H1

\[^{3}\text{left plot derived from [16], thanks to S.Schaetzel}\]
DPDFs — fits A, B and Jets. The best agreement of the shapes of measured cross sections was obtained with NLO predictions using fit B and scaled by factor 0.53 for low $E_T$ cut scenario, and by factor 0.61 for high $E_T$ cut scenario [28].

This measurement of the suppression factor together with the ZEUS results of 0.8–1 factor seem to support the idea of the $E_T$-dependent suppression.

As in the previous analyses no dependence of suppression on measured $x_{\gamma}$ was observed, indicating that there is no evidence for the suppression of the resolved part only.

3 Open charm production in diffraction

Another semi-inclusive process analysed at HERA is the diffractive production of open charm observed in the reactions with $D^*$ mesons production. Both DIS and PHP regimes have been studied and discussed during the workshop [18–20, 29, 30].

If QCD factorisation is fulfilled, NLO QCD calculations based on DPDFs measured in inclusive processes should be able to predict the production rates of such processes in shape and normalization.

The data from the HERA running period 1998–2000 were analysed by both H1 [31] and ZEUS [32] collaborations. The charm quark was tagged by the reconstruction of $D^{*\pm}(2010)$ meson in diffractive DIS and PHP regimes. H1 used also another method — based on the measurement of the displacement of tracks from primary vertex — to identify the $D^*$ production in the sample of DIS events only.

The measurements were compared to the NLO QCD predictions using DPDFs from H1 and ZEUS fits. The calculations were performed using HVQDIS [33] for DIS and FMNR [34] for PHP. In Figure 5 the H1 results for the cross sections vs. $x_F$ and $z_F$ are shown. The recent ZEUS results for the diffractive $D^{*\pm}(2010)$ photoproduction are presented in Figure 6.

Within large errors a good agreement is observed, which supports the validity of QCD factorisation in both diffractive DIS and PHP. In particular no sizable suppression of the open charm photoproduction is seen, in contrast to the diffractive dijet case. A plausible explanation of this difference is that the resolved photon contribution to the $D^*$ production is ca. 10% as compared to about 50% for the dijet diffractive PHP.
Fig. 6: Differential cross section for the diffractive photoproduction of $D^{*\pm}(2010)$ as a function of $x_P$ and $z(D^*)$ compared to NLO predictions.

4 Summary

The factorisation issues were analyzed by H1 and ZEUS experiments studying the production of dijets and open charm in diffractive DIS and photoproduction. The factorisation was found to hold in the case of $D^*$ production and dijet production in DIS. In dijet photoproduction factorisation breaking was observed. The indication was found that the suppression of the dijet photoproduction depends on the transverse momentum $E_T$ of the leading jet. On the other hand, no dependence on measured $x_\gamma$ was observed indicating the same order of suppression in the direct and resolved enhanced regions.
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Abstract
Data from leading baryon production at HERA are presented and compared to models. Standard string fragmentation models alone do not describe the data; models including also baryon production via virtual meson exchange give a good description of the data. Exchange models accounting for absorption describe the $Q^2$ evolution of the data. In the exchange picture, leading neutron data are used to extract the pion structure function.

1 Introduction
Events with a baryon carrying a large fraction of the proton beam energy have been observed in $ep$ scattering at HERA [1]. The dynamical mechanisms for their production are not completely understood. They may be the result of hadronization of the proton remnant, conserving baryon number in the final state. Exchange of virtual particles is also expected to contribute. In this picture, the target proton fluctuates into a virtual meson-baryon state. The virtual meson scatters with the projectile lepton, leaving the fast forward baryon in the final state. Leading neutron (LN) production occurs through the exchange of isovector particles, notably the $\pi^+$ meson. For leading proton (LP) production isoscalar exchange also contributes, including diffraction mediated by Pomeron exchange. In the exchange picture, the cross section for some process in $ep$ scattering with e.g. LN production factorizes:

$$\sigma_{ep\rightarrow enX} = f_{\pi/p}(x_L, t) \cdot \sigma_{e\pi\rightarrow eX}.$$ 

Here $f_{\pi/p}$ is the flux of virtual pions in the proton, $x_L = E_n/E_p$ is the fraction of the proton beam energy carried by the neutron, and $t$ is the virtuality of the exchanged pion.

The H1 and ZEUS experiments at HERA measured leading baryons in deep inelastic scattering and photoproduction events. Leading protons were measured with position sensitive detectors placed along the proton beam downstream of the interaction point. Leading neutrons were measured with lead-scintillator calorimeters at the zero-degree point after the proton beam was bent vertically; magnet apertures limited neutron detection to scattering angles less than 0.75 mrad.

2 Leading neutron production and models
Figure 1 shows the LN $x_L$ distribution (left) and $p_T^2$ distributions in bins of $x_L$ (right). The $x_L$ distribution rises from lowest $x_L$ because of the increasing $p_T^2$ range due to the angle limit, and then falls to zero at the kinematic limit $x_L = 1$. The $p_T^2$ distributions are well described by exponentials; thus the parameterization $d^2\sigma/dx_L dp_T^2 \propto a(x_L) \exp(-b(x_L)p_T^2)$ fully characterizes the two dimensional distribution.
Fig. 1: Left: LN $x_L$ distribution. Right: LN $p_T^2$ distributions in bins of $x_L$. The lines are the result of exponential fits.

The left side of Fig. 2 shows the LN $x_L$, intercept $a$ and slope $b$ distributions compared to several models. The standard fragmentation models implemented in RAPGAP and LEPTO do not describe the data, predicting too few neutrons, concentrated at lower $x_L$, and slopes too small and independent of $x_L$. The LEPTO model with soft color interactions gives a fair description of the $x_L$ distribution and overall rate, but also fails to describe the slopes. The RAPGAP model mixing standard fragmentation and pion exchange gives a better description of the shape of the $x_L$ distribution, and also predicts the rise of the slopes with $x_L$, although both with too high values. The right side of Fig. 2 shows the $x_L$ distribution with an optimized mixture of standard fragmentation and pion exchange; the agreement with the data is very good.

3 Leading proton production and models

Figure 3 shows the $x_L$ distribution for leading protons and neutrons in the same $p_T$ range. If LP production proceeded only through isovector exchange, as LN production must, there should be half as many LP and LN. The data instead has approximately twice as many LP as LN. Thus, exchanges of particles with different isospins such as isoscalars must be invoked for LP production.

The left side of Fig. 4 shows a comparison of the LP $x_L$ distributions and $p_T^2$ exponential slopes $b$ to the DJANGOH and RAPGAP Monte Carlo models incorporating standard fragmentation or soft color interactions, none of which describe the data. The right side of Fig. 4 shows a comparison to a model including exchange of both isovector and isoscalar particles, including the Pomeron for diffraction [2]. These exchanges combine to give a good description of the the $x_L$ distribution and slopes.
4 Absorption of leading neutrons

The evidence for particle exchange in leading baryon production motivates further investigation of the model. One refinement of the simple picture described in the introduction is absorption, or rescattering [3]. In this process, the virtual baryon also scatters with the projectile lepton. The baryon may migrate to lower $x_L$ or higher $p_T$ such that it is outside of the detector acceptance, resulting in a relative depletion of observed forward baryons. The probability of this should increase with the size of the exchanged photon. The size of the photon is inversely related to its virtuality $Q^2$, so the amount of absorption should increase with decreasing $Q^2$.

The left side of Fig. 5 shows the LN $x_L$ spectra for photoproduction ($Q^2 \sim 0$) and three bins of increasing $Q^2$. The yield of LN increases monotonically with $Q^2$, in agreement with the expectation of the decrease of loss through absorption as $Q^2$ rises. The right side of Fig. 5 shows photoproduction data with two predictions from models of exchange with absorption [4]. The dashed curve model incorporates pion exchange with absorption, accounting also for the migration in $x_L$ and $p_T$ of the neutron. The solid curve model include the same effects, adding also exchange of $\rho$ and $a_2$ mesons. Both models give a good description of the large depletion of LN in photoproduction relative to DIS seen in the left side of the figure.

5 Pion structure function

Analogous to the inclusive proton structure function $F_2(Q^2, x)$, one can define an LN tagged semi-inclusive structure function $F_2^{LN}(Q^2, x, x_L)$, including also the dependence on the LN
energy. The left side of Fig. 6 shows the ratios $F_{2}^{LN}/F_{2}$ as a function of $Q^{2}$ in bins of $x$ and $x_{L}$. Here $F_{2}^{LN}$ are the measured values from LN production in DIS and the values of $F_{2}$ are obtained from the H1-2000 parameterization [5]. For fixed $x_{L}$ the ratios are almost flat for all $(x, Q^{2})$ implying that $F_{2}^{LN}$ and $F_{2}$ have a similar $(x, Q^{2})$ behavior. This result suggests the validity of factorization, i.e. independence of the photon and the proton vertices. The statistical precision of the data precludes sensitivity to absorptive effects as discussed in the previous section.

Based on the assumption that at high $x_{L}$ LN production is dominated by the pion exchange mechanism, the measurement of $F_{2}^{LN}$ can provide important information about the pion structure. The quark and gluon distributions of the pion have previously been constrained using Drell–Yan and direct photon production data obtained by $\pi p$ scattering experiments and are limited to high $x$ values $x > 0.1$.

Using the measurement of $F_{2}^{LN(3)}$ for $0.68 < x_{L} < 0.77$, and the integral over $t$ of the pion flux factor at the center of this $x_{L}$ range, $\Gamma_{\pi} = \int f_{\pi/p} dt = 0.131$, one can estimate the pion structure function at low Bjorken–$x$. Assuming that the Regge model of leading neutron production is valid, the quantity $F_{2}^{LN(3)}/\Gamma_{\pi}$ can be associated to the structure function of the pion. The right side of Fig. 6 shows $F_{2}^{LN(3)}/\Gamma_{\pi}$ as a function of $\beta = x/(1-x_{L})$ for fixed values of $Q^{2}$. The results are consistent with a previous ZEUS measurement [6], where two extreme choices of the pion flux were used to extract $F_{2}^{\pi}$. The data are compared to predictions of parameterizations of the pion structure function [7]. The measurements are also compared to the H1-2000 parameterization of the proton structure function [5] which is multiplied by the factor 2/3 according to naive expectation based on the number of valence quarks in the pion and proton respectively. The distributions show a steep rise with decreasing $\beta$, in accordance with the
pion and the proton structure function parameterizations. The scaled proton structure function gives the best description of the data. In absolute values, the presented data are slightly below the expectations, suggesting that additional phenomena, like absorption, may play a role.
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Fig. 5: Left: LN $x_L$ distributions for photoproduction and three bins of $Q^2$ in DIS. Right: LN $x_L$ distributions for photoproduction compared to exchange models including absorptive effects.

$$F_{2}^{\text{LN}}(Q^2,x,x_L)/F_{2}(Q^2,x) = \frac{F_{2}^{\text{LN}}(x_L=0.73)}{\Gamma_x} \times \Gamma_x = 0.131$$

Fig. 6: Left: Ratio of semi-inclusive LN to inclusive structure functions as a function of $Q^2$ in bins of $x$ and $x_L$. Right: Extracted pion structure function as a function of $\beta = x/(1-x_L)$ in bins of $Q^2$. The curves are the proton structure function scaled by 2/3 and two parameterizations based on Drell-Yan and direct photon production data.
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Abstract

Exclusive vector meson production and deeply virtual Compton scattering are ideally suited reactions for studying the structure of the proton and the transition from soft to hard processes. The main experimental data obtained at HERA are summarised and presented in the light of QCD approaches.

1 Introduction

The two processes which are the object of the present report, the exclusive production of a vector meson (VM) of mass $M_V$, $e+p \rightarrow e+VM+Y$, and deeply virtual Compton scattering (DVCS), $e+p \rightarrow e+\gamma+Y$, where $Y$ is a proton (elastic scattering) or a diffractively excited system (proton dissociation), are characterised in Fig. 1. The kinematical variables are $Q^2$, the negative square of the photon four-momentum, $W$ the photon-proton centre of mass energy ($W^2 \simeq Q^2 (1/x-1)$, $x$ being the Bjorken scaling variable) and $t$, the square of the four-momentum transfer at the proton vertex.

The H1 and ZEUS collaborations at HERA have studied the elastic and proton dissociative production of $\rho$ [1–4], $\omega$ [5], $\phi$ [3,6], $J/\psi$ [7,8], $\psi(2s)$ [9] and $\Upsilon$ [10,11] mesons, and the DVCS process in the elastic channel [12, 13]. The measurements are performed in the low $x$, large $W$ domain $10^{-4} \lesssim x \lesssim 10^{-2}$, $30 \leq W \leq 300$ GeV. They cover photoproduction ($Q^2 \simeq 0$), with $|t|$ values up to 30 GeV\(^2\), and electroproduction in the deep inelastic (DIS) domain ($2 \leq Q^2 \leq 90$ GeV\(^2\)) with $|t| \lesssim 2$ GeV\(^2\). The cross sections, expressed in terms of $\gamma^*p$ scattering, are measured differentially in $Q^2$, $W$ and $t$. The measurement of angular distributions gives access to spin density matrix elements and polarised amplitudes.
1.1 Production mechanisms
Within the QCD formalism, two main complementary approaches are used to describe VM production and DVCS: dipole factorisation and collinear factorisation.

Dipole approach of VM production At high energy, i.e. small $x$, VM production can be described in the proton rest frame with three factorising contributions [14] (see Fig. 1a): the fluctuation of the virtual photon into a $q\bar{q}$ colour dipole, the elastic or proton dissociative dipole–proton scattering, and the $q\bar{q}$ recombination into the final state VM. The dipole–proton cross section is expected to be flavour independent and governed by the transverse size of the dipole. Light VM photoproduction is dominated by large dipoles, leading to large interaction cross sections with the incoming proton, similar to soft hadron–hadron interactions. In contrast, heavy VM production and large $Q^2$ processes are dominated by small dipoles, with smaller cross sections implied in QCD by colour transparency, the quark and the antiquark separated by a small distance tending to screen each other’s colour.

The cross section for VM production can be computed at small $x$ and for all $Q^2$ values through models [15–17] using universal dipole–proton cross sections measured in inclusive processes, possibly including saturation effects [18] (see also [19]). This formalism thus connects the inclusive and diffractive cross sections, also in the absence of a hard scale.

In the presence of a hard scale (large quark mass or $Q$), the dipole–proton scattering is modelled in perturbative QCD (pQCD) as the exchange of a colour singlet system consisting of a gluon pair (at lowest order) or a BFKL ladder (at leading logarithm approximation, LL 1/x). At these approximations, the cross sections are proportional to the square of the gluon density $|xG(x)|^2$ in the proton [20]. The pQCD calculations [21–24] use $k_t$-unintegrated gluon distributions (see also [25]). The typical interaction scale is $\mu^2 \simeq z(1-z)(Q^2 + M_V^2)$, where $z$ is the fraction of the photon longitudinal momentum carried by the quark. For heavy VM (in the non-relativistic wave function (WF) approximation) and for light VM production from longitudinally polarised photons, $z \simeq 1/2$ and the cross sections are expected to scale with the variable $\mu^2 = (Q^2 + M_V^2)/4$. In contrast, for light VM production by transversely polarised photons, contributions with $z \to 0, 1$ result in the presence of large dipoles and the damping of the scale $\mu$, thus introducing non-perturbative features even for non-small $Q^2$.

Collinear factorisation and GPD In a complementary approach (see Fig. 1b), a collinear factorisation theorem [26] has been proven in QCD for longitudinal amplitudes in the DIS domain, which does not require low $x$ values. This allows separating contributions from different scales, a large scale at the photon vertex, provided by the photon virtuality $Q$ (or the quark mass), and a small scale for the proton structure. The latter is described by Generalised Parton Distributions (GPD – see e.g. the reviews [27]), which take into account the distribution of transverse momenta of partons with respect to the proton direction and longitudinal momentum correlations between partons. They account for “off-diagonal” or “skewing” effects arising from the kinematic matching between the initial state (virtual) photon and the final state, VM or real photon for DVCS. GPD calculations have been performed for light VM electroproduction [28]. NLO corrections to light VM electroproduction and to heavy VM photoproduction have been computed [29].
Following collinear factorisation, the DVCS process is described at LO by Fig. 1c, where the virtual photon couples directly to a quark in the proton. QCD calculations at the scale $\mu^2 = Q^2$ involve GPD distributions [30, 31]. At higher order, two gluon exchange as in Fig. 1d gives also an important contribution at HERA. Joint fits to DVCS and inclusive structure functions data have been used to extract GPD distributions [32].

**Large $|t|$ production** Calculations for VM production at large $|t|$ have been performed both in a DGLAP and in a BFKL approach (see section 6).

### 1.2 Measurements at HERA

Vector mesons are identified by H1 and ZEUS via their decay to two oppositely charged particles $\rho \rightarrow \pi^+\pi^-$, $\phi \rightarrow K^+K^-$, $J/\psi \rightarrow e^+e^-$, $\mu^+\mu^-$ and $\Upsilon \rightarrow \mu^+\mu^-$. The kinematic variables are reconstructed from the scattered electron and decay particle measurements. Forward calorimeters and taggers at small angles are generally used to separate elastic and proton dissociative events. The scattered proton is also measured in forward proton spectrometers, with an acceptance of a few %, allowing the selection of a purely elastic sample and the direct measurement of the $t$ variable.

VM production has been investigated mainly using the HERA I data, collected between 1992 and 2000 and corresponding to an integrated luminosity of $\simeq 150$ pb$^{-1}$ for both collaborations. The integrated luminosity of 500 pb$^{-1}$ collected at HERA II (2003-2007) has been analysed so far for DVCS [13] and $\Upsilon$ [11]. For HERA II, ZEUS has installed a microvertex detector but has removed the small angle detectors: the leading proton spectrometer and the forward and rear calorimeters, compromising the precise analysis of diffractive data. The HERA II analyses of H1 will benefit of the fast track trigger installed in 2002 and, for general diffraction studies, of the very forward proton spectrometer VFPS installed in 2003, which however has very limited acceptance for VM.

### 2 From soft to hard diffraction: $t$ dependences and the size of the interaction

The $t$ dependences of DVCS and VM production provide information on the size and the dynamics of the processes and on the scales relevant for the dominance of perturbative, hard effects. Whereas total cross sections ($F_2$ measurements) are related, through the optical theorem, to the scattering amplitudes in the forward direction, diffractive final states provide a unique opportunity to study the region of non-zero momentum transfer $t$. This gives indirect information on the variable conjugate to $t$, the transverse size of the interaction.

For $|t| \lesssim 1-2$ GeV$^2$, the $|t|$ distributions are exponentially falling with slopes $b$: $d\sigma/dt \propto e^{-bt}$. In an optical model approach, the diffractive $b$ slope is given by the convolution of the transverse sizes of the interacting objects: $b = b_{q\bar{q}} + b_Y + b_P$, with contributions of the $q\bar{q}$ dipole, of the diffractively scattered system (the proton or the excited system $Y$) and of the exchange (“Pomeron”) system. Neglecting effects related to differences in the WF, universal $b$ slopes are thus expected for all VM with the same $q\bar{q}$ dipole sizes, i.e. with the same values of the scale $\mu^2 = (Q^2 + M_Y^2)/4$. Conversely, elastic and proton dissociative slopes are expected to differ for all VM production at the same scale by the same amount, $b_p - b_Y$. Measurements of elastic and
proton dissociative $b$ slopes for DVCS and VM production are presented in Fig. 2 as a function of the scale $\mu^2$.  

For $J/\psi$ elastic production, the $b$ slope is $\lesssim 4.5 \text{ GeV}^{-2}$, with no visible $Q^2$ dependence. This value may be related to the proton form factor [16]. For proton dissociation, the $b$ slope is below $1 \text{ GeV}^{-2}$, putting an upper limit to the transverse size of the exchange (with the assumption that $b_Y \simeq 0$ for proton dissociation).

At variance with $J/\psi$ production, which is understood as a hard process already in photon-production, a strong decrease of $b$ slopes for increasing values of $\mu^2 = (Q^2 + M_V^2)/4$ is observed for light VM production, both in elastic and proton dissociative scattering. A similar scale dependence is observed for DVCS. This is consistent with a shrinkage of the size of the initial state object with increasing $Q^2$, i.e. in the VM case a shrinkage of the colour dipole. It should however be noted that, both in elastic and proton dissociative scatterings, $b$ slopes for light VM remain larger than for $J/\psi$ when compared at the same values of the scale $(Q^2 + M_V^2)/4$ up to $\gtrsim 5 \text{ GeV}^2$. The purely perturbative domain may thus require larger scale values.

3 From soft to hard diffraction: $W$ dependences vs. mass and $Q^2$

Figure 3-left presents measurements as a function of $W$ of the total photoproduction cross section and of the exclusive photoproduction cross sections of several VM; $\rho$ electroproduction cross sections for several values of $Q^2$ are shown in Fig. 3-right. As expected for decreasing dipole sizes, the cross sections at fixed values of $W$ decrease significantly with increasing VM mass or $Q^2$. In

---

1 Differences between the H1 and ZEUS measurements for elastic scattering are due to differences in background subtraction. The major effect is due to the subtraction of $\rho'$ production by H1, a contribution evaluated to be negligible by ZEUS. Another difference concerns the values used for the $b$ slopes of the proton dissociative contamination.
addition, different reactions exhibit strongly different \( W \) dependences. The total photoproduction cross section and the photoproduction of light VM show weak energy dependences, typical of soft, hadron–hadron processes. In contrast, increasingly steep \( W \) dependences are observed with increasing mass or \( Q^2 \). In detail, the \( W \) dependences are investigated using a parameterisation inspired by Regge theory, in the form of a power law with a linear parameterisation of the effective trajectory

\[
\sigma \propto W^\delta, \quad \delta = 4 (\alpha_{IP} - 1), \quad \alpha_{IP}(t) = \alpha_{IP}(0) + \alpha' \cdot t. \tag{1}
\]

The intercept \( \alpha_{IP}(0) \) of the effective trajectory quantifies the energy dependence of the reaction for \( t = 0 \). The evolution of \( \alpha_{IP}(0) \) with \( \mu^2 \) is shown in Fig. 4-left. Light VM production at small \( \mu^2 \) gives values of \( \alpha_{IP}(0) \lesssim 1.1 \), similar to those measured for soft hadron–hadron interactions [33]. In contrast larger values, \( \alpha_{IP}(0) \gtrsim 1.2 \), are observed for DVCS, for light VM at large \( Q^2 \) and for heavy VM at all \( Q^2 \). This increase is related to the large parton densities in the proton at small \( x \), which are resolved in the presence of a hard scale: the \( W \) dependences of the cross section is governed by the hard \( x^{-\lambda} \) evolution of the gluon distribution, with \( \lambda \approx 0.2 \) for \( Q^2 \approx M_{J/\psi}^2 \). The \( W \) dependences of VM cross sections, measured for different \( Q^2 \) values, are reasonably well described by pQCD models (not shown). In detail these are however sensitive to assumptions on the imput gluon densities in the domain \( 10^{-4} \lesssim x \lesssim 10^{-2} \) which is poorly constrained by inclusive data [25,34].

The slope \( \alpha' \) in eq. (1) describes the correlation between the \( t \) and \( W \) dependences of the cross section. The measurement of the evolution with \( t \) of the \( \delta \) exponent can be parameterised as a \( W \) dependence of the \( b \) slopes, with \( b = b_0 + 4\alpha' \ln W/W_0 \). In hadron–hadron scattering,
positive values of $\alpha'$ are measured, with $\alpha' \approx 0.25 \text{ GeV}^{-2}$ [35]. This shrinkage of the diffractive peak indicates the expansion with energy of the size of the interacting system, i.e. the expansion of the gluon cloud in the periphery of the interaction. HERA measurements are presented in Fig. 4-right. The values of $\alpha'$ are positive and appear smaller than in hadron–hadron interactions, also for $\rho$ photoproduction. This suggests a limited expansion of the systems considered here on the relevant interaction time scale. In a BFKL approach, $\alpha'$ is related to the average $k_t$ of gluons around the ladder in their random walk, and is expected to be small [36].

4. $Q^2$ dependences in DVCS and VM production

The description of the $Q^2$ dependences of the cross sections is a challenge, in view of the presence of higher order corrections and of non-perturbative effects, especially for transverse VM production.

4.1 DVCS

The DVCS cross section depends on the proton GPD distributions. To investigate the dynamical effects due to QCD evolution, the $Q^2$ dependence has been measured and studied [13] as a function of the dimensionless scaled variable $S$,

$$S = \sqrt{\sigma_{DVCS} Q^4 b(Q^2) / (1 + \rho^2)},$$

which removes the effects of the photon propagator and of the $Q^2$ dependence of the $b$ slope, and of the ratio $R$ of the imaginary parts of the DVCS and DIS amplitudes,

$$R = \frac{\Im A(\gamma^* p \to \gamma p)_{t=0}}{\Im A(\gamma^* p \to \gamma^* p)_{t=0}} = 4 \frac{\sqrt{\pi} \sigma_{DVCS} b(Q^2)}{\sigma_T(\gamma^* p \to X)} \sqrt{1 + \rho^2},$$
with $\sigma_T(\gamma^* p \rightarrow X) = 4\pi^2\alpha_{EM} F_T(x, Q^2)/Q^2$, $F_T = F_2 - F_L$ and $\rho = \Re A/\Im A$ determined from dispersion relations [31].

Figure 5-upper-left shows a weak rise of $S$ with $Q^2$, which is reasonably well described by the GPD model [30] using the CTEQ PDF parameterisation [37]. The large effect of skewing is visible in Fig. 5-lower-left, where the variable $R$ takes values around 2, instead of 1 in the absence of skewing. GPD calculations [30] compare well with measurements, whereas the same figure shows that it is not sufficient to include only the kinematic contribution to skewing, and that the $Q^2$ evolution of the GPD must also be taken into account.

4.2 Vector mesons

The elastic production cross sections $\rho$, $\omega$, $\phi$ and $J/\psi$ are shown in Fig. 5-right, as a function of the scaling variable $(Q^2 + M_V^2)/4$ (for readability, the $J/\psi$ cross sections have been multiplied by 2) \(^2\). It is striking that, whereas light VM and $J/\psi$ production cross sections for the same value of $Q^2$ differ by orders of magnitude (see Fig. 3-left for $Q^2 = 0$), they are close when plotted as a function of the scaling variable $(Q^2 + M_V^2)/4$, up to the factors accounting for the VM charge

\(^2\)Whereas the H1 and ZEUS measurements for $\rho$ agree well, $\phi$ measurements of ZEUS are a factor 1.20 above H1. When an improved estimation of the proton-dissociation background, investigated for the latest ZEUS $\rho$ production study [2], is used to subtract this background in their $\phi$ analysis, the cross section ratio of the two experiments is reduced to 1.06, which is within experimental errors.
content \((\rho : \phi : J/\psi = 9 : 2 : 8)^3\). This supports the dipole approach of VM production at high energy.

The cross sections are roughly described by power laws \(1/(Q^2 + M_V^2)^n\), with \(n \approx 2.2-2.5\). The simple \(n = 3\) dependence expected in a two-gluon approach for the dominant longitudinal cross sections is modified not only by an additional factor \(1/Q^2\) in the transverse amplitudes, but also by the \(Q^2\) dependence of the gluon distribution at small \(x\), described by the DGLAP evolution equations. Calculations using the \(k_t\)-unintegrated gluon distribution model of MRT [23] or the GPD model [28] (not shown) give reasonable descriptions of the \((Q^2 + M_V^2)\) dependences. However, in detail, a good description necessitates the precise modelisation of the \(Q^2\) dependence of the longitudinal to transverse cross section ratio \(R\), with non-perturbative effects affecting \(\sigma_T\). Dipole models using different saturation and WF parameterisations, e.g. the FSS [15], KMW [16] and DF [17] models, attempt at describing VM production over the full \(Q^2\) range, including photoproduction, with reasonable success.

5 Matrix elements and \(\sigma_L/\sigma_T\)

Measurements of the VM production and decay angular distributions give access to spin density matrix elements, which are related to the helicity amplitudes \(T_{\lambda V\lambda\gamma}\) [38]. Analyses of \(\rho, \phi\) and \(J/\psi\) photo- and electroproduction indicate the dominance of the two s-channel helicity conserving (SCHC) amplitudes, the transverse \(T_{11}\) and the longitudinal \(T_{00}\) amplitudes. In the accessible \(Q^2\) ranges, \(J/\psi\) production is mostly transverse, whereas for light VM electroproduction the longitudinal amplitude \(T_{00}\) dominates (see Fig. 6a and Fig. 7a). In \(\rho\) and \(\phi\) electroproduction, a significant contribution of the transverse to longitudinal helicity flip amplitude \(T_{01}\) is observed. The amplitude ratio \(T_{01}/T_{00}\) decreases with \(Q^2\) (Fig. 6b) and increases with \(|t|\) (Fig. 6d), as expected (see e.g. [24]); the SCHC amplitude ratio \(T_{11}/T_{00}\) decreases with \(|t|\) (Fig. 6c).
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Fig. 6: Amplitude ratios \(T_{11}/T_{00}\) and \(T_{01}/T_{00}\) as a function of \(Q^2\) and \(|t|\) (for two bins in \(Q^2\)), for \(\rho\) electroproduction. The dotted lines represent the SCHC approximation.

Figure 7 presents measurements of the longitudinal to transverse cross ratio \(R = \sigma_L/\sigma_T \approx |T_{00}|^2/|T_{11}|^2\) (in the SCHC approximation). The behaviour \(R \propto Q^2/M_V^2\) predicted for two-gluon exchange is qualitatively verified for all VM production, in fixed target and HERA ex-

\(^3\)For detailed comparisons, modifications due to WF effects, as observed in VM electronic decay widths, may need to be taken into account.
experiments. This is shown in Fig. 7-left, where $R$ is plotted as a function of the scaled variable $Q^2 \cdot M^2_{\rho}/M^2_V$. However, the $Q^2$ dependence is tamed at large values of $Q^2$, a feature which is expected and relatively well described by pQCD based calculations, e.g. the GPD model [28], the $k_t$-unintegrated models [23, 24] or the dipole model [16].
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**Fig. 7:** Cross section ratio $R = \sigma_L/\sigma_T$ as a function of (left) the scaling variable $Q^2 \cdot M^2_{\rho}/M^2_V$ for different VM; (right) the centre of mass energy $W$ in several $Q^2$ bins for $\rho$ electroproduction, compared to model predictions.

The cross section ratio $R$ for $\rho$ electroproduction is also found to depend very significantly on the dipion mass $M_{\pi\pi}$ (not shown), in line with the $Q^2/M^2_V$ dependence if the relevant mass is the dipion mass rather than the nominal $\rho$ resonance mass. Following the MRT model approach [23], this suggests a limited influence of the WF on VM production.

Figure 7-right shows that no strong dependence of $R$ with $W$ is observed. Since transverse amplitudes are expected to include significant contributions of large dipoles, with a soft energy dependence, this suggests that large dipoles are also present in longitudinal amplitudes, due to finite size effects, i.e. a smearing of $z$ away from $z = 1/2$. On the other hand, in the domain $Q^2 \gtrsim 10 – 20$ GeV$^2$, no strong dependence of $R$ with $W$ is expected from models. It should also be noted that a significant phase difference is observed between the two dominant amplitudes, $T_{00}$ and $T_{11}$ [3]. This indicates a difference between the ratios of the real to imaginary parts of the forward amplitudes. Since these ratios are given by $\log 1/x$ derivatives of the amplitudes, the phase difference is an indication of different $W$ dependences.

6 Large $|t|$; BFKL evolution

Large values of the momentum transfer $|t|$ provide a hard scale for diffractive processes in QCD, with the dominance of the proton dissociative channel for $|t| \gtrsim$ 1 GeV$^2$. It should be noted that for large $|t|$ production, a hard scale is present at both ends of the exchanged gluon ladder. No
strong $k_t$ ordering is thus expected, which is typical for BFKL evolutions for sufficiently high $|t|$ values. This is at variance with large $Q^2$ VM production at low $|t|$, where a large scale is present at the upper (photon) end of the ladder and a small scale at the proton end, implying that these processes are expected to be described by DGLAP evolutions, with strong $k_t$ ordering along the ladder.

For $|t|$ larger than a few GeV$^2$, the $t$ dependences of the cross sections follow power laws, both for $\rho$ [4] and $J/\psi$ [8] photoproduction. As shown by Fig. 8-left, they are well described by pQCD calculations based on the BFKL equations with fixed $\alpha_s$ [39]; predictions using the DGLAP evolution [40] also describe the $J/\psi$ data for $|t| \lesssim m^2_\psi$. BFKL calculations describe the $W$ evolution (Fig. 8-right), at variance with DGLAP, but do not describe well the spin density matrix elements. For $\rho$, $\phi$ and $J/\psi$ photoproduction with $|t| \gtrsim 2$ GeV$^2$, the slope $\alpha'$ of the effective Regge trajectory tends to be slightly negative, but are compatible with 0.

7 Conclusions

In conclusion, studies of VM production and DVCS at HERA provide a rich and varied field for the understanding of QCD and the testing of perturbative calculations over a large kinematical domain, covering the transition from the non-perturbative to the perturbative domain. Whereas soft diffraction, similar to hadronic interactions, dominates light VM photoproduction, typical features of hard diffraction, in particular hard $W$ dependences, show up with the developments of hard scales provided by $Q^2$, the quark mass or $|t|$. The size of the interaction is accessed through the $t$ dependences. Calculations based on pQCD, notably using $k_t$-unintegrated gluon distributions and GPD approaches, and predictions based on models invoking universal dipole–proton cross sections describe the data relatively well. The measurement of spin density matrix
elements gives a detailed access to the polarisation amplitudes, which is also understood in QCD. Large $|t|$ VM production supports BFKL calculations.
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Abstract

We report recently published results on central exclusive production of di-jets and di-photons, and exclusive QED production of \(e^+e^-\) pairs. In addition, we discuss preliminary results on exclusive photoproduction of charmonium and bottomonium, exclusive QED production of \(\mu^+\mu^-\) pairs, and single diffractive W/Z production. All the presented results were extracted from data collected by the CDF II detector from \(p\bar{p}\) collisions at \(\sqrt{s}=1.96\) TeV. The implications of these results for the Large Hadron Collider (LHC) are briefly examined.

1 Introduction

We present results obtained by CDF II at the Tevatron\(^1\) in two broad areas: inclusive diffraction and exclusive production. The main goal of the Run II inclusive diffractive program of CDF has been to understand the QCD nature of the Pomeron\(^2\) (\(I_P\)) by measuring the diffractive structure function \(F^{D4}(Q^2, x_{Bj}, \xi, t)\), where \(\xi\) is the fractional momentum loss of the diffracted nucleon, for different diffractive production processes. In addition, the possibility of a composite Pomeron is being investigated by studies of very forward jets with a rapidity gap between the jets. Important results are the observation of a breakdown of QCD factorization in hard diffractive processes, expressed as a suppression by a factor of \(O(10)\) of the production cross section relative to theoretical expectations, and the breakdown of Regge factorization in soft diffraction by a factor of the same magnitude [3]. Combined, these two results support the hypothesis that

---

\(^1\)The presented results are from the CDF diffractive and exclusive physics program of Run II. This program relies on a system of special forward detectors, which include: a Roman Pot Spectrometer (RPS) equipped with scintillation counters and a fiber tracker to detect and measure the angle and momentum of leading anti-protons, a system of Beam Shower Counters (BSCs) [1] covering the pseudorapidity range 5.5 \(<\eta\) < 7.5 used to select diffractive events by identifying forward rapidity gaps and reducing non-diffractive background on the trigger level, and two very forward (3.5 \(<\eta\) < 5.1) MiniPlug (MP) calorimeters [2], designed to measure energy and lateral position of both electromagnetic and hadronic showers. The ability to measure the event energy flow in the very forward rapidity region is vital for the identification of diffractive events in the high luminosity environment of Run II.

\(^2\)Diffractive reactions are characterized by the exchange of a spin 1 quark/gluon construct with the quantum numbers of the vacuum. In Regge theory, this exchange is the vacuum trajectory traditionally referred to as the Pomeron (\(I_P\)). Because the exchange is colorless, a large region in pseudorapidity space is left empty of particles (this region is called a "rapidity gap"). In perturbative QCD, the lowest order prototype of the Pomeron is the color neutral system of two gluons.
the breakdown of factorization is due to a saturation of the rapidity gap formation probability by an exchange of a color-neutral construct of the underlying parton distribution function (PDF) of the proton [4]. Historically, such an exchange is referred to as the Pomeron. Renormalizing the "gap probability" to unity over all \((\xi, t)\) phase space corrects for the unphysical effect of overlapping diffractive rapidity gaps and leads to agreement between theory and experiment (see [4]).

Central exclusive production in \(p\bar{p}\) collisions is a process in which the \(p\) and \(\bar{p}\) remain intact and an exclusive state \(X_{excl}\) is centrally produced: \(p + \bar{p} \rightarrow p + X_{excl} + \bar{p}\). The primary motivation for studying exclusive physics at the Tevatron is to test the feasibility of using exclusive production to search for and study the Higgs boson as well as to search for other new physics at the LHC [5]. In leading order QCD, exclusive production occurs through gluon-gluon fusion, while an additional soft gluon screens the color charge allowing the protons to remain intact [6]. This mechanism, historically termed Double Pomeron Exchange (DPE), enables exclusive production of di-jets [3], \(\gamma\gamma\) [7], and the \(\chi_c^0\) [8] at the Tevatron, whereas at the LHC, where central masses up to several hundred GeV are attainable, new central exclusive channels open up, as for example \(W^+W^-\) and \(Z^0Z^0\). While the main effort at the LHC is directed toward searches for inclusively produced Higgs bosons, an intense interest is developing in exclusive Higgs production, \(p + \bar{p} \rightarrow p + H + \bar{p}\). This production channel presents several advantages, as for example the production of clean events in an environment of suppressed QCD background for the main Higgs decay mode of \(H \rightarrow b_{jet} + \bar{b}_{jet}\) due to the \(J_z = 0\) selection rule [5]. Exclusive production can also occur through photoproduction (\(P \gamma\) fusion), yielding charmonium and bottomonium. The same tagging technique can also be utilized to select \(\gamma p\), or \(\gamma q\) and \(\gamma g\) interactions at the LHC, for which the energy reach and the effective luminosity are higher than for \(\gamma\gamma\) interactions.

Additionally, exclusive production of central lepton pairs, \(\gamma\gamma \rightarrow l^+l^-\) \((l = e, \mu, \tau)\), via two-photon exchange has been observed at CDF [9]. Tagging two-photon production offers a significant extension of the LHC physics program.\(^3\) Particularly exciting is the possibility of detecting two-photon exclusive \(W^+W^-\), \(Z^0Z^0\), Higgs boson and new physics production at the LHC [10]. The deployment of forward proton detectors at 200 m and 420 m (FP420 project) from the interaction point of ATLAS and CMS, in order to exploit the above mentioned forward physics scenarios, is currently under consideration [11]. Two-photon exclusive production of lepton pairs will provide an excellent monitoring tool of the tagging efficiency and energy scale of the detectors of the FP420 project. These events can also be used for several systematic studies, including luminosity normalization and contributions from inelastic production or accidental tagging.

2 Central Exclusive Production

Exclusive production is hampered by expected low production rates [5]. As rate calculations are model dependent and generally involve non-perturbative suppression factors, it is sensible to calibrate them against processes involving the same suppression factors but have high enough production rates to be measurable at the Tevatron. The leading order diagrams relating to the

\(^3\)The effective luminosity of high-energy \(\gamma\gamma\) collisions reaches \(\sim 1\%\) of the \(pp\) luminosity, so that the standard detector techniques used for measuring very forward proton scattering should allow for a reliable extraction of \(\gamma\gamma\) results.
exclusive central production processes discussed in this paper are summarized in Fig. 1.

Fig. 1: Leading order diagrams for three types of exclusive process: $\gamma\gamma$ interactions (left), $\gamma P$ fusion or photoproduction (middle), and $gg$ t-channel color-singlet two-gluon exchange (right). Higgs boson production proceeds via the $gg$ diagram.

2.1 Exclusive Di-jet Production

The process of exclusive di-jet production, which has been observed by CDF in Run II data [12], proceeds through the same mechanism as $\gamma\gamma$, $\chi^0$, and Higgs production, as shown in Fig. 1. The analysis strategy developed to search for exclusive di-jet production is based on measuring the di-jet mass fraction, $R_{jj}$, defined as the di-jet invariant mass $M_{jj}$ divided by the total mass of the central system: $R_{jj} = M_{jj}/M_X$. The POMWIG MC [13] generator along with a detector simulation are used to simulate the DPE di-jets. The signal from exclusive di-jets is expected to appear at high values of $R_{jj}$, smeared by resolution and gluon radiation effects. Events from the inclusive DPE production process $p + \bar{p} \rightarrow p + \text{gap} + [X + jj] + \text{gap}$ (the leading $p$ is not observed in CDF II) are expected to contribute to the entire $R_{jj}$ region. Any such events within the exclusive $R_{jj}$ range contribute to background and must be subtracted when evaluating exclusive production rates.

The process of exclusive di-jet production is important for testing and/or calibrating models for exclusive Higgs production at the LHC. The CDF II collaboration has made the first observation of this process and the main final result is presented in Fig. 2. Details can be found in Ref. [12]. This result favours the model of Ref. [6], which is implemented in the MC simulation ExHuME [14].

2.2 Exclusive $e^+e^-$ Production

The CDF II collaboration has reported the first observation of exclusive $e^+e^-$ production in $p\bar{p}$ collisions [9] using 532 pb$^{-1}$ $p\bar{p}$ data collected at $\sqrt{s} = 1.96$ TeV by CDF II at the Fermilab Tevatron. The definition of exclusivity used requires the absence of any particle signatures in the detector in the pseudorapidity region $|\eta| < 7.4$, except for an electron and a positron candidate each with transverse energy of $E_T \geq 5$ GeV and within the pseudorapidity $|\eta| \leq 2$. With these criteria, 16 events were observed. The dominant background is due to events with unobserved proton dissociation (1.6 ± 0.3 events). The total background expectation is 1.9 ± 0.3 events.

The mass $M_X$ is obtained from all calorimeter towers with energy above the thresholds used to calculate $\xi_p^n$, while $M_{jj}$ is calculated from calorimeter tower energies inside jet cones of $R=0.7$, where $R=\sqrt{\Delta \phi^2 + \Delta \eta^2}$. The exclusive signal is extracted by comparing the $R_{jj}$ distribution shapes of DPE di-jet data and simulated di-jet events obtained from a Monte Carlo (MC) simulation that does not contain exclusive di-jet production.
The observed events are consistent in cross section and properties with the QED process \( p\bar{p} \rightarrow p + (e^+e^-) + \bar{p} \) through two-photon exchange. The measured cross section is \( 1.6^{+0.5}_{-0.3}(stat) \pm 0.3(syst) \) pb. This agrees with the theoretical prediction of \( 1.71 \pm 0.01 \) pb obtained using the LPAIR MC generator [15] and a GEANT based detector simulation, CDFSim [16]. Details on the observation of the exclusive \( e^+e^- \) signal are reported in reference [9].

### 2.3 Exclusive \( \gamma\gamma \) Production

An exclusive \( \gamma\gamma \) event can be produced via \( gg \rightarrow \gamma\gamma \) (\( g = \text{gluon} \)) through a quark loop, with an additional “screening” gluon exchanged to cancel the color of the interacting gluons and so allow the leading hadrons to stay intact. This process is closely related [7, 17] to exclusive Higgs production at the LHC, \( p\bar{p} \rightarrow p + H + \bar{p} \), where the production mechanism of the Higgs boson is \( gg \)-fusion through a top quark loop. These processes can also be described as resulting from DPE.

A search has been performed for exclusive \( \gamma\gamma \) production in \( p\bar{p} \) collisions at \( \sqrt{s} = 1.96 \) TeV, using 532 pb\(^{-1}\) of integrated luminosity data taken by CDF II at Fermilab. The event signature requires two electromagnetic showers, each with transverse energy \( E_T \geq 5 \) GeV and pseudorapidity \( |\eta| \leq 1.0 \), with no other particles detected. Three candidate events were observed. Each candidate can be interpreted as either a \( \gamma\gamma \) or a \( \pi^0\pi^0/\eta\eta \) final state with overlapping photons that satisfy the \( \gamma\gamma \) selection criteria and thus form a background. The probability that processes other than these fluctuate to \( \geq 3 \) events is \( 1.7 \times 10^{-4} \). Two events clearly favor the \( \gamma\gamma \) hypothesis and the third event favors the \( \pi^0\pi^0 \) hypothesis. On the assumption that two of the three candidates are \( \gamma\gamma \) events we obtain a cross section \( \sigma(p\bar{p} \rightarrow p + \gamma\gamma + \bar{p}) = 90^{+120}_{-30}(stat) \pm 16(syst) \) fb, for \( E_T \geq 5 \) GeV and \( |\eta| \leq 1.0 \), compatible within the theoretical uncertainties with the prediction of 40 fb of Ref. [5]. A comparison between the predictions of the ExHuMe MC and the data shows good agreement both in normalization and in the shapes of the kinematic distributions.
Although two of the candidates are most likely to arise from $\gamma\gamma$ production, the $\pi^0\pi^0$ hypotheses cannot be excluded. A 95% C.L. upper limit is obtained on the exclusive $\gamma\gamma$ production cross section ($E_T \geq 5$ GeV, $|\eta| \leq 1.0$) of 410 fb, which is about ten times higher than the prediction of Ref. [7]. This result may be used to constrain calculations of exclusive Higgs boson production at the LHC. Additional CDF data, collected with a lower $E_T$ threshold, are being analysed. Exclusive $\gamma\gamma$ production has not previously been observed in hadron-hadron collisions. This work is described in more detail in Ref. [18].

2.4 Exclusive $\mu^+\mu^-$ Production

Low Mass Exclusive $\mu^+\mu^-$ Production. The CDF II collaboration has performed a search for exclusive low mass $\mu^+\mu^-$ final states resulting from three processes: $\gamma\gamma \rightarrow$ non-resonant $\mu^+\mu^-$ “continuum” events, and $J/\psi \rightarrow \mu^+\mu^-$ & $\psi' \rightarrow \mu^+\mu^-$ events arising from $IP - \gamma$ fusion (photoproduction). In addition, evidence for exclusive $\chi_c^0$ production was sought arising from the decay channel $\chi_c^0 \rightarrow J/\psi(\rightarrow \mu^+\mu^-) + \gamma$. The invariant mass distribution of the exclusive di-muon events obtained from 1.48 fb$^{-1}$ of data is shown in Fig. 3. The $J/\psi$ and $\psi'$ peaks can be clearly seen above the $\mu^+\mu^-$ continuum.$^5$ Continuum $\mu^+\mu^-$ production arises from $\gamma\gamma$ interactions. These interactions are simulated by the LPAIR [15] and STARlight MCs [19]. Both give a very good description of the data in shape and in normalization. The events in the $J/\psi$ and $\psi'$ peak of Figure 3, from the process $p\bar{p} \rightarrow p + J/\psi(J/\psi') + \bar{p}$, are mainly produced via $IP - \gamma$ fusion. The STARLight MC is used to simulate the photoproduction of the $J/\psi$ and the $\psi'$.

$^5$The offline cuts applied to the muon-pair data are the same as those applied in the $e^+e^-$ case: there should be no activity in the event in the region $|\eta| < 7.4$, and the final state must have two identified muons of $P_T > 1.4$ GeV/c within $|\eta| < 0.6$. 

Fig. 3: (Left) The invariant mass distribution obtained from the exclusive $\mu^+\mu^-$ data; the $J/\psi$ peak (left) and the smaller $\psi'$ peak (right) can be clearly seen above the continuum of muon-pair production. (Right) The invariant mass distribution obtained from the exclusive higher mass $\mu^+\mu^-$ data: the $\Upsilon$ (1S) peak (middle-left) and the smaller $\Upsilon$ (2S) (middle) peaks can be clearly seen above the continuum, while he $\Upsilon$ (3S) peak (middle-right) is only barely discernible with these statistics.
A $J/\psi$ in the final state can arise from exclusive $\chi_c^0$ production, $p\bar{p} \rightarrow p + (\chi_c^0) + \bar{p}$ with $\chi_c^0 \rightarrow J/\psi(J/\psi \rightarrow \mu^+\mu^-) + \gamma$. The photon in the $\chi_c^0$ decay is soft and consequently may not be reconstructed and form a “background” to exclusive $J/\psi$ production via $IP - \gamma$ fusion. The $\chi_c^0$ contributes to the exclusive $J/\psi$ peak when the soft photon from its decay survives the exclusivity cut. By fitting the shapes of the $E_T$ and $\Delta \phi$ distributions of the di-muon pair of the events in the $J/\psi$ peak of the data with MC generated distributions of $J/\psi$ from photoproduction and $\chi_c^0$ production, CDF II estimates the $\chi_c^0$ contribution to the exclusive $J/\psi$ photoproduction peak to be $\approx 10\%$.

**Higher Mass Exclusive $\mu^+\mu^-$ Production.** The basis of the study of high exclusive muon pairs is somewhat different in that it does not rely on the “standard” exclusivity cuts applied to the low mass data. In this case, one looks for muon pairs that form a vertex with no additional tracks. It is also required that the muons be consistent with $\Delta \phi \approx 0$ and with $P_T$-sum approximately zero. For 890 pb$^{-1}$ of data (2.3M events), with $\Delta \phi > 120^\circ$ and a $P_T$-sum of the two muon tracks less than 7 GeV/c, the mass plot shown in Fig. 3 was obtained. One can clearly discern the $\Upsilon(1S)$ and $\Upsilon(2)$ peaks in this plot. The high mass exclusive muon pair data, with enhanced statistics, is currently under study.

### 3 Diffractive W/Z Production

Studies of diffractively produced W/Z boson are important for understanding the structure of the Pomeron. The production of intermediate vector bosons is due to the annihilation of quark-antiquark pairs and thus is a probe of the quark content of the Pomeron. In leading order, the W/Z is produced by a quark in the Pomeron, while production by a gluon is suppressed by a factor of $\alpha_S$ and can be distinguished from quark production by an associated jet [20]. Diffractive dijet production at the Tevatron was found to be suppressed by a factor of $O(10)$ compared to expectations from the Diffractive Structure Function (DSF) extracted from diffractive deep inelastic scattering (DDIS) at the DESY $eP$ Collider HERA. A more direct comparison could be made by measuring the DSF in diffractive $W$ production at the Tevatron, which is dominated by a $q\bar{q}$ exchange, as in DDIS. In Run I, only the overall diffractive $W$ fraction was measured by CDF [20]. In Run II, both the $W$ and $Z$ diffractive fractions and the DSF are measured.

The CDF Run II analysis is based on events with RPS tracking from a data sample of $\approx 0.6$ fb$^{-1}$. In addition to the $W/Z$ selection requirements$^6$, a hit in the RPS trigger counters and a RPS reconstructed track with $0.03 < \xi < 0.1$ and $|t| < 1$ are required. A novel feature of the analysis is the determination of the full kinematics of the $W \rightarrow e\nu/\mu\nu$ decay using the neutrino $E_T^\nu$ obtained from the missing $E_T$, as usual, and $\eta_\nu$ from the formula $\xi_{RPS} = \xi_{cal} = (E_T/\sqrt{s}) \exp[-\eta_\nu]$, where $\xi_{cal} = \sum_{towers}(E_T/\sqrt{s}) \exp[-\eta]$. The extracted value of $M_W^{exp} = 80.9 \pm 0.7$ GeV is in good agreement with the world average $W$ mass of $M_W^{PDG} = 80.403 \pm 0.029$ GeV [21]. After applying corrections accounting for the RPS acceptance, $A_{RPS} \approx 80\%$, the trigger counter efficiency, $\epsilon_{RPS\,Strig} \approx 75\%$, the track reconstruction

$^6$The CDF W/Z selection requirements are: $E_T^{\mu} > 25$ GeV, $40 < M_T^{W} < 120$ GeV, $66 < M^{Z} < 116$ GeV, and vertex z-coordinate $|z_{vtx}| < 60$ cm. In the $W$ case, the requirement of $\xi_{RPS} > \xi_{CAL}$ is very effective in removing the overlap events in the region of $\xi_{CAL} < 0.1$, while a mass cut of $50 < M_W < 120$ GeV has the same effect. In the $Z$ case, we use the $\xi_{CAL}$ distribution of all $Z$ events normalized to the RP-track distribution in the region of $-1 < \log \xi_{CAL} < -0.4$ ($0.1 < \xi_{CAL} < 0.4$) to obtain the ND background in the diffractive region of $\xi_{CAL} < 0.1$. 
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efficiency, $\epsilon_{RPStrk} \approx 87\%$, multiplying by 2 to include production by $p\bar{p} \rightarrow W/Z + p$, and correcting the ND event number for the effect of overlaps due to multiple interactions by multiplying by the factor $f_{1-int} \approx 0.25$, the diffractive fraction of $W/Z$ events was obtained as $R_{W/Z} = 2 \cdot \frac{N_{SD}/A_{RPS}/\epsilon_{RPStrig}/\epsilon_{RPStrk}}{(N_{ND} \cdot f_{1-int})}$:

$$R_W(0.03 < \xi < 0.10, |t| < 0.1) = [0.97 \pm 0.05 \text{ (stat)} \pm 0.11 \text{ (syst)}]\% \quad (1)$$

$$R_Z(0.03 < \xi < 0.10, |t| < 0.1) = [0.85 \pm 0.20 \text{ (stat)} \pm 0.11 \text{ (syst)}]\% \quad (2)$$

The $R_W$ value is consistent with the Run I result of $R_W(0.03 < \xi < 0.10, |t| < 0.1) = [0.97 \pm 0.47]$ obtained from the published value of $R^W(\xi < 0.1) = [0.15 \pm 0.51 \text{ (stat)} \pm 0.20 \text{ (syst)}]\%$ [20] multiplied by a factor of 0.85 that accounts for the reduced ($\xi$-$t$) range in Run II.

4 Conclusion

We present recent results on exclusive central production of di-jets, di-leptons, and di-photons reported by the CDF II collaboration, obtained from Run II data collected at the Tevatron $p\bar{p}$ collider at $\sqrt{s} = 1.96$ TeV. The results are compared with theoretical expectations, and implications for the possible observation of exclusive Higgs boson production and other interesting new physics processes at the Large Hadron Collider are discussed.
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Abstract
We confront the latest H1 and ZEUS data on diffractive dijet photoproduction with next-to-leading order QCD predictions in order to determine whether a rapidity gap survival probability of less than one is supported by the data. We find evidence for this hypothesis when assuming global factorization breaking for both the direct and resolved photon contributions, in which case the survival probability would have to be $E^{\text{jet}}_T$-dependent, and for the resolved or in addition the related direct initial-state singular contribution only, where it would be independent of $E^{\text{jet}}_T$.

1 Introduction
The central problem for hard diffractive scattering processes, characterized by a large rapidity gap in high-energy collisions, is whether they can be factorized into non-perturbative diffractive parton density functions (PDFs) of a colorless object (e.g. a pomeron) and perturbatively calculable partonic cross sections. This concept is believed to hold for the scattering of point-like electromagnetic probes off a hadronic target, such as deep-inelastic scattering (DIS) or direct photoproduction [1], but has been shown to fail for purely hadronic collisions [1, 2]. Factorization is thus expected to fail also in resolved photoproduction, where the photon first dissolves into partonic constituents, before these scatter off the hadronic target. The separation of the two types of photoproduction processes is, however, a leading order (LO) concept. At next-to-leading order (NLO) of perturbative QCD, they are closely connected by an initial-state (IS) singularity originating from the splitting $\gamma \rightarrow q\bar{q}$ (for a review see [3]), which may play a role in the way factorization breaks down in diffractive photoproduction [4]. The breaking of the resolved photoproduction component only leads to a dependence of the predicted cross section on the factorization scale $M_\gamma$ [4]. Since this $M_\gamma$-dependence is unphysical, it must be remedied also for the factorization breaking of the resolved part of the cross section, e.g. by modifying the IS singular direct part. A proposal how to achieve this has been worked out in [4] and has been reviewed already in the proceedings of the workshop on HERA and the LHC of 2004-2005 [5] (see also [6]). Since from a theoretical point of view only the suppression of the resolved or in addition the IS singular direct component [4] is viable, it is an interesting question whether the diffractive dijet photoproduction data show breaking of the factorization, how large the suppression in comparison to no breaking will be, and whether the breaking occurs in all components or just in the resolved plus direct IS component. The value of the suppression factor or survival probability can then be compared to theoretical predictions [7] and to the survival probability.
observed in jet production in \( p\bar{p} \) collisions at the Tevatron [2] and will be of interest for similar diffractive processes at the LHC.

Since 2005 no further developments occurred on the theoretical side. On the experimental side, however, the final diffractive PDFs (DPDFs), which have been determined from the inclusive measurements of the diffractive structure function \( F_2^D \) by the H1 collaboration, have been published [8]. Also both collaborations at HERA, H1 and ZEUS, have now published their final experimental data of the cross sections for diffractive dijet photoproduction [9, 10]. Whereas H1 confirm in [9] their earlier findings based on the analysis of preliminary data and preliminary DPDFs, the authors of the ZEUS analysis [10] reached somewhat different conclusions from their analysis. Specifically, the H1 collaboration [9] obtained a global suppression of their measured cross sections as compared to the NLO calculations. In this comparison [9], the survival probability is \( R = 0.5 \), independent of the DPDFs fit used, i.e. fit A or B in Ref. [8]. In addition they concluded that the assumption that the direct cross section obeys factorization is strongly disfavored by their analysis. The ZEUS collaboration, on the other hand, concluded that, within the large uncertainties of the NLO calculations, their data are compatible with the QCD calculations, i.e. that no suppression would be present.

Due to these somewhat inconsistent results we made a new effort [11] to analyze the H1 [9] and the ZEUS [10] data, following more or less the same strategy as in our earlier work [12, 13] on the basis of the NLO program of [12, 13] and the new DPDFs sets of Ref. [8]. The H1 and the ZEUS dijet data cannot be compared directly, since they have different kinematic cuts. In particular, in the H1 measurements [9] \( E_T^{jet1(2)} > 5 \) (4) GeV and \( x_{IP} < 0.03 \), and in the ZEUS measurements [10] \( E_T^{jet1(2)} > 7.5 \) (6.5) GeV and \( x_{IP} < 0.025 \) (these and all other variables used in this review are defined in [11–13] and in the corresponding experimental contribution in these proceedings). It is clear that in order to establish a global suppression, i.e. an equal suppression of the direct and the resolved cross section, the absolute normalization and not so much the shape of the measured cross section is very important. This normalization depends on the applied kinematic cuts. Of course, the same cuts must be applied to the NLO cross section calculation. In case of a resolved suppression only, the suppression depends on the normalization of the cross sections, but also on the shape of some (in particular the \( x_{obs}^{\gamma}, E_T^{jet1}, M_{12}, \) and \( \eta^{jets} \)) distributions, and will automatically be smaller at large \( E_T^{jet1} \) [3]. Distributions in \( x_{IP} \) and \( y \) (or \( W \)) are not sensitive to the suppression mechanism. The distribution in \( z_{IP} \), on the other hand, is sensitive to the functional behavior of the DPDFs, in particular of the gluon at large fractional momenta.

In the meantime, the H1 collaboration made an effort to put more light into the somewhat contradictory conclusions of the H1 [9] and ZEUS [10] collaborations by performing a new analysis of their data, now with increased luminosity, with the same kinematic cuts as in [9], i.e. the low-\( E_T^{jet1} \) cut, and the high-\( E_T^{jet1} \) cut as in the ZEUS analysis [10]. The results have been presented at DIS 2008 [14] and will be published soon. We have performed a new study of these H1 [14] and ZEUS data [10] to show more clearly the differences between the three data sets [15]. In this contribution we shall show a selection of these comparisons. The emphasis in these comparisons will be, how large the survival probability of the diffractive dijet cross section will be globally and whether the model with resolved suppression only will also describe the data in a satisfactory way. In section 2 we show the comparison with the H1 data [14] and in section
2 Comparison with recent H1 data

The recent H1 data for diffractive photoproduction of dijets [14] have several advantages as compared to the earlier H1 [9] and ZEUS [10] analyses. First, the integrated luminosity is three times higher than in the previous H1 analysis [9] comparable to the luminosity in the ZEUS analysis [10]. Second, H1 took data with low-$E_{T}^{\text{jet}}$ and high-$E_{T}^{\text{jet}}$ cuts, which allows for a comparison of [9] with [10]. The exact two kinematic ranges are given in [14]. The ranges for the low-$E_{T}^{\text{jet}}$ cuts are as in the previous H1 analysis [9] and for the high-$E_{T}^{\text{jet}}$ cuts are chosen as in the ZEUS analysis with two exceptions. In the ZEUS analysis the maximal cut on $Q^2$ is larger and the data are taken in an extended $y$-range. The definition of the various variables can be found in the H1 and ZEUS publications [9, 10]. Very important is the cut on $x_{IP}$. It is kept small in both analyses in order for the pomeron exchange to be dominant. In the experimental analysis as well as in the NLO calculations, jets are defined with the inclusive $k_T$-cluster algorithm [16, 17] in the laboratory frame. At least two jets are required with the respective cuts on $E_{T}^{\text{jet}1}$ and $E_{T}^{\text{jet}2}$, where $E_{T}^{\text{jet}1(2)}$ refers to the jet with the largest (second largest) $E_{T}^{\text{jet}}$.

Before we confront the calculated cross sections with the experimental data, we correct them for hadronization effects. The hadronization corrections are calculated by means of the LO RAPGAP Monte Carlo generator. The factors for the transformation of jets made up of stable hadrons to parton jets were supplied by the H1 collaboration [14]. Our calculations are done with the ‘H1 2006 fit B’ [8] DPDFs, since they give smaller diffractive dijet cross sections than with the ‘H1 2006 fit A’. We then take $n_f = 4$ with $\Lambda(4)_{\overline{\text{MS}}} = 0.347$ GeV, which corresponds to the value used in the DPDFs ‘H1 2006 fit A, B’ [8]. For the photon PDFs we have chosen the NLO GRV parameterization transformed to the $\overline{\text{MS}}$ scheme [18].

As it is clear from the discussion of the various preliminary analyses of the H1 and ZEUS collaborations, there are two questions which we would like to answer from the comparison with the recent H1 and the ZEUS data. The first question is whether a suppression factor, which differs substantially from one, is needed to describe the data. The second question is whether the data...
are also consistent with a suppression factor applied to the resolved cross section only. For both suppression models it is also of interest whether the resulting suppression factors are universal, i.e. whether they are independent of the kinematic variables of the process. To give an answer to these two questions we calculated first the cross sections with no suppression factor ($R = 1$ in the following figures) with a theoretical error obtained from varying the common scale of renormalization and factorization by factors of 0.5 and 2 around the default value (highest $E_T^{jet}$). In a second step we show the results for the same differential cross sections with a global suppression factor, adjusted to $d\sigma/dE_T^{jet1}$ at the smallest $E_T^{jet1}$-bin. As in the experimental analysis [14], we consider the differential cross sections in the variables $x_\gamma^{obs}$, $z_P^{obs}$, $\gamma^{obs}$, $E_T^{jet1}$, $M_X$, $M_{12}$, $\eta^{jets}$, $|D\eta^{jets}|$ and $W$ [15]. Here we show only a selection, i.e. the cross sections as a function of $E_T^{jet1}$, $x_\gamma^{obs}$ and $z_P^{obs}$. For the low-$E_T^{jet}$ cuts, the resulting suppression factor is $R = 0.46 \pm 0.14$, which gives in the lowest $E_T^{jet1}$-bin a cross section equal to the experimental data point. The error comes from the combined experimental statistical and systematic error. The theoretical error due to the scale variation is taken into account when comparing to the three distributions. The results of this comparison are shown in Figs. 1a-c. With the exception of Fig. 1a, where the comparison of $d\sigma/dE_T^{jet1}$ is shown, the other two plots are such that the data points lie outside the error band based on the scale variation for the unsuppressed case. However, the predictions with suppression $R = 0.46$ agree nicely with the data inside the error bands from the scale variation. Most of the data points even agree with the $R = 0.46$ predictions inside the much smaller experimental errors. In $d\sigma/dE_T^{jet1}$ (see Fig. 1a) the predictions for the second and third bins lie outside the data points with their errors. For $R = 1$ and $R = 0.46$ this cross sections falls off stronger with increasing $E_T^{jet1}$ than the data, the normalization being of course about two times larger for $R = 1$. In particular, the third data point agrees with the $R = 1$ prediction. This means that the suppression decreases with increasing $E_T^{jet1}$ (see also Fig. 5 below). This behavior was already apparent when we analyzed the first preliminary H1 data [12, 13]. Such a behavior points in the direction that a suppression of the resolved cross section only would give better agreement with the data, as we shall see below. The survival probability $R = 0.46 \pm 0.14$ agrees with the result in [14], which quotes $R = 0.51 \pm 0.01$ (stat.) $\pm 0.10$ (syst.), determined by fitting the integrated cross section. From our comparison we conclude that the low-$E_T^{jet}$ data show a global

**Fig. 2**: Differential cross sections for diffractive dijet photoproduction as measured by H1 with low-$E_T^{jet}$ cuts and compared to NLO QCD with global, resolved, and resolved/direct-IS suppression.
Fig. 3: Differential cross sections for diffractive dijet photoproduction as measured by H1 with high-$E_T^{jet}$ cuts and compared to NLO QCD without ($R = 1$) and with ($R = 0.62$) global suppression (color online).

suppression of the order of two in complete agreement with the results [12, 13] and [9] based on earlier preliminary and final H1 data [9].

Next we want to answer the second question, whether the data could be consistent with a suppression of the resolved component only. For this purpose we have calculated the cross sections in two additional versions: (i) suppression of the resolved cross section and (ii) suppression of the resolved cross section plus the NLO direct part which depends on the factorization scale at the photon vertex [4]. The suppression factors needed for the two versions will, of course, be different. We determine them again by fitting the measured $d\sigma/dE_T^{jet1}$ for the lowest $E_T^{jet1}$-bin (see Fig. 2a). Then, the suppression factor for version (i) is $R = 0.35$ (denoted res in the figures), and for version (ii) it is $R = 0.32$ (denoted res+dir-IS). The results for $d\sigma/dE_T^{jet1}$, $d\sigma/dx_{obs}$ and $d\sigma/dz_{IP}^{obs}$ are shown in Figs. 2a-c, while the six other distributions can be found in [15]. We also show the global (direct and resolved) suppression prediction with $R = 0.46$ already shown in Figs. 1a-c. For the cross section as a function of $z_{IP}^{obs}$, the agreement with the global suppression ($R = 0.46$) and the resolved suppression ($R = 0.35$ or $R = 0.32$) is comparable. For $d\sigma/dE_T^{jet1}$, the agreement improves considerably for the resolved suppression only.

Fig. 4: Differential cross sections for diffractive dijet photoproduction as measured by H1 with high-$E_T^{jet}$ cuts and compared to NLO QCD with global, resolved, and resolved/direct-IS suppression.
Fig. 5: Ratio of the $E_{T}^{jet1}$-distribution as measured by H1 with low-$E_{T}^{jet}$ (left) and high-$E_{T}^{jet}$ cuts (right) to the NLO QCD prediction without (full), with resolved-only (dashed), and with additional direct IS suppression (dotted).

(note the logarithmic scale in Fig. 2a). The global suppression factor could, of course, be $E_{T}$-dependent, although we see no theoretical reason for such a dependence. For $d\sigma/dx_{\gamma}^{obs}$, which is usually considered as the characteristic distribution for distinguishing global versus resolved suppression, the agreement with resolved suppression does not improve. Unfortunately, this cross section has the largest hadronic corrections of the order of $(25 - 30)\%$ [14]. Second, also for the usual photoproduction of dijets the comparison between data and theoretical results has similar problems in the large $x_{\gamma}^{obs}$-bin [19], although the $E_{T}^{jet1}$-cut is much larger there. In total, we are tempted to conclude from the comparisons in Figs. 2a-c that the predictions with a resolved-only (or resolved+direct-IS) suppression are consistent with the new low-$E_{T}^{jet}$ H1 data [14] and the survival probability is $R = 0.35$ (only resolved suppression) and $R = 0.32$ (resolved plus direct-IS suppression), respectively.

The same comparison of the high-$E_{T}^{jet}$ data of H1 [14] with the various theoretical predictions is shown in the following figures. The global suppression factor is obtained again from a fit to the smallest $E_{T}^{jet1}$-bin. It is equal to $R = 0.62 \pm 0.16$, again in agreement with the H1 result $R = 0.62 \pm 0.03$ (stat.) $\pm 0.14$ (syst.) [14]. The same cross sections as for the low-$E_{T}^{jet}$ comparison are shown in Figs. 3a-c for the two cases $R = 1$ (no suppression) and $R = 0.62$ (global suppression), while the six others can again be found in [15]. As before with the exception of $d\sigma/dE_{T}^{jet1}$ and $d\sigma/dM_{12}$ (not shown), most of the data points lie outside the $R = 1$ results with their error bands and agree with the suppressed prediction with $R = 0.62$ inside the respective errors. However, compared to the results in Figs. 1a-c the distinction between the $R = 1$ band and the $R = 0.62$ band and the data is somewhat less pronounced, which is due to the larger suppression factor. We also tested the prediction for the resolved (resolved+direct-IS) suppression, which is shown in Figs. 4a-c. The suppression factor fitted to the smallest bin came out as $R = 0.38$ (res) and $R = 0.30$ (res+dir-IS), which are almost equal to the corresponding suppression factors derived from the low-$E_{T}^{jet}$ data. In most of the comparisons it is hard to observe any preference for the global against the pure resolved (resolved plus direct-IS) suppression. We remark that the suppression factor for the global suppression is increased by 35%, if we go from the low-$E_{T}^{jet}$ to the high-$E_{T}^{jet}$ data, whereas for the resolved suppression this increase is only 9%. Under the assumption that the suppression factor should not depend on $E_{T}^{jet1}$, we would...
Fig. 6: Differential cross sections for diffractive dijet photoproduction as measured by ZEUS and compared to NLO QCD without \((R = 1)\) and with \((R = 0.71)\) global suppression (color online).

Fig. 7: Differential cross sections for diffractive dijet photoproduction as measured by ZEUS and compared to NLO QCD with global, resolved, and resolved/direct-IS suppression.

conclude that the resolved suppression would be preferred, as can also be seen from Fig. 5. A global suppression is definitely observed also in the high-\(E_T^{\text{jet}}\) data and the version with resolved suppression explains the data almost as well as with the global suppression.

In Fig. 5 we show the ratio of of the \(E_T^{\text{jet}}\)-distribution as measured by H1 to the NLO QCD prediction without (full), with resolved-only (dashed), and with additional direct IS suppression (dotted). Within the experimental errors, obviously only the former, but not the latter are \(E_T^{\text{jet}}\)-dependent.

3 Comparison with ZEUS data

In this section we shall compare our predictions with the final analysis of the ZEUS data, which was published this year [10], in order to see whether they are consistent with the large-\(E_T^{\text{jet}}\) data of H1. The kinematic cuts [10] are almost the same as in the high-\(E_T^{\text{jet}}\) H1 measurements. The only major difference to the H1 cuts is the larger range in the variable \(y\). Therefore the ZEUS cross sections will be larger than the corresponding H1 cross sections. The constraint on \(M_Y\) is
not explicitly given in the ZEUS publication [10]. They give the cross section for the case that the diffractive final state consists only of the proton. For this they correct their measured cross section by subtracting in all bins the estimated contribution of a proton-dissociative background of 16%. When comparing to the theoretical predictions they multiply the cross section with the factor 0.87 in order to correct for the proton-dissociative contributions, which are contained in the DPDFs ‘H1 2006 fit A’ and ‘H1 2006 fit B’ by requiring $M_Y < 1.6$ GeV. We do not follow this procedure. Instead we leave the theoretical cross sections unchanged, i.e. they contain a proton-dissociative contribution with $M_Y < 1.6$ GeV and multiply the ZEUS cross sections by 1.15 to include the proton-dissociative contribution. This means that the so multiplied ZEUS cross sections have the same proton dissociative contribution as is in the DPDF fits of H1 [8]. Since the ZEUS collaboration did measurements only for the high-$E_T^{jet}$ cuts, $E_T^{jet1(2)} > 7.5$ (6.5) GeV, we can only compare to those. In this comparison we shall follow the same strategy as before. We first compared to the predictions with no suppression ($R = 1$) and then determine a suppression factor by fitting $d\sigma/dE_T^{jet1}$ to the smallest $E_T^{jet1}$-bin. Then we compared to the cross sections as a function of the seven observables $x_\gamma^{obs}$, $x_P^{res}$, $x_IP^{obs}$, $E_T^{jet1}$, $y$, $M_X$ and $\eta^{jet1}$ instead of the nine variables in the H1 analysis. The distribution in $y$ is equivalent to the $W$-distribution in [14]. The theoretical predictions for these differential cross sections with no suppression factor ($R = 1$) are shown in Figs. 6a-g of [11], together with their scale errors and compared to the ZEUS data points, and a selection is shown in Fig. 6. Except for the $x_\gamma^{obs}$- and $E_T^{jet1}$-distributions, most of the data points lie outside the theoretical error bands for $R = 1$. In particular, in Figs. 6b, c, e, f and g, most of the points lie outside. This means that most of the data points disagree with the unsuppressed prediction. Next, we determine the suppression factor from the measured $d\sigma/dE_T^{jet1}$ at the lowest $E_T^{jet1}$-bin, 7.5 GeV $< E_T^{jet1} < 9.5$ GeV, and obtain $R = 0.71$. This factor is larger by a factor of 1.15 than the suppression factor from the analysis of the high-$E_T^{jet}$ data from H1. Curiously, this factor is exactly equal to the correction factor we had to apply to restore the dissociative proton contribution. Taking the total experimental error of $\pm 7%$ from the experimental cross section $d\sigma/dE_T^{jet1}$ in the first bin into account, the ZEUS suppression factor is $0.71 \pm 0.05$ to be compared to $0.62 \pm 0.14$ in the H1 analysis [14], so that both suppression factors agree inside the experimental errors.

If we now check how the predictions for $R = 0.71$ compare to the data points inside the theoretical errors, we observe from Figs. 6a-g of Ref. [11] that, with the exception of $d\sigma/dz^{obs}_P$ and $d\sigma/dE_T^{jet1}$, most of the data points agree with the predictions. This is quite consistent with the H1 analysis (see above) and leads to the conclusion that also the ZEUS data agree much better with the suppressed predictions than with the unsuppressed prediction. In particular, the global suppression factor agrees with the global suppression factor obtained from the analysis of the H1 data inside the experimental error.

Similarly as in the previous section we compared the ZEUS data also with the assumption that the suppression results only from the resolved cross section. Here, we consider again (i) only resolved suppression (res) and (ii) resolved plus direct suppression of the initial-state singular part (res+dir-IS). For these two models we obtain the suppression factors $R = 0.53$ and $R = 0.45$, respectively, where these suppression factors are again obtained by fitting the data point at the first bin of $d\sigma/dE_T^{jet1}$. The comparison to the global suppression with $R = 0.71$ and to the data is shown in Figs. 7a-g of [11] and a selection in Fig. 7. In general, we observe that the difference
between global suppression and resolved suppression is small, i.e. the data points agree with the resolved suppression as well as with the global suppression.

4 Conclusion

In conclusion, we found that most of the data points of diffractive dijet photoproduction in the latest H1 analyses with low- and high-\(E_T^{\text{jet}}\) cuts and in the final ZEUS analysis with the same high-\(E_T^{\text{jet}}\) cuts disagree with NLO QCD predictions within experimental and theoretical errors. When global factorization breaking is assumed in both the direct and resolved contributions, the resulting suppression factor would have to be \(E_T^{\text{jet}}\)-dependent, although we see no theoretical motivation for this assumption. Suppressing only the resolved or in addition the direct initial-state singular contribution by about a factor of three, as motivated by the proof of factorization in point-like photon-hadron scattering and predicted by absorptive models [7], the agreement between theory and data is at least as good as for global suppression, and no \(E_T^{\text{jet}}\)-dependence of the survival probability is needed.
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Abstract
Developments of the fracture functions formalism in the context of DIS jet cross-sections and Semi-Inclusive Drell-Yan process at hadron colliders are briefly presented.

Fracture functions were introduced in Ref. [1] in order to give a QCD-based description of semi-inclusive Deep Inelastic Scattering in the target fragmentation region. The first analyses of HERA data [2] revealed a non-negligible contributions to the DIS cross-sections of events characterized by absence of hadronic activity in the remnant direction. Recent analyses of diffractive data collected by H1 and ZEUS collaborations have now confirmed substantial contributions of perturbative QCD effects in diffractive DIS cross-sections [3]. This experimental evidence strengthens the idea itself of fracture functions. These non-perturbative distributions, hereafter indicated by $M_i^{h/P}(x, z, Q^2)$, give the conditional probability of finding at a given scale $Q^2$ a parton $i$ with momentum fraction $x$ of the incoming hadron momentum $P$ while a hadron $h$, with momentum fraction $z$, is detected in the target fragmentation region of $P$. In Ref. [4] it was shown within a fixed order $\mathcal{O}(\alpha_s)$ calculation that the additional collinear singularities occurring in the remnant direction can be properly renormalized only introducing fracture functions. An all-order proof of collinear and soft singularities factorization into $M_i^{h/P}(x, z, Q^2)$ was finally given in Refs. [5] and [6], respectively. This theoretical background offers the basis for an accurate analysis of diffractive data and the possibility to fully exploit factorization in order to extract diffractive parton distributions, i.e. fracture functions. In this brief contribution we will report on recent developments in this topic. In particular we will focus on the extension of fracture functions in the context of DIS jet cross-section and their possible applications to hadronic collisions.

As is well known, hadrons resulting from a hard interaction are often collimated in a definite portion of momentum space. Hadron jets are the highlighting signature of the dominant collinear branching of pQCD dynamics. For this reason jet cross-sections are the natural and, possibly, the most effective representation of hadronic final state. While jet cross-sections with a given, in general low, number of partons in the final state are calculable within pQCD, a description of the beam-jet in terms of pQCD is however precluded by its intrinsic soft and kinematical nature. It results from the fragmentation of the spectator partons of the hadron remnants plus, eventually, semi-hard radiation coming from the evolution of the active parton at low momentum transfer. Since at the forthcoming hadron collider topics as minimum bias and underlying event will play a central role and will probably plague the extraction of hard scattering events signals, we have proposed and introduced in Ref. [7] a new semi-inclusive jet-like distribution, here after indicated with $M_i^{\text{\textasciitilde}}(x, Q^2, z, t)$, referring to it as to a jet-like fracture function. $M_i^{\text{\textasciitilde}}(x, Q^2, z, t)$ expresses the probability of finding a parton $i$ with fractional momentum $x$ of the incoming
hadron and virtuality $Q^2$, while a cluster of hadrons $h_i$ is detected in a portion of phase space $\mathcal{R}$ specified by two variables, $z$ and $t$. The region $\mathcal{R}$ is limited by the constraint

$$\mathcal{R} : \quad t_i = -(P - h_i)^2 < t, \quad t_0 \leq t \ll Q^2, \quad (1)$$

where the value of $t$ is arbitrary chosen and can be conceived as the analogous of the clustering variable used in ordinary jet-algorithms. Once the clustering procedure is performed, the variable $z$ is obtained by summing the fractional longitudinal momenta of all hadrons $h_i$ satisfying the constraint in eq. (1):

$$z = \sum_i z_i, \quad h_i \in \mathcal{R}. \quad (2)$$

In analogy with the standard inclusive DIS, which makes use of parton distributions functions, we may write the beam-jet DIS cross-section as

$$\frac{1}{\sigma_{\text{tot}}} \frac{d\sigma_{R,\text{jet}}}{dx dQ^2 dz dt} \propto x \sum_{i=q,\bar{q}} e_i^2 M_i^\perp(x, Q^2, z, t). \quad (3)$$

In this framework, the parton initiating the space-like cascade is specified by the initial state radiation itself, i.e. the closest in rapidity to the hadron remnant. It has a fractional momentum $1 - z$, where $z$ is overall fractional momentum taken away by the hadrons with $t_i \leq t$ and has the highest allowed virtuality, $t$, according to strong ordering. When $t$ is chosen in the perturbative region, as shown in Ref. [7], jet-like fracture functions obey a standard DGLAP evolution equations:

$$Q^2 \frac{\partial}{\partial Q^2} M_i^\perp(x, Q^2, z, t) = \frac{\alpha_s(Q^2)}{2\pi} \int_{x/z}^1 \frac{du}{u} P_{ij}^\perp(u) M_j^\perp(x/u, Q^2, z, t). \quad (4)$$

This equation describes how the virtual photon resolves the distributions $M_i^\perp$ when the virtuality of the latter is varied. In particular it resums potentially large collinear logarithms of the type $\alpha_s^n \log^n(Q^2/t)$. In real processes, strong $t$-ordering is only partially realized and one could in principle improve the theoretical description including higher order and coherence effects. As discussed in Ref. [7], the introduction of $M_i^\perp$ allows one to include the beam remnants jet in the perturbative treatment of DIS jet cross-sections. Moreover jet-like fracture functions could find applications also in hard diffractive processes. In events characterized by the absence of hadron activity in the remnant direction, this absence can be conceived as the shadow in the detector of the propagation of the exchanged object in the $t$-channel. The rapidity gap can then be considered as a missing jet. It can be defined in terms of a jet-like fracture functions specified by the value $t$ of the measured particle at the edge of the gap, i.e. the one with the highest rapidity (a part from the proton itself). The study of gap topology might be important to investigate diffractive phenomena and jet-like fracture functions could be a useful tool in this context.

The knowledge acquired at HERA on Deep Inelastic process in the target fragmentation region is expected to be essential in the LHC diffractive physics program. Dedicated experiments as TOTEM will measure leading baryon production, while combined CMS-TOTEM measurements will trigger on a wide class of diffractive processes characterized by a large momentum...
transfer [8]. The fundamental step in transporting information from diffractive Deep Inelastic Scattering at HERA to LHC is to assume factorization to hold in hard diffractive hadron-hadron reactions. The Tevatron analysis has put, however, serious doubts on such an hypothesis. A non-universality of diffractive parton distributions, as extracted from diffractive DIS, emerged when these distributions were used to predict hard scattering events cross-sections [9]. In such a reactions, at variance with diffractive DIS where factorization has been shown to hold in Ref. [6], theoretical arguments has been given such that the detection of particle in the target fragmentation region leads to a factorization breaking effect [6, 10]. For this reasons our understanding of the dynamics of diffractive processes is strongly correlated with the understanding of factorization.

Hard diffractive processes can be approached with pQCD techniques and the Drell-Yan process plays indeed a central role in this context. In particular it is the only hadrons-induced process for which factorization has been shown to hold at soft and collinear level [11]. Furthermore QCD corrections to this process have been calculated for inclusive and differential distributions in such a way that it constitutes a fundamental testing process of QCD at the hadron collider. For this reasons we have performed in Ref. [12] a pQCD analysis of the Semi-Inclusive Drell-Yan process

$$P_1 + P_2 \rightarrow \gamma^* + h + X.$$ \hspace{1cm} (5)

In eq. (5) $P_1$ and $P_2$ stands for the incoming hadrons, $\gamma^*$ the virtual photon of invariant mass $Q^2$ and $h$ the additional hadron measured in the final state. If $Q^2$ is large enough so that perturbation theory applies, the factorization property of the considered cross-section should depend on the region of phase space in which the final hadron $h$ is detected. In particular, if $h$ is produced at sufficiently high transverse momentum, $p^2_{h\perp}$, then the relative cross-sections can be predicted by pQCD. On the contrary, if $h$ is produced at low $p^2_{h\perp}$ and thus detected in the target fragmentation region, arguments against factorization have been already given in Refs. [6, 10]. The formalism of fracture functions allows one to performed a next-to-leading order QCD analysis of the Semi-Inclusive Drell-Yan process without introducing unphysical scale in order to separate the dominant production mechanisms in each region of phase space. The first step in order to perform consistently such a calculation is to provide a parton model formula for the considered process. Since in zero-th order QCD initial state radiation is absent, we assume the hadron $h$ is ”non-perturbatively” produced in the target fragmentation region of $P_1 (R_{T_1})$ or $P_2 (R_{T_2})$ by means of a ”bare” (in the renormalization sense) fracture function $M_{h/p}(x, z)$. In the following we will consider the differential cross-sections for producing a lepton pair of invariant mass $Q^2 \gg \Lambda_{QCD}^2$, accompanied by an additional hadron $h$ with fractional energy $z = 2E_h/\sqrt{S}$ (defined in the hadronic center of mass frame) and integrated over its transverse momentum, $p^2_{h\perp}$. By defining the combination $M_q^h(x, z) = M_q^{h/P_1}(x, z) + M_q^{h/P_2}(x, z)$, the parton model formula for the semi-inclusive Drell-Yan cross-sections reads:

$$\frac{d\sigma^{DY}_{s}(\tau)}{dQ^2 dz} = \frac{4\pi\alpha^2}{9SQ^2} \int_{\tau}^{1-z} \frac{dx_1}{x_1} \int_{x_1}^{1} \frac{dx_2}{x_2} \sum_q e_q^2 \left[ M_q^h(x_1, z)f_q(x_2) + (x_1 \leftrightarrow x_2) \right] \delta \left( 1 - \frac{\tau}{x_1x_2} \right).$$ \hspace{1cm} (6)

A pictorial representation of this formula is drawn in Fig. (1). In the following we will restrict ourselves to the discussion of NLO corrections to the $q\bar{q}$ channel. The corrections to eq. (6) have
Fig. 1: A pictorial representation of the parton model formula for Semi-Inclusive Drell-Yan process, eq. (6).

Fig. 2: A pictorial representation of the second term on r.h.s. in eq. (7). The observed hadron \( h \) results from the hadronization of initial state radiation (gluon).

the following formal structure

\[
\frac{d\sigma_{q\bar{q}}^{DY}}{d^2q} \simeq M_q^h \otimes f_{\bar{q}} \otimes \left[ 1 + \frac{\alpha_s}{2\pi} C_{q\bar{q}} \right] + \frac{\alpha_s}{2\pi} f_q \otimes f_{\bar{q}} \otimes D_g^h \otimes K_{q\bar{q}},
\]

where the symbol \( \otimes \) stands for the convolution on the momentum fraction of the participating partons. The more involved part of the calculation does consist in evaluating next-to-leading order diagrams in which the final state parton hadronize into the observed hadron \( h \). These diagrams are at the origin of the second term on the right hand side of eq. (7). An example of such a diagram is shown in Fig. (2). The coefficient functions \( C_{q\bar{q}} \) and \( K_{q\bar{q}} \) at this level still present poles due to collinear singularities. It is however possible to show, see Ref. [12] for details, that all collinear singularities can be subtracted from the coefficient functions by the same factorization procedure firstly used in Ref. [4] in the context of Deep Inelastic Scattering. We consider this result as a direct evidence of collinear factorization for the Semi-Inclusive Drell-Yan cross-sections. The present QCD-based calculation deals however only with standard soft gluon exchange between active partons but it is blind to soft gluon exchange between spectators. Since our findings support factorization at the collinear level, we implicitly confirm the general widespread idea indicating soft exchanges between spectators partons as responsible for factorization breaking in semi-inclusive hadronic collisions. When diffractive parton distribution, as obtained from HERA data, are used in the present calculation, the resulting predictions would
be valid only in the case that factorization hypothesis holds. As a consequence, any deviation observed in the data not accounted for by the present NLO calculation, could be interpreted as a manifestation of factorization breaking. A comparison with data would also establish whether a factorization breaking shows up only in a diffractive kinematic regime or if it manifests itself also in processes with a gapless final state containing, as well, a single hadron in the target fragmentation region. At the same time it would be interesting to study, within the proposed approach, light mesons production which is sensitive to the soft, high multiplicity, fragmentation process. For this reason, in Ref. [12], we address the Semi-Inclusive Drell-Yan process as a prototype of factorization analyzer. Since we expect that the factorizing properties of the cross-sections to be extremely sensible to the $p^2_{h\perp}$ of the measured hadron $h$, we guess that a more efficient observable in this context would be the triple-differential cross-sections:

$$\frac{d\sigma^{DY}}{dQ^2 dp^2_{h\perp} dz}, \quad (8)$$

for which an analog of the present calculation is still not available. The possible identification of an intermediate scale or range of scales at which the factorization breaking effects start to manifest themselves would constitute an important insight into the dynamics of the factorization mechanism.

Let us conclude by listing some further possible developments of the formalism. The present work can be generalized to double hadron production. The evaluation of a double hadron production cross-section needs a full $O(\alpha_s^2)$ QCD calculation. However, as discussed in Ref. [12], an approximate result could be obtained if one considers the production of two hadrons at low $p^2_{h\perp}$ observed in opposite fragmentation regions with respect to the incoming hadrons. In this case higher order corrections for this process should be the same as for inclusive Drell-Yan process, when the proper kinematics is taken into account. Finally we are thinking to a generalization of the present approach to include gluon initiated hard processes [13] whose relevance in diffractive Higgs production was first suggested in Ref. [14].
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Abstract
We briefly review recent developments in the description of exclusive vector meson production in terms of generalised parton distributions. The determination of the gluon distribution at small $x$ from HERA data on diffractive $J/\psi$ production is discussed.

1 Introduction
Contrary to normal DIS, processes like deeply virtual Compton scattering (DVCS) or the diffractive production of (di-) jets, heavy quarks or vector mesons (VMs), cannot be described accurately with the diagonal (normal) parton distribution functions (PDFs). This can be seen from Fig. 1, where the leading order diagram for DVCS (left) and $J/\psi$ vector meson production (right figure) are shown. While DVCS is mainly testing the quark distribution, the amplitude for exclusive vector meson production is, to leading order, directly probing the gluon PDF. The momentum fractions $x$ and $x'$ of the two partons are in general different, resulting in a deviation from the diagonal limit for the distribution function of the respective parton. In this instance, a generalised parton distribution (GPD) must be used to describe the process.

Unlike the diagonal parton distributions, which represent a probability distribution, generalised distributions are defined by matrix elements of quark and gluon light-cone operators $\hat{O}$ for different initial and final states of the proton, $\langle p' | \hat{O} | p \rangle$. They encode richer information about the distribution of partons inside the hadron and have no direct probabilistic interpretation. One may express the parton momentum fractions in a GPD in a symmetric manner, with the introduction of a skewing parameter $\xi$ and a symmetric $\tilde{x}$: $x = \tilde{x} - \xi$, $x' = \tilde{x} + \xi$. In the forward limit $\xi, t \rightarrow 0$, the generalised partons reduce to the conventional diagonal partons, where $t$ is the square of the momentum transfer between initial and final protons. In the following we will briefly discuss

Fig. 1: Left: DVCS $\gamma^* p \rightarrow \gamma p'$ and right: elastic $J/\psi$ production $\gamma^* p \rightarrow J/\psi p'$. The two partons entering the scattering have different momentum fractions $x, x'$. 
selected recent work on the prediction of diffractive production of vector mesons based on generalised parton distributions, both in the framework of collinear and $k_T$ factorisation, and the determination of the small $x$ gluon from diffractive $J/\psi$ data in the latter framework.

2 Predictions for diffractive vector meson production

In the last years a lot of work has been done on dipole and saturation models. For a review of these topics in these proceedings we refer to [1]. Calculations in the framework of dipole cross sections often do not attempt at including the effect of non-forwardness. However, in [2] the skewedness is treated as in [3] discussed below.

2.1 Predictions based on collinear factorisation

Kroll and Goloskokov have described electroproduction of light vector mesons using collinear factorisation on the proton side [4–6]. In the limit of large photon virtuality $Q^2$ the production amplitude factorises into a perturbatively calculable hard scattering amplitude (coefficient function), a generalised PDF and the wave function of the VM. This is similar to DVCS, where the term ‘handbag factorisation’ is used which is particularly suitable in the case of initial quarks relevant at lower c.m. energies. The transverse momentum $p_T$ of the quarks forming the vector meson is retained, and a corresponding meson light-cone wave function $\psi_{VM}(\tau, p_T)$ (with $p_T$ the intrinsic transverse momentum and $\tau$ the fraction of the light-cone plus component of the meson’s momentum carried by the quark) is used. In addition a Sudakov factor $\exp[-S(\tau, p_T, Q^2)]$ is applied at next-to-leading-logarithmic accuracy. This suppresses gluon radiation in the regime between a soft cut-off and a factorisation scale related to the quark-antiquark separation. Softer gluons are included in the VM wave function while harder ones are part of the hard, perturbative scattering amplitude. This so-called ‘modified perturbative approach’ cures the end-point singularities stemming from configurations with large transverse quark-antiquark separation which otherwise would prevent a prediction of the cross section for transversely polarised mesons. The generalised parton distributions are derived using the ansatz of double distributions following the work of Radyushkin [7] and using global PDFs as input for the diagonal limit.\footnote{Double distributions offer a way to parameterise the hadronic matrix elements defining generalised distributions [7]. They are defined through Fourier transforms of these matrix elements. Such double distributions guarantee the required symmetry properties and the polynomiality ($N$th moments of GPDs are $N$th degree polynomials in the skewing parameter $\xi$) of the derived generalised distributions. However their physical interpretation is different (and maybe less apparent) as they are not directly dependent on $\xi$.} The evolution is approximated by the evolution of the diagonal input. With their approach Kroll and Goloskokov find fair agreement with electroproduction data from COMPASS, HERMES, E665, ZEUS and H1, see [4–6] and Fig. 2 for an example of their longitudinal cross section predictions for $\phi$ and $\rho$ electroproduction. The extension to contributions from transverse photons is discussed in [6].

While the approach of Kroll and Goloskokov is not restricted by the high energy approximation adopted in other calculations, the hard, perturbative scattering kernel used in [4–6] is leading order (LO) only. Next-to-leading order (NLO) corrections in the framework of collinear factorisation have been calculated by Ivanov et al. [8] and were found to be large generally. In their recent work Diehl and Kugler [9] have made use of these results to further study the impact
Fig. 2: Predictions from [5] for the longitudinal cross section of $\phi$ electroproduction for $Q^2 = 3.8\,\text{GeV}^2$ (left) and $\rho$ electroproduction for $Q^2 = 4\,\text{GeV}^2$ (right). $\phi$ production data are from HERMES (solid circle), ZEUS (open triangles) and H1 (solid square), and $\rho$ production data are from HERMES (solid circles), E665 (open triangles), ZEUS (open square) and H1 (solid square), see [5] for references. The dashed (dash-dotted) line represents the gluon (gluon+sea) contribution. The dash-dot-dotted line represents the sum of the interference between the valance and (gluon+sea) contributions and the valance contribution. The solid line is the sum of all contributions.

of the NLO corrections to exclusive meson production. They use collinear factorisation, neglecting the transverse momenta of the partons entering the hard scattering both on the proton and on the meson side. For the evolution of the generalised partons they use the leading order evolution code of Vinnikov [10] which uses an optimised fourth order Runge-Kutta method to solve the LO kernels as given in [11]. The input GPDs are again estimated via the double distribution method, and with diagonal input from the global PDF fit CTEQ6M [12]. Diehl and Kugler observe large NLO corrections leading to a strong suppression of the LO result in the small $x$ regime, but no gain from LO to NLO in the stability w.r.t. the scale variation. In Fig. 3 this is shown for the case of $\rho$ electroproduction in different kinematic regimes. Unfortunately such large corrections, which can partly be traced back to BFKL type logarithms (see [13] for first predictions including resummation effects), limit the applicability of the fixed-order collinear approach to describe data for elastic VM production.

2.2 Vector meson production in $k_T$ factorization

Traditionally, $k_T$ (or ‘high energy’) factorisation has been introduced for the description of heavy quark production in the high energy regime. Recently it has also been applied to various other processes including Higgs production at hadron colliders. Martin et al. have used it for the calculation of diffractive production of light and heavy vector mesons at HERA [14, 15]. The relevant amplitude is shown in Fig. 1 (right diagram). Their predictions involve the integration over the transverse momentum $k_T$ of the exchanged gluons, so the input parton distributions need to be unintegrated w.r.t. $k_T$. This involves the application of a Sudakov factor, see [15] for details. Additional contributions from the real part of the amplitude are calculated based on dispersive methods. This approach goes beyond the leading $\log Q^2$ approximation while also capturing certain contributions beyond the leading high energy (BFKL) limit. Of course NLO corrections also arise from additional loops, for example gluonic one-loop corrections to the
Fig. 3: Longitudinal cross section predictions for ρ electroproduction from [9] for $Q^2$, $t$ and $x$ as indicated on the plots. The bands are generated from the ranges $Q/2 < \mu < 2Q$ (left) and $2 < \mu < 4$ GeV$^2$ (right), where $\mu$ is the renormalisation and factorisation scale. The solid lines correspond to $\mu = Q$. The dashed line in the left panel shows the power-law behaviour $\sigma \propto W^{0.88}$ (with arbitrary normalisation) obtained from a fit by the ZEUS Collaboration to data in the range $x_B = 0.001 \ldots 0.005$. 
two-gluon quark-antiquark vertex, or when the two gluon system couples via a quark loop to the proton. While such quark contributions are suppressed in the high energy regime, the former class of corrections leads to a genuine $K$ factor which was calculated by Ivanov et al. [8] in collinear factorisation but which is not known in the case of $k_T$ factorisation. Work is in progress
to calculate these corrections.

Skewing corrections are taken into account via the Shuvaev transform [16] which, in the
case of small $x$ and $\xi$, allows to calculate the GPDs from the forward PDFs. In this regime, with
the assumption of a pure power behaviour of the diagonal PDF $\sim x^{-\lambda}$, the skewing correction
is well approximated by a simple factor, $R = \frac{2^{2\lambda+3}}{\sqrt{\pi}} \frac{\Gamma(\lambda+5/2)}{\Gamma(\lambda+3+p)} (p = 1$ for gluons, 0 for quarks),
which only depends on the anomalous dimension $\lambda$.

3 Determination of the gluon from diffractive $J/\psi$ data

While a good description of many data from HERA and other experiments has been achieved, the
predictions show a large dependence on the gluon parametrisations used as input, in the regime
of small $x$ and semi-hard scales where they are only poorly known. However, Martin et al. have
turned the game around and used their theoretical approach as described above together with
exclusive $J/\psi$ data from HERA [19] to determine the gluon distribution in the small $x$ and low-
scale regime [3]. Note that whereas in [14, 15] VM production was described via parton-hadron

---

The use of the Shuvaev transform has become subject of some criticism [17], but see [18] for the justification of
its applicability in the regime under consideration here.
duality by integrating over open quark-antiquark production in a suitably chosen mass regime, for the gluon fits in [3] the non-relativistic limit for the \( J/\psi \) wave function was adopted. While this is a sufficient approximation w.r.t. the other theoretical and experimental uncertainties, it also allows for the prediction of the normalisation which is not well controlled in the parton-hadron duality approach. With the use of a simple three-parameter ansatz for the gluon, 
\[
x_g(x, \mu^2) = N x^{-\lambda}, \quad \lambda = a + b \ln \ln(\mu^2/\Lambda_{QCD}^2),
\]

a fit (with \( \chi^2_{\text{min}}/\text{d.o.f.} = 0.8 \)) gives the results 
\[
N = 1.55 \pm 0.18, \quad a = -0.50 \pm 0.06, \quad b = 0.46 \pm 0.03.
\]

In Fig. 4, both the results for the emerging cross section predictions (left) and the fitted gluon distribution (right panel) are shown for different scales and compared to the gluon PDFs of global fits from CTEQ [20] and MRST [21].

4 Conclusions

We have briefly reviewed recent work on the description of exclusive vector meson production in \( ep \) collisions based on generalised parton distributions. While it has been known for a long time that this process is particulary interesting due to its quadratic sensitivity on the input partons, the complexity of the full amplitudes makes systematic higher order predictions difficult. Different approaches as presented above have been discussed at the recent HERA-LHC workshops. Clearly we have gained a much better understanding of exclusive VM production, though the quantitative predictions have not yet achieved the desired accuracy. Nevertheless, a lot of progress has been made in predicting these processes and first results on extracting the gluon at small \( x \) from HERA data have been reported. The situation will be even more complicated at the LHC, and with the wider kinematic range accessible, the future will be very interesting.
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Abstract

In this contribution we briefly review the current status of the dipole models and parton saturation on the basis of results presented at the HERA–LHC workshops in the years 2006–2008. The problem of foundations of the dipole models is addressed within the QCD formalism. Some limitations of the models and open problems are pointed out. Furthermore, we review and compare the currently used dipole models and summarise the applications to describe various sets of HERA data. Finally we outline some of the theoretical approaches to the problem of multiple scattering and saturation.

1 Introduction

Dipole models [1–3] represent a QCD motivated framework that has been successfully applied to describe a variety of gluon mediated scattering cross sections at high energies. In particular, they provide a transparent and intuitive picture of scattering processes. Their main strength is a combination of universality, simplicity and efficiency. The dipole models are capable of simultaneously describing all $F_2$, $F_L$ and heavy quark production $ep$ data at small $x$, the inclusive diffractive data, the bulk of measurements for exclusive diffractive vector meson production, deeply virtual Compton scattering (DVCS), and even nuclear shadowing [4–13]. This unified description is achieved using only a few parameters with a transparent physical meaning, such as the normalisation of the gluon distribution at a low scale, the quark mass or the proton size. At the same time, the dipole models provide a phenomenological insight into important aspects of high energy scattering, like the relative importance of multiple scattering or higher twist contributions. This importance may be quantified in terms of a saturation scale, $Q_S$, the scale of the process at which the unitarity corrections become large [4]. Up to now, the dipole models applied to HERA data offer one of the most convincing arguments for the dependence of this scale on the scattering energy and provide one of the best quantitative estimates of the saturation scale [4–6, 11, 12]. This shows the complementarity of dipole models to the rigorous framework of collinear factorisation, within which the description of multiple scattering, although possible in principle, is quite inefficient. It is not only very demanding from the technical side (for instance, even the basis of twist-four operators is not fully understood yet), but it would also require introducing a set of new unknown functions parameterising the expectation values of higher twist operators at the low (input) scale. In dipole models this problem is bypassed by simply fitting the (implicitly) resummed multiple scattering cross section together with the nonperturbative contribution with constraints imposed by the unitarity of the scattering matrix.
2 Foundations and limitations of dipole models

Let us consider a $2 \to 2$ scattering amplitude of $i + p \to f + p'$, where the strongly interacting projectile $i$ hits a hadronic target $p$ and undergoes a transition to a state $f$, while the target scatters elastically. At HERA the projectile is always a virtual photon, $\gamma^*$, with a four-momentum $q$ and virtuality $q^2 = -Q^2$, and the target is a proton, with initial momentum $p$ and final momentum $p'$. The final states considered are virtual and real photon states, vector meson states and diffractive states. The states $i$ and $f$ carry a typical scale $\bar{Q}^2$; for $i = f = \gamma^*(Q^2)$, $\bar{Q}^2 = Q^2$. The invariant collision energy $s = (p+q)^2$ is assumed to be large, $s \gg \bar{Q}^2$ and $s \gg |t|$, where $t = (p-p')^2$ is the momentum transfer. We shall also use the variable $x = \bar{Q}^2 / s$, that reduces to the Bjorken $x$ for the case of deeply inelastic scattering (DIS).

The key idea behind dipole models is a separation (factorisation) of a high energy scattering amplitude, $A^{i+p\to f+p}$, into an initial ($\Psi_i$) and final ($\Psi_f$) state wave function of the projectile $i$ and the outgoing state $f$, and a (diagonal) universal scattering amplitude of a multi-parton Fock state, $\mathcal{F}_n$, off a target $p$; see Fig. 1. The scattering operator, $T$, is assumed to be diagonal in the basis of states that consist of a definite number of partons, $n$, with fixed longitudinal momentum fractions, $z_k$ ($k = 1, \ldots, n$), of the projectile, definite helicities, $\lambda_k$, and transverse positions, $r_k$. One may write symbolically (see e.g. [14]):

$$A^{i+p\to f+p} = \sum_{n,\mathcal{F}_n,\{\lambda_k\}} \int[d^{2n}r_k] \int[d^n z_k] \Psi^*_f(n, \{z_k, r_k, \lambda_k\}) T(\mathcal{F}_n) \Psi_i(n, \{z_k, r_k, \lambda_k\}). \quad (1)$$

In most practical applications one takes into account only the lowest Fock states, composed of a quark–antiquark ($q\bar{q}$) pair and, possibly, one additional gluon ($q\bar{q}g$). In the limit of a large number of colours, $N_c \to \infty$, flavourless scattering states, $i$ and $f$, may be represented as a collection of colour dipoles [2]. For the simplest case of $q\bar{q}$ scattering, the intermediate state $\mathcal{F}_2$ is defined by the quark and antiquark helicities, the longitudinal momentum fraction, $z$, of the projectile carried by the quark, the dipole vector, $r = r_2 - r_1$, and the impact parameter vector, $b = zr_1 + (1-z)r_2$. It is convenient to define the imaginary part of the dipole scattering amplitude (assuming independence of the azimuthal angles), $\mathcal{N}(x, r, b) \equiv \text{Im} T(\mathcal{F}_2)$, and the $b$-dependent dipole–target cross-section

$$\frac{d\sigma_{q\bar{q}}}{db} = 2 \mathcal{N}(x, r, b). \quad (2)$$

Fig. 1: High energy scattering in the dipole representation.
The picture encoded in (1) may be motivated within perturbative QCD. In the high energy limit of QCD [15, 16], the dominant contribution to scattering amplitudes comes from vector boson (gluon) exchanges, that lead to cross-sections constant with energy (modulo quantum corrections that may generate an additional enhancement). For each spin-1/2 fermion (quark) exchange in the $t$-channel the amplitude is power suppressed by a factor of $1/s^{1/2}$. In consequence, the high energy scattering amplitude may be factorised into the amplitude describing slow (in the target frame) gluon fields and the amplitude of fast parton fields of the projectile moving in the gluon field of the target. This is, in fact, the basic assumption of the $k_T$- (high energy) factorisation [16, 17]. In the high energy limit, the vertex describing the coupling of the fast $s$-channel parton (quark or gluon) to a gluon exchanged in the $t$-channel is eikonal: the large light-cone component of the longitudinal parton momentum and the parton helicity are conserved. Also, up to subleading terms in the collision energy, the fast parton does not change its transverse position in the scattering process. These properties of high energy amplitudes in QCD were used to derive the dipole model for hard processes. In more detail, the scattering amplitudes in the dipole model follow from the QCD scattering amplitudes obtained within the $k_T$-factorisation scheme, in the high energy limit and at the leading logarithmic (LL) $\ln(1/x)$ approximation [1].

The fact that the QCD dipole model follows from the $k_T$-factorisation approximation implies that the model, up to subleading terms in $1/s$, is also consistent with the leading order (LO) collinear approximation [17]. In addition, as in the case of the $k_T$-factorisation framework, the dipole model incorporates an exact treatment of the quark transverse momentum in the box diagram. These kinematic effects, when analysed within the collinear approximations, manifest themselves as higher order corrections to the coefficient functions [17]. Although the implicit resummation of the collinear higher order terms in the dipole model is only partial, it should still be viewed as an improvement of the LO collinear approximation.

Practical use of dipole models is not restricted to hard processes, where precise predictions can be obtained within the collinear factorisation framework. On the contrary, one of the most successful applications of the dipole model (the saturation model [4]) provides an efficient and simple description of the transition from the perturbative single scattering regime (the colour transparency regime) to the multiple scattering regime as a function of the process scale and scattering energy (or $\bar{Q}^2$ and $x$). In this transition region scattering amplitudes are expected to receive contributions both of the nonperturbative nature and from perturbatively calculable multiple scattering effects. The nonperturbative effects in high energy scattering are currently not computable with theoretical methods and have to be modelled. The multiple scattering effects enter the scattering amplitudes e.g. as higher twist contributions [18], that are suppressed by inverse powers of the hard scale, $\bar{Q}^2$, and additional powers of $\alpha_s$. Nevertheless, the higher twist effects may be quite sizable at small $x$ and at moderately large $\bar{Q}^2$ [18]. This originates from a rapid growth of the multi-gluon density with decreasing $x$: assuming the large $N_c$ limit, the $n$-gluon density evolves approximately as the single gluon density to power $n$ [19, 20]. Thus, at decreasing $x$ the multiple scattering effects are increasingly enhanced and may eventually become competitive with the single scattering contribution.

Thus far we discussed the dipole model from the perspective of perturbative QCD. An interesting attempt to provide foundations of the model in a general (i.e. non-perturbative) frame-
work was recently put forward [21, 22]. The scattering amplitudes were written in terms of skeleton diagrams and the QCD path-integral. Approximations and assumptions necessary to recover the dipole model amplitudes were identified. To a large extent the conclusions from that analysis confirm those obtained within the perturbative framework: the dipole model accuracy is not theoretically guaranteed when higher twist and higher order corrections are large. An interesting point raised in Refs. [22, 23] is the dependence of the dipole cross section, \( \sigma_{q\bar{q}} \), on the dipole–target collision energy, \( \sqrt{s} \). In most models one assumes that \( \sigma_{q\bar{q}} \) depends on \( s \) through \( x = \bar{Q}^2 / s \). The scale, however, is part of the wave functions and it is not obvious that the dipole cross section should depend on \( \bar{Q}^2 \) rather than on the dipole variables, like e.g. the dipole scale, \( 1/r^2 \). Interestingly, assuming the dependence of \( \sigma_{q\bar{q}} \) on a combined variable \( s r^2 \) was shown to create some tension between the HERA data on \( F_2 \) and \( F_L \) and the dipole model, irrespective of the detailed functional form of \( \sigma_{q\bar{q}} \). Some insight may be gained from inspecting the issue in the \( k_T \)-factorisation approach. Then, the energy dependence enters through \( x_g \) of the gluon, that essentially depends on the external state virtuality, the scattered quarks’ transverse momenta and the distribution of the quark longitudinal momentum. So, the proposed replacement of \( \bar{Q}^2 \) by \( 1/r^2 \) might be somewhat oversimplified. On the other hand, within the LL\((1/x)\) approximation the standard choice of \( x_g \approx \bar{Q}^2 / s \) is justified. To sum up, the choice of the optimal dimensionless variable that would carry the energy dependence of the dipole cross-section remains an open and interesting problem.

### 3 Phenomenology of dipole models

Implementations of multiple scattering in colour dipole models are based on two main approaches, that adopt different approximations. The Glauber–Mueller (GM) \textit{eikonal} approach [24] is used in the family of models that evolved from the Golec-Biernat–Wüsthoff (GBW) model [4]. One assumes in this approach that multiple colour dipole scatters are independent of each other, see Fig. 2a. This assumption may be supported (although it was not yet explicitly derived) with properties of the collinear evolution of quasi-partonic operators describing the multi-gluon density in the proton, and in the large \( N_c \) limit [18–20]. Assuming in addition a factorised \( b \)-dependence of the gluon distribution, one postulates the dipole–proton scattering amplitude of...
the form:
\[ N(x, r, b) = 1 - \exp\left(-\frac{\pi^2}{2N_c}r^2\alpha_s(\mu^2)xg(x, \mu^2)T(b)\right), \]  
(3)
where the scale \( \mu^2 = C/r^2 + \mu_0^2 \) with \( \mu_0 \sim 1 \text{ GeV} \). HERA data on exclusive vector meson production imply a Gaussian form of the proton shape in the transverse plane, \( T(b) \), with \( \sqrt{\langle b^2 \rangle} = 0.56 \text{ fm} \). The corresponding quantity determined from the proton charge radius (0.87 fm) is somewhat larger, \( \sqrt{\langle b^2 \rangle} = 0.66 \text{ fm} \), implying that gluons are more concentrated in the centre of the proton than quarks. The form (3) is denoted by the “b-Sat” model [6, 11]. It can be considered to be an improvement on a previous model [5] where \( T(b) \propto \Theta(R_p - b) \) was assumed, and also on the original GBW model [4] where additionally the scale dependence of the gluon distribution was neglected, that is, \( xg(x, \mu^2) \propto x^{-\lambda} \) was assumed for a fixed power \( \lambda \sim 0.3 \). Note that in the GBW model large saturation effects were needed to get from the hard Pomeron behaviour \((\sim r^2 x^{-0.3})\) at small dipole sizes to soft Pomeron behaviour \((\sim x^{-0.1})\) at large dipole sizes. On the other hand, in Refs. [5, 6, 11] this transition can alternatively be achieved with DGLAP evolution, therefore saturation effects are correspondingly smaller.

In the alternative approach one exploits solutions of the Balitsky–Kovchegov (BK) equation [25]. It was derived for scattering of a small colour dipole off a large nucleus, composed of \( A \) nucleons. The LL BK equation rigorously resums contributions of BFKL Pomeron \( fan \) diagrams (Fig. 2b), that are leading in \( A, 1/N_c \) and in the \( \ln 1/x \) approximation (properties of solutions of the next-to-LL BK equation are not known yet and so cannot be used in the dipole models). A colour glass condensate (CGC) dipole model parameterisation [8] was constructed from an approximate solution of the BK equation:
\[ N(x, r, b) = T(b)N(x, r) = \Theta(R_p - b) \left\{ \begin{array}{ll}
\mathcal{N}_0 \left(\frac{rQ_s}{2}\right)^{2\left(\gamma_s + \frac{\ln(2/rQ_s)}{xg}\right)} & : rQ_s \leq 2 \\
1 - e^{-A\ln^2(BrQ_s)} & : rQ_s > 2
\end{array} \right. , \]  
(4)
where \( Q_s = (x_0/x)^{\lambda/2} \) is a saturation scale.\(^2\) The original analysis [8] neglected the charm quark contribution to \( F_2 \). The inclusion of charm was later found [11] to significantly lower the saturation scale when the anomalous dimension \( \gamma_s \) was fixed at the LO BFKL value of 0.63. By letting \( \gamma_s \) go free, a solution was subsequently found with \( \gamma_s = 0.74 \) which included heavy quarks but had a large saturation scale [9]. (This model has been modified to include a \( t \) dependence in the saturation scale allowing the description of exclusive diffractive processes [10].) However, the HERA data do not show a strong preference for the solution with \( \gamma_s = 0.74 \), and a secondary solution with \( \gamma_s = 0.61 \) and a much smaller saturation scale also describes the data well [12]. The CGC model (4) assumes a factorised \( b \) dependence which is not supported by HERA diffractive data, where one finds a significantly non-zero effective Pomeron slope \( \alpha'_p \), indicating correlation between the \( b \) and \( x \) dependence of the dipole scattering amplitude. A more realistic impact parameter dependence was included by introducing a Gaussian \( b \) dependence into the saturation scale \( Q_s \), denoted by the “b-CGC” model [11, 12]. It was not possible to obtain a good fit to HERA data with a fixed \( \gamma_s = 0.63 \) [11], but on freeing this parameter, a good fit was obtained

\(^2\)In what follows we shall use \( Q_s \) (with a lower-case \( s \)) to denote the saturation scale defined in a model-dependent way.
with a value of $\gamma_s = 0.46$ [12], close to the value of $\gamma_s \simeq 0.44$ obtained from numerical solution of the BK equation [26]. However, the value of $\lambda = 0.119$ obtained from the “b-CGC” fit [12] is lower than the perturbatively calculated value of $\lambda \sim 0.3$ [27].

In both the approaches to unitarisation one neglects multi-gluon correlations in the target. Thus, the key difference between the eikonal and the BK approaches is that in the latter one resums the leading logarithms of $1/x$ while in the former one aims at keeping a reasonable representation of leading logarithms of $\tilde{Q}^2$. Both dipole model realisations have built in saturation of the black disc limit of the colour dipole scattering amplitude. This means that the absolute value of the $T$-matrix elements tends to unity for large dipoles or as $x \to 0$. It is curious that the choice of approximation has a striking consequence in how the unitarity (the black disc) limit is approached. In the GM case unitarisation happens because of cancellations between contributions of non-saturating multiple gluon exchanges, while in the BK case multiple scattering effects are contained in the single gluon density that saturates at a certain small value of $x$. These differences in the mechanism of unitarisation do not affect, however, the crucial qualitative feature of the dipole cross-section: the transition from a power-like growth with decreasing $x$ in the colour transparency regime to a flat (possibly $\sim \ln(1/x)$) behaviour in the black disc limit. Thus, the necessary modelling of the dipole cross section for large dipole sizes is strongly constrained.

A third type of parameterisation for the dipole cross section does not assume any mechanism for unitarisation. It is a two-component Regge model (FS04 Sat) [7], which uses hard Pomeron behaviour ($\sim r^2 x^{-0.3}$) for small dipole sizes $r < r_0$ and soft Pomeron behaviour ($\sim x^{-0.1}$) for large dipole sizes $r > r_1$, with linear interpolation between the two regions. Again, a factorising impact parameter dependence is assumed. Saturation effects are modelled by allowing $r_0$ to move to lower values with decreasing $x$. This feature was found to be preferred by the HERA data, whereas the two-component Regge model with a fixed $r_0$ was disfavoured [7].

We compare the dipole model parameterisations in Fig. 3a, where the $b$-integrated dipole cross sections have been divided by the trivial factor $r^2$ in order to emphasise the differences at small $r$. We restrict attention to dipole model parameterisations which have been shown to give a good fit (with charm quarks included) to recent HERA inclusive structure function data, meaning a $\chi^2$ per data point of $\sim 1$. This excludes, for example, the original GBW parameterisation [4].
and the unsaturated two-component Regge model [7]. All parameterisations shown in Fig. 3a are similar at intermediate dipole sizes where they are most constrained by HERA data. At very small dipole sizes the b-Sat model deviates from the other parameterisations, as it is the only one which incorporates explicit DGLAP evolution. The b-Sat model was found to be preferred over the b-CGC model for observables sensitive to relatively small dipole sizes [12]. There are also differences between the parameterisations in the approach to the unitarity limit at large dipole sizes. For example, the b-Sat and b-CGC dipole cross sections tend to a constant at large \( r \) only for a fixed \( b \), but not when integrating over all impact parameters.

In order to compare the magnitude of unitarity corrections between various models it is customary to define a model-independent saturation scale \( Q_s^2 \), that is, the momentum scale at which the dipole–proton scattering amplitude \( \mathcal{N} \) becomes sizable. There is no unique definition of \( Q_s^2 \) and various choices are used in the literature. We define the saturation scale \( Q_s^2 \equiv 2/r_S^2 \), where the saturation radius \( r_S \) is the dipole size where the scattering amplitude

\[
\mathcal{N}(x, r_S[b]) = 1 - e^{-\frac{r}{r_S}} \simeq 0.4,
\]

chosen to match the corresponding quantity, \( Q_s \), in the GBW model [4]. Note that this “saturation scale” is still far from the unitarity limit where \( \mathcal{N} = 1 \). The model-independent saturation scale \( Q_s^2 \) is shown in Fig. 3b: it is generally less than 0.5 GeV\(^2\) in the HERA kinematic regime for the most relevant impact parameters \( b \sim 2\sim 3 \) GeV\(^{-1}\) [11, 12]. It should be remembered, however, that any observable will depend on integration over a range of dipole sizes, therefore even at high \( Q^2 \) there will be some contribution from large dipole sizes \( r > r_S \). Moreover, dipole models incorporating saturation fitted to HERA data may be extrapolated to very low \( x \) and to predict cross sections for nuclear collisions where the saturation scale is enhanced by \( A^{1/3} \) [13]. In these situations, multi-Pomeron exchange may become important and extrapolation based on single-Pomeron exchange would be unreliable.

4 Theory outlook: saturation beyond the BK equation in a statistical picture

The BK equation describes unitarity corrections in the asymmetric configuration, when the target is extended and dense and the projectile is small and dilute. In a more symmetric situation, like \( \gamma^*(Q^2)p \) scattering at low \( Q^2 \), the BK approximation is no longer sufficient. In the diagrammatic formulation, besides the fan diagram one should then take into account diagrams with closed Pomeron loops. To construct a fully reliable and practical theoretical treatment of this complex case has turned out to be a prohibitively difficult task so far. Fortunately, the key properties of solutions of the BK equation in the low momentum region follow from its universal features and do not rely on the details of the equation.

In the Kovchegov derivation of the BK equation [25] one uses the Mueller dipole cascade picture [2] of the small \( x \) QCD evolution. The equation expressed in terms of the dipole scattering amplitude, \( N_{uv}(Y) \equiv \mathcal{N}(x, r, b) \), with \( Y = \ln(1/x) \), reads

\[
\frac{\partial N_{uv}}{\partial Y} = \frac{\alpha_s}{2\pi} \int d^2w \frac{(u - v)^2}{(u - w)^2(w - v)^2} \left[ N_{uv} + N_{uv} - N_{uv} - N_{uv}N_{uv} \right]
\]

where \( u = b - r/2 \), and \( v = b + r/2 \) (assuming \( z=1/2 \) in the definition of \( b \), cf. Sec. 2). The equation has two fixed points: the repulsive one, \( N_{uv} = 0 \), from which the solution is

\[
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driven out by the linear term, and the attractive one, \( N_{uv} = 1 \), where the linear and nonlinear term compensate each other. This scenario of linear growth of the amplitude tamed by non-linear rescattering effects is common to all existing approaches to the saturation phenomenon. In the uniform case, when \( N \) does not depend on the impact parameter, \( b \), this combination of growth and nonlinearity was shown to lead to a geometric scaling property \([28]\) of the solutions, \( N_{uv}(Y) = N(|u - v|^2 Q_s^2(Y)) \) for \( Y \gg 1 \), irrespective of the initial conditions \([29]\). For the \( \gamma^* p \) cross section, geometric scaling implies that \( \sigma^{\gamma^* p}(x, Q^2) = \sigma^{\gamma^* p}(Q_s^2/Q^2) \), which was observed in HERA data \([28]\).

Interestingly enough, the geometric scaling property of the BK equation does not depend on the details of either the linear or the non-linear term. Therefore the scaling is a robust and universal phenomenon. In particular, the BK equation belongs to the same universality class as a simpler and well understood Fisher–Kolmogorov–Petrovsky–Piscounov (FKPP) equation \([29]\),

\[
\partial_t u(x, t) = \partial_{xx}^2 u + u - u^2 ,
\]

where the rapidity is mapped onto the time \( t \) and the logarithm of the dipole size onto the real variable \( x \). Employing this connection it was proved that, indeed, both the emergence of geometric scaling and the rapidity evolution of the saturation scale are universal phenomena and do not depend on the details of the BK equation, provided that the initial condition is uniform in the impact parameter space.

The statistical framework implied by the Mueller dipole model may also be used to provide some qualitative insight into the effect of “Pomeron loops” in the scattering amplitudes \([30, 31]\). This effect corresponds to a stochastic term added to the FKPP equation \([31]\),

\[
\partial_t u(x, t) = \partial_{xx}^2 u + u - u^2 + \sqrt{u(1-u)} \eta
\]

where \( \eta \) is the white noise. The origin of stochasticity can be traced back to the discreteness of the colour dipoles in the Mueller cascade model. The BK equation is derived in the mean field approximation when the density of colour dipoles in the projectile is large enough \( (n \gg 1) \) that statistical fluctuations in the number of dipoles can be neglected. In this case, \( N_{uv} \), is an averaged dipole scattering amplitude. At the edge of the dense regime of the dipole distribution, however, the dipole occupation number is small, \( n \sim 1 \), so the statistical fluctuations play an important rôle. It was realised in Ref. \([30]\) and subsequently developed in Ref. \([31]\) that these fluctuations get enhanced in the \( Y \)-evolution and affect the global properties of the amplitude. In this approach the saturation scale becomes a stochastic variable that fluctuates from one scattering event to another, with a lognormal distribution with the variance \( \sigma^2 = D Y \), where \( D \sim \alpha_s/\ln(3/\alpha_s^2) \) \([32]\). The most important result of fluctuations is a new scaling of the physical amplitude, called diffusive scaling \([31]\). Namely, the dipole scattering amplitude \( N_{uv}(Y) \), should depend only on one variable, \( \xi = (\ln(r^2) + \langle \ln Q_s^2 \rangle)/\sqrt{DY} \). Note that the factor \( \sqrt{DY} \) in the denominator which spoils the geometric scaling is of the diffusive origin. A first attempt to trace the diffusive scaling in the HERA data on \( F_2 \) was presented in Ref. \([33]\) with a negative result. This would suggest that Pomeron loops introduce only a small effect in the HERA data.

The results presented here neglect the impact parameter dependence of the scattering amplitudes, assuming that the high energy QCD evolution is local in the transverse coordinate space. Thus the local evolutions at different \( b \)'s are uncorrelated. Recent numerical studies \([34]\) suggest that this is a quite accurate picture of high energy scattering if the dipole size is significantly smaller than the target size.
Recently, an interesting attempt was made [35] to explicitly model the colour dipole cascade taking into account effects related to Pomeron loops. In more detail, subleading effects in the $1/N_c$ expansion were phenomenologically incorporated that lead to a possibility of colour dipole reconnections in the dipole wave function. The resulting dipole–dipole scattering amplitudes were shown to respect with good accuracy the symmetry between the target and the projectile, which does not hold in the absence of the colour reconnection. The approach employs Monte-Carlo methods and was shown to be quite successful in describing total cross-sections and many diffractive observables.

5 Concluding remarks

The dipole models applied to HERA data on inclusive and diffractive processes provide a successful unified description of most observables. These analyses provide significant evidence for sizable unitarity (rescattering) corrections to the single scattering approximation, that is used in the linear QCD evolution equations, in both DGLAP and BFKL. These corrections become strong below the saturation scale, $Q_S(x)$. The determination of the saturation scale within different dipole models yields consistently that $Q_S < 1$ GeV, over the HERA kinematic range. $Q_S$ is found to increase with $1/x$, approximately as $Q_S^2(x) \sim (1/x)^{\lambda_S}$ with $\lambda_S \simeq 0.12–0.2$, depending on the model. Both these properties of $Q_S$ suggest that the onset of perturbative saturation is probed at HERA, and that non-perturbative effects may still be significant around $Q_S$. Fortunately, the key results on the saturation phenomenon obtained within perturbative QCD are universal and should remain valid despite a possible non-perturbative contamination.
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Checking formalism for central exclusive production in the first LHC runs

A.D. Martin, V.A. Khoze and M.G. Ryskin
Institute for Particle Physics Phenomenology, University of Durham, DH1 3LE, UK

Abstract

We discuss how the early LHC data runs can provide crucial tests of the formalism used to predict the cross sections of central exclusive production.

1 Introduction

The physics potential of forward proton tagging at the LHC has attracted much attention in the last years, for instance, [1–5]. The combined detection of both outgoing protons and the centrally produced system gives access to a unique rich programme of studies in QCD, electroweak and BSM physics. Importantly, these measurements will provide valuable information on the Higgs sector of MSSM and other popular BSM scenarios, see [6–9].

The theoretical formalism [10–12] for the description of a central exclusive production (CEP) process contains quite distinct parts, shown symbolically in Fig. 1. We first have to calculate the $gg \rightarrow A$ subprocess, $H$, convoluted with the gluon distributions $f_g$. Next, we must account for the QCD corrections which reflect the absence of additional radiation in the hard subprocess – that is, for the Sudakov factor $T$. Finally, we must enter soft physics to calculate the survival probability $S^2$ of the rapidity gaps (RG).

The uncertainties of the CEP predictions are potentially not small. Therefore, it is important to perform checks using processes that will be accessible in the first LHC runs [13]. We first
consider measurements which do not rely on proton tagging and can be performed through the detection of RG.

The main uncertainties of the CEP predictions are associated with
(i) the probability $S^2$ that additional secondaries will not populate the gaps;
(ii) the probability to find the appropriate gluons, that are given by generalized, unintegrated distributions $f_g(x, x', Q^2_t)$;
(iii) the higher order QCD corrections to the hard subprocess, in particular, the Sudakov suppression;
(iv) the so-called semi-enhanced absorptive corrections (see [14, 15]) and other effects, which may violate the soft-hard factorization.

2 Gap survival factor $S^2$

Usually, the gap survival is calculated within a multichannel eikonal approach [16]. The probability $S^2$ of elastic $pp$ rescattering, shown symbolically by $S$ in Fig. 1 can be evaluated in a model independent way once the elastic cross section $d\sigma_{el}/dt$ is measured at the LHC. However, there may be excited states between the blob $S$ and the amplitude on the r.h.s of Fig. 1. The presence of such states enlarges absorption. To check experimentally the role of this effect, we need a process with a bare cross section that can be reliably calculated. Good candidates are the production of $W$ or $Z$ bosons with RGs [13]. In the case of ‘$W$+gaps’ production the main contribution comes from the diagram of Fig. 2(a) [17]. One gap, $\Delta \eta_1$, is associated with photon exchange, while the other, $\Delta \eta_2$, is associated with the $W$. In the early LHC data runs the ratio $(W+gaps/W$ inclusive) will be measured first. This measurement is a useful check of the models for soft rescattering [13].

A good way to study the low impact parameter ($b_t$) region is to observe $Z$ boson production via $WW$ fusion, see Fig. 2(c). Here, both gaps originate from $W$-exchange, and the corresponding $b_t$ region is similar to that for exclusive Higgs production. The expected $Z+gaps$ cross section is of the order of 0.2 pb, and $S^2=0.3$ for $\Delta \eta_{1,2} > 3$ and for quark jets with $E_T > 50$ GeV [18].

3 Generalized, unintegrated gluon distribution $f_g$

The cross section for the CEP of a system $A$ essentially has the form [10]

$$\sigma(pp \to p+A+p) \simeq \frac{S^2}{B^2} \left| \frac{\pi}{8} \int \frac{dQ^2_t}{Q^2_t} f_g(x_1, x'_1, Q^2_t, \mu^2) f_g(x_2, x'_2, Q^2_t, \mu^2) \right|^2 \hat{\sigma}(gg \to A).$$

Here the factor $1/B^2$ arises from the integration over the proton transverse momentum. Also, $f_g$ denotes the generalized, unintegrated gluon distribution. In our case the distribution $f_g$ can be obtained from the conventional gluon distribution, $g$, known from the global parton analyses. The main uncertainty here comes from the lack of knowledge of the integrated gluon distribution.
\(g(x, Q^2_t)\) at low \(x\) and small scales. For example, taking \(Q^2_t = 4 \text{ GeV}^2\) we find [13] \(xg = (3 - 3.8)\) for \(x = 10^{-2}\) and \(xg = (3.4 - 4.5)\) for \(x = 10^{-3}\). These are big uncertainties bearing in mind that the CEP cross section depends on \((xg)^4\). To reduce the uncertainty associated with \(f_g\) we can measure exclusive \(\Upsilon\) production. The process is shown in Fig. 3(a). The cross section for \(\gamma p \rightarrow \Upsilon p\) is given in terms of the same unintegrated gluon distribution \(f_g\) that occurs in Fig. 1.

There may be competition between production via photon exchange, Fig. 3(a), and via odderon exchange, see Fig. 3(b). A lowest-order calculation (e.g. [19]) indicates that the odderon process (b) may be comparable to the photon-initiated process (a). If the upper proton is tagged, it will be straightforward to separate the two mechanisms.

4 Three-jet events as a probe of the Sudakov factor

The search for the exclusive dijets at the Tevatron, \(p\bar{p} \rightarrow p + jj + \bar{p}\), is performed [20] by plotting the cross section in terms of the variable \(R_{jj} = M_{jj}/M_A\), where \(M_A\) is the mass of the whole central system. However, the \(R_{jj}\) distribution is smeared out by QCD radiation, hadronization, the jet algorithm and other experimental effects [20,21]. To weaken the smearing it was proposed in Ref. [21] to study the dijets in terms of a variable \(R_j = 2E_T (\cosh \eta^*)/M_A\), where only the transverse energy and the rapidity \(\eta^*\) of the jet with the largest \(E_T\) enter. Here \(\eta^* = \eta - y_A\), where \(y_A\) is the rapidity of the central system. Clearly, the largest \(E_T\) jet is less affected by the smearing. As shown in [13], it is sufficient to consider the emission of a third jet, when we take all three jets to lie in a specified rapidity interval \(\delta\eta\). The cross section \(d\sigma/dR_j\), as a function of \(R_j\), for the production of a pair of high \(E_T\) dijets accompanied by a third jet is discussed in [13,21]. It is shown that the measurements of the exclusive two- and three-jet cross sections as a function of \(E_T\) of the highest jet allow a detailed check of the Sudakov physics; with much more information coming from the \(\delta\eta\) dependence study. A clear way to observe the Sudakov suppression is just to measure the \(E_T\) dependence of exclusive dijet production. On dimensional grounds we would expect \(d\sigma/dE_T^2\propto 1/E_T^4\). This behaviour is modified by the gluon anomalous dimension and by a stronger Sudakov suppression with increasing \(E_T\). Already the existing CDF dijet data [20] exclude predictions which omit the Sudakov effect.
5 Soft-hard factorization: enhanced absorptive effects

The soft-hard factorization implied by Fig. 1 could be violated by the so-called enhanced Reggeon diagrams, see Fig. 4(a). The contribution of the first Pomeron loop, Fig. 4(b) was calculated in pQCD in Ref. [15]. A typical diagram is shown in Fig. 4(c). For LHC energies it was found that such effect may be numerically large. The reason is that the gluon density grows at low \( x \) and, for low \( k_t \) partons, approaches the saturation limit. However, as discussed in [13], the enhanced diagram should affect mainly the very beginning of the QCD evolution – the region that cannot be described perturbatively and which, in [11, 12], is already included phenomenologically.

Experimentally, we can study the role of semi-enhanced absorption by measuring the ratio \( R \) of diffractive event rate for \( W \) (or \( \Upsilon \) or dijet) as compared to the inclusive process [13]. That is

\[
R = \frac{\text{no. of (} A + \text{gap) } \text{events}}{\text{no. of (inclusive } A \text{) events}} = \frac{a_{\text{diff}}(x_P, \beta, \mu^2)}{a_{\text{incl}}(x = \beta x_P, \mu^2)} \langle S_{\text{en}}^2 \rangle_{\text{over } b_t}, \tag{2}
\]

where \( a_{\text{incl}} \) and \( a_{\text{diff}} \) are the parton densities determined from the global analyses of inclusive and diffractive DIS data, respectively. We can measure a double distribution \( d^2 \sigma_{\text{diff}} / dx_P dy_A \), and form the ratio \( R \) using the inclusive cross section, \( d\sigma_{\text{incl}} / dy_A \). If we neglect the enhanced absorption, it is quite straightforward to calculate the ratio \( R \) of (2). The results for a dijet case are shown by the dashed curves in Fig. 5 as a function of the rapidity \( y_A \) of the dijet system. The enhanced rescattering reduce the ratios and lead to steeper \( y_A \) distributions, as illustrated by the continuous curves. Perhaps the most informative probe of \( S_{\text{en}}^2 \) is to observe the ratio \( R \) for dijet production in the region \( E_T \sim 15 - 30 \) GeV. For example, for \( E_T \sim 15 \) GeV we expect \( S_{\text{en}}^2 \sim 0.25, 0.4 \) and 0.8 at \( y_A = -2, 0 \) and 2 respectively.

6 Conclusion

The addition of forward proton detectors to LHC experiments will add unique capabilities to the existing LHC experimental programme. For certain BSM scenarios, the tagged-proton mode may even be the discovery channel. There is also a rich QCD, electroweak, and more exotic physics, menu.
The uncertainties in the prediction of the CEP processes are potentially not small. Therefore, it is crucial to perform checks of the theoretical formalism using reactions that will be experimentally accessible in the first LHC runs [13].

Most of the measurements discussed above can be performed, without detecting the protons, by taking advantage of the relatively low luminosity in the early LHC runs. When the forward proton detectors are operating much more can be done. First, it is possible to measure directly the cross section \( d^2\sigma_{SD}/dtdM_X^2 \) for single diffractive dissociation and also the cross section \( d^2\sigma_{DPE}/dy_1dy_2 \) for soft central diffractive production. These measurements will strongly constrain the models used to describe diffractive processes and the effects of soft rescattering. The recent predictions can be found in [12]. For illustration we show in Fig. 6 the expectation for \( d\sigma_{SD}/dx_L \), see for details [12]. Next, a study of the transverse momentum distributions of both of the tagged protons, and the correlations between their momenta, is able to scan the proton optical density [17, 22].
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Rapidity gap survival probability and total cross sections
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Abstract
We discuss recent calculations of the survival probability of the large rapidity gaps in exclusive processes of the type \( pp \to p + A + p \) at high energies. Absorptive or screening effects are important, and one consequence is that the total cross section at the LHC is predicted to be only about 90 mb.

At the LHC, the observation of an exclusive process of the type \( pp \to p + A + p \), where a produced new heavy object \( A \) is separated from the outgoing protons by large rapidity gaps (LRG), will provide very good experimental conditions to study the properties of object \( A \) [1–3]. The process is sketched in Fig. 1. The case of \( A = H \to b \bar{b} \) is particularly interesting. The cross is usually written in the form

\[
\sigma \sim \frac{\langle S^2 \rangle}{B^2} \left| N \int \frac{dQ^2}{Q^2} f_g(x_1, x'_1, Q_{i1}^2, \mu^2) f_g(x_2, x'_2, Q_{i2}^2, \mu^2) \right|^2
\]

where \( B/2 \) is the \( t \)-slope of the proton-Pomeron vertex, and the constant \( N \) is known in terms of the \( A \to gg \) decay width. The amplitude-squared factor, \( |...|^2 \), can be calculated in perturbative QCD, since the dominant contribution to the integral comes from the region \( \Lambda_{QCD}^2 \ll Q_i^2 \ll M_A^2 \), for the large values of \( M_A^2 \) of interest. The probability amplitudes, \( f_g \), to find the appropriate pairs of \( t \)-channel gluons \((x_1, x'_1)\) and \((x_2, x'_2)\) of Fig. 1, are given by skewed unintegrated gluon densities at a hard scale \( \mu \sim M_A/2 \). To evaluate the cross section of such an exclusive processes it is important to know the probability, \( \langle S^2 \rangle \), that the LRG survive and will not be filled by secondaries from eikonal and enhanced rescattering effects. The main effect comes from the rescattering of soft partons, since they have the largest absorptive cross sections. Therefore, we need a realistic model to describe soft interactions at the LHC energy, and to predict the total cross section at LHC. The model must account for (i) elastic rescattering (with two protons in intermediate state), (ii) the probability of the low-mass proton excitations (with an intermediate proton replaced by the N(1400), N(1700), etc. resonances), and (iii) the screening corrections due to high-mass proton dissociation.

The effect of elastic rescattering may be evaluated in a model independent way once the elastic \( pp \)-amplitude is known. The effect of the low-mass dissociation is usually calculated in the framework of the Good-Walker formalism [4], that is, by introducing diffractive eigenstates, \( \phi_i \) with \( i = 1, \ldots, n \), which only undergo ‘elastic’ scattering. The resulting \( n \)-channel eikonal \( \Omega_{ik}(s, b) \) depends on the energy and the impact parameter of the \( pp \) interaction. The parameters...
of the model are chosen to reproduce the available (fixed-target and CERN-ISR) data on the cross section of low-mass diffractive dissociation. Usually either a two- or three-channel eikonal is used. Finally, high-mass dissociation is described in terms of Reggeon diagram technique [5]. A symbolic representation of these soft scattering effects is shown in Fig. 2. The latest calculations along these lines are described in Refs. [6, 7]. In Ref. [6] the authors account only for the triple-Pomeron vertex, and, moreover, sum up only the specific subset\(^1\) of multi-Pomeron diagrams that were considered in Ref. [8], which is called the MPSI approximation. In Ref. [7] all possible multi-Pomeron vertices were included under a reasonable assumption about the form of the \(n \rightarrow m\) multi-Pomeron vertices, \(g^m_n\). The assumption corresponds to the hypothesis that the screening of the \(s\)-channel parton \(c\) during the evolution is given by the usual absorption factor \(\exp(-\Omega_{ic}(b) - \Omega_{ck}(b))\), where \(\Omega_{ic}(b)\) (\(\Omega_{ck}(b)\)) is the value of the opacity of the beam (target) proton at impact parameter \(b\) with respect to the parton \(c\).

Since the absorptive corrections increase with energy, the cross section grows more slowly than the simple power (\(\sigma \propto s^\Delta\)) parametrisation [9]. In spite of the fact that the models of [6] and [7] are quite different to each other, after the parameters are fixed to describe the data on the total, elastic and single dissociation cross sections (\(\sigma_{\text{tot}}, d\sigma_{\text{el}}/dt\) and \(d\sigma_{SD}/dM^2\)) within the CERN-ISR – Tevatron energy range, the latest versions of the Tel-Aviv and Durham models predict almost the same total cross section at the LHC, namely \(\sigma_{\text{tot}} \sim 90\) mb. Correspondingly, both models predict practically the same gap survival probability \(\langle S^2_{\text{eik}} \rangle \sim 0.02\) with respect to the eikonal (including the elastic and low-mass proton excitation) rescattering, for the exclusive production of a Higgs boson.

A more delicate problem is the absorptive correction to exclusive cross sections caused by the so-called enhanced diagrams, that is by the interaction with the intermediate partons, see

---

\(^1\)For example, the third, but not the second, term on the right-hand side of the expression for \(\Omega_{ck}/2\) in Fig. 2 is included; neither are multi-Pomeron terms, like the last term, included.
\[ T_{ik} = 1 - e^{-\Omega_{ik}/2} = \sum \frac{i}{k} \]

\[ \Omega_{ik}/2 = \frac{1}{\pi} + \frac{1}{\pi} + \frac{1}{\pi} + \cdots \]

Fig. 2: The multi-channel eikonal form of the amplitude, where \( i, k \) are diffractive (Good-Walker) eigenstates. Low-mass proton dissociation is included by the differences of the Pomeron couplings to one or another Good-Walker state (i) in the first diagram, while the remaining (multi-Pomeron) diagrams on the right-hand side of the expression for \( \Omega_{ik}/2 \) include the high-mass dissociation.

Fig. 1. This rescattering violates ‘soft-hard’ factorisation, since the probability of such an interaction depends both on the transverse momentum and on the impact parameter of the intermediate parton.

The contribution of the first enhanced diagram was evaluated in [10] in the framework of the perturbative QCD. It turns out to be quite large. On the other hand, such an effect is not seen experimentally. The absorptive correction due to enhanced screening must increase with energy. This was not observed in the present data (see [11] for a more detailed discussion).

Several possible reasons are given below.

(a) We have to sum up the series of the multi-loop Pomeron diagrams. The higher-loop contributions partly compensate the correction caused by the first-loop graph.

(b) There should be a “threshold”, since Pomeron vertices must be separated by a non-zero rapidity interval [12]. That is, at present energies, the kinematical space available for the position of a multi-Pomeron vertex in an enhanced diagram is small, and the enhanced contribution is much less than that obtained in leading logarithmic (LL) approximation.

(c) The factor \( S_{eik}^2 \) already absorbs almost all the contribution from the center of the disk. The parton only survives eikonal rescattering on the periphery, that is at large \( b \). On the other hand, on the periphery the parton density is rather small, and the probability of enhanced absorption is not large. This fact can be seen in Ref. [13]. There, the momentum, \( Q_s \), below which we may approach saturation, was extracted from HERA data in the framework of the dipole model. Already at \( b = 0.6 \) fm the value of \( Q_s^2 < 0.3 \) GeV\(^2\) for \( x < 10^{-6} \). See also [14] where the value of \( Q_s \) was evaluated using LO DGLAP evolution.

Point (c) is relevant to the calculation of \( S_{enh}^2 \) described in [6]. First, note that the \( b \) dependence of the beginning of ‘saturation caused by enhanced graphs’ is not accounted for in the MPSI approximation used in [6]. In this model, we have the same two-particle irreducible amplitude (which sums up the enhanced diagrams) at any value of \( b \). Therefore, the enhanced
screening effect does not depend on the initial parton density at a particular impact parameter point \( b \). For this reason the suppression due to enhanced screening corrections \( \langle S_{\text{enh}}^2 \rangle = 0.063 \) claimed in [6] is much too strong\(^2\).

The survival factor \( \langle S_{\text{enh}}^2 \rangle \) has also been calculated in the new version of the Durham model [16]. The model includes 3 components of the Pomeron, with the different transverse momenta \( k_t \) of the partons in each Pomeron component, in order to mimic BFKL diffusion in \( \ln k_t \). In this way we obtain a more realistic estimate of the ‘enhanced screening’ in exclusive diffractive Higgs boson production at the LHC. The model predicts \( \langle S_{\text{enh}}^2 \rangle \sim 1/3 \). However the CDF data on exclusive \( \gamma \gamma \) and \( \chi_c \) production indicate that this suppression is not so strong.

Note, that comparing the values of the survival factors in this way is too simplistic. The problem is that, with enhanced screening on intermediate partons, we no longer have exact factorisation between the hard and soft parts of the process. Thus, before computing the effect of soft absorption we must fix what is included in the bare exclusive amplitude calculated in terms of perturbative QCD.

The first observation is that the bare amplitude is calculated as a convolution of two generalised (skewed) gluon distributions with the hard subprocess matrix element, see (1). These gluon distributions are determined from integrated gluon distributions of a global parton analysis of mainly deep inelastic scattering data. Now, the phenomenological integrated parton distributions already include the interactions of the intermediate partons with the parent proton. Thus calculations of \( S_{\text{enh}} \) should keep only contributions which embrace the hard matrix element of the type shown in Fig. 1.

The second observation is that the phenomenologically determined generalised gluon distributions, \( f_g \), are usually taken at \( p_t = 0 \) and then the observed “total” cross section is calculated by integrating over \( p_t \) of the recoil protons assuming an exponential behaviour \( e^{-Bp_t^2} \); that is

\[
\int dp_t^2 e^{-Bp_t^2} = 1/B = \langle p_t^2 \rangle.
\]

However, the total soft absorptive effect changes the \( p_t \) distribution in comparison to that for the bare cross section determined from perturbative QCD. Thus the additional factor introduced by the soft interactions is not just the gap survival \( S^2 \), but rather the factor \( S^2/B^2 \) [17], which strictly speaking has the form \( S^2\langle p_t^2 \rangle^2 \).

In order to compare determinations of the suppression due to absorptive effects we should compare only the values of the complete cross section for \( pp \rightarrow p + A + p \). However a comparison is usually made by reducing the cross section to a factorized form. If this is done, as in (1), then

\(^2\)Moreover, since the irreducible amplitude approaches saturation at some fixed energy (rapidity), independent of the value of \( b \), the approximation gives \( \sigma_{\text{tot}}(s \rightarrow \infty) \rightarrow \text{constant} \). On the other hand, a theory with an asymptotically constant cross section can only be self-consistent in the so-called ‘weak coupling’ regime for which the triple-Pomeron vertex vanishes for zero momentum transfer [15]. The vertex used in [6] does not vanish. This indicates that the MPSI approximation cannot be used at asymptotically high energies, and the region of its validity must be studied in more detail.
the Durham predictions for the survival factor to eikonal and enhanced screening of the exclusive production of a 120 GeV Higgs at the LHC are $\langle S^2 \rangle = 0.008, 0.017, 0.030$ where enhanced screening is only permitted outside a threshold rapidity gap $\Delta y = 0, 1.5, 2.3$ respectively. The values correspond to $B = 4 \text{ GeV}^{-2}$.

Let us discuss the survival factors claimed by Frankfurt et al. [18]. They use another approach. Within the eikonal formalism, they account for elastic rescattering only. The possibility of proton diffractive excitation is included in terms of parton-parton correlations, for both low- and high-mass dissociation. At a qualitative level, it is possible to consider all the effects discussed above in terms of such a language. On the other hand, to the best of our knowledge, they did not describe the available data on $\sigma_{\text{tot}}, d\sigma_{\text{el}}/dt, M^2 d\sigma_{\text{SD}}/dM^2$. Also, the energy (i.e. $1/x$) dependence of the parton densities was evaluated using simple LO DGLAP evolution. This is grossly inadequate for the low values of $x$ sampled, $x \sim 10^{-5}$. Thus, it is difficult to judge the accuracy of their numerical predictions. Moreover, part of the Sudakov-like suppression, which above was calculated using perturbative QCD, is here treated as parton correlations and included in the value of $S^2_{\text{enh}}$. Therefore, one cannot compare literally the predictions for the gap survival factors $S^2 = \langle S^2_{\text{eik}}(b) S^2_{\text{enh}}(b) \rangle$ given by [18] and by the Durham, Tel-Aviv and Petrov et al. [19] models. The only possibility is to compare the predictions for the final exclusive cross section. Unfortunately, such a prediction is not available in [18].

Next, we comment on another recent calculation [20] along the lines of eq. (1). They claim very large uncertainties in the predictions arising mainly from the freedom in the choice of limits of integration in the Sudakov form factor which is embedded in $f_g$. However, this is not the case. In fact, the Sudakov factors have been calculated to single log accuracy. The collinear single logarithms are summed up using the DGLAP equation. To account for the ‘soft’ logarithms (corresponding to the emission of low energy gluons) the one-loop virtual correction to the $gg \to A$ vertex was calculated explicitly, and then the scale $\mu = 0.62 M_A$ was chosen so that double log expression for the Sudakov form factor reproduces the result of the explicit calculation. Similarly, the lower limit $k_t^2 = Q_t^2$ was verified to give the one-loop result. It is sufficient to calculate just the one-loop correction since it is known that the effect of ‘soft’ gluon emission exponentiates. Thus double log expression, with $\mu = 0.62 M_A$, gives the Sudakov factor to single log accuracy. Also, the form used for $f_g$’s in Ref. [20] contradicts the known leading $\log(1/x)$ asymptotic behaviour.

Finally, we discuss a very recent calculation [21] based on the dipole approach. A new development is that instead of using a multi-channel eikonal with a fixed number of diffractive eigenstates, the authors consider an explicit wave function of a fast hadron (proton, pion) and have a continuous integration over the size of the quark-quark dipoles. In this model the incoming

\footnote{In general, one may include the absence of QCD radiation in the large rapidity gap in the “soft” survival factors, but to make comparisons we must define precisely in which part of the calculation each effect is included. Note also that in [18] the DL expression for Sudakov $T-$factor is used, which grossly overestimates the suppression.}

\footnote{The last group calculated $S^2$ within their own eikonal model and fitted the parameters in a Regge-type expression for $f_g$ to describe HERA data. The final prediction is again rather close to that by the Durham group.}
hadron wave function is approximated by a simple Gaussian. The parameters are fitted so as to describe the data on $\sigma_{\text{tot}}$, $\sigma_{\text{el}}$ and $F_2$ at low $x$. A shortcoming is that high-mass dissociation is calculated separately. Its contribution is not included in the proton dipole opacity $\Omega(r, b)$, for which a simplified asymptotic solution of the BFKL equation was used. Moreover, to calculate the gap survival probability, $S^2(b)$, the $b$ dependence is considered, but the dependence of the “hard subprocess” cross section on the dipole size was not accounted for. That is, again, the correlation between the saturation momentum $Q_s$ and $b$ is lost. Nevertheless, the model confirms the observation that the energy dependence of $S^2$ is not too steep; $S^2$ at the LHC for central exclusive production is only reduced by a factor of about 2.5 to that at the Tevatron. Thus, Tevatron data serve as a reliable probe of the theoretical model predictions of these production rates.

In summary, we have briefly discussed various recent calculations of the exclusive process $pp \rightarrow p + A + p$ at high energy. The value of the cross section when $A = (H \rightarrow b\bar{b})$ is important for the feasibility of using tagged protons to study the Higgs sector via this process at the LHC. We have paid special attention to the survival factors of the large rapidity gaps. We see no reason to doubt the claimed value, or accuracy, of the existing predictions of the Durham model. Recall that these predictions have been checked in many places by comparing with the available experimental data on exclusive $\gamma\gamma$ and high $E_T$ dijet production at the Tevatron and on exclusive diffractive $J/\psi$ production at HERA (see [22, 23] for more details). Since all the factors, which enter the calculations, depend rather weakly (logarithmically) on the initial energy, there is no reason to expect that the model, which describes the data at the Tevatron energy, will be too far from reality at the LHC.
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Abstract
We summarize our understanding of the dynamical mechanisms governing rapidity gap survival in central exclusive diffraction, \(pp \rightarrow p + H + p\) (\(H = \text{high–mass system}\)), and discuss the uncertainties in present estimates of the survival probability. The main suppression of diffractive scattering is due to inelastic soft spectator interactions at small \(pp\) impact parameters and can be described in a mean–field approximation (independent hard and soft interactions). Moderate extra suppression results from fluctuations of the partonic configurations of the colliding protons. At LHC energies absorptive interactions of hard spectator partons associated with the \(gg \rightarrow H\) process reach the black–disk regime and cause substantial additional suppression, pushing the survival probability below 0.01.

1 Strong interaction dynamics in rapidity gap survival

Calculation of the cross section of central exclusive diffraction, \(pp \rightarrow p + H + p\) (\(H = \text{dijet, heavy quarkonium, Higgs boson, etc.}\)) presents a major challenge for strong interaction physics. It involves treating the hard dynamics in the elementary \(gg \rightarrow H\) subprocess, and calculating the probability that no other interactions leading to hadron production occur during the \(pp\) collision. The latter determines the suppression of diffractive relative to non-diffractive events with the same hard process, referred to as the rapidity gap survival (RGS) probability. In this article we summarize our understanding of the dynamical mechanisms determining the RGS probability, their phenomenological description, and the uncertainties in present numerical predictions.

RGS in central exclusive diffraction has extensively been discussed in an approach where soft interactions are modeled by eikonalized pomeron exchange; see Ref. [1] for a summary. More recently a partonic description was proposed, which allows for a model–independent formulation of the interplay of hard and soft interactions and reveals the essential role of the “transverse geometry” of the \(pp\) collision [2]. In the mean–field approximation, where hard and soft interactions are considered as independent aside from their common dependence on the impact parameter, we derived a simple “factorized” expression for the RGS probability, using closure of the partonic states to take into account inelastic diffractive intermediate states. The resulting RGS probability is smaller than in the models of Refs. [1, 3] without inelastic diffraction.

but comparable to the some of the versions of those models with multichannel diffraction. Our partonic description also permits us to go beyond the mean–field approximation and incorporate various types of correlations between the hard scattering process and spectator interactions. Here we discuss two such effects: (a) quantum fluctuations of the partonic configurations of the colliding protons, which somewhat reduce the survival probabilities at RHIC and Tevatron energies; (b) absorptive interactions of high-virtuality spectator partons ($k^2 \sim$ few GeV$^2$) associated with the hard scattering process, related to the onset of the black–disk regime (BDR) in hard interactions at LHC energies; this new effect substantially reduces the RGS probability compared to previously published estimates.

2 Soft spectator interactions in the mean–field approximation

A simple picture of RGS is obtained in the impact parameter representation. On one hand, to produce the heavy system $H$ two hard gluons from each of the two protons need to collide in the same space–time point (actually, an area of transverse size $\sim 1/(k_F^2)$ in the hard process); because such gluons are concentrated around the transverse centers of the protons this is most likely when the protons collide at a small impact parameters, $b \lesssim 1$ fm. On the other hand, soft inelastic spectator interactions are strongest at small $b$ and would favor collisions at $b \gg 1$ fm for diffractive scattering. These different preferences limit diffraction to an intermediate range of impact parameters and ensure that its cross section is substantially suppressed compared to non–diffractive scattering. More precisely, the RGS probability is given by [2]

$$S^2 = \int d^2b \ P_{\text{hard}}(b) \ |1 - \Gamma(b)|^2, \quad b \equiv |b|. \quad (1)$$

Here $P_{\text{hard}}(b)$ is the probability for two gluons to collide at the same transverse point as a function of the $pp$ impact parameter, given by the convolution of the transverse spatial distributions of the gluons in the colliding protons, normalized to $\int d^2b \ P_{\text{hard}}(b) = 1$ (see Fig. 1a). The factor $|1 - \Gamma(b)|^2$ is the probability for the two protons not to interact inelastically in a collision at the given impact parameter, calculable in terms of the profile function of the $pp$ elastic amplitude, $\Gamma(b)$. Figure 1b shows the $b$–dependence of the two factors as well as their product, illustrating the interplay described above. While we have motivated Eq. (1) by probabilistic arguments, it actually can be derived (as well as the expression for the differential cross section) in the partonic description of Ref. [2] within the mean–field approximation, where one assumes no correlation between the presence of the gluons involved in the hard interaction (with the particular $x$) and the strength of the soft spectator interactions. In this approximation one can use closure to sum over the different diffractive intermediate states, and thus effectively include the contribution of inelastic diffraction.\footnote{In principle there is also a contribution from excitation of a diffractive state by soft spectator interactions and subsequent transition back to the proton via the nondiagonal gluon GPD; however, it is strongly suppressed because the typical excitation masses in hard and soft diffraction are very different in the kinematics of Higgs production at the LHC ($10^{-8} \leq x_F \leq 0.1$ for generic $pp$ diffraction and $10^{-2} \leq x_F \leq 0.1$ for the GPD); see Section IV C of Ref. [2].}

The numerical values of the RGS probability obtained from Eq. (1) are of the order $S^2 \sim 0.03$ for $M_H = 100$ GeV and $\sqrt{s} = 14$ TeV; see Ref. [2] for details.

It is worthwhile to discuss the uncertainty in the numerical predictions for $S^2$ in the mean–field approximation, Eq. (1), resulting from our imperfect knowledge of the functions in the
Fig. 1: (a) Transverse geometry of hard diffractive $pp$ scattering. (b) RGS probability in the impact parameter representation cf. Eq. (1), for $\sqrt{s} = 14$ TeV, $M_H \sim 100$ GeV [2]. Dashed line: Probability for hard scattering process $P_{\text{hard}}(b)$ (left vertical axis). Dotted line: Probability for no inelastic interactions between the protons, $|1 - \Gamma(b)|^2$ (right vertical axis). Solid line: Product $P_{\text{hard}}(b)[1 - \Gamma(b)]^2$ (left vertical axis). The RGS probability Eq. (1) is given by the area under this curve.

Fig. 2: The exponential $t$–slope, $B_{J/\psi}$, of exclusive $J/\psi$ photoproduction, extracted from fits to the FNAL E401/E458 [4], HERA H1 [5], and ZEUS [6] data. The long–dashed and short–dashed lines represent fits to the $x$–dependence of the H1 and ZEUS $t$–slopes [5, 6], cf. Eq. (2). The $t$–slope of the gluon GPD, $B_g$, is obtained from $B_{J/\psi}$ after applying a small correction for the finite size of the $J/\psi$ [7].
We first consider the transverse spatial distribution of gluons entering in $P_{\text{hard}}(b)$. The latter is obtained as the Fourier transform of the $t$–dependence (more precisely, transverse momentum dependence) of the gluon generalized parton distribution (GPD) measured in hard exclusive vector meson production. Extensive studies at HERA have shown that exclusive $J/\psi$ photoproduction, $\gamma p \rightarrow J/\psi + p$, provides an effective means for probing the $t$–dependence of the gluon GPD at small and intermediate $x$ (a small correction for the finite transverse size of the $J/\psi$ is applied) [7]. Figure 2 summarizes the results for the exponential $t$–slope of this process, $B_{J/\psi}$, from HERA H1 [5] and ZEUS [6] and the FNAL E401/E458 experiment [4], as well as fits to the $x$–dependence of the H1 and ZEUS results of the form (here $x = M_{cc}^2/W^2$)

$$B_{J/\psi}(x) = B_{J/\psi}(x_0) + 2\alpha'_{J/\psi} \ln(x_0/x). \quad (2)$$

There is a systematic difference between the H1 and ZEUS results due to different analysis methods [5, 6]; however, the fits to both sets agree well with the FNAL point when extrapolated to larger $x$. In diffractive production of a system with $M_H = 100$ GeV at $\sqrt{s} = 14$ TeV at zero rapidity the gluons coupling to the heavy system $H$ have momentum fractions $x_{1,2} = M_H/\sqrt{s} = 0.007$. Assuming exponential $t$–dependence of the gluon GPD, we can estimate the uncertainty in the transverse spatial distribution of gluons at such $x$ by evaluating the fits to the HERA data within the error bands quoted for $B_{J/\psi}(x_0)$ and $\alpha'_{J/\psi}$ [5, 6]. We find a 15-20% uncertainty of $B_{J/\psi}$ at $x = 0.007$ in this way, translating into a 20–30% uncertainty in the mean–field RGS probability, Eq. (1). We note that there is at least a comparable uncertainty in $S^2$ from the uncertainty of the shape of the $t$–dependence; this is seen from Fig. 10 of Ref. [2], where the exponential is compared with a theoretically motivated dipole form which also describes the FNAL data. Altogether, we estimate that our imperfect knowledge of the spatial distribution of gluons results in an uncertainty of the mean–field result for $S^2$ by a factor $\sim 2$. Dedicated analysis of the remaining HERA exclusive data, and particularly precision measurements with a future electron–ion collider (EIC), could substantially improve our knowledge of the transverse spatial distribution of gluons.

We now turn to the uncertainty in $S^2$ arising from the $pp$ elastic amplitude, $\Gamma(b)$. Most phenomenological analyses of $pp$ elastic and total cross section data find that for TeV energies $|1 - \Gamma(b)| \leq 0.05$ at $b = 0$, corresponding to near–unit probability of inelastic interactions at small impact parameters (BDR). This is supported by theoretical studies in the QCD dipole model, which show that the large–$x$ partons with virtualities of up to several GeV$^2$ experience “black” interactions with the small–$x$ gluon field in the other proton when passing through the other proton at transverse distances $\rho \leq 0.5$ fm, and receive transverse momenta $k_T \geq 1$ GeV (see Ref. [7] for a summary). At $pp$ impact parameter $b = 0$ the chance that none of the leading partons in the protons receive such a kick is extremely small, implying that $|1 - \Gamma(b)| \sim 0$ [8]. For the RGS probability in the mean–field approximation, Eq. (1), the fact that $|1 - \Gamma(b)|^2$ is small at $b = 0$ is essential, as this eliminates the contribution from small $b$ in the integral (see Fig. 1b) and stabilizes the numerical predictions. However, present theoretical arguments and data analysis cannot exclude a small non-zero value of $|1 - \Gamma(b)|$ at $b = 0$; a recent analysis finds $|1 - \Gamma(b)| \sim 0.1$ [9]. To investigate the potential implications for the RGS probability, we evaluate Eq. (1) with the Gaussian parametrization of $\Gamma(b)$ of Ref. [2], Eq. (12), but with $\Gamma(b = 0) = 1 - \epsilon$. We find that a value of $\epsilon = 0.1$, corresponding to $|1 - \Gamma(b)|^2 = 0.01$, increases
the mean–field result for $S^2$ by a factor $\sim 1.8$, indicating significant uncertainty of the mean–field result. However, as explained in Sec. 4 below, hard spectator interactions associated with the $gg \rightarrow H$ process lead to an additional suppression of diffraction at small $b$ (not contained in the soft RGS probability), which mitigates the impact of this uncertainty on the overall diffractive cross section.

3 Fluctuations of parton densities and soft–interaction strength

Corrections to the mean–field picture of RGS arise from fluctuations of the interacting configurations in the colliding protons. This concept is known well in soft diffraction, where fluctuations of the strength of interaction between the colliding hadrons give rise to inelastic diffraction. In hard diffraction, one expects that also the gluon density fluctuates; e.g. because the color fields are screened in configurations of small size [10]. In fact, the variance of the gluon density fluctuations can be directly related to the ratio of inelastic and elastic diffraction in processes such as $\gamma_L + p \rightarrow \text{“vector meson”} + X$,

$$\omega_g \equiv \frac{\langle G^2 \rangle - \langle G \rangle^2}{\langle G \rangle^2} = \frac{d\sigma_{\text{inel}}}{dt} / \left| \frac{d\sigma_{\text{el}}}{dt} \right|_{t=0}.$$

The HERA data are consistent with the dynamical model estimate of $\omega_g \sim 0.15 - 0.2$ for $Q^2 = 3\text{ GeV}^2$ and $x \sim 10^{-4} - 10^{-3}$ [10]; unfortunately, the limited $Q^2$ range and the lack of dedicated studies do not allow for a more precise extraction of this fundamental quantity.

In central exclusive diffraction, correlated fluctuations of the soft–interaction strength and the gluon density lower the RGS probability, because small-size configurations which experience little absorption have a lower gluon density. This effect can be modeled by a generalization of the mean–field expression (1), in which both the gluon GPDs in $P_{\text{hard}}$ and the profile function fluctuate as a function of an external parameter controlling the overall size of the configurations [10]. Numerical studies find a reduction of the RGS probability by a factor $\sim 0.82 (0.74)$ for a system with mass $M_H = 100\text{ GeV}$ produced at zero rapidity at $\sqrt{s} = 2 (14)\text{ TeV}$. The dynamical model used in this estimate does not include fluctuations of the gluon density at larger $x(\sim 0.05 - 0.1)$, which could increase the suppression.

We emphasize again that inelastic diffraction per se is included in the partonic approach of Ref. [2] through the closure of partonic states. The effect discussed in this section is specifically related to correlations between the fluctuations of the parton densities and the soft–interaction strength; in the limit of zero correlations (independent fluctuations) we recover the mean–field result described above [10].

4 Black–disk regime in hard spectator interactions

Substantial changes in the mechanism of diffractive scattering are brought about by the onset of the BDR in hard interactions at LHC energies, where even highly virtual partons ($k^2 \sim \text{few GeV}^2$) with $x \gtrsim 10^{-2}$ experience “black” interactions with the small–$x$ gluons in the other proton. This new effect modifies the amplitude of central exclusive diffraction in several ways: (a) absorption of the “parent” partons of the gluons attached to the high–mass system; (b) absorption of the hard gluons attached to the high–mass system; (c) absorption due to local interactions
within the partonic ladder. Such absorptive hard interactions cause additional suppression of diffractive scattering, not included in the traditional soft–interaction RGS probability [2]. Because of the generic nature of “black” interactions, we can estimate this effect by a certain modification of the mean–field picture in the impact parameter representation. Here we focus on mechanism (a) and show that it causes substantial suppression; the other mechanisms may result in further suppression.

According to Ref. [11] (and references therein) the dominant contribution to the hard amplitude of Higgs production at the LHC ($M_H = 100$ GeV, $x_{1,2} \sim 10^{-2}$) originates from gluons with transverse momenta of the order $k_T \sim 2$ GeV. Such gluons are typically generated by DGLAP evolution starting from the initial scale, $Q_0^2$, in which spectator partons, mostly gluons, are emitted (see Fig.3a). In the leading–log approximation $Q_0 \ll k_{T, spec} \ll k_T$, and thus the transverse distance between the active and spectator parton is $\sim 1/k_{T, spec} \ll R_{\text{proton}}$, amounting to short–range correlations between partons. If the interactions of the spectator parton with the small–$x$ gluons in the other proton become significant (see Fig.3b), the basic assumption of the mean–field approximation — that the spectator interactions are independent of the hard process — is violated, and the interactions of that parton need to be treated separately. Indeed, studies within the QCD dipole model show that at the LHC energy spectator gluons with $k_{T, spec} \sim 1$ GeV and $x_{spec} \sim 10^{-1}$ “see” gluons with momentum fractions $x \sim 10^{-7}$ in the other proton, and are absorbed with near–unit probability if their impact parameters with the other proton are less than $\sim 1$ fm [2].

For $pp$ impact parameters $b < 1$ fm about 90% of the strength in $P_{\text{hard}}(b)$ comes from parton–proton impact parameters $p_{1,2} < 1$ fm (cf. Fig. 1a), so that this effect practically eliminates diffraction at $b < 1$ fm. Since $b < 1$ fm accounts for 2/3 of the cross section (see Fig. 1b), and the remaining contributions at $b > 1$ fm are also reduced by absorption, we estimate that absorptive interactions of hard spectators in the BDR reduce the RGS probability at LHC to about 20% of its mean–field value. Much less suppression is expected

---

Fig. 3: (a) QCD evolution–induced correlation between hard partons. The transverse distance between the active parton and the spectator is $\sim 1/k_{T, spec}$. (b) Absorptive interaction of the hard spectator with small–$x$ gluons in the other proton.

\footnote{The cross section of “gluonic” (88) dipoles is larger than that of the quark–antiquark (33) dipoles in $\gamma^* p$ scattering [12] by a factor 9/4. A summary plot of the profile function for gluon–proton scattering is given in Fig. 13 of Ref. [7] (right $y$–axis). Note that $\Gamma_{\text{gluon–proton}} = 0.5$ already corresponds to a significant absorption probability of $1 - |1 - \Gamma_{\text{gluon–proton}}|^2 = 0.75.$}
at the Tevatron energy, where hard spectator interactions only marginally reach the BDR.

In the above argument one must also allow for the possibility of trajectories with no gluon emission, which correspond to the Sudakov form factor–suppressed $\delta(1 - x)$–term in the evolution kernel. While such trajectories are not affected by absorption, their contributions are small both because of the Sudakov suppression, and because they effectively probe the gluon density at a low scale, $Q_0^2 \sim 1 \text{ GeV}^2$, where evolution–induced correlations between partons can be neglected. We estimate that the contribution of such trajectories to the cross section is suppressed compared to those with emissions by a factor $R = \left[ S_G^2 G(x, Q^2)/G(x, Q_0^2) \right]^2 \sim 1/10$, where $S_G^2 = \exp[-(3\alpha_s/\pi) \ln^2(Q^2/Q_0^2)]$ is the square of the Sudakov form factor, and $Q^2 \sim 4 \text{ GeV}^2$. Their net contribution is thus comparable to that of the trajectories with emissions, because the latter are strongly suppressed by the absorption effect described above. Combining the two, we obtain an overall suppression by a factor of the order $\sim 0.3$. More accurate estimates would need to take into account fluctuations in the number of emissions; in particular, trajectories on which only one of the partons did not emit gluons are suppressed only by $\sqrt{R}$ and may make significant contributions.

The absorptive hard spectator interactions described here “push” diffractive $pp$ scattering to even larger impact parameters than would be allowed by the soft spectator interactions included in the mean–field RGS probability, Eq. (1) (except for the Sudakov–suppressed contribution). One interesting consequence of this is that it makes the uncertainty in the mean–field prediction arising from $\Gamma(0) \neq 1$ (see Sec. 2) largely irrelevant, as the region of small impact parameters is now practically eliminated by the hard spectator interactions. Another consequence is that the final–state proton transverse momentum distribution is shifted to smaller values; this could in principle be observed in $p_T$–dependent measurements of diffraction. We note that the estimates of hard spectator interactions reported here are based on the assumption that DGLAP evolution reasonably well describes the gluon density down to $x \sim 10^{-6}$; the details (but not the basic picture) may change if small–$x$ resummation corrections were to significantly modify the gluon density at such values of $x$ (see Ref. [13] and references therein).

5 Summary

The approach to the BDR in the interaction of hard spectator partons, caused by the increase of the gluon density at small $x$, has profound implications for central exclusive diffraction at LHC: No saturation without disintegration! The RGS probability is likely to be much smaller (by a factor of $\sim 1/3$ or less) than predicted by the mean–field approximation or corresponding models which neglect correlations of partons in the transverse plane. Diffractive scattering is relegated either to very large impact parameters ($b > 1 \text{ fm}$) or to Sudakov–suppressed trajectories without gluon radiation. We estimate that the overall RGS probability at LHC is $S^2 < 0.01$. Extrapolation of the Tevatron results may be misleading because interactions of hard spectators are generally far from “black” at that energy. The new effects described here call for detailed MC–based studies of possible histories of the hard scattering process and their associated spectator interactions.
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Abstract
The possibilities to extend the results from HERA by using the strong flux of equivalent photons associated with the proton and nuclear beams at the LHC are reviewed.

1 Introduction
Much of the focus of this workshop has been on how the parton distribution functions determined at HERA will be an integral part of the interpretation of the results from the LHC. We wish to point out, however, that the LHC offers an opportunity to directly extend the results from HERA on photoproduction, by using the strong flux of photons associated with the proton and nuclear beams.

Charged particles moving with relativistic velocities are surrounded by a cloud of virtual photons. For point particles, the energy of the virtual photons can in principle be as high as the energy of the charged particle itself. For extended objects, like protons and nuclei, the maximum photon energy is highly suppressed for energies above a fraction of the charged particle’s energy because of the form factor. At the extreme energies of the LHC, this is not a serious limitation, however, and it will be possible to probe photon-induced interactions at energies much higher than at HERA both in proton-proton and nucleus-nucleus collisions. Photon-induced interactions can be studied in ultra-peripheral collisions where the impact parameter is larger than the sum of the projectile radii and no hadronic interactions occur. This is illustrated in Fig. 1.

The photon-induced interactions can be divided into two categories: exclusive interactions, where a certain final state is produced, while both beam particles remain intact; and inclusive interactions, where a certain final state is produced but where the photon target breaks up and additional particles may be produced. Exclusive interactions include two-photon and photon-Pomeron interactions. Inclusive interactions include, but are not limited to, direct photon-parton interactions. These two types of processes will be discussed in the following two sections. For two longer reviews of photon interactions at hadron colliders, see [1, 2].

2 Exclusive Production
The study of photon-induced interactions at hadron colliders has so far focused mainly on exclusive production, where both protons or nuclei remain intact. The cross sections for exclusive production are normally lower than for the corresponding inclusive reaction channel. The advantage is, however, that the exclusive events have a much clearer event topology, with rapidity gaps on both sides of the produced state, which makes it easy to separate them from background and hadronic processes.
The early theoretical studies of electromagnetic processes at hadron colliders were concentrated on two-photon interactions. It was later discovered that exclusive production of vector mesons through photon-Pomeron fusion had much larger cross sections [3]. Exclusive photo-production of vector mesons and two-photon interactions will be discussed in the following two subsections. One should note, however, that exclusive production of vector mesons can occur also through the hadronic process Odderon-Pomeron fusion; this possibility has attracted an increased interest recently [4].

### 2.1 Photon-hadron interactions

According to the Vector Meson Dominance model, the bulk of the photon-hadron cross section can be explained by the photon first fluctuating to a vector meson, with the same quantum numbers as the photon. While in the vector meson state, the photon will interact hadronically with the target. This interaction can be elastic or inelastic. In elastic scattering enough momentum can be transferred for the virtual vector meson to become real; this is the basis for exclusive photoproduction of vector mesons.

The cross section for exclusive production of the lightest vector meson, $\rho^0$, is very high in collisions with heavy ions, such as Au or Pb, reaching 50% of the total inelastic hadronic cross sections at the energies of the LHC [3]. At the Relativistic Heavy-Ion Collider (RHIC), the measured exclusive $\rho^0$ cross section in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV is $530\pm19$(stat)$\pm57$(syst), roughly 10% of the total inelastic cross section [5].

The momentum transfer from each projectile is limited by the form factor, and the vector meson production is therefore typically centered around mid-rapidity; the exact shape of the
Fig. 2: Feynman diagrams for direct photoproduction of jets in ultra-peripheral collisions through photon-gluon fusion, $\gamma + g \rightarrow q + \bar{q}$, and the QCD Compton process, $\gamma + q \rightarrow g + q$. Direct photoproduction of heavy quarks is described by the diagram in a).

The rapidity distribution varies somewhat with collision energy and vector meson mass.

Exclusive vector mesons have been studied by the STAR [5] and PHENIX [6] collaborations at RHIC, and by the CDF collaboration at the Tevatron [7].

The STAR collaboration at RHIC has studied exclusive photoproduction of $\rho^0$ mesons in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The energy range probed by STAR, $7.6 \leq W_{\gamma p} \leq 20.6$ GeV, includes energies larger than have been studied in fixed target experiments with lepton beams on heavy nuclear targets. The measured cross sections are found to be in good agreement with models that include a Weizsäcker-Williams photon spectrum and Glauber-like models for the photonuclear cross section.

The PHENIX collaboration has studied exclusive production of $J/\Psi$ in Au+Au collisions in coincidence with Coulomb break-up of at least one of the nuclei. Coulomb break-up means that an additional, soft photon is exchanged in the interaction, leading to the break up of the “target” nucleus. The $J/\Psi$s have been studied around mid-rapidity in the $e^+e^-$ decay channel.

The CDF collaboration has studied exclusive $J/\Psi$ and $\Psi'$ production in the $\mu^+\mu^-$ decay channel in $p\bar{p}$ collisions at the Tevatron [7]. CDF has also seen hints of $\Upsilon$ mesons.

The outlook for studying exclusive vector meson production at the LHC is promising. The rates are very high. The $J/\Psi$ cross section, for example, increases by about a factor 100 from Au+Au collisions at RHIC to Pb+Pb collisions at the LHC. There are plans to study this reaction channel in both the CMS and ALICE experiments, in pp as well as in PbPb collisions.

### 2.2 Two-photon interactions

The cross section for two-photon production of lepton pairs scales as $Z^4$, where $Z$ is the charge of the projectile. The total cross section for producing an $e^+e^-$ pair is several orders of magnitude larger than the total hadronic cross section in heavy-ion interactions at RHIC and the LHC. Most of these electrons/positrons are produced with very low invariant masses, however, and are emitted with small angles relative to the beam axis.
The pairs can be produced as free pairs or as bound-free pairs, where the electron (or the positron with anti-proton beams) binds to the beam particle. When a bound-free pair is produced, the rigidity of the capturing beam nucleus or proton changes and it is lost from the beam. This is the leading source of beam loss at high energy heavy-ion colliders such as RHIC and the LHC. Moreover, the projectile that has captured the electron will hit the wall of the beam pipe at a well-defined spot downstream from the interaction point. At the LHC, the resulting heat deposition could induce quenching of the superconducting magnets. The impact of copper ions with a captured electron about 140 m downstream from the interaction point has recently been observed at RHIC [8]. Bound-free pair production where the positron binds to the anti-proton has been used to observe anti-hydrogen at the Tevatron [9].

Free pair production has been studied in fixed target heavy-ion interactions, in Au+Au collisions at RHIC [6, 10], and, recently, by the CDF Collaboration in $p\bar{p}$ collisions at the Tevatron [11]. The results have generally been found to be in good agreement with lowest order perturbation theory. The limit on invariant mass used by the CDF Collaboration ($\geq 10$ GeV) is unfortunate, however, since it falls almost on top of the mass of the $\Upsilon(2S)$ meson. The yield from heavy vector mesons produced by photon-Pomeron fusion and decaying to di-lepton pairs is comparable or larger than the one from two-photon production over the relevant invariant mass range.

Two-photon production of mesons, e.g. at $e^+e^-$ colliders, is a useful tool in meson spectroscopy. In principle, such studies could be performed also at hadron colliders, but backgrounds from coherent photonuclear interactions pose a problem. A two-photon “standard candle” like the $f_2(1270)$ is likely to be obscured by continuum production of $\pi^+\pi^-$ through photon-Pomeron fusion. No results on two-photon production of mesons at hadron colliders have been reported.

Finally, it has been suggested to search for the Higgs boson in two-photon interactions at the LHC. Despite the enhancement by a factor $Z^4$ in heavy-ion collisions, the cross section for a standard model Higgs with mass around 100 GeV appears too low, only about 10 pb in Pb+Pb collisions, corresponding to an event rate of only $10^{-9}$ s$^{-1}$ [12]. With Ca beams the situation is a bit better because of the higher luminosity, but the event rate is not more than about $10^{-6}$ s$^{-1}$.

3 Inclusive Production

The bulk of the photonuclear particle production stems from events where the photon first fluctuates to a hadronic state, which then interact with the target nucleus or proton. Since the energy of the photon typically is much lower than that of the beam particle, these events resemble fixed target interactions. The photon can, however, also interact as a “bare” photon with one of the partons in the target nucleus or proton. The focus of this section will be on photon-parton interactions in nucleus-nucleus collisions. Direct processes that can be calculated using perturbative QCD include photoproduction of jets and heavy quarks. None of these processes have been investigated at RHIC or the Tevatron, but the prospects should be good at the LHC, particularly because of the strong increase in the cross sections with energy.
3.1 Photoproduction of jets

The Feynman diagrams for the two leading-order direct contributions to the jet yield, $\gamma + g \rightarrow q + \bar{q}$ and $\gamma + q \rightarrow g + g$, are shown in Fig. 2. The corresponding differential cross section can be written as a convolution of the equivalent photon flux with the parton distribution functions and the partonic cross sections

$$s^2 \frac{d^2\sigma}{dtdu} = 2 \int_{k_{\text{min}}}^{\infty} n(k)dk \int_{x_{2_{\text{min}}}}^{1} \frac{dx_2}{x_2} \left[ \sum_{i=q,\bar{q},g} F_i(x_2, Q^2) s^2 \frac{d^2\sigma_{\gamma i}}{dt' du'} \right].$$

Here, $n(k)$ is the number of equivalent photons with energy $k$. $F_i(x_2, Q^2)$ is the parton density for parton $i$ at scale $Q^2$ and $x_2$ is the Bjorken-$x$ of the parton in the target nucleus. The unprimed Mandelstam variables, $s, t, u$, refer to the hadronic system, whereas the primed variables, $s', t', u'$, refer to the partonic system. The minimum $x_2$ is given by $x_{2_{\text{min}}} = -u/(s + t)$ and $k_{\text{min}}$ is the minimum photon energy needed to produce the final state.

The cross section for photonuclear jet production is high at the LHC. The cross section to produce a jet with $p_T > 50$ GeV/c and rapidity $|y| < 1$ in Pb+Pb collisions is for example larger than 1 $\mu$b [13]. As can be seen from Eq. 1, the jet cross section is sensitive to the nuclear parton distributions. Calculations show that nuclear shadowing (and anti-shadowing) affects the yield by up to 10%, while the differences between individual parameterizations of shadowing differ by a few percent. It has also been noted that there is a significant contribution to the jet yield from resolved interactions, where a parton in the target interacts with a parton in the resolved photon; the resolved contribution is expected to be the leading production mechanism in certain regions of phase space, particularly for low $p_T < 50$ GeV/c [13].

3.2 Photoproduction of heavy quarks

For the production of heavy quarks, only the diagram in Fig. 2 a) contributes. The production cross section is thus a less ambiguous probe of the proton or nuclear gluon distribution. The cross sections are very high at the LHC, as can be seen in Table 3.2 (from [14] with updated numbers from [1]). Calculations are shown for two different parameterizations of the nuclear gluon shadowing and without shadowing. Shadowing has an enhanced effect on the cross section for $c\bar{c}$ pairs, where lower values of $x$ are probed. In Pb+Pb collisions, the two parameterizations correspond to reductions by 16% and 32%, respectively. For $b\bar{b}$ pairs, the effect of shadowing is smaller, 4% and 10% in the two cases.

The resolved contribution is smaller than for jet production. It is largest for $c\bar{c}$ pairs, but does not contribute more than 15-20 % to the total cross section.

The cross section for producing pairs of top quarks is too low for observation with the design LHC Pb+Pb luminosity. It might be possible with lighter ions or with protons.

4 Summary

The feasibility of studying at least a few reaction channels in ultra-peripheral collisions at collider energies has been shown by experiments at RHIC and the Tevatron. The measured cross sections have been found to be in general agreement with expectations, but the statistics have so far been...
Table 1: Cross sections for $q\bar{q}$ photoproduction through direct photon-gluon fusion in Ar+Ar and Pb+Pb interactions at the LHC. The numbers in column 3 and 4 include nuclear gluon shadowing from the parameterizations by Eskola, Kolhinen, and Ruuskanen (EKS98) and Frankfurt, Guzey, and Strikman (FGS), respectively.

low. There are plans to study photon-induced processes in at least 3 of the 4 LHC experiments, although it is not the main focus of any of them. There is an overwhelming number of reaction channels that can be investigated at the LHC in “ordinary” hadronic interactions. Including photon-induced processes leads to an even greater number. It seems unlikely that all these will be investigated during the life-time of the LHC. It will be up to the experiments to judge which are the most interesting and to which the necessary trigger resources and bandwidths should be allocated. In this talk, we have tried to argue that at least some photon-induced processes should meet the criteria for feasibility and interest.
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Abstract
We review the present status of the odderon, focusing in particular on searches at HERA and the prospects for finding the odderon in exclusive processes at the LHC.

1 The odderon

The odderon is the negative charge parity \((C = -1)\) partner of the well-known pomeron. Therefore, it is the \(t\)-channel exchange that gives rise to the difference between a particle-particle scattering cross section and the corresponding particle-antiparticle cross section at high center-of-mass energy \(\sqrt{\mathcal{s}}\). The concept of the odderon was introduced and its existence conjectured in [1] in the context of Regge theory. It was subsequently realized that in QCD a colorless exchange in the \(t\)-channel with negative \(C\)-parity can be constructed from three gluons in a symmetric color state. In recent years considerable progress in understanding the odderon has been made in particular in perturbative QCD. The nonperturbative odderon, on the other hand, remains poorly understood.

In perturbative QCD the odderon is described by the Bartels-Kwieciński-Praszalowicz (BKP) equation [2] which resums the leading logarithms of \(\sqrt{\mathcal{s}}\), corresponding to the pairwise interaction of the three gluons exchanged in the \(t\)-channel. One finds that also compound states of more than three gluons with odderon quantum numbers can be constructed, which are also described by the BKP equation. The BKP equation exhibits interesting mathematical properties like conformal invariance in impact parameter space and holomorphic separability [3], and even turns out to be an integrable system [4]. Two explicit solutions to the BKP equation have been found, one with intercept \(\alpha_\odot = 1\) [5] and one with a slightly smaller intercept [6], giving rise to a high-energy behavior of the cross section \(\sim \mathcal{s}^{\alpha_\odot - 1}\). The main difference of the two solutions lies in their different coupling to external particles rather than in their intercepts which for all practical purposes can be considered equal.

While the perturbative odderon is at least theoretically rather well understood, our picture of the odderon in the nonperturbative regime is not at all satisfying. The main reason is the lack of experimental data which does not even allow us to test models of nonperturbative odderon exchange. This is in strong contrast to the nonperturbative pomeron which is theoretically equally hard to describe, but for the pomeron a rather clear picture has emerged at least on the phenomenological level from the study of a variety of high energy scattering data.

In the following we discuss some aspects of the odderon which are particularly relevant for HERA and LHC. A detailed review of the odderon and further references can be found in [7].
2 Experimental evidence

It would seem natural to expect that odderon exchange is suppressed relative to pomeron (two-gluon) exchange only by a power of $\alpha_s$ due to the requirement to couple an additional gluon to the external particles. And at moderately low momenta $\alpha_s$ is not too small, such that – given the ubiquitous pomeron – one expects odderon exchange to appear in many processes. Surprisingly, the contrary is true.

So far the only experimental evidence for the odderon has been found in a small difference in the differential cross sections for elastic proton-proton and proton-antiproton scattering at $\sqrt{s} = 53 \text{ GeV}$. Figure 1 shows the data taken at the CERN ISR in the dip region around $t = -1.3 \text{ GeV}^2$. The proton-proton data have a dip-like structure, while the proton-antiproton data only level off at the same $|t|$. This difference between the two data sets can only be explained by invoking an odderon exchange. However, the difference relies on just a few data points with comparatively large error bars.

The data at various energies are well described by models that take into account the various relevant exchanges between the elastically scattering particles [9], [10]. Both of these models involve of the order of twenty parameters that need to be fitted. The structure in the region around $|t| = 1 - 2 \text{ GeV}^2$ is the result of a delicate interference between different contributions to the scattering amplitude including the odderon. Therefore it is rather difficult to extract the odderon contribution unambiguously. In fact it turns out that the two odderon contributions obtained in [9] and [10], respectively, are not fully compatible with each other [11] (see also [7]). In [12] it was shown that assuming a perturbative odderon (three gluon exchange) in the context of the model of [9] requires to choose a very small coupling of the odderon to the proton. This small coupling can be either due to a small relevant value of $\alpha_s \simeq 0.3$ or due to a small average distance of two of the constituent quarks in the proton corresponding to a diquark-like structure.

Unfortunately, $\sqrt{s} = 53 \text{ GeV}$ is the only energy for which data for both reactions are available. The comparison of data taken at different energies rather strongly relies on theoretical models. Given the large number of parameters in these models it is not possible to arrive at firm conclusions about the odderon on the basis of the presently available data.
3 Odderon searches at HERA

The cross section for elastic $pp$ and $p\bar{p}$ scattering is a typical example in which the odderon exchange is only one of many contributions to the scattering amplitude. It was recently realized that the chances for a clean identification of the odderon should be better in exclusive processes in which the odderon is the only exchange (usually besides the well-understood photon) that can give rise to the final state to be studied. This strategy was chosen at HERA.

Searches for the odderon at HERA have concentrated on the exclusive diffractive production of pseudoscalar mesons ($M_{PS}$) as depicted in Figure 2. In addition to that diagram only the exchange of a photon instead of the odderon is possible at high energies. (Similarly also tensor mesons can be produced only by odderon and photon exchange.) This process had been suggested in [13]. The photon exchange contribution is rather well understood and is expected to have a much steeper $t$-dependence than the odderon exchange.

The process which has been studied in most detail experimentally is the exclusive diffractive production of a single neutral pion, $\gamma^{(*)}p \rightarrow \pi^0 X$. Early theoretical considerations [14] had led to an estimate of the total photoproduction cross section for that process of $\sigma(\gamma p \rightarrow \pi^0 X) \simeq 300$ nb, with a possible uncertainty of a factor of about two. The experimental search for that process, however, was not successful and resulted in an upper limit of $\sigma(\gamma p \rightarrow \pi^0 X) < 49$ nb [15], obviously ruling out the prediction of [14]. The smallness of the cross section is a striking result since of all processes at HERA in which hadrons are diffractively produced this is the one with the largest phase space. Therefore a strong suppression mechanism must be at work here. One possibility is again a potentially small coupling of the odderon to the proton. Further possible causes for the failure of the prediction of [14] were discussed in [16]. The most important among them is probably the suppression of pion production due to approximate chiral symmetry, as has been discussed in detail in [17]. In fact it turns out that the odderon contribution to the amplitude for diffractive single-pion production vanishes exactly in the chiral limit. This suppression had not been taken into account properly in [14].

Also searches for similar processes in which instead of the pion some other pseudoscalar or tensor meson is produced diffractively have been performed, although only on a preliminary basis [18]. Again, no evidence for the odderon was found. However, for these processes the experimental bounds are closer to the theoretical estimates of [14], and hence the situation is less clear.

![Fig. 2: Diffractive production of a pseudoscalar meson in $ep$ scattering](image-url)
4 Prospects for the LHC

At the LHC one can in analogy to the ISR try to look for the odderon in elastic pp scattering. The measured differential cross section can be compared to models which are fitted to the differential cross section at lower energies and extrapolated to LHC energies, see for example [19]. Although these models involve a large number of fit parameters and some uncertainty in the extrapolation to a new energy range it is argued in [19] that there is a chance to see evidence of the odderon. Also the spin dependence of elastic scattering is sensitive to the odderon and can be used to search for it, see [20]. In both cases the odderon is again one of several contributions to the scattering amplitude, which makes an unambiguous identification unlikely.

Recent proposals for odderon searches at the LHC (and analogously at the Tevatron) have therefore again focussed on exclusive processes in which the odderon is (except for the photon) the only contribution to the cross section. Here the mere observation of the process can already be sufficient to confirm odderon exchange. The most prominent of these exclusive processes at LHC is the double-diffractive production of a vector meson $M_V$ in pomeron-odderon fusion, that is $p + p \rightarrow X + M_V + Y$ with the vector meson separated from the forward hadronic systems $X$ and $Y$ by rapidity gaps, see Figure 3. This process was first proposed and discussed in the framework of Regge theory in [21]. In particular heavy vector mesons, $M_V = J/\psi, \Upsilon$, are well suited for odderon searches since here the reggeon exchange contribution (in place of the odderon) is suppressed by Zweig’s rule. (In the production of $\phi$ mesons that contribution could still be relevant – especially if the odderon contribution is small.) At the LHC in particular the ALICE detector appears to be best suited for the observation of centrally produced $J/\psi$ or $\Upsilon$ mesons and can in addition identify rapidity gap events [22].

In [23] a detailed study of this process has been performed in perturbation theory. The leading perturbative diagram contains the fusion of two of the three gluons in the odderon with one from the two in the pomeron to the $J/\psi$ or $\Upsilon$, and an additional (‘spectator’) gluon exchange between the two protons. There are two important uncertainties in the calculation of this process. One is again the coupling of the odderon to the proton which might be small. The other main uncertainty is the survival probability for the rapidity gaps in the final state. Presently, a full understanding of the gap survival is still lacking. In hadronic collisions the gap survival is very different from $ep$ scattering, and extrapolations from Tevatron energies to the LHC energy contain a considerable uncertainty. Depending on the assumptions about these uncertainties the expected
cross sections \( \frac{d\sigma}{dy}\big|_{y=0} \) at mid-rapidity \( y \) for \( J/\psi \) production are between 0.3 and 4 nb at the LHC. For the \( \Upsilon \) one expects 1.7 – 21 pb. One has to keep in mind that also photon instead of odderon exchange can give rise to the same final state. A possibility to separate the two contributions is to impose a cut on the squared transverse momentum \( p_T^2 \) of the vector meson. The photon dominates at small \( p_T^2 \) but then falls rapidly towards higher \( p_T^2 \). The odderon contribution does not fall so quickly and for the \( J/\psi \) dominates above \( p_T^2 \simeq 0.3 \text{GeV}^2 \).

It is possible that the negative result of all odderon searches to date is caused by a small coupling of the odderon to the proton. If that coupling is indeed so small also the process just described will not be observable at the LHC. A possibility to find the odderon nevertheless might then be to look for the production of two heavy vector mesons in triple-diffractive events, \( p + p \rightarrow X + M_V + M_V + Y \) (with the \( + \)-signs indicating rapidity gaps), as suggested in [7]. This process is shown in Figure 4. For small odderon-proton coupling the right hand diagram can be neglected.

![Diagrams](image)

**Fig. 4:** Diagrams contributing to the triple-diffractive production of two \( J/\psi \) mesons in \( pp \) scattering

In the left hand diagram – which does not involve the \( \odot p \) coupling – the middle rapidity gap can only be produced by odderon (or photon) exchange and the mere observation of the process could finally establish the existence of the odderon.

## 5 Summary

The existence of the odderon is a firm prediction of perturbative QCD. But also in the nonperturbative regime we do not have good reasons to expect the absence of the odderon. A possible obstacle in finding it might be its potentially small coupling to the proton. As we have pointed out there are exclusive processes that can give a clear indication of the odderon at the LHC – including some which do not involve the potentially small odderon-proton coupling. If the odderon remains elusive also in these processes we might have to reconsider our picture of QCD at high energies.

## References


Barakhovsky, V. V. and Zhitnitsky, I. R. and Shelkovenko, A. N., Phys. Lett. B267, 532 (1991);


Forward physics with CMS

Samim Erhan\textsuperscript{1}, Salim Cerci\textsuperscript{2}, Monika Grothe\textsuperscript{3}, Jonathan Hollar\textsuperscript{4}, Antonio Vilela Pereira\textsuperscript{5} on behalf of the CMS collaboration

\textsuperscript{1}University of California, Los Angeles, Los Angeles, California, USA
\textsuperscript{2}Cukurova University, Adana, Turkey
\textsuperscript{3}University of Wisconsin, Madison, Wisconsin, USA
\textsuperscript{4}Lawrence Livermore National Laboratory, Livermore, California, USA
\textsuperscript{5}Universita di Torino e Sezione dell’ INFN, Torino, Italy

Abstract

We describe several example analyses of the CMS forward physics program: A feasibility study for observing $W$ production in single diffractive dissociation, the analysis of exclusive $\mu\mu$ production and the measurement of very low-$x$ parton distributions and search for evidence of BFKL dynamics with forward jets.

1 Introduction

The CMS Experiment has a rich and broad forward physics program with measurements that can be realized from the start of the LHC [1–6]. The CMS detectors in the forward region allow an experimental program to be carried out that reaches beyond the traditional forward gap physics, such as soft and hard single diffraction and double Pomeron exchange physics, and also includes the study of $\gamma\gamma$ and $\gamma p$ interactions, energy and particle flow measurements relevant for understanding multi-parton interactions for tuning of Monte Carlo event generators, jet-gap-jet events to understand the origin of these event topologies, and forward jets and forward Drell-Yan processes at 14 TeV center-of-mass energies. Topics of soft and hard diffraction include but are not limited to:

1. Dependence of the diffractive cross sections on $\xi$, $t$ and $M_x$ as fundamental quantities of non-perturbative QCD.
2. Gap survival dynamics and multi-gap event topologies.
3. Production of jets, $W, J/\psi, b$ and $t$ quarks, hard photons in hard diffraction.
4. Double Pomeron Exchange events as gluon factory.
5. Central exclusive Higgs boson production.
6. SUSY and other low mass exotics in exclusive processes.
7. Proton light cone studies.

CMS shares its interaction point (IP) with the TOTEM experiment [7]. The two experiments plan [8] to join their resources and use common trigger and data acquisition systems to increase their forward physics potential.

The studies presented in the following assume no event pile-up, i.e. are analyses to be carried out during the low pile-up, start-up phase of the LHC. In addition, CMS is studying a proposal to install tracking and time-of-flight detectors at 420 m from the IP [9], which has the
potential of adding discovery physics, notably central exclusive Higgs production, to the forward physics program of CMS.

For space limitations, in this paper, we describe only three processes as examples of the CMS forward physics program. After a brief description of the forward detector instrumentation around the CMS IP, section III covers a feasibility study on observing $W$ production in single diffractive dissociation. The analysis of exclusive $\mu\mu$ production is discussed in Section IV and the possibility of measuring very low-$x$ parton distributions and of looking for evidence of BFKL signatures with forward jets is described in Section V.

### 2 Forward detectors around the CMS interaction point

Forward physics at the LHC covers a wide range of diverse physics subjects that have in common that particles produced at small polar angles, $\theta$, and hence large values of rapidity provide a defining characteristic. At the Large-Hadron-Collider (LHC), where proton-proton collisions occur at center-of-mass energies of 14 TeV, the maximal possible rapidity is $y_{\text{max}} = \ln \frac{\sqrt{s}}{m_T} \sim 11.5$. The central components of CMS are optimized for efficient detection of processes with large polar angles and hence high transverse momentum, $p_T$. They extend down to about $|\theta| = 1^\circ$ from the beam axis or $|\eta| = 5$, where $\eta = - \ln \left[ \tan \left( \frac{\theta}{2} \right) \right]$ is the pseudorapidity. In the forward region, the central CMS components are complemented by several CMS [10] and TOTEM subdetectors with coverage beyond $|\eta| = 5$, see figure 1. TOTEM is an approved experiment at the LHC for precision measurements of the $pp$ elastic and total cross sections. The combined CMS and TOTEM
apparatus comprises two suites of calorimeters with tracking detectors in front plus near-beam proton taggers. The CMS Hadron Forward (HF) calorimeter with the TOTEM telescope T1 in front covers the region $3 < |\eta| < 5$, the CMS CASTOR calorimeter with the TOTEM telescope T2 in front covers $5.2 < |\eta| < 6.6$. The CMS ZDC calorimeters are installed at the end of the straight LHC beam-line section, at a distance of ±140 m from the IP. Near-beam proton taggers will be installed by TOTEM at ±147 m and ±220 m from the IP. The kinematic coverage of the combined CMS and TOTEM apparatus is unprecedented at a hadron collider. The CMS and TOTEM collaborations have described the considerable physics potential of joint data taking in a report to the LHCC [8]. Further near-beam proton taggers in combination with very fast timing detectors to be installed at ±420 m from the IP (FP420) are in the proposal stage in CMS. FP420 would give access to possible discovery processes in forward physics at the LHC [9].

2.1 The CMS forward calorimeters HF, CASTOR, ZDC

The forward part of the hadron calorimeter, HF, is located 11.2 m from the interaction point. It consists of steel absorbers and embedded radiation hard quartz fibers, which provide a fast collection of Cherenkov light. Each HF module is constructed of 18 wedges in a nonprojective geometry with the quartz fibers running parallel to the beam axis along the length of the iron absorbers. Long (1.65 m) and short (1.43 m) quartz fibers are placed alternately with a separation of 5 mm. These fibers are bundled at the back of the detector and are read out separately with phototubes.

The CASTOR calorimeters are octagonal cylinders located at ~ 14 m from the IP. They are sampling calorimeters with tungsten plates as absorbers and fused silica quartz plates as active medium. The plates are inclined by 45° with respect to the beam axis. Particles passing through the quartz emit Cherenkov photons which are transmitted to photomultiplier tubes through aircore lightguides. The electromagnetic section is 22 radiation lengths $X_0$ deep with 2 tungsten-quartz sandwiches, the hadronic section consists of 12 tungsten-quartz sandwiches. The total depth is 10.3 interaction lengths $\lambda_l$. The calorimeters are read out segmented azimuthally in 16 segments and longitudinally in 14 segments. They do not have any segmentation in $\eta$. The CASTOR coverage of $5.2 < |\eta| < 6.6$ closes hermetically the CMS calorimetric pseudorapidity range over 13 units. Currently, funding is available only for a CASTOR calorimeter on one side of the IP. Installation is foreseen for 2009.

The CMS Zero Degree Calorimeters, ZDC, are located inside the TAN absorbers at the ends of the straight section of the LHC beamline, between the LHC beampipes, at ±140 m distance on each side of the IP. They are very radiation-hard sampling calorimeters with tungsten plates as absorbers and as active medium quartz fibers read out via aircore lightguides and photomultiplier tubes. The electromagnetic part, 19$X_0$ deep, is segmented into 5 units horizontally, the hadronic part into 4 units in depth. The total depth is 6.5 $\lambda_l$. The ZDC calorimeters have 100% acceptance for neutral particles with $|\eta| > 8.4$ and can measure 50 GeV photons with an energy resolution of about 10%. The ZDC calorimeters are already installed and will be operational in 2009.
2.2 The TOTEM T1 and T2 telescopes
The TOTEM T1 telescope consists of two arms symmetrically installed around the CMS IP in the endcaps of the CMS magnet, right in front of the CMS HF calorimeters and with η coverage similar to HF. Each arm consists of 5 planes of Cathod Strip Chambers (CSC) which measure 3 projections per plane, resulting in a spatial resolution of 0.36 mm in the radial and 0.62 mm in the azimuthal coordinate in test beam measurements. The two arms of the TOTEM T2 telescope are mounted right in front of the CASTOR calorimeters, with similar η coverage. Each arm consists of 10 planes of 20 semi-circular modules of Gas Electron Multipliers (GEMs). The detector read-out is organized in strips and pads, a resolution of 115 µm for the radial coordinate and of 16 µrad in azimuthal angle were reached in prototype test beam measurements. A more detailed description can be found in [11].

2.3 Near-beam proton taggers
The LHC beamline with its magnets is essentially a spectrometer in which protons slightly off the beam momentum are bent sufficiently to be detectable by means of detectors inserted into the beam-pipe. At high luminosity at the LHC, proton tagging is the only means of detecting diffractive and γ mediated processes because areas of low or no hadronic activity in the detector are filled in by particles from overlaid pile-up events.

The TOTEM proton taggers at ±220 m at nominal LHC optics have acceptance for scattered protons from the IP for 0.02 < ξ < 0.2. Smaller values of ξ, 0.002 < ξ < 0.02, can be achieved with proton taggers at ±420 m. The FP420 proposal [9] foresees employing 3-D Silicon, an extremely radiation hard novel Silicon technology, for the proton taggers, and additional fast timing Cherenkov detectors for the rejection of protons from pile-up events. The proposal is currently under consideration in CMS. If approved, installation could proceed in 2010, after the LHC start-up.

Forward proton tagging capabilities enhance the physics potential of CMS. They would render possible a precise measurement of the mass and quantum numbers of the Higgs boson should it be discovered by traditional searches. They also augment the CMS discovery reach for Higgs production in the minimal supersymmetric extension (MSSM) of the Standard Model (SM) and for physics beyond the SM in γp and γγ interactions. The proposed FP420 detectors and their physics potential are discussed in [12].

3 Observation of single-diffractive W production with CMS: a feasibility study
The single-diffractive (SD) reaction pp → Xp, where X includes a W boson (Fig. 2) is studied to demonstrate the feasibility of observing SD W production at CMS given an integrated effective luminosity for single interactions of 100 pb⁻¹. Only W → µν decay mode is considered in this analysis [2].

The analysis relies on the extended forward coverage of the CMS forward calorimeters, that cover the pseudo-rapidity range of 3 < |η| < 5. Additional coverage at −6.6 < η < −5.2 is assumed by means of the CASTOR calorimeter.

Single diffractive W production was simulated by using the POMWIG generator [13], version v2.0 beta. For the diffractive PDFs and the Pomeron flux, the result of the NLO H1 2006
fit B [14] was used. A rapidity gap survival probability of 0.05, as predicted in Ref. [15], is assumed. For non-diffractive $W$ production, the PYTHIA generator [16] was used. With the assumed numbers for the cross sections, the ratio of diffractive to inclusive yields is around 0.3%.

### 3.1 Event Selection and Observation of SD $W$ Production

#### 3.1.1 $W \to \mu\nu$ selection

The selection of the events with a candidate $W$ decaying to $\mu\nu$ is the same as that used in Ref. [17]. Events with a candidate muon in the pseudo-rapidity range $|\eta| > 2.0$ and transverse momentum $p_T < 25$ GeV were rejected, as were events with at least two muons with $p_T > 20$ GeV. Muon isolation was imposed by requiring $\sum p_T < 3$ GeV in a cone with $\Delta R < 0.3$. The transverse mass was required to be $M_T > 50$ GeV. The contribution from top events containing muons was reduced by rejecting events with more than 3 jets with $E_T > 40$ GeV (selected with a cone algorithm with radius of 0.5) and requiring that the acoplanarity ($\zeta = \pi - \Delta \phi$) between the muon and the direction associated to $E_T^{\text{miss}}$ be less than 1 rad. Approximately 2,400 SD $W$ events and 600,000 non-diffractive $W$ events per 100 pb$^{-1}$ are expected to pass these cuts.

#### 3.1.2 Diffractive selection and Evidence for SD $W$ Production

Diffractive events have, on average, lower multiplicity both in the central region (lower underlying event activity) and in the hemisphere that contains the scattered proton, the so-called “gap side”, than non-diffractive events.

The gap side was selected as that with lower energy sum in the HF. A cut was then placed on the multiplicity of tracks with $p_T > 900$ MeV and $|\eta| < 2$. For the events passing this cut, multiplicity distributions in the HF and CASTOR calorimeters in the gap side were studied, from which a diffractive sample can be extracted.

Figure 3 shows the HF tower multiplicity vs the CASTOR $\phi$ sector multiplicity for events with central track multiplicity $N_{\text{track}} \leq 5$. Since CASTOR will be installed at first on the negative side of the interaction point, only events with the gap on that side (as determined with the procedure discussed above) were considered. The CMS software chain available for this study did not include simulation/reconstruction code for CASTOR; therefore, the multiplicity of generated hadrons with energy above a 10 GeV threshold in each of the CASTOR azimuthal...
The top left and top right plots show the distributions expected for the diffractive $W$ events with generated gap in the positive and negative $Z$ direction, respectively. The few events in the top left plot are those for which the gap-side determination was incorrect. The non-diffractive $W$ events have on average higher multiplicities, as shown in the bottom left plot. Finally, the bottom right plot shows the sum of the POMWIG and PYTHIA distributions – this is the type of distribution expected from the data.
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Fig. 3: HF tower multiplicity vs CASTOR sector multiplicity distribution for events with track multiplicity in the central tracker $N_{\text{track}} \leq 5$.

A simple way to isolate a sample of diffractive events from these plots is to use the zero-multiplicity bins, where the diffractive events cluster and the non-diffractive background is small.

The HF plus CASTOR combination yields the best signal to background ratio. When an integrated effective luminosity for single interactions of $100 \text{ pb}^{-1}$ becomes available, SD $W \rightarrow \mu\nu$ production can then be observed with $O(100)$ signal events. The situation is even more favorable for SD dijet production where a recently completed study [3] arrives at $O(300)$ SD dijet events per $10 \text{ pb}^{-1}$ of integrated effective luminosity for single interactions. With an observation of a number of signal events of this size, it should be possible to exclude values of rapidity gap survival probability at the lower end of the spectrum of theoretical predictions. A method to establish that the observed population of the zero-multiplicity bins is indeed indicative of the presence of SD events in the data is described in [3]. The method is based on the observation that the size of the SD signal in the zero-multiplicity bins can be controlled in a predictable way when the cuts for enhancing the SD signal are modified.

The main background other than non-diffractive $W$ production consists of SD $W$ production with proton-dissociation, $pp \rightarrow X N$, where $X$ contains a $W$ boson and $N$ is a low-mass state into which the proton has diffractively dissociated. A study of proton-dissociation has been carried out in Ref. [4], where it has been shown that about 50% of the proton-dissociative background can be rejected by vetoing events with activity in the CMS Zero Degree Calorimeter.
4 Exclusive $\gamma\gamma \to \ell^+\ell^-$ and $\gamma p \to \Upsilon p \to \ell^+\ell^- p$

Exclusive dilepton production in $pp$ collisions at CMS can occur through the processes $\gamma\gamma \to \ell^+\ell^-$ and $\gamma p \to \Upsilon p \to \ell^+\ell^- p$. The first is a QED process, making it an ideal sample for luminosity calibration at the LHC. The second will allow studies of vector meson photoproduction at energies significantly higher than previous experiments. Zero pileup is assumed for this study [4]. Both signal processes are characterized by the presence of two same-flavor opposite-sign leptons back-to-back in $\Delta \phi$, and with equal $|p_T|$. In the no-pileup startup scenario assumed here, the signal is also distinguished by having no calorimeter activity that is not associated with the leptons, and no charged tracks in addition to the two signal leptons. This exclusivity requirement is implemented by requiring that there be no more than 5 “extra” calorimeter towers with $E > 5$ GeV, where extra towers are defined as those separated from either of the lepton candidates by $\Delta R > 0.3$ in the $\eta - \phi$ plane. The track multiplicity is required to be $< 3$. The dominant inelastic photon-exchange background is reduced by requiring no activity in the CASTOR calorimeter (covering $5.2 < \eta < 6.6$) or the Zero Degree Calorimeter (covering $|\eta| > 8.2$). The residual background from non-photon exchange processes is estimated from an exponential fit to the sideband of the extra calorimeter towers distribution, resulting in a background estimate of approximately 39 events in 100 pb$^{-1}$, which is small compared to the inelastic background.

The expected $\gamma\gamma \to \mu^+\mu^-$ signal yields in 100 pb$^{-1}$ are $N_{\text{elastic}}(\gamma\gamma \to \mu^+\mu^-) = 709 \pm 27$, and $N_{\text{inelastic}}(\gamma\gamma \to \mu^+\mu^-) = 223 \pm 15 \pm 42(\text{model})$. Without the ZDC and Castor vetoes, the singly inelastic contribution would be significantly larger: $N_{\text{inelastic}}(\gamma\gamma \to \mu^+\mu^-) = 636 \pm 25 \pm 121(\text{model})$. In the $\gamma\gamma \to e^+e^-$ channel, the expected yields are significantly smaller. After all trigger and selection criteria are applied the expected elastic signal yields in 100 pb$^{-1}$ are: $N_{\text{elastic}}(\gamma\gamma \to e^+e^-) = 67 \pm 8$, and $N_{\text{inelastic}}(\gamma\gamma \to e^+e^-) = 31 \pm 6 \pm 6(\text{model})$.

![Fig. 4: Distributions of $|\Delta \phi(\mu^+\mu^-)|$ (left) and $|\Delta p_T(\mu^+\mu^-)|$ (right) for $\gamma\gamma \to \mu^+\mu^-$ events passing all selection requirements. The elastic signal is denoted by the open histogram, the inelastic background is shown with no CASTOR/ZDC vetos (dashed line), and with the vetos described in the text (solid histogram).](522)
Without the ZDC and Castor vetoes, the singly inelastic contribution would be: \( N_{\text{inelastic}}(\gamma\gamma \rightarrow e^+e^-) = 82 \pm 9 \pm 15 \) (model). The elastic \( \gamma\gamma \rightarrow \mu^+\mu^- \) signal can be separated from the inelastic background for luminosity measurements using the \( \Delta \phi \) and \( \Delta p_T \) distributions (Figure 4), while the \( \Upsilon \) photoproduction signal can be further distinguished by performing a fit to the dimuon invariant mass distribution (Figure 5).

![Dimuon invariant mass](image)

Fig. 5: Dimuon invariant mass in the range \( 8 < m(\mu^+\mu^-) < 12 \) GeV. The lines show the result of a fit, where the dashed line is the \( \Upsilon \) component, the dotted line is the two-photon continuum, and the solid line is the sum of the two.

We conclude that with \( 100 \text{pb}^{-1} \) of integrated luminosity, a large sample of \( \gamma\gamma \rightarrow \mu^+\mu^- \) and \( \gamma p \rightarrow \Upsilon p \rightarrow \mu^+\mu^- p \) events can be triggered and reconstructed in the CMS detector, using a common selection for both samples. With minimal pileup these events can be cleanly distinguished from the dominant backgrounds. The \( \Upsilon \) sample will allow measurements of cross-sections and production dynamics at significantly higher energies than previous experiments, while the \( \gamma\gamma \rightarrow \ell^+\ell^- \) sample will serve as a calibration sample for luminosity studies.

5 Forward jets reconstruction in HF

5.1 Introduction

The parton distribution functions (PDFs) in the proton have been studied in detail in deep-inelastic-scattering (DIS) \( ep \) collisions at HERA [18]. For decreasing parton momentum fraction \( x = p_{\text{parton}}/p_{\text{hadron}} \), the gluon density is observed to grow rapidly as \( x g(x, Q^2) \propto x^{-\lambda(Q^2)} \), with \( \lambda \approx 0.1-0.3 \) rising logarithmically with \( Q^2 \). As long as the densities are not too high, this growth is described by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [19] or by the Balitski-Fadin-Kuraev-Lipatov (BFKL) [20] evolution equations which govern, respectively, parton radiation in \( Q^2 \) and \( x \). Experimentally, direct information on the parton structure and evolution can be obtained in hadron-hadron collisions from the perturbative production of e.g. jets or prompt \( \gamma \)'s, which are directly coupled to the parton-parton scattering vertex. The measurement of jets with transverse momentum \( p_T \approx 20 \) GeV in the CMS forward calorimeters (HF, \( 3 < |\eta| < 5 \) and CASTOR, \( 5.1 < |\eta| < 6.6 \)) will allow one to probe \( x \) values as low as \( x_2 \approx 10^{-5} \).
Figure 6 (right) shows the actual log($x_{1,2}$) distribution for two-parton scattering in p-p collisions at 14 TeV producing at least one jet above 20 GeV in the HF and CASTOR acceptances. Full detector simulation and reconstruction packages were used in obtaining these results.

5.2 Forward jets reconstruction in HF

Jets in CMS are reconstructed at the generator- and calorimeter-level using 3 different jet algorithms [5]: iterative cone [10] with radius of $\mathcal{R} = 0.5$ in $(\eta, \phi)$, SISCone [22] ($\mathcal{R} = 0.5$), and the Fast-kT [23] ($E_{\text{seed}} = 3$ GeV and $E_{\text{thres}} = 20$ GeV). The $p_T$ resolutions for the three different algorithms are very similar: $\sim 18\%$ at $p_T \sim 20$ GeV decreasing to $\sim 12\%$ for $p_T \gtrsim 100$ GeV (Fig. 6, Left). The position $(\eta, \phi)$ resolutions (not shown here) for jets in HF are also very good: $\sigma_{\phi,\eta} = 0.045$ at $p_T = 20$ GeV, improving to $\sigma_{\phi,\eta} \sim 0.02$ above 100 GeV.

5.3 Single inclusive jet $p_T$ spectrum in HF

In this section, we present the reconstructed forward jet yields as a function of $p_T$ for 1 pb$^{-1}$ integrated luminosity. Figure 7 (left) shows reconstructed (and corrected for energy resolution smearing) single inclusive forward jet spectrum in HF in p-p collisions at 14 TeV for a total integrated luminosity of 1 pb$^{-1}$ compared to fastNLO jet predictions [24] using various PDFs (MRST03 and CTEQ6.1M). Figure 7 (right) shows percent differences between the reconstructed forward jet $p_T$ spectrum and two fastNLO predictions (CTEQ6.1M and MRST03 PDFs). The error bars include the statistical and the energy-resolution smearing errors. The solid curves indicate the propagated uncertainty due to the jet-energy scale (JES) error for “intermediate”
Fig. 7: Left: The forward jet yields for a total integrated luminosity of 1 pb\(^{-1}\). Right: Percent differences between the reconstructed forward jet \(p_T\) spectrum and two fastNLO predictions (CTEQ6.1M and MRST03 PDFs). The solid curves indicate the propagated uncertainty due to the jet-energy scale (JES) error for “intermediate” 10% decreasing to a constant 5% for \(p_T > 50\) GeV/c conditions.

(10% decreasing to a constant 5% for \(p_T > 50\) GeV/c) conditions. If the JES can be improved below 10% (such as in the “intermediate” scenario considered), our measurement will be more sensitive to the underlying PDF. The main conclusion of this part of the study is that the use of the forward jet measurement in HF to constrain the proton PDFs in the low-\(x\) range will require careful studies of the HF jet calibration.
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Abstract
The TOTEM experiment at the LHC measures the total proton-proton cross section with the luminosity-independent method and the elastic proton-proton cross-section over a wide $|t|$-range. It also performs a comprehensive study of diffraction, spanning from cross-section measurements of individual diffractive processes to the analysis of their event topologies. Hard diffraction will be studied in collaboration with CMS taking advantage of the large common rapidity coverage for charged and neutral particle detection and the large variety of trigger possibilities even at large luminosities. TOTEM will take data under all LHC beam conditions including standard high luminosity runs to maximize its physics reach. This contribution describes the main features of the TOTEM physics programme including measurements to be made in the early LHC runs. In addition, a novel scheme to extend the diffractive proton acceptance for high luminosity runs by installing proton detectors at IP3 is described.
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1 Introduction

The TOTEM experiment [1] is dedicated to the total proton-proton (pp) cross-section measurement using the luminosity-independent method, which requires a detailed measurement of the elastic scattering rate down to a squared four-momentum transfer of \(-t \sim p^2\Theta^2 \sim 10^{-3} \text{GeV}^2\) together with the measurements of the total inelastic and elastic rates. Furthermore, by studying elastic scattering with momentum transfers up to 10 GeV\(^2\), and via a comprehensive study of diffractive processes – partly in cooperation with CMS [2], located at the same interaction point, TOTEM’s physics programme aims at a deeper understanding of the proton structure. To perform these measurements, TOTEM requires a good acceptance for particles produced at small and even tiny angles with respect to the beams. TOTEM’s coverage in the pseudo-rapidity range of \(3.1 \leq |\eta| \leq 6.5\) (\(\eta = -\ln \tan \frac{\theta}{2}\)) on both sides of the interaction point (IP) is accomplished by two telescopes, T1 and T2 (Figure 1, top), for the detection of charged particles with emission angles between a few and about hundred milliradians. This is complemented by detectors in special movable beam-pipe insertions – so called Roman Pots (RP) – placed at about 147 m and 220 m from the IP, designed to detect elastically or diffractively scattered protons at merely a few millimeter from the beam center corresponding to emission angles down to a few microradians (Figure 1, bottom).

Fig. 1: Top: TOTEM forward telescopes T1 and T2 embedded in the CMS experiment together with the CMS forward calorimeter CASTOR. Bottom: LHC beam line on one side of interaction point IP5 and TOTEM Roman Pot stations at distances of about 147 m (RP147) and 220 m (RP220). RP180 at 180 m is another possible location but presently not equipped.
For the luminosity-independent total cross-section measurement, TOTEM has to reach the lowest possible $|t|$ values in elastic $pp$ scattering. Elastically scattered protons close to the beam can be detected downstream on either side of the IP if the displacement at the detector location is large enough and if the beam divergence at the IP is small compared to the scattering angle. To achieve these conditions special LHC optics with high beta value at the IP ($\beta^*$) are required: the larger the $\beta^*$, the smaller the beam divergence ($\sim \frac{1}{\sqrt{\beta^*}}$) will be. Two optics are proposed: an ultimate one with $\beta^* = 1540 \text{ m}$ and another one, possibly foreseen for 2009, with $\beta^* = 90 \text{ m}$. The latter uses the standard injection optics ($\beta^* = 11 \text{ m}$) and beam conditions typical for early LHC running: zero degree crossing-angle and consequently at most 156 bunches together with a low number of protons per bunch.

The versatile physics programme of TOTEM requires different running scenarios that have to be adapted to the LHC commissioning and operation in the first years. A flexible trigger can be provided by the two telescopes and the Roman Pot detectors. TOTEM will take data under all optics conditions, adjusting the trigger schemes to the luminosity. The DAQ will allow trigger rates up to a few kHz without involving a higher level trigger. The high-$\beta^*$ runs (Table 1) with 156 bunches, zero degree crossing-angle and maximum luminosity between $10^{29}$ and $10^{30} \text{ cm}^{-2}\text{s}^{-1}$, will concentrate on low-$|t|$ elastic scattering, total cross-section, minimum bias physics and soft diffraction. A large fraction of forward protons will be detected even at the lowest $\xi$ values. Low-$\beta^*$ runs (Table 1) with more bunches and higher luminosity ($10^{32} - 10^{34} \text{ cm}^{-2}\text{s}^{-1}$) will be used for large-$|t|$ elastic scattering and diffractive studies with $\xi > 0.02$. Hard diffractive events come within reach. In addition, early low $\beta^*$ runs will provide first opportunities for measurements of soft diffraction at LHC energies and for studies of forward charged multiplicity.

| $\beta^*$ [m] | $k$ | $N/10^{11}$ | $L$ [cm$^{-2}\text{s}^{-1}$] | $|t|$-range [GeV$^2$] @ $\xi = 0$ | $\xi$-range |
|--------------|-----|----------|-----------------|-----------------|--------|
| 1540         | 43  | 0.6 $\div$ 1.15 | $10^{28} \div 2 \cdot 10^{29}$ | 0.002 $\div$ 1.5 | < 0.2 |
| 90           | 156 | 0.1 $\div$ 1.15 | $2 \cdot 10^{28} \div 3 \cdot 10^{30}$ | 0.03 $\div$ 10 | < 0.2 |
| 11           | 43  | 0.1 $\div$ 1.15 | $\sim 10^{30} \div 5 \cdot 10^{32}$ | 0.6 $\div$ 8 | 0.02 $\div$ 0.2 |
| 0.5 $\div$ 3 | 43  | 0.1 $\div$ 1.15 | $\sim 10^{30} \div 10^{34}$ | 2 $\div$ 10 | 0.02 $\div$ 0.2 |

Table 1: Running scenarios at different LHC optics ($k$: number of bunches, $N$: number of particles per bunch, $L$: estimated luminosity). The $|t|$ ranges for elastically scattered protons correspond to the $\geq 50\%$ combined RP147 and RP220 acceptance.

In the following, after a brief description of the TOTEM detectors and the principles of proton detection, the main features of the TOTEM physics programme will be given. This will be followed by a description of the early physics programme. Finally the novel idea of proton detection at IP3 will be presented. A detailed technical description of the TOTEM experiment can be found in Ref. [3].

2 TOTEM detectors and performance

2.1 Inelastic detectors

The measurement of the inelastic rate requires identification of all beam-beam events with detectors capable to trigger and reconstruct the interaction vertex. The main requirements of these
detectors are:

- to provide a fully inclusive trigger for minimum bias and diffractive events, with minimal losses at a level of a few percent of the inelastic rate;
- to enable the reconstruction of the primary vertex of an event, in order to disentangle beam-beam events from the background via a partial event reconstruction.

These requirements are fulfilled by the T1 telescope (centered at $z = 9$ m), consisting of Cathode Strip Chambers (CSC) and T2 telescope (centered at $z = 13.5$ m) exploiting Gas Electron Multipliers (GEM). The $\eta$ coverage of T1 and T2 is $3.1 \leq |\eta| \leq 4.7$ and $5.3 \leq |\eta| \leq 6.5$, respectively. Each T1 telescope arm consists of five planes made up of six trapezoidal formed CSC’s with a spatial resolution of $\sim 1$ mm. Each T2 telescope arm consists of 20 semicircular shaped triple-GEM detectors with a spatial resolution of $\sim 100 \mu m$ in the radial direction and a inner radius that matches the beam-pipe. Ten aligned detectors mounted back-to-back are combined to form one T2 half arm on each side of the beam-pipe. For charged particles with momenta typical of particles produced within the detector acceptances in inelastic events, the particle $\eta$ can be determined with a precision that increases with $|\eta|$ and is between 0.02 and 0.06 in T1 and between 0.04 and 0.1 in T2. The corresponding azimuthal angle resolution for both detectors is $\sim 1^\circ$.

The magnetic field at the detector locations is too weak to allow for a momentum determination for the charged particles. The primary vertex can be reconstructed with a precision of $\sim 1.5$ cm in the radial direction and $\sim 20$ cm in the beam direction in presence of the CMS magnetic field. Vertex resolutions one order of magnitude better can be achieved running with the CMS magnetic field switched off.

### 2.2 Proton detectors

To measure elastically and diffractively scattered protons with high acceptance requires the reconstruction of the protons tracks by “trigger capable” detectors moved as close as $\sim 1$ mm from the center of the outgoing beam. This is obtained with two RP stations installed, symmetrically on both sides of IP5, at a distance of $\sim 147$ m and $\sim 220$ m from IP5. These positions are given by an interplay between the development of the special TOTEM optics and the constraints given by the LHC accelerator elements. Each RP station is composed of two units at a distance of several meters. This large lever arm allows local track reconstruction and a fast trigger selection based on the track angle. Each unit consists of three pots, two approaching the beam vertically from the top and the bottom and one horizontally to complete the acceptance for diffractively scattered protons, in particular for the low $\beta^*$ optics. Furthermore, the overlap of the detector acceptance in the horizontal and vertical pots is vital for the relative alignment of the three pots via common particle tracks. The position of the pots with respect to the beam is given by Beam Position Monitors mechanically fixed to all three pots in one unit. Each pot contains a stack of 10 planes of silicon strip "edgeless" detectors with half with their strips oriented at an angle of $+45^\circ$ and half at an angle of $-45^\circ$ with respect to the edge facing the beam. These detectors, designed by TOTEM with the objective of reducing the insensitive area at the edge facing the beam to only a few tens of microns, have a spatial resolution of $\sim 20 \mu m$. High efficiency up to the physical detector border is essential in view of maximizing the elastic and diffractive proton acceptances. For the same reason, the pots’ stainless steel bottom foil that faces the beam has been reduced to a thickness of $150 \mu m$. 
2.3 Proton detection

The transverse displacement \((x(s), y(s))\) of an elastically or diffractively scattered proton at a distance \(s\) from the IP is related to its origin \((x^*, y^*, 0)\), scattering angles \(\Theta^*_{x,y}\) and fractional momentum loss \(\xi = \Delta p/p\) value at the IP via the optical functions \(L\) and \(v\), and the dispersion \(D\):

\[
x(s) = v_x(s) \cdot x^* + L_x(s) \cdot \Theta^*_x + \xi \cdot D(s) \quad \text{and} \quad y(s) = v_y(s) \cdot y^* + L_y(s) \cdot \Theta^*_y
\]  

\(L, v\) and \(D\) determining the explicit path of the proton through the LHC elements, depend mainly on the position along the beam line i.e. on all the elements traversed before reaching that position and their settings, which is a optics dependent repetition, and hence the RP acceptance for leading protons will depend on the optics. The allowed minimum distance of a RP to the beam center on one hand being proportional to the beam size \(((10 - 15) \cdot \sigma_x(y)(s))\) as well as constraints imposed by the beam-pipe or beam screen size on the other hand will determine the proton acceptance of a RP station.

The complementarity of the acceptances for different optics configurations is shown in Figure 2. The TOTEM-specific optics with \(\beta^* = 1540\) m (blue graphs in Figure 2) is particularly optimized for accepting protons down to very low \(|t|\)-values. For the diffractive case all kinematically allowed values of \(\xi\) are accepted. With the \(\beta^* = 90\) m optics (red graphs in Figure 2), diffractive scattered protons are still accepted independently of their \(\xi\)-value, but the \(t\)-acceptance is reduced compared to \(\beta^* = 1540\) m optics. With the standard high luminosity optics \((\beta^* = 0.5 \div 3\) m, magenta graphs in Figure 2) elastically scattered protons can only be detected at very large \(|t|\) and diffractively scattered protons are accepted independently of their \(t\) value in the horizontal pots for \(\xi\) values above 2 %.

Fig. 2: Left: RP220 \(\log_{10}|t|\) acceptance for elastically scattered protons at different optics configurations. Right: contour lines of 10 % acceptance for RP220 in \(\log_{10}|t|\) and \(\log_{10}\xi\) for diffractively scattered protons at different optics configurations.
The reconstruction of the proton kinematics is optics dependent. The main resolutions are given in Table 2. More details can be found in Ref. [4]. A feature of the $\beta^* = 90$ m optics is that $L_y \gg L_x$ and hence $t_y$ is determined with almost an order of magnitude better precision than $t_x$. For central diffraction, the diffractive mass can be reconstructed from the $\xi$ measurements of the two protons according to

$$M^2 = \xi_1 \xi_2 s.$$  \hspace{1cm} (2)

The mass resolution for central diffractive events at different optics is also quoted in Table 2. If the scattering vertex is determined with high precision ($\sim 30 \mu m$) with the CMS tracking detectors during common data taking, a substantial improvement in the $\xi$ and $M$ measurement is achieved at $\beta^* = 90$ m.

## 3 TOTEM physics programme

Given its unique coverage for charged particles at high rapidities, TOTEM is ideal for studies of forward phenomena, including elastic and diffractive scattering. Its main physics goals, precise measurements of the total cross-section and of elastic scattering over a large range in $|t|$, are of primary importance for distinguishing between different models of soft pp interactions. Furthermore, as energy flow and particle multiplicity of inelastic events peak in the forward region, the large rapidity coverage and proton detection on both sides allow the study of a wide range of processes in inelastic and diffractive interactions.

### 3.1 Elastic scattering and diffraction

Much of the interest in large-impact-parameter collisions centers on elastic scattering and soft inelastic diffraction. The differential cross-section of elastic pp interactions at 14 TeV, as predicted by different models [5–8], is given in Figure 3 (left). Increasing $|t|$ means looking deeper into the proton at smaller distances. Several $|t|$-regions with different behavior (at $\sqrt{s} = 14$ TeV) can be distinguished:

- $|t| < 6.5 \cdot 10^{-4}$ GeV$^2$: The Coulomb region dominated by photon exchange: $d\sigma/dt \sim 1/t^2$.
- $10^{-3}$ GeV$^2 < |t| < 0.5$ GeV$^2$: The nuclear region, described in a simplified way by ”single-Pomeron exchange”: $d\sigma/dt \sim e^{-Bt}$, is crucial for the extrapolation of the differ-
ential counting-rate $dN_{el}/dt$ to $t = 0$, needed for the luminosity-independent total cross-section measurement.

- $0.5 \text{ GeV}^2 < |t| < 1 \text{ GeV}^2$: A region exhibiting the diffractive structure of the proton.
- $|t| > 1 \text{ GeV}^2$: Domain of central elastic collisions, described by perturbative QCD, e.g. via triple-gluon exchange with a predicted cross-section $\propto |t|^{-8}$. The model dependence of the predictions being very pronounced in this region, measurements will test the validity of different models.

TOTEM will cover the full elastic $|t|$-range from 0.002 up to 10 GeV$^2$ by combining data from runs at several optics configurations as indicated in Figure 3 (left). With typical expected LHC machine cycle times of $10^4 - 10^5$ s, enough statistics at low $|t|$ values can be accumulated in one run. This statistics is also sufficient for track-based alignment of the RP detectors. The overlap between the acceptances of the different optics configurations will allow for cross-checks of the measurements.

![Fig. 3: Left: differential cross-section of elastic scattering at $\sqrt{s} = 14$ TeV as predicted by various models together with the $t$-acceptance ranges of different optics configurations. Right: predicted differential cross-section of central diffraction at $\sqrt{s} = 14$ TeV with (solid) and without (dashed) taking the proton acceptance into account for different optics configurations.](image)

Diffractive scattering comprises single diffraction, double diffraction, central diffraction (a.k.a. “double Pomeron exchange”), and higher order (“multi Pomeron”) processes, shown in Figure 4 with their cross-sections as measured at Tevatron [9–12] and as predicted for LHC [5–8, 13–15]. Together with elastic scattering these processes represent about 50% of the total cross-section. Many details of these processes with close ties to proton structure and low-energy QCD are still poorly understood. Majority of diffractive events (Figure 4) exhibits intact (“leading”) protons in the final state, characterized by their $t$ and $\xi$. For large $\beta^*$ (see Figure 2, right) most of these protons can be detected in the RP detectors. Already at an early stage, TOTEM will be able to measure $\xi$, $t$- and mass-distributions in soft central and single diffractive events. The full structure of diffractive events with one or more sizeable rapidity gap in the particle distribution.
Figure 4 will be optimally accessible when the detectors of CMS and TOTEM will be combined for common data taking with an unprecedented rapidity coverage, as discussed in [2].

Figure 3 (right) shows the predicted central diffractive mass distribution [15] together with the acceptance corrected distributions for three different optics. With high and intermediate $\beta^*$ optics, all diffractive mass values are observable. For low $\beta^*$ optics on the other hand, the acceptance starts at $\sim 250$ GeV but higher statistics for high masses will be collected due to the larger luminosity. By combining data from runs at low $\beta^*$ with data from high or intermediate $\beta^*$ runs, the differential cross-section as function of the central diffractive mass can be measured with good precision over the full mass range.

![Diagram of different classes of diffractive processes and their cross-sections](image)

**Fig. 4:** Different classes of diffractive processes and their cross-sections as measured at Tevatron and as estimated for the LHC.

### 3.2 Total $pp$ cross-section

The optical theorem relates the total $pp$ cross-section $\sigma_{tot}$ and the luminosity $\mathcal{L}$ to the differential elastic counting-rate $dN_{el}/dt$ at $t = 0$ and the total elastic $N_{el}$ and inelastic $N_{inel}$ rates as:

$$\sigma_{tot} = \frac{16\pi}{1 + \rho^2} \cdot \frac{dN_{el}/dt|_{t=0}}{N_{el} + N_{inel}} \quad \text{and} \quad \mathcal{L} = \frac{1 + \rho^2}{16\pi} \cdot \left(\frac{N_{el} + N_{inel}}{dN_{el}/dt|_{t=0}}\right)^2. \quad (3)$$
The parameter $\rho = \mathcal{R}[f_{el}(0)]/I[f_{el}(0)]$, where $f_{el}(0)$ is the forward nuclear elastic amplitude, has to be taken from theoretical predictions. Since $\rho \sim 0.14$ enters only as a $1 + \rho^2$ term, its impact is small. The extrapolation of existing $\sigma_{tot}$ measurements to LHC energies leaves a wide range for the expected value of $\sigma_{tot}$ at LHC, typically between 85 and 120 mb, depending on the model used for the extrapolation. TOTEM aims at a 1 % $\sigma_{tot}$ measurement. Hence the quantities to be measured are the following:

- the inelastic rate $N_{inel}$ consisting of both non-diffractive minimum bias events and diffractive events, which can almost completely be measured by T1, T2 and the RP detectors;
- the total nuclear elastic rate $N_{el}$ measured exclusively by the RP system;
- $dN_{el}/dt|_{t=0}$: the nuclear part of the elastic cross-section extrapolated to $t = 0$.

A summary of the uncertainties on $\sigma_{tot}$ at different high $\beta^*$ optics configurations is given in Table 3. Here only the main uncertainties are described. The extrapolation procedure and uncertainty estimates are described in more detailed in Ref. [3]. At $\beta^* = 90$ m, protons with $|t| > 0.03$ GeV$^2$ are observed, whereas $|t|_{min} = 10^{-3}$ GeV$^2$ at $\beta^* = 1540$ m, leading to a significantly smaller uncertainty contribution due to $N_{el}, 0.1 \%$ compared to 2 \%, and to the extrapolation of $dN_{el}/dt$ to $t = 0$, 0.2\% compared to 4\%.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>$\beta^* = 90$ m</th>
<th>$\beta^* = 1540$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrapolation of $dN_{el}/dt$ to $t = 0$</td>
<td>$\pm$ 4 %</td>
<td>$\pm$ 0.2 %</td>
</tr>
<tr>
<td>Elastic rate $N_{el}$</td>
<td>$\pm$ 2 %</td>
<td>$\pm$ 0.1 %</td>
</tr>
<tr>
<td>Inelastic rate $N_{inel}$</td>
<td>$\pm$ 1 %</td>
<td>$\pm$ 0.8 %</td>
</tr>
<tr>
<td>$\rho$ parameter</td>
<td>$\pm$ 1.2 %</td>
<td>$\pm$ 1.2 %</td>
</tr>
<tr>
<td>Total $\sigma_{tot}$</td>
<td>$\pm$ 4–5 %</td>
<td>$\pm$ 1–2 %</td>
</tr>
</tbody>
</table>

Table 3: Relative uncertainty on the total pp cross-section $\sigma_{tot}$ measurement estimated at different high $\beta^*$ optics configurations. Note that the total uncertainty takes into account the correlations between the uncertainties, notably the strong correlation between the extrapolation of the differential elastic counting-rate $dN_{el}/dt$ to $t = 0$ and the elastic rate $N_{el}$.

The largest contribution to the uncertainty on $\sigma_{tot}$ at $\beta^* = 90$ m comes from the extrapolation of $dN_{el}/dt$ to $t = 0$; mainly due to systematics in the $t$-measurement from uncertainties in $L$ and $v$ (see Eq.1). This contribution will be reduced to 0.1 \% at $\beta^* = 1540$ m requiring, however, an improved knowledge of $L$ and $v$ and a RP alignment precision of better than 50 µm. The dominating uncertainty, 0.2 \%, will then be due to the model-dependent extrapolation procedure. For $\beta^* = 1540$ m, the largest contribution to the $\sigma_{tot}$ uncertainty will most likely come from $N_{inel}$, mainly from trigger losses in single and double diffractive events. The lost events, corresponding to $\sim$ 3 mb, have very low diffractive mass $M$ (below $\sim$ 10 GeV/c$^2$). As a consequence, all particles have pseudo-rapidities beyond the T2 acceptance and hence escape detection of the single arm trigger. To obtain the total inelastic rate, the fraction of events lost due to the incomplete angular coverage is estimated by extrapolating the reconstructed $1/M^2$ distribution. The uncertainty on $N_{inel}$ after corrections is estimated to be 0.8 and 1 \% for $\beta^* = 1540$ and 90 m optics, respectively. The uncertainty on the $\rho$ parameter as estimated from lower energy measurement [16] gives a $\sigma_{tot}$ uncertainty of 1.3 \%. A reduction is expected when $\rho$
is measured at the LHC via the interference between Coulomb and nuclear contributions to the elastic scattering cross-section [17].

At an early stage in 2009 with non-optimal beams and $\beta^* = 90$ m, TOTEM will measure $\sigma_{\text{tot}}(\mathcal{L})$ with a 4–5 % (7 %) relative precision. After having understood the initial measurements and with improved beams at $\beta^* = 1540$ m, a final relative precision on $\sigma_{\text{tot}}(\mathcal{L})$ of 1 % (2%) should be achievable.

4 Early physics with TOTEM

The early runs at the LHC start will be characterized by low $\beta^*$ beams with a reduced number of bunches and a lower number of protons per bunch. Under these conditions diffractive protons in the $\xi$ range of 0.02 - 0.2 will be within the acceptance of RP220 giving TOTEM ample opportunities to make first soft diffractive studies. The early physics programme of TOTEM in stand-alone runs will concentrate on measurements of individual cross-sections and event topologies for the following processes:

- central diffractive events with diffractive masses between $\sim 250$ GeV and $\sim 2.8$ TeV;
- single diffractive events with diffractive masses between $\sim 2$ TeV and $\sim 6$ TeV;
- elastic scattering events with $|t|$ values between $\sim 2$ GeV$^2$ and $\sim 10$ GeV$^2$;
- forward charged particle multiplicity of inelastic $pp$ events in the $3.1 \leq |\eta| \leq 6.5$ region.

The cross-sections for the above processes are large ($\gtrsim 5 \mu$b) even if the TOTEM acceptance is included, with the exception of high-$|t|$ elastic scattering. As an example, the BSW model [6] predicts an integrated elastic cross-section of $\sim 60$ nb for $|t| > 2$ GeV$^2$. This prediction, together with the predictions of Ref. [13–15], imply that for an integrated luminosity of $\sim 10$ pb$^{-1}$, TOTEM would collect more than $10^7$ central and $10^8$ single diffractive events, together with $\sim 10^5$ high-$|t|$ elastic events allowing a first test of the validity of different models as discussed in section 3.1. The main background to diffractive events at low $\beta^*$ is either due to two overlapping $pp$ collisions, like e.g. two overlapping single diffractive events for central diffraction, or one $pp$ collision overlapping with beam induced proton background. Hence the event purity will depend strongly on the average number of $pp$ collisions per bunch crossing, which should be significantly smaller than one. The beam induced proton background not due to $pp$ collisions in IP5 will be studied in bunch crossings where normal bunches meet "empty" bunches. The interest in the forward charged particle multiplicity is two-fold: first as a basic measurement of $pp$ interaction at LHC energies and secondly as valuable input to the modeling of very high energy cosmic rays [2].

The installation schedule of the TOTEM detectors depends crucially on the CMS installation schedule as well as on the LHC commissioning schedule. The full experiment is planned to be installed for the 2009 LHC running. The focus in the early LHC runs will be to understand the performance of the detectors and other vital parts like trigger and data acquisition, especially the approach of the RP detectors to the beam. The feasibility and time scale of the early physics programme will critically depend on the LHC performance in terms of luminosity and beam induced background in the TOTEM detectors.
5 Diffractive proton detection at IP3

It has been suggested that the central exclusive diffractive process

\[ pp \rightarrow p + X + p , \tag{4} \]

where a ”+” denotes a rapidity gap, could complement the standard methods of searching and studying new particles (“X”) at LHC, see e.g. Ref. [18]. The main advantage is that the mass of the centrally produced particle \( X \) can be reconstructed from the measured \( \xi \) values of the outgoing protons as shown in Eq. 2. Provided that the two \( \xi \) values can be determined with sufficient precision, peaks corresponding to particle resonances may appear in the reconstructed diffractive mass distribution independent of the particles’ decay modes. These measurements should be performed with high luminosity optics since the cross-sections are expected to be small. The work presented here aims to find the best detector locations at LHC in terms of \( \xi \) acceptance and resolution for the proton measurement in central diffractive events.

The diffractive proton acceptance of near beam detectors is determined by the ratio \( D_x/\sigma_x \) between horizontal dispersion and beam width. With larger \( D_x \) the protons are deflected further away from the beam center, while the closest safe approach of a detector to the beam is given by a multiple – typically 10 to 15 – of \( \sigma_x \). By construction, the LHC region where \( D_x \) and \( D_x/\sigma_x \) are maximized and hence the sensitivity to particle \( X \), is the momentum cleaning insertion in IP3, where off-momentum beam protons are intercepted. The idea is to install proton detectors pairs with a lever arm of several tens of meters close to IP3 to detect diffractive protons in both beams just before they are absorbed by the momentum cleaning collimators. In addition to promising perspectives in diffraction, the placement of detectors in front of the collimators has advantages for accelerator diagnostics and protection. The technical aspects of placing proton detectors at IP3 is being worked out together with the LHC collimation group.

The proton acceptance and resolution of an experiment with detectors at the TOTEM RP220 location and at IP3 have been studied [19] by fully tracking the protons along the LHC ring with the MAD-X [20] program using standard LHC high luminosity \( \beta^* = 0.55 \) optics. The detector acceptance at IP3 for protons originating from diffractive scattering in IP5 is \( 0.0016 \leq \xi \leq 0.004 \) and \( 0.0016 \leq \xi \leq 0.01 \) for protons turning clockwise (“B1”) and anticlockwise (“B2”) in the LHC, respectively. This complements well the \( 0.02 \leq \xi \leq 0.20 \) acceptance of RP220 for both beams. The IP3 acceptance for B1 protons is reduced since these protons have to pass through the aperture limiting betatron cleaning insertion at IP7. In case of central diffraction [15], this gives access to diffractive masses from 25 GeV to 2.8 TeV as shown in Fig. 5 (left). A \( \xi \) resolution \( \leq 10^{-4} \) for protons detected at IP3 is obtained in the study implying that the resolution will be limited by the beam energy spread of \( 1.1 \cdot 10^{-4} \). Combined with protons detected at RP220, this leads to a relative mass resolution ranging between 1 and 5 % for central diffractive events over the whole mass range as shown in Fig. 5 (right). The mass resolution depends on the ratio \( \xi_1/\xi_2 \), where \( \xi_1 \) and \( \xi_2 \) are the \( \xi \) value of the clockwise and anticlockwise turning proton, respectively.

The protons detectors at IP3 would in fact see diffractive protons with similar acceptance from all LHC interaction points (IP) and could by measuring the difference of the proton arrival times determine at which IP the event occurred. This way the low mass central diffractive spectrum could be determined independently for each IP and be used as means of an inter-experimental luminosity calibration.
Fig. 5: Left: predicted diffractive mass distribution for central diffractive events with events indicated that have both protons within the acceptance of different combinations of the IP3 and RP220 detectors. Right: mass resolution for central diffractive events for some $\xi_1/\xi_2$ ratios. B1 and B2 refers to protons turning clockwise and anticlockwise, respectively, in the LHC.

6 Summary

The TOTEM physics program aims at a deeper understanding of the proton structure by measuring the total and elastic $pp$ cross sections and by studying a comprehensive menu of diffractive processes. TOTEM will run under all LHC beam conditions to maximize the coverage of the studied processes. Special high $\beta^*$ runs are needed for the total $pp$ cross section measurement with the luminosity-independent method and for soft diffraction with large forward proton acceptances. At an early stage with non-optimal beams and an intermediate $\beta^*$, TOTEM will measure $\sigma_{tot}$ with a 4–5% precision. With improved understanding of the beams and $\beta^* = 1540$ m, a precision on $\sigma_{tot}$ of 1% should be achievable. The measurement of elastic scattering in the range $10^{-3} < |t| < 10$ GeV$^2$ will allow to distinguish among a wide range of predictions according to current theoretical models. Early low $\beta^*$ runs will provide first opportunities for measurements of soft diffraction for masses above $\sim$250 GeV and $\sim$2 TeV in central and single diffractive events, respectively, as well as studies of the forward charged multiplicity in inelastic $pp$ events. Having proton detectors at IP3 would highly extend the diffractive mass acceptance of TOTEM for high luminosity runs giving e.g. a continuous mass acceptance from 25 GeV to 2.8 TeV for central diffractive events. Finally, hard diffraction as well as many forward physics subject will be studied in collaboration with CMS taking advantage of the unprecedented rapidity coverage for charged and neutral particles.
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Abstract

The ALFA detector is dedicated to obtaining a precise absolute calibration for luminosity measurements at the ATLAS experiment. Fiber trackers are installed in Roman Pots at a distance of 240m from the interaction point on both sides of the detector. In special runs with high $\beta^*$ optics the pots approach the beam to distances of order a millimeter, allowing elastically scattered protons to be detected at extremely small angles. Extracting the differential cross section in the corresponding Coulomb-Nuclear interference kinematic region as a function of the squared four-momentum transfer $t$ leads to luminosity measurements with a precision of 3\%.

1 Introduction

The luminosity relates event rates to cross sections - the main observable quantity of all accelerator-based experiments. Its value is defined by the machine parameters: beam currents, transverse beam widths and revolution frequency. A good measurement of the luminosity is required to ensure precise cross section measurements and to give fast feedback for beam tuning and monitoring for optimal operation of the LHC.

ATLAS follows a number of different approaches to measure the luminosity [1]. The first method is based on direct calculation based on the knowledge of LHC machine parameters. A precision of around 20\% - 30\% is envisaged at the LHC startup. After some years of dedicated machine studies, 5\% accuracy seems to be the end point of this method. The second type of luminosity measurement involves counting the rate of a process with a well-known cross-section. For example, the production of lepton pairs via the QED two-photon process can be precisely calculated and used as in luminosity measurements. However the QED cross sections are small and resulting event rates are at the statistical limit, especially in the low luminosity phase. The QCD production of $W$ and $Z$ bosons is a more promising process with a large cross section and a clean signature. It is one of the best known QCD cross sections and the main uncertainty comes from the PDFs. Including the experimental uncertainties a total luminosity error of 10\% seems feasible. The PDFs may become more contrained when LHC data are available and the luminosity error from this method might reach 5\% after some years of LHC running.

The third method is related to the elastic proton scattering process. This rate is linked to the total interaction rate through the optical theorem and will provide several additional options to determine the luminosity. The standard approach combines the total interaction rate $R_{\text{tot}}$ and
the forward elastic rate \( R_{el}(t = 0) \) via the optical theorem and determines the luminosity as

\[
L = \frac{1}{16\pi} \frac{R_{el}^2}{dR_{el}/dt(t = 0)} (1 + \rho^2).
\]

Here \( \rho \) is the ratio of the real to the imaginary part of the elastic forward scattering amplitude, which lies in the range 0.13-0.14 at LHC energies [2]. Small-angle elastic scattering has traditionally been used to get a handle on the luminosity calibration at hadron colliders via equation 1. This generally requires a precise knowledge of the inelastic rate over the full rapidity range, in contrast to the limited rapidity coverage of real detectors such as ATLAS. However, if very small scattering angles, corresponding to very small momentum transfers \( t \), can be covered, the cross section becomes sensitive to the electromagnetic scattering. Via the precisely known Coulomb interaction, a calibration can then be performed without measurement of the inelastic rate. This option is pursued by the ATLAS collaboration, for which the ALFA detector [3] is currently under construction. In order to reach the Coulomb-Nuclear interference region where the electromagnetic and strong interaction amplitudes are of similar size, scattering angles of about 3.5 \( \mu \)rad must be covered, corresponding to \(|t| = 0.00065\ \text{GeV}^2\). To reach the Coulomb region is a very challenging task, since the tracking detectors have to be moved to a very close distance of about 1.5 mm from the circulating beams. If this can be managed, a luminosity error of 3% seems to be feasible.

Some details of tracking detectors in the Roman Pots, the Monte Carlo estimates for the luminosity determination and the present status of the main ALFA components are described in the next chapters. This can only be achieved with special beam optics with a very high \( \beta^* = 2625\ \text{m} \) yielding a parallel-to-point focusing and a low normalised emittance \( \epsilon_N = 1\ \mu\text{rad m} \). In addition, the detector has to be operated very close to the beam at a distance of about 1.5 mm, corresponding to 12 \( \sigma \) of the beam width. Dedicated runs are foreseen at low luminosity with these special beam conditions for measurement with ALFA, which can accumulate in 100 hours of beam time sufficient statistics to achieve a luminosity calibration with an accuracy of 3%, including systematic uncertainties [6].

2 The ALFA detector

Roman Pot stations equipped with two vertically movable Roman Pots housing the detectors will be installed in the LHC on both sides of the interaction point at a distance of 240 m. There will be two stations separated by 4 m on each side, thus in total 8 pots will be instrumented with ALFA detectors. Figure 1 shows an ALFA Roman Pot station in relation to the beampipe. Each unit consists of the Pots housing the detectors and the support and moving mechanics such as bellows, roller screws, motor drives, positioning sensors etc. To minimize the amount of material in front of the detectors the pots have thin 80 \( \mu\text{m} \) windows. The interior of the Pot will be in a secondary vacuum of about 1 mbar to avoid deformations induced by the LHC primary vacuum. The 4m separation of the pairs of pots on either side of the interaction point ensures precise tracking. The positioning precision due to the Pot moving system is expected to be 10\( \mu\text{m} \). The position of the Pot in respect to the circulating beam will be determined by LVDTs with a precision of \( \pm 20\mu\text{m} \). The Roman Pots are considered as machine elements and their movement is included in the LHC collimator control system.
The design of the ALFA tracker is shown in Fig. 2. The tracking detectors are multi-layer scintillating fiber structures as illustrated in fig. 2. Layers of two times 64 KURARAY SCSF-78 single cladding fibers of square 0.5 × 0.5 mm² cross section are glued in stereo geometry on a Titanium substrate. Ten of such substrates, staggered by 71µm, are precisely assembled on a support structure. The ultimate resolution of such a detector arrangement is 14µm and in previous test beam measurements values of 25µm have been achieved [4, 5]. The spacing of the planes in beam direction is 2.5mm results in an inclination of the staggered fibers by 28mrad relative to the beam axis. Hence not to benefit from the staggering the detector axis should be
aligned with the beam axis with a precision around 3mrad.

As visible in fig. 2 the most fiber ends are cut at the lower edge under 45°. Apart from these cuts the fibers are aluminized to increase the light yield. For fibers with 90° ends the gain is about 75%, while for 45° ends about 50% of the light undergoes a reflection at the uncoated edge. The fibers are routed over 25cm distance to a connector flange. All 64 fibers of a plane are grouped into a 8×8 matrix to be coupled to the photo-cathode of the Multi Anode Photo-Multiplier Tube (MAPMT) Hamamatsu H7546B. This device has a gain around $10^6$ at the maximum voltage of 1000V. The cross talk between adjacent channels is at the level of 2-3 %.

To ensure an exact positioning of the fiber detectors in respect to the LHC beam, which can vary from fill to fill, each Roman Pot is equipped with a pair of overlap detectors. These detectors move with the Pots and measure the relative vertical positions of the upper and lower tracking detectors. The measurement principle is the common tracking of halo particles in both overlap detectors. These detectors consist of 3 planes of 30 horizontally arranged fibers staggered by 166µm to each other. The achievable precision depends mainly on the statistics of accumulated halo tracks. A positioning precision of 10µm of the upper and lower detectors are needed to keep the contribution to the luminosity error below 2%. All 180 fibers of the overlap detectors in a Pot are read out by 3 MAPMTs H7546B.

Both main and overlap detectors are equipped with corresponding trigger counters which cover the active area. For the main detectors two trigger tiles of fast plastic scintillator BICRON BC-408 are used in coincidence. The overlap detectors are covered by a single trigger tile. The light signals from the scintillators are guided by bundles of clear 0.5mm round double cladding KURARAY fibers to the photo-multipliers. To amplify the trigger signals 4 single channels photo-multipliers R7401P with Bialkali photo-cathode or the new type R9880U with Super-Bialkali photo-cathode and enhanced quantum efficiency around 35% are foreseen.

A proton traversing a 0.5 mm scintillating fiber gives on average a light signal of 4 photo-electrons. The MAPMT H7546B with a typical gain of $0.5 \times 10^6$ leading therefore to signals charge of 0.3-0.6 pC at the amplifier input. The readout electronics is a stack of printed circuit boards, named PMF, located on top of each MAPMT. The MAPMT signals are fed into the MAROC2 readout chip, which performs amplification and shaping. The signals are compared to a threshold and the resulting digital data serially transmitted to the motherboard. The motherboard serialize the data from 23 PMF units and send them via an optical link to the central ATLAS data acquisition system.

3 The Measurement Principle

The detectors have to approach the circulating beams between 1 and 2mm distance, which requires well collimated beams under special optics. This optics at high $\beta^* = 2625m$ and 90° phase advance yields a parallel-to-point focusing i.e. a linear relation between the track position in the fiber detectors and the scattering angle at the IP.

The expected detector performance was estimated by Monte Carlo simulation of elastic pp-scattering [6]. A modified version of PHYTIA6.4, to include the Coulomb-term and the real part of the nuclear elastic scattering amplitude, plus the beam transport program MADX were used for this purpose [7,8]. Accepted events are requested to fulfill the left-right trigger condition
and have a space point reconstructed in 4 fiber detectors. The resulting hit pattern in the ALFA fiber detectors is shown in fig. 3.

![Hit pattern of protons and acceptance in dependence on t.](image)

Fig. 3: Hit pattern of protons and acceptance in dependence on $t$.

Also shown in fig. 3 is the geometrical acceptance in dependence on $t$. The distance of closest approach to the beam centers is assumed between 10 and 20 $\sigma_{\text{beam}}$, depending on the halo conditions. For a distance of 1.5 mm about 67% of all events in the $t$-range $0.5 \times 10^{-5}$ to $0.5$ GeV$^2$ are accepted.

The absolute luminosity is obtained from a fit of the elastic scattering cross section formula to the reconstructed and corrected $t$-spectrum. Apart from the luminosity $L$, the nuclear slope $b$, the ratio of real and imaginary scattering amplitude $\rho$ and the total cross section $\sigma_{\text{tot}}$ are determined.

$$\frac{dN}{dt} = \pi L \left| \frac{2\alpha}{|t|} + \frac{\sigma_{\text{tot}}}{4\pi} (i + \rho)e^{-b|t|/2} \right|^2$$

Out of 10 million generated elastic events 6.6 million with an acceptance above 50% are used for the luminosity fit. The simulated and reconstructed $t$-spectrum with a linear scale for the rate is shown in fig. 4. The large total cross section ensures the collection of enough events to keep the statistical error small. For 6.6 million events the statistical errors of the luminosity and the total cross section are 1.8% and 0.9%, respectively. Some systematic uncertainties which are not taken into account in the fit procedure are: the beam divergence and crossing angle at the IP (0.3%, 0.2%), the uncertainties in the knowledge of the optical functions and phase advance to convert the hit points into a scattering angle at the IP (0.6%, 1.0%), detector resolution and alignment (0.3%, 1.3%), and finally statistical fluctuations in the background subtraction (1.2%). These values combined with the statistical error result in a total error of 3% [6].

Based on this Monte Carlo study about 100 hours running at a low luminosity of $1.0 \times 10^{27}$ cm$^{-2}$ s$^{-1}$ are necessary to collect the used data sample [3].
4 The Status of ALFA Components

This chapter gives a brief review about the production status of the main components in summer 2008: the fiber detectors, the electronics, and the mechanics.

To enlarge the light yield and to reduce the optical cross talk all fibers are coated by a thin Aluminum layer. The gain is about 75\% for fibers cutted by 90° and 50\% for the 45° fibers. The far end of the fibers are coated by sputtering technology in LIP Lisbon, followed by the side coating via vacuum evaporation at CERN. All fibers for detector production can be ready at the end of 2008. The fibers are glued on precise Titanium substrates which were produced by electro-erosion in HU Berlin. These substrates have precision holes and edges to ensure the staggering of the fiber layers. This production step is finished and the 3D measurements confirmed an accuracy below 10\(\mu\)m. In the next step the fiber detectors are produced by capillary gluing at JLU Giessen. After that the assembling of the complete detector insert is performed, the routing of all fibers to the MAPMT connectors, the gluing and milling of the connectors. A prototype-1 detector has been produced for installation issues in the tight environment of the Roman pot. Another prototype-2 detector is ready for use in a test beam measurement in summer 2008. To benefit from the staggering all fiber positions are measured by microscope at DESY Hamburg. The fiber positions are described by straight lines, which are stored in a data base and used for the track reconstruction. The precise positioning is limited due to some inherent conditions: the RMS of the fiber diameter, defects from the Aluminum coating, the precision of approaching the edges due to dust particles and the bending force on the fibers, and more. In some substrates of the prototype-2 deviations of about 100\(\mu\)m from the nominal staggering have been observed. This results in a reduced resolution of 40\(\mu\)m, while 25\(\mu\)m has been measured in the 2006 test beam campaign for a detector with 16 fibers per layer [4, 5]. Presently we investigate possible reasons for the staggering deviations to ensure that all detectors have similar quality close to the

![Fig. 4: Reconstructed t-spectrum for detectors placed at 1.5 mm distance.](image)
demands of the design. The detector insert is completed by corresponding trigger substrates. The essential demand for these substrates is a good light yield to guarantee 100% trigger efficiency. The test beam campaign 2007 in a DESY 6 GeV electron beam has shown a sufficient light yield between 30 and 40 photo-electrons using clear fiber bundles as flexible light guides. The fibres are coupled by optical connectors through the vacuum flange to multi-anode PMTs (MAPMT) with 64 pixels. The MAPMTs are connected through a stack of PCBs to the MAROC read-out chip, which performs amplification, shaping, gain equalisation and discrimination of the signals. Signals from MAROC are further processed by a FPGA which samples the signals at 40 MHz, stores the data for the L1 latency and transmits the buffer serially to the motherboard in case of a positive trigger signal. All signals of a single ALFA detector with 23 MAPMTs are collected by the motherboard which transmits the signals via optical link to the ATLAS DAQ. The connection to the central ATLAS trigger processor is also done via optical link, while the control of the motherboard and connected components is achieved by an ELMB module. The scintillation signals from the individual fibers are amplified in the 64 channel MAPMTs H7546B. The gain and uniformity measurements to correct differences in the subsequent front-end electronics are performed for each device at DESY Hamburg. The front-end electronics consists of a so-called PMFs which are 3-layer-stacks of PCBs close to the MAPMTs. Each PMF contains a MAROC2 read-out chip, which performs amplification, shaping, gain equalisation and discrimination of the signals. Signals from MAROC2 are further processed by a FPGA which samples the signals at 40 MHz, stores the data for the L1 latency and transmits the buffer serially to the motherboard. For the test beam campaign with prototype-2 32 PMFs were produced in LAL Orsay. The S-curve measurements have shown are very good quality in terms of homogeneity, linearity and sensitivity to expected fiber light signal of 4 to 5 photo-electrons.

Fig. 5: Front-end electronics: Kapton cables each connected to 5 PMFs sitting on top of the MAPMTs.

The Roman Pot mechanics has to fulfill high demands on precision and positioning reproducibility. Mechanical and optical position measurements have been performed with a pre-
prototype. Some front-back and left-right distortions up to 200µm have been observed in extreme positions. However their contribution to the total luminosity error is uncritical below 0.2%. In addition the stiffness of the slides keeping the pots have been improved replacing the Aluminum by Steel slides. The mechanical components for all stations received from Prague and are now assembled at CERN.

In summer 2008 a full Roman Pot was tested in the CERN test beam H8. A telescope of silicon strip detectors has been used for tracking. The data analysis is underway and will be published as internal ATLAS note. The schedule of the ALFA installation depends on the LHC machine status. A possible scenario is the installation of the mechanics in spring 2009. The pots itself are machined at CERN and should be installed together with the station mechanics to avoid another break of the LHC vacuum. The production of fiber detectors could be finished 2009 and their installation completed in the shut down 2009/2010.
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Abstract
The ALICE detector at the Large Hadron Collider (LHC) consists of a central barrel, a muon spectrometer and neutron calorimeters at $0^\circ$. Additional detectors for event classification and for trigger purposes are placed on both sides of the central barrel. Such a geometry allows the definition of a diffractive gap trigger by requiring no activity in the additional detectors. I discuss some physics topics which become accessible by this gap trigger.

1 The ALICE Experiment
The ALICE experiment is presently being commissioned at the Large Hadron Collider (LHC) [1, 2]. The ALICE experiment consists of a central barrel covering the pseudorapidity range $-0.9 < \eta < 0.9$ and a muon spectrometer in the range $-4.0 < \eta < -2.4$. Additional detectors for trigger purposes and for event classification exist in the range $-4.0 < \eta < 5.0$. The ALICE physics program foresees data taking in pp and PbPb collisions at luminosities up to $\mathcal{L} = 5 \times 10^{30} cm^{-2} s^{-1}$ and $\mathcal{L} = 10^{27} cm^{-2} s^{-1}$, respectively. An asymmetric system pPb will be measured at a luminosity of $\mathcal{L} = 10^{29} cm^{-2} s^{-1}$.

1.1 The ALICE Central Barrel
The detectors in the ALICE central barrel track and identify hadrons, electrons and photons in the pseudorapidity range $-0.9 < \eta < 0.9$. The magnetic field strength of 0.5 T allows the measurement of tracks from very low transverse momenta of about 100 MeV/c to fairly high values of about 100 GeV/c. The tracking detectors are designed to reconstruct secondary vertices resulting from decays of hyperons, D and B mesons. The granularity of the central barrel detectors is chosen such that particle tracking and identification can be achieved in a high multiplicity environment of up to 8000 particles per unit of rapidity. The main detector systems for these tasks are the Inner Tracking System, the Time Projection Chamber, the Transition Radiation Detector and the Time of Flight array. These systems cover the full azimuthal angle within the pseudorapidity range $-0.9 < \eta < 0.9$ and are described below. Additional detectors with partial coverage of the central barrel are a PHOton Spectrometer (PHOS), an electromagnetic calorimeter (EMCAL) and a High-Momentum Particle Identification Detector (HMPID).

1.1.1 The Inner Tracking System
The Inner Tracking System (ITS) consists of six cylindrical layers of silicon detectors at radii from 4 cm to 44 cm. The minimum radius is determined by the beam pipe dimensions whereas the maximum radius chosen is determined by the necessity of efficient track matching with the outer detectors in the central barrel. The innermost layer extends over the range $-2 < \eta < 2$.
such that there is continuous overlap with event classification detectors outside of the central barrel. Due to the high particle density of up to 80 particles/cm$^2$ and in order to achieve the required tracking resolution, pixel detectors have been chosen for the first two layers. Silicon drift detectors are located in the middle two layers whereas double sided silicon strip detectors are in the outer two layers.

1.1.2 The Time Projection Chamber

The Time Projection Chamber (TPC) is the main tracking detector in the central barrel. The inner and outer radii of the active volume are 84.5 cm and 246.6 cm, respectively. The full radial track length is measured in the pseudorapidity range $-0.9 < \eta < 0.9$ whereas tracks with at least one third of nominal radial length are covered in the pseudorapidity range $-1.5 < \eta < 1.5$. Particle identification is achieved by measuring the specific ionization loss. The chosen geometry results in a drift time of about 90 $\mu$s. This long drift time is the factor limiting the proton-proton luminosity to the value mentioned above.

1.1.3 The Transition Radiation Detector

The principal goal of the Transition Radiation Detector (TRD) is to provide electron identification in the momentum range larger than 1 GeV/c. In this range, the electron identification by energy loss in the TPC is no longer sufficient. Since the TRD is a fast tracker, the TRD information can be used for an efficient trigger on high transverse momentum electrons. In addition, the position information from the TRD system improves the tracking performance of the central barrel.

1.1.4 The Time of Flight Detector

The Time-Of-Flight (TOF) array is located at a radial distance from 3.7 m to 4.0 m. The TOF information is used for particle identification in the range $0.2 \text{ GeV/c} < p_T < 2.5 \text{ GeV/c}$. For this detector, the Multi-gap Resistive-Plate (MRPC) technology was chosen. A strip with an active area of 120x7.4 cm$^2$ consists of pads of 3.5 cm length and 2.5 cm width.

1.1.5 The Central Barrel Performance

The ITS, TPC and TRD detectors described above are the main tracking detectors in the central barrel. With the information from these detectors, particles with momenta as low as 100 MeV/c can be tracked.

Fig.1 shows the transverse momentum resolution as expected from simulations. The TPC alone achieves a resolution of approximately 3% at a transverse momentum of $p_T = 10 \text{ GeV/c}$. Adding the information from ITS and TRD on the inner and outer side, respectively, improves the resolution considerably due to the increased leverage. The combined transverse momentum resolution from the ITS, TPC and TRD detector is expected to be about 3% at a transverse momentum of $p_T = 100 \text{ GeV/c}$.

Particle identification is achieved in the central barrel by different methods. The specific energy loss is measured by the TPC, the TRD and the strip and drift detectors of the ITS. Fig.2 shows the combined particle identification capability by dE/dx measurement as a function of...
momentum. The separation of different particle species is shown in units of the resolution of the dE/dx measurement. The electron-pion separation at high momenta is significantly improved by the information of the TRD system.

1.2 The ALICE Zero Degree Neutron Calorimeter

The Zero Degree Neutron Calorimeters (ZDC) are placed on both sides of the interaction point at a distance of 116 m [3]. The ZDC information can be used to select different diffractive topologies. Events of the type \( pp \rightarrow ppX \) do not deposit energy in these calorimeters, events \( pp \rightarrow pN^*X \) will have energy in one of the calorimeters whereas events \( pp \rightarrow N^*N^*X \) will have energy deposited in both calorimeters. Here, X denotes a centrally produced diffractive state from which the diffractive L0 trigger is derived as described below.

2 The ALICE diffractive gap trigger

Additional detectors for event classification and trigger purposes are located on both sides of the ALICE central barrel. First, an array of scintillator detectors (V0) is placed on both sides of the central barrel. These arrays are labeled V0A and V0C on the two sides, respectively. Each of these arrays covers a pseudorapidity interval of about two units with a fourfold segmentation of half a unit. The azimuthal coverage is divided into eight segments of 45° degrees hence each array is composed of 32 individual counters. Second, a Forward Multiplicity Detector (FMD) is located on both sides of the central barrel. The pseudorapidity coverage of this detector is \(-3.4 < \eta < -1.7 \) and \(1.7 < \eta < 5.1\), respectively.

Fig.3 shows the pseudorapidity coverage of the detector systems described above. The geometry of the ALICE central barrel in conjunction with the additional detectors V0 and FMD is well suited for the definition of a rapidity gap trigger. The ALICE trigger system consists of a Central Trigger Processor (CTP) and is designed as a multi-level scheme with L0,L1 and L2 levels and a high-level trigger (HLT). A rapidity gap trigger can be defined by the requirement of signals coming from the central barrel detectors while V0 and FMD not showing any activity. Such a scheme requires a trigger signal from within the central barrel for L0 decision. The pixel detector of the ITS system is suited for delivering such a signal [4]. Alternatively, this L0 signal can be derived from the TOF detector.
The high level trigger HLT has access to the information of all the detectors shown in Fig. 3 and will hence be able to select events with rapidity gaps in the range $-4 < \eta < -1$ and $1 < \eta < 5$. These gaps extend over seven units of pseudorapidity and are hence expected to suppress minimum bias inelastic events by many orders of magnitude.

In addition to the scheme described above, the ALICE diffractive L0 trigger signal can be generated from the Neutron ZDC if no central state is present in the reaction. A L0 signal from ZDC does, however, not arrive at the CTP within the standard L0 time window. A L0 trigger from ZDC is therefore only possible during special data taking runs for which the standard L0 time limit is extended. The possibility of such data taking is currently under discussion.

3 ALICE diffractive physics

The tracking capabilities at very low transverse momenta in conjunction with the excellent particle identification make ALICE an unique facility at LHC to pursue a long term physics program of diffractive physics. The low luminosity of ALICE as compared to the other LHC experiments restricts the ALICE physics program to reactions with cross section at a level of a few nb per unit of rapidity.

Fig. 4 shows the transverse momentum acceptance of the four main LHC experiments. Not shown in this figure is the acceptance of the TOTEM experiment which has a physics program of measurements of total cross section, elastic scattering and soft diffraction [5]. The acceptance of the TOTEM telescopes is in the range of $3.1 < |\eta| < 4.7$ and $5.3 < |\eta| < 6.5$. The CMS transverse momentum acceptance of about 1 GeV/c shown in Fig. 4 represents a nominal value. The CMS analysis framework foresees the reconstruction of a few selected data samples to values as low as 0.2 GeV/c [6].
4 Signatures of the Pomeron

The geometry of the ALICE experiment is suited for measuring a centrally produced diffractive state with a rapidity gap on either side. Such a topology can result, among other, from double Pomeron exchange with subsequent hadronization of the central state. It is expected that the secondaries from Pomeron-Pomeron fusion events show markedly different characteristics as compared to secondaries from inelastic minimum bias events.

First, it is expected that the production cross section of glueball states in Pomeron fusion is larger as compared to inelastic minimum bias events. It will therefore be interesting to study the resonances produced in the central region when two rapidity gaps are required [7].

Second, the slope $\alpha'$ of the Pomeron trajectory is rather small: $\alpha' \sim 0.25 \text{ GeV}^{-2}$ in DL fit and $\alpha' \sim 0.1 \text{ GeV}^{-2}$ in vector meson production at HERA [8]. These values of $\alpha'$ in conjunction with the small t-slope ($< 1 \text{ GeV}^{-2}$) of the triple Pomeron vertex indicate that the mean transverse momentum $k_t$ in the Pomeron wave function is relatively large $\alpha' \sim 1/k_t^2$, most probably $k_t > 1 \text{ GeV}$. The transverse momenta of secondaries produced in Pomeron-Pomeron interactions are of the order of this $k_t$. Thus the mean transverse momenta of secondaries produced in Pomeron-Pomeron fusion is expected to be larger as compared to inelastic minimum bias events.

Third, the large $k_t$ described above corresponds to a large effective temperature. A suppression of strange quark production is not expected. Hence the $K/\pi$ ratio is expected to be enhanced in Pomeron-Pomeron fusion as compared to inelastic minimum bias events [9]. Similarly, the $\eta/\pi$ and $\eta'/\pi$ ratios are expected to be enhanced due to the hidden strangeness content and due to the gluon components in the Fock states of $\eta, \eta'$.

5 Signatures of Odderon

The Odderon was first postulated in 1973 and is represented by color singlet exchange with negative C-parity [10]. Due to its negative C-parity, Odderon exchange can lead to differences between particle-particle and particle-antiparticle scattering. In QCD, the Odderon can be a three gluon object in a symmetric color state. Due to the third gluon involved in the exchange, a suppression by the coupling $\alpha_s$ is expected as compared to the two gluon Pomeron exchange.
However, finding experimental signatures of the Odderon exchange has so far turned out to be extremely difficult [11]. A continued non-observation of Odderon signatures would put considerable doubt on the formulation of high energy scattering by gluon exchange [12]. The best evidence so far for Odderon exchange was established as a difference between the differential cross sections for elastic $pp$ and $p\bar{p}$ scattering at $\sqrt{s} = 53$ GeV at the CERN ISR. The $pp$ cross section displays a dip at $t = -1.3$ GeV$^2$ whereas the $p\bar{p}$ cross section levels off. Such a behaviour is typical for negative C-exchange and cannot be due to mesonic Reggeons only.

### 5.1 Signatures of Odderon Cross Sections

Signatures of Odderon exchanges can be looked for in exclusive reactions where the Odderon (besides the Photon) is the only possible exchange. Diffractively produced C-even states such as pseudoscalar or tensor mesons can result from Photon-Photon, Photon-Odderon and Odderon-Odderon exchange. Any excess measured beyond the well understood Photon-Photon contribution would indicate an Odderon contribution.

Diffractively produced C-odd states such as vector mesons $\phi, J/\psi, \Upsilon$ can result from Photon-Pomeron or Odderon-Pomeron exchange. Any excess beyond the Photon contribution would be indication of Odderon exchange.

Estimates of cross section for diffractively produced $J/\psi$ in pp collisions at LHC energies were first given by Schäfer et al [13]. More refined calculations by Bzdak et al result in a $t$-integrated photon contribution of $\frac{\mathrm{d}\sigma}{\mathrm{d}y} \mid_{y=0} \sim 15$ nb and a $t$-integrated Odderon contribution of $\frac{\mathrm{d}\sigma}{\mathrm{d}y} \mid_{y=0} \sim 1$ nb [14]. These two numbers carry large uncertainties, the upper and lower limit of these numbers vary by about an order of magnitude. This cross section is, however, at a level where in $10^6$ s of ALICE data taking the $J/\psi$ can be measured in its $e^+e^-$ decay channel at a level of 4% statistical uncertainty.

![Fig. 5: The $J/\psi$ transverse momentum distribution for the photon and Odderon contributions](image)

Due to the different $t$-dependence, the Photon and Odderon contribution result in different transverse momentum distribution $p_T$ of the $J/\psi$. The photon and Odderon contributions
are shown in Fig.5 by the dotted and solid lines, respectively. A careful transverse momentum analysis of the $J/\psi$ might therefore allow to disentangle the Odderon contribution.

### 5.2 Signatures of Odderon Interference Effects

If the diffractively produced final state is not an eigenstate of C-parity, then interference effects between photon-Pomeron and photon-Odderon amplitudes can be analyzed.

![Fig. 6: photon-Pomeron and photon-Odderon amplitudes](image)

Fig. 6 shows the photon-Pomeron and the photon-Odderon amplitudes for $q\bar{q}$ production. A study of open charm diffractive photoproduction estimates the asymmetry in fractional energy to be on the order of 15% [15]. The forward-backward charge asymmetry in diffractive production of pion pairs is calculated to be on the order of 10% for pair masses in the range $1 \text{GeV}/c^2 < m_{\pi^+\pi^-} < 1.3 \text{GeV}/c^2$ [16, 17].

### 6 Photoproduction of heavy quarks

Diffractive reactions involve scattering on small-x gluons in the proton. The number density of gluons at given x increases with $Q^2$, as described by the DGLAP evolution. Here, $Q^2$ and x denote the kinematical parameters used in deep inelastic ep scattering. The transverse gluon density at a given $Q^2$ increases with decreasing x as described by the BFKL evolution equation. At some density, gluons will overlap and hence reinteract. In this regime, the gluon density saturates and the linear DGLAP and BFKL equation reach their range of applicability. A saturation scale $Q_s(x)$ is defined which represents the breakdown of the linear regime. Nonlinear effects become visible for $Q < Q_s(x)$.

Diffractive heavy quark photoproduction represents an interesting probe to look for gluon saturation effects at LHC. The inclusive cross section for $Q\bar{Q}$ photoproduction can be calculated within the dipole formalism. In this approach, the photon fluctuates into a $Q\bar{Q}$ excitation which interacts with the proton as a color dipole. The dipole cross section $\sigma(x,r)$ depends on x as well as on the transverse distance r of the $Q\bar{Q}$ pair. A study of inclusive heavy quark photoproduction in pp collisions at LHC energy has been carried out [18]. These studies arrive at differential cross sections for open charm photoproduction of $\frac{d\sigma}{dy} |_{y=0} \sim 1.3 \mu b$ within the collinear pQCD approach as compared to $\frac{d\sigma}{dy} |_{y=0} \sim 0.4 \mu b$ within the color glass condensate (CGC). The cross sections are such that open charm photoproduction seems measurable with good statistical
Diffractive photoproduction is characterized by two rapidity gaps in the final state. In the dipole formalism described above, the two gluons of the color dipole interaction are in color singlet state. Diffractive heavy quark photoproduction cross sections in pp, pPb and PbPb collisions at LHC have been studied [19]. The cross sections for diffractive charm photoproduction are \( \frac{d\sigma}{dy} \big|_{y=0} \sim 6 \text{ nb} \) in pp, \( \frac{d\sigma}{dy} \big|_{y=0} \sim 9 \mu\text{b} \) in pPb and \( \frac{d\sigma}{dy} \big|_{y=0} \sim 11 \text{ mb} \) in PbPb collisions. The corresponding numbers for diffractive bottom photoproduction are \( \frac{d\sigma}{dy} \big|_{y=0} \sim 0.014 \text{ nb} \) in pp, \( \frac{d\sigma}{dy} \big|_{y=0} \sim 0.016 \mu\text{b} \) in pPb and \( \frac{d\sigma}{dy} \big|_{y=0} \sim 0.02 \text{ mb} \) in PbPb collisions.

Heavy quarks with two rapidity gaps in the final state can, however, also be produced by central exclusive production, i.e. two Pomeron fusion. The two production mechanisms have a different t-dependence. A careful analysis of the transverse momentum \( p_T \) of the \( Q\bar{Q} \) pair might therefore allow to disentangle the two contributions.
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Abstract
We discuss selected physics topics in relation to proposals to upgrade the ATLAS and CMS detectors by the installation of forward silicon detector systems close to the beam line at distances of approximately 220 m and 420 m from the respective interaction points. The physics motivation and some of the aspects of the apparatus and its performance are briefly described.

1 Introduction
An important part of the physics programme at HERA has been the measurement of diffractive processes, in which the proton exchanges a colourless object, commonly referred to as the pomeron, with the incoming virtual photon. Two types of process here are of particular interest: the production of exclusive final states such as vector mesons, and hard processes in which the photon interacts with partonic components of the structure of the pomeron, which can be modelled in various ways. The hard processes can be induced by photons of varying virtuality, ranging from quasi-real photons to highly virtual photons that give deep inelastic scattering off the partons associated with the pomeron.

In a similar way, high energy photon-photon physics has been exploited at LEP, with processes that can be categorised in a similar manner. There is also an active program of diffractive physics at the Tevatron.

At the LHC, much higher energies are available than at HERA and LEP, enabling these physics programmes to be extended into areas where new physics can be discovered or studied. This is the subject of the present section. We outline first the physical setup that is envisaged, in which new detector systems will be installed close to the beam line at suitable locations downstream of the interaction points. We then present a summary of some of the new processes that should become open to investigation, and finally return to discuss the physical apparatus in further detail with an outline of its capabilities.

2 The basic proposal for forward detectors
Figure 1 illustrates the configuration of the LHC beamline on one side of an interaction point, showing the separate incoming and outgoing beams and the form of the particle trajectories on entering and leaving the interaction region. At distances greater than 260 m, the beam is dominated by the main bending magnets and is in the form of an irregular arc, which has been straightened
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out in the Figure. At two regions, namely around 220 m and 420 m from the interaction point, there are intervals in the beamline that are not occupied by magnets. Each of these regions provides approximately ten metres of clear space within which physics detectors can be stationed. It is proposed to install sets of silicon detectors in these regions, allowing them to be positioned as closely as possible to the outgoing beam. These detectors will detect diffractively scattered outgoing protons.

One or both protons in a \( pp \) collision may be scattered diffractively. In such a case, the fractional energy loss \( \xi \) suffered by the proton is typically small, as is the angle of scatter. These protons will continue to travel along the beam line, but in due course they will no longer be contained by the beam optics and will be bent either into a collimator or out of the beam line altogether. It is found that protons that have lost a few tens of GeV in the initial collision emerge out of the beam typically in the 420 m regions, and those that have lost a few hundreds of GeV emerge in the 220 m regions. By installing detector systems in these regions, we can identify the double diffractive production of exclusive centrally produced states whose mass is above a minimum value of the order of 100 GeV/c\(^2\), provided that the state itself records a suitable signature in the central detector allowing its identification. Figure 2 illustrates the kind of process that we are interested in for the case of a Higgs particle denoted as \( H \). A measurement of the energies of the outgoing protons makes possible a good determination of the mass of the centrally produced object, and in most cases this has better resolution than the measurement made in the central detector.

### 3 Central exclusive production

The central exclusive production of a Standard Model Higgs at the LHC has been the subject of a number of calculations. The cross section is strongly dependent on the gluon distributions that are assumed in the proton, and the detected cross section depends on the ability to trigger the process in the apparatus. Here we are faced with the difficulty that the present trigger electronics in ATLAS and CMS do not allow a first-level trigger to be based on the detection of a proton at 420 m, since the signal arrives too late. This forces the detection of a 120 GeV/c\(^2\) central state to
be based on central detector triggers, which are not highly efficient in the case of a SM Higgs at this mass. In our favour is that the background of quark-antiquark jets is suppressed dynamically relative to the signal by the $J_z = 0$ selection rule [1]. An exclusive double-diffractively produced state is constrained to have $J^{PC} = 0^{++}$, so that if a Higgs or other particle is seen at all in this process, we have a good determination of its quantum numbers which may be hard to determine unambiguously by central detector measurements alone.

Recently the CDF Collaboration has observed for the first time the existence of central exclusive dijet production in hadronic collisions [2]. Exclusive production of the charmonium state $\chi_c$ has also been reported [3], with a cross section of the predicted magnitude. These are major milestones, since the central exclusive production of known final states can be used as “standard candles” to confirm mechanisms and extract cross sections with small model uncertainties. Establishing the potential experimental dijet background is an important item in the search for new particles such as the Higgs.

From Fig. 3 (left) it is clear that measurements of the proton structure at HERA and the Tevatron have a strong relevance to predicting the strength of a possible SM Higgs signal in double diffraction at LHC. With the set-up that is currently envisaged, the prospects seem rather marginal. However there are additional opportunities if the Higgs occurs within a supersymmetric framework. There are two particularly important parameters of the SUSY scenario, denoted as $m_A$ and $\tan \beta$, within whose parameter space a number of the features of the theory can be illustrated. Figure 3 (right) illustrates the enhancements to the SM Higgs cross section that might be obtained for the lighter of the two neutral SUSY Higgs particles, denoted as $h$, and showing also some contours of different $h$ masses, taken from Heinemeyer et al. [4].

On this basis, the quantity of LHC luminosity needed for 3-$\sigma$ evidence and 5-$\sigma$ discovery of neutral SUSY Higgs in the exclusive double-diffractive mode can be estimated, as illustrated for the heavier SUSY Higgs $H$ in Fig. 4 [5]. Contour plots of this kind have been presented by these authors for the $h$ and $H$ in a variety of related situations. This gives improved hope of being able to make Higgs studies with forward detectors at the LHC, although there is no advance guarantee that the values of the SUSY parameters will be favourable and the integrated luminosity needed might be substantial.

More cleverly thought-out triggers and cuts may improve the situation. Figure 5 illustrates some studies carried out by Pilkington et al [6]. The mass of the central object has been reconstructed using modelled measurements of the forward proton trajectories at 420 m, with
estimated backgrounds from other processes included. During the first years of running, a measurement using 60 fb$^{-1}$ seems a reasonable target and could produce evidence indicated by the first illustrated histogram. Higher luminosities will clearly assist, but will generate combinatorial backgrounds from overlapping events (“pile-up”). If these can be removed, as is envisaged, using precise timing measurements to isolate the event of interest, a signal might be seen giving a 5-σ discovery with 100 fb$^{-1}$ of running.

Particular attention was given during the workshop to the study of event pile-up at the LHC (Taševský, Pilkington). By exploiting the difference between particle multiplicities in central exclusive and non-diffractive processes, a further reduction of the pile-up background may be possible. Here, only tracks from the primary vertex associated with the hard-scale event are relevant. Additional reduction factors of 10 to 100 may be possible; at present there are uncertainties here due to model dependence, soft underlying event tune dependence and track selection criteria.
4 Photoproduction processes.

TeV-energy protons are surprisingly efficient at radiating high energy photons. Single photoproduction off the second proton, and photon-photon processes are both of interest at LHC. Kinematically, photoproduction resembles diffractive scattering but with the tendency to a smaller transverse momentum transfer to the proton. The $\gamma\gamma$ cross sections are harder than the pomeron-pomeron processes, overtaking the latter in cross section at $W_{\gamma\gamma} \approx 1$ TeV. Since diffraction produces mainly gluon jets and photoproduction produces quark jets, there is little interference between the processes.

Single photoproduction will be of interest at the LHC in the production of electroweak particles. There are possibilities for the associated production of Higgs bosons and for the production of anomalous single top via FCNC. These processes are tagged by a single forward proton, but must be triggered and identified in the central detectors, and there will be potential difficulties at high luminosities since the use of timing to associate the forward protons with a central vertex requires two such forward protons. A number of generic cross sections are indicated in Fig. 6 (left), together with the forward detection system that will tag in different $W_{\gamma p}$ ranges.

The $\gamma\gamma$ process is capable of inducing the production of any type of charged particle-antiparticle pair. Of particular interest here is the possible production of charged SUSY particles, such as charginos and sleptons, whose signatures in the central detector will be high transverse energy leptons and missing energy carried by neutrinos or the lightest SUSY particle (LSP) if it is neutral. Figure 6 (right) shows cross sections for producing fermion and scalar charged particle pairs, compared to that for $W^+W^-$ production, which is likely to be a very prolific background. $ZZ$ production is possible only by anomalous couplings. The dimuon process is seen as good for the calibration of the forward detectors and even for LHC luminosity monitoring.

There are many possible SUSY mass scenarios. The possibilities that have been studied here are in terms of the so-called LM1 scenario, which involves a light LSP and light sleptons and charginos. This type of scenario will give the most favourable set of cross sections. The most natural variable to plot in order to separate SUSY signals from $WW$ background would be the $W_{\gamma\gamma}$ value reconstructed from the forward protons (Fig. 7a) However the background is

Fig. 5: Example analyses of an MSSM SUSY signal calculated with $\tan \beta = 40$ and $m_A = 120$ GeV (A. Pilkington).
Fig. 6: Cross sections for various single photoproduction processes at LHC (left), as a function of photon-proton mass, and for various generic double photoproduction processes (right).

much more tractable when the variable \( W_{\text{miss}} = \sqrt{E_{\text{miss}}^2 - P_{\text{miss}}^2} \) is plotted (Fig. 7b), where the missing energy and momentum are calculated from the forward protons and the kinematics of the observed final state particles. Combinations of \( W_{\gamma\gamma} \) and \( W_{\text{miss}} \) give even more power (Fig. 7c) and can generate a distribution (Fig. 7d) that might give a 5-\( \sigma \) discovery with only 25 fb\(^{-1} \) of integrated luminosity.

5 Other physics processes

An intriguing example of completely new physics has been proposed by A. White in which a new SU(5) gauge theory obviates the need for a Higgs particle and gives remarkable experimental signatures for which pomeron physics may be an essential diagnostic tool [8]. An extended range of SUSY processes may also be accessible. One study made during this workshop has been the detection of pairs of long-lived gluinos in central exclusive processes [9]. Such particles can occur in split-SUSY models, where the sfermions have masses far above the TeV scale. The gluinos are lighter and therefore long lived, and may form bound states with gluons or quarks called \( R\)-hadrons. These will mimic the behaviour of muons and may be detected in muon chambers. For 300 fb\(^{-1} \) approximately 10 events are expected for gluino masses up to 350 GeV. The advantage of using proton detectors lies again in the excellent accuracy for the reconstruction of the mass of the centrally produced object. The forward detectors at 220 m and 420 m give access to the wide range of masses that such particle pairs may have.

Present space permits no more than a brief mention of other items in the range of physics processes that will be made observable by the use of forward tagging systems at LHC. The work initiated at HERA on hard pomeron scattering and structure can be continued by means of
Fig. 7: Examples of the analysis of the double photoproduction of SUSY particles, as a function of the parameters $W_{\gamma\gamma}$ and $W_{\text{miss}}$, to illustrate a possible way to isolate a clean SUSY signal [7].

 photon-pomeron and pomeron-pomeron processes. It should be noted that the $q\bar{q}$ final state is suppressed in the pomeron-pomeron process at low quark masses, assisting in the identification of potential new physics processes. There will be extended opportunities for further studies of the nature of the pomeron. In the early stages, at low LHC luminosities, the study of rapidity-gap survival will be interesting and important, generalised gluon distributions can be studied, and a variety of QCD effects can be investigated; a recent review by Khoze, Martin and Ryskin gives more details here [10].

6 The proposed apparatus

Traditionally, forward detection systems have consisted of relatively small installations mounted at suitable locations such that the detector systems can be moved towards the beam within localised structures known as Roman Pots. This idea has been expanded in the proposals for LHC so that there is planned to be an entire section of beam pipe that is movable, the so-called “Hamburg Pipe” scheme. It will be necessary to replace the cryostat connection between the portions of the beamline either side of the 420 m installations. Sets of silicon detectors will be mounted in the Hamburg Pipe. The best performance is envisaged if two sets of detectors are installed in each pipe, separated by approximately 10 m to make full use of the available space, so that the position and angle of the trajectory of an emerging proton can be measured. In the horizontal plane, precisions of approximately 10 $\mu$m in position and 1 $\mu$rad in angle should be obtainable. The vertical plane is less critical, and less good precision in the vertical measurements will be accepted. The silicon detectors are of a recent “edgeless” technology to allow the sensitive area
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to be moved as close as possible to the main outgoing proton beam.

To perform the tracking of the protons into the relevant detector regions, two programs (FPtrack and Hector) have been written for ATLAS and CMS respectively [11]. They enable us to evaluate the acceptance of the apparatus under various conditions; this is illustrated in Fig. 8. The 420 m systems used on their own provide substantial acceptance for exclusively produced masses up to approximately 150 GeV/c^2, and even if the silicon can be moved only to 7 mm from the beam, the acceptance at the critical region of 120 GeV/c^2 is not affected. By using the 420 m systems in conjunction with those at 220 m, a greatly extended mass range is achieved with excellent acceptances.

Figure 9(a) illustrates the distribution of the outgoing protons at 420 m in position, horizontally and vertically. The vertical beam spread is small and The mass \( M_X \) of an exclusively produced final state can be evaluated if the momenta of the forward protons can be reconstructed; this is achievable by means of polynomial-based formulae in terms of the horizontal position and angle in the detector regions. The value of \( M_X \) is then \( \sqrt{p_0 - p_1}(p_0 - p_2) \) for an incoming beam momentum \( p_0 \) and outgoing proton momenta \( p_1, p_2 \). Various uncertainties smear out this calculation, notably the intrinsic spread on \( p_0 \). Figure 9(b) shows the mass uncertainty that can be achieved under reasonable assumptions. In nearly all cases this is more precise than the direct measurement in the central detector. An exception to this is when the central state consists of two photoproduced muons. This promises to be a key process which can be used to calibrate the proton momentum measurements.

### 7 Summary

Forward tagging opens up a wide range of diffraction and photoproduction processes at LHC. Following from the HERA experiences, we hope to study these mechanisms at high energy, in which a number of new processes should be observable. There is discovery potential in some cases, while in others, known processes can be studied in more depth. This is a major new area of physics for the LHC.
Fig. 9: (a) Typical distribution of a forward proton in a detector system at 420 m (X. Rouby). (b) Mass resolution using 420 m and/or 220 m detector systems if the resolution on the angular measurement is 1 $\mu$rad or 2 $\mu$rad. (PJB)
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Abstract
When particle physic started, cosmic ray were used as source of new particles. Nowadays particle physic is a fundamental key to understand the nature of the very high energy cosmic rays. Above $10^{14}$ eV, primary cosmic rays are detected via air showers whose developments strongly rely on the physic of the forward region of hadronic interactions as tested in the HERA and LHC experiments. After an introduction on air shower phenomenology, we will review how HERA and LHC can constrain the physic used both in hadronic interaction model, or for photon or neutrino primaries.

1 Physics questions and problems
One of the central questions of astroparticle physics is that of the sources and propagation of cosmic rays. Even more than 90 years after the discovery of cosmic rays we still don’t know their elemental composition at high energy and also the information on the energy spectrum is very limited [1–6]. Knowing the cosmic-ray composition is the key to understanding phenomena such as the knee, a change in the power-law index of the cosmic ray flux at about $3 \times 10^{15}$ eV, the transition from galactic to extra-galactic cosmic rays, and the implications of the existence of ultra-high energy cosmic rays with $E > 10^{20}$ eV. In particular, composition information is essential for confirming or ruling out models proposed for the sources of ultra-high energy cosmic rays, many of which postulate new particle physics [7, 8].

The flux of cosmic rays is shown in Fig. 1 in the energy range from $10^{12}$ eV up to the highest energies. It has been scaled by $E^{2.5}$ to make the characteristic features of the spectrum clearly visible. In addition the equivalent energies of colliders, referring to proton-proton collisions, are indicated by arrows.
The all-particle spectrum can be approximated by a broken power law $\propto E^\gamma$ with a spectral index $\gamma = -2.7$ below $E_k \approx 4 \times 10^{15}$ eV. At the knee, the spectral index changes to $\gamma \approx -3.1$. The power law index changes again at about $10^{18.5}$ eV, a feature that is called the ankle. At the very high end of the spectrum there seems to be a suppression of the flux. None of these features of the energy spectrum of cosmic rays is understood so far. In the following some of the related theoretical questions and models are presented for illustration.

- **Knee.** At the knee, the cosmic ray spectrum changes in a way that is very difficult to understand in models with a superposition of different sources, each producing a power-law flux. The knee could be a feature of the acceleration process, it could be the result of propagation effects from the sources to Earth (leakage from the Galaxy), or it could be caused by new particle physics. Knowing the change of the elemental composition of cosmic rays through the knee energy region will help to distinguish some of the possible scenarios. Acceleration and propagation models of the knee predict that the spectra of individual elements should each exhibit a knee, however at an energy that is scaled by the
charge of the particle due to the coupling to astrophysical magnetic fields (for example, [22]). In contrast, models postulating new interaction physics (for example, [23]) and the cannon ball model [24] predict a scaling proportional to the number of nucleons of the nucleus (i.e. mass number). A review of the different scenarios and their predictions can be found in, for example, [25].

- **Ankle.** The ankle is often regarded as a signature of the transition from Galactic to extragalactic cosmic rays. Such a transition is expected in this energy range because of the strength of the Galactic magnetic fields being of the order of $3 \, \mu G$ [26]. Particles with energies above $10^{19}$ eV are not confined to the Galaxy. The exact energy of the transition is not known [27]. In the dip model the ankle is a result of the propagation of ultra-high energy cosmic rays through the microwave background radiation [28,29]. Within this model, ultra-high energy cosmic rays have to be dominated by protons. Other models of the ankle explain the feature in the spectrum by the superposition of different power laws from Galactic and extragalactic sources [4, 30, 31]. In such a scenario the composition would most likely be mixed with contributions from both light and heavy elements, i.e. in the range from protons to iron nuclei.

- **Upper end of the spectrum.** A strong suppression of the particle flux above $E = 7 \times 10^{19}$ eV is expected from the interaction of cosmic rays with the cosmic microwave background radiation, the Greisen-Zatsepin-Kuzmin (GZK) effect [32, 33]. Both protons and nuclei suffer significant energy losses when propagating over distances larger than $\sim 100$ Mpc. On the other hand, the sources could have reached their upper limit of acceleration or injection power and we would be mistaken by attributing the observations just to the GZK suppression. In any case the sources of such high energy particles have to be rather exotic [34]. One would have to build the LHC with a circumference of the length of the orbit of the planet Mercury to reach the same energy with the currently available technology. Particles of such energies also probe Lorentz invariance at extreme energies [35, 36] and hence allow to search for space-time fluctuations (for example, see [37, 38]).

To solve these questions, multi-messenger and multi-observable measurements are needed. First of all, the flux, composition and arrival direction distribution of cosmic rays will have to measured with high statistics and precision. Secondly, complementary information obtained from observing secondary particle fluxes (gamma-rays and neutrinos) will greatly help to disentangle different source and propagation scenarios [39, 40].

At energies above $10^5$ GeV, the flux of cosmic rays is so low that it cannot be measured directly using particle detectors. Therefore all cosmic-ray measurements of higher energy are based on analyzing the secondary particle showers, called extensive air showers, which they produce in the atmosphere of the Earth. To interpret the characteristics of extensive air showers in terms of primary particle type and energy, detailed modeling of the various interaction and decay processes of the shower particles is needed (for example, see [41, 42]). In particular, the elemental composition of the cosmic-ray flux reconstructed form air shower data depends very much on the assumptions on hadronic multiparticle production.
2 Air shower phenomenology and hadronic interactions

A commonly employed technique to observe air showers is the measurement of secondary particles (electrons, photons and muons) reaching the ground [2]. Using an array of particle detectors (for example, sensitive to $e^\pm$ and $\mu^\pm$), the arrival direction and information on mass and energy of the primary cosmic ray can be reconstructed. The main observables are the number and the lateral and temporal distributions of the different secondary particles. At energies above $\sim 10^{17}$ eV, the longitudinal profile of a shower can be directly observed by measuring the fluorescence light induced by the charged particles traversing the atmosphere [43]. Two main observables can be extracted from the longitudinal shower profile: the energy deposit or the number of particles, $N_{\text{max}}$, at the shower maximum and $X_{\text{max}}$, the atmospheric depth of the maximum. Again, these quantities can be used to estimate the energy and mass of the primary particles. Shower-to-shower fluctuations of all observables make it impossible to derive the mass of the primary particle on a shower-to-shower basis. On the other hand, these fluctuations provide very useful and complementary composition information.

To qualitatively understand the dependence of the air shower development on some basic parameters of particle interaction, decay, and production, a very simple toy model can be used. Although initially developed for electromagnetic (EM) showers [44] it can also be applied to hadronic showers [45].

First we consider a simplified electromagnetic shower of only one particle type. A particle of energy $E$ produces in an interaction two new particles of the same type with energies $E/2$, after a fixed interaction length of $\lambda_e$. With $n$ being the number of generations (consecutive interactions), the number of particles at a given depth $X = n \cdot \lambda_e$ follows from

$$N(X) = 2^n = 2^{X/\lambda_e},$$

with the energy $E$ per particle for a given primary energy $E_0$ being

$$E(X) = \frac{E_0}{2^{X/\lambda_e}}.$$  

Defining the critical energy $E_c$ ($\sim 85$ MeV in air) as the energy below which continuous energy loss processes (i.e. ionization) dominate over particle production, one can make the assumption that the shower maximum is reached at a depth at which the energy of the secondary particles is degraded to $E_c$. Then two main shower observables are given by

$$N_{\text{max}} = \frac{E_0}{E_c} \quad \text{and} \quad X_{\text{max}}^e(E_0) \sim \lambda_e \cdot \ln \left( \frac{E_0}{E_c} \right).$$

Of course, this very simplified picture does not reproduce the detailed behavior of an EM shower, but two important features are well described: the number of particles at shower maximum is proportional to $E_0$ and the depth of shower maximum depends logarithmically on the primary energy $E_0$.

Generalizing this idea, a hadronic interaction of a particle with energy $E$ is assumed to produce $n_{\text{tot}}$ new particles with energy $E/n_{\text{tot}}$, two third of which being charged particles $n_{\text{ch}}$ (charged pions) and one third being neutral particles $n_{\text{neut}}$ (neutral pions). Neutral particles decay...
immediately into em. particles particles ($\pi^0 \rightarrow 2\gamma$), feeding the em. shower component. After having traveled a distance corresponding to the mean interaction length $\lambda_{\text{ine}}$, charged particles re-interact with air nuclei as long as their energy exceeds some typical decay energy $E_{\text{dec}}$.

In the end, most of the energy of an air shower is carried by em. particles ($\sim 90\%$ for $n = 6$). The depth of shower maximum is given by that of the em. shower component, $X_{\text{max}}^e$. As the first hadronic interaction produces em. particles of energy $\sim E_0/n_{\text{tot}}$ one gets

$$X_{\text{max}}(E_0) \sim \lambda_{\text{ine}} + X_{\text{max}}^e(E_0/n_{\text{tot}})$$  \hspace{1cm} (4)

$$\sim \lambda_{\text{ine}} + \lambda_e \cdot \ln \left( \frac{E_0}{n_{\text{tot}}E_c} \right),$$  \hspace{1cm} (5)

where $\lambda_{\text{ine}}$ is the hadronic interaction length. This simplified expression for the shower depth of maximum neglects the em. sub-showers initiated by hadrons of later generations. The inclusion of higher hadronic generations does not change the structure of Eq. (5), see [46].

Following [45], we assume that all charged hadrons decay into muons when their energy reaches $E_{\text{dec}}$. By construction, charged particles will reach the energy $E_{\text{dec}}$ after $n$ interactions

$$E_{\text{dec}} = \frac{E_0}{(n_{\text{tot}})^n}. \hspace{1cm} (6)$$

Since one muon is produced in the decay of each charged particle, we get for the number of muons in an hadronic shower

$$N_\mu = n_{\text{ch}}^n = \left( \frac{E_0}{E_{\text{dec}}} \right)^\alpha,$$  \hspace{1cm} (7)

with $\alpha = \ln n_{\text{ch}}/\ln n_{\text{tot}} \approx 0.82 \ldots 0.95$ [46, 47]. The number of muons produced in an air shower depends not only on the primary energy and air density, but also on the charged and total particle multiplicities of hadronic interactions.

In case of showers initiated by nuclei, one can use the superposition model to deduce the expectation value for inclusive observables [48]. In this model, a nucleus with mass $A$ and energy $E_0$ is considered as $A$ independent nucleons with energy $E_h = E_0/A$. This leads to

$$N_{\text{max}}^A \approx A \cdot \frac{E_h}{E_c} = \frac{E_0}{E_c} = N_{\text{max}}$$  \hspace{1cm} (8)

$$X_{\text{max}}^A \approx X_{\text{max}}(E_0/A)$$  \hspace{1cm} (9)

$$N_\mu^A \approx A \cdot \left( \frac{E_0/A}{E_{\text{dec}}} \right)^\alpha = A^{1-\alpha} \cdot N_\mu.$$  \hspace{1cm} (10)

There is no mass dependence of the number of charged particles at shower maximum. The number of muons and the depth of maximum depend on the mass of the primary particle. The heavier the shower-initiating particle the more muons are expected for a given primary energy. For example, an iron-induced shower has about 1.4 times more muons than a proton shower of the same energy.

There are several code packages available for performing Monte Carlo simulations of extensive air showers. The more frequently used programs are AIRES [50], CORSIKA [51],
Fig. 2: Predictions for air shower observables for proton-, iron- and photon-induced showers. Left panel: Shown are the correlation between the number of electrons and muons at ground as expected with different hadronic interaction models (see text) [49]. Right panel: compilation of data of the mean depth of shower maximum and model predictions [49].

CONEX [52], SENECA [53], MOCCA [54], and COSMOS [55]. These packages provide either self-made hadronic interaction models that cover the full energy range from the particle production threshold to the highest energies or employ external models for the simulation of these interactions. Due to the different methods of modeling, external hadronic interaction models are typically optimized for low- or high-energy interactions.

Low-energy models describe hadronic interactions in terms of intermediate resonances (for example, the isobar model) and parametrizations of data. They are applicable in the energy range from the single particle production threshold up to several hundred GeV. Models that are often applied in simulations are FLUKA (which is a complete cascade simulation package that includes both low- and high-energy models) [56], GHEISHA [57], UrQMD [58], and the more specialized code SOPHIA [59]. Low-energy models are typically well-tuned to the large number of data sets from fixed target measurements. Still the differences between the model predictions are significant and can lead to very different muon densities in air shower simulations [60, 61].

High-energy interaction models are typically very complex models and based on Regge theory [62], Gribov’s Reggeon calculus [63], and perturbative QCD. Central elements of these models are the production of QCD minijets and the formation of QCD color strings that fragment into hadrons. The most frequently used models are QGSJET 01 [64, 65] and II [66, 67], SIBYLL 2.1 [48, 68, 69], EPOS 1.6 [70, 71] and DPMJET II [72] and III [73, 74]. The extrapolation of these models to very high energy depends on the internal structure of the model and the values of the tuned model parameters and is, in general, rather uncertain. Different extrapolations obtained within one model by varying the parameters can be found in [75, 76] and represent only a lower limit to the uncertainty of the predictions.

Monte Carlo models typically applied in high energy physics are not used for air shower
simulations. Most of these models do not allow the simulation of particle production with air nuclei as target or are applicable in a rather limited energy range (however, see [77] for a study with HIJING [78]).

Detailed numerical simulations of extensive air showers confirm the overall functional relations between the shower energy, depth of shower maximum, and number of electrons and muons that have been derived within the simple Heitler-Matthews model. The expected correlation between the number of electrons and muons at a surface detector at sea level is shown in Fig. 2. The simulations were made for vertical showers with the air shower simulation package CORSIKA [51]. The predictions obtained for the interaction models QGSJET 01, QGSJET II.03, SIBYLL 2.1, and EPOS 1.6 are compared. While there is a reasonable discrimination power at low energy, the model-induced uncertainties do not allow us to discriminate between even the most extreme composition assumptions at ultra-high energy if only the number of muons and electrons is measured. The situation seems to be a somewhat better in case of the mean depth of shower maximum, but the model uncertainties are still very large.

It can be concluded from both simple cascade models of air showers and numerical studies [54,75,76,79] that the following characteristics of hadronic interactions are of central importance to air shower predictions

- Inelastic cross section for proton-air and pion/kaon-air interactions,
- Ratio between neutral and charged secondary particles (in other words, $\pi^0$ and all other particles),
- Energy distribution of the most energetic secondary particles,
- Multiplicity of high energy secondary particles,
- Scaling or scaling violation of secondary particle distributions,
- Cross section for diffractive dissociation (i.e. low-multiplicity events).

It is clear that hadronic interactions at both high and low energies are influencing the model predictions for air showers. Low-energy interactions do not influence the depth of shower maximum very much but are of direct relevance to the muon density at large lateral distance from the shower core, see [60,61,80].

3 Limitations of air shower simulations

Before discussing shortcomings of air shower simulations it has to be emphasized that modern simulation packages provide a very good overall description of air shower observables. The situation has very much improved in comparison to the early days of air shower simulation [81].

Modern cosmic-ray detectors like KASCADE [82] and the Pierre Auger Observatory [83] measure several observables for each shower. By choosing different observables, the model dependence of the reconstructed energy and primary particle mass can be estimated. Studies show that the uncertainty in interpreting the data from these experiments is dominated by the uncertainty in predicting hadronic multi-particle production in extensive air showers. In the following we will discuss some representative examples that illustrate the limitations of currently available hadronic interaction models and air shower simulation tools.

The KASCADE Collaboration analyzed the measured number of electrons and muons at detector level to derive the primary energy and composition of the showers in the knee energy
region. Having collected more than 40 million showers it is still not possible to obtain a clear picture of the elemental composition [14]. Applying different hadronic interaction models leads to significantly different fluxes for the elemental groups considered in the analysis, see Fig. 3. In particular, the fundamental question of having a mass- or charge-dependent scaling of the knee positions of the individual flux components cannot be answered. Moreover, in an earlier study the KASCADE Collab. showed that selecting different observables gives inconsistent composition results even if the same hadronic interaction model is employed in the analysis [84].

A comparison of the world data set on electron-muon based and $X_{\text{max}}$ based composition measurements, using the same hadronic interaction models, shows a systematic inconsistency between composition results based on surface detector data and that based on the measurement of the mean depth of shower maximum [85]. Analysis of the surface detector data indicate a heavier primary composition than one would expect from $\langle X_{\text{max}} \rangle$ data. This is most clearly found in experiments that measure both $X_{\text{max}}$ and an observable related to the number of muons. For example, the prototype experiment HiRes-MIA [86] studied showers in the energy range from $10^{17}$ to $10^{18.5}$ eV. The measured muon densities at 600 m from the core could only be interpreted as iron-dominated composition, but the mean $X_{\text{max}}$ indicated a transition to a proton-dominated composition [19].

The analysis of Auger data with QGSJET II [87] leads to a similar discrepancy at an energy of about $10^{19}$ eV. Using universality features of very high energy showers $E > 10^{18}$ eV, one can relate the electromagnetic shower size at a lateral distance of 1000 m to the shower energy and the depth of shower maximum [88, 89]. The employed universality features are the same for showers simulated with the interaction models QGSJET II and SIBYLL 2.1. Considering showers at different angles and employing the independently measured depth of shower maximum, the observed muon signal can be set in relation to the predicted muon signal as shown in Fig. 4. Adopting the nominal energy scale of the Auger fluorescence detectors, the number of muons at 1000 m from the core is found to be twice as large as predicted by simulations with proton
showers. This number should be compared to that of iron-induced showers for which one expects a muon number increased by the factor 1.38 (QGSJET II) or 1.27 (SIBYLL 2.1). Increasing the energy scale by 30% as the constant intensity cut analysis of the data suggests and assuming a iron dominated composition seems to bring the surface detector data almost into agreement with the model predictions. On the other hand, the measured $\langle X_{\text{max}} \rangle$ data is at variance with an iron-dominated composition hypothesis at $10^{19}$ eV.

4 Main sources of model uncertainties

In the foreseeable future soft multi-particle production will not be calculable within QCD. Therefore the modeling of cosmic-ray interactions will continue to strongly depend on the input from accelerator experiments. There are two principal types of input needed for model building. First of all, data on cross sections, secondary particle distributions and multiplicities, as well as parton densities form the basis for tuning the parameters of the models. Secondly, guidance from further development and experimental verification of theoretical and phenomenological concepts and ideas will be crucial for model development.

At the current stage even the most fundamental question of scaling of secondary particle distributions in the forward phase space region cannot be answered\(^1\). Within some models very strong scaling violation of the distribution of leading particles is expected [90]. So far there is no experimental proof of such a scenario. If realized in nature, the implications will be profound and most of the very high energy cosmic ray data will have to be interpreted in terms of a light composition. The lack of data on hadron production in forward direction, with the exception of HERA measurements, is one of the main source of model uncertainties. The HERA measure-

---

\(^1\)Feynman scaling is, of course, violated for central particle production.
ments of leading proton and neutron distributions are the only high energy data available and indicate surprisingly small scaling violations [91]. It has to be expected that the leading particle distribution is correlated with the centrality of the interaction, as found in heavy ion collisions. LHC data from the big experiments [92] and LHCf [93] will be of decisive importance in this respect.

The energy fraction transferred in an interaction to particles of very short lifetime, that decay to photons and electrons, is of direct relevance to air shower simulations. Currently the particle distribution of neutral pions is derived indirectly from the distributions of charged secondaries. With the exception of the UA7 [94], no high energy data of secondary $\pi^0$ and photon distributions exist.

The extrapolation of the total and inelastic cross sections is currently hampered by the discrepant measurements from Tevatron experiments. Extrapolating the model cross section based on the CDF data [95] gives different air shower predictions than using the E710 [96] and E811 [97] data [76]. The measurement of the proton-proton cross section at LHC will reduce this uncertainty very much. Related to this cross section is, of course, the question of pion-proton and kaon-proton cross sections. The highest energy data available for the pion-nucleus cross section is that of SELEX [98]. There is no generally accepted theoretical model of how to extrapolate the ratio between proton-proton and meson-proton cross sections.

One further source of uncertainty stems from the fact that hadronic cross sections and secondary particle distributions are needed for the interaction with light nuclei in air shower simulations. At high energy, the calculation of such nuclear cross sections and particle distributions is not straightforward. At low energy, the Glauber approximation [99] is known to work remarkably well. Already the low-energy data indicates, however, the need for inelastic screening corrections for the calculation of which no reliable framework exists. For example, cross sections estimates based on air shower data indicate smaller particle production cross sections than current model extrapolations (see compilation in [100]).

One of the central theoretical questions that has to be addressed in all hadronic interaction models is that of the range of applicability of perturbative QCD. At high energy, most hadrons are produced in the fragmentation of minijets. It is of great importance to understand the correlations between individual parton-parton interactions, to which degree they can be considered independent from each other, their kinematic and color flow link to the remnants of the incoming hadrons, and the minimum momentum transfer for which such a picture can be applied. Closely related to this question is the modeling of non-linear effects in the low-$x$ parton evolution and possible saturation or high-density shadowing effects. HERA data is of direct relevance in this respect as are RHIC measurements too. A high density of partons can also influence string fragmentation and modify particle yields relative to those measured at low energy. There are different model predictions that address this point (see, for example, [70, 101–103]) but the experimental data are not conclusive.
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1 From HERA to LHC and Cosmic Rays

There seem to be two prime motivations for discussing HERA data in connection with the future running at the LHC and the physics of cosmic rays. First of all, HERA provides a precise picture of the structure of the proton, which are the scattering partners at the LHC. Concerning cosmic ray physics, the electron-proton ($ep$) reactions at HERA can be viewed as collisions of ultra-high-energy photons - emitted by the electron - with nuclear matter. Comparing to the cosmic ray energy spectrum impinging on the earth’s atmosphere, the HERA collider provides a photon beam equivalent to 50 TeV on a stationary proton target, lying about half way on a logarithmic scale, at about almost $10^{14}$ eV, between the intensity maximum at 1 GeV and the “ankle” of the cosmic ray energy spectrum. Such high energy photon-proton collisions are of utmost importance for observational astrophysics, in particular for the understanding of the interactions of ultra-high-energy cosmic photons with our atmosphere which usually serves as the target in the cosmic ray experiments.

High energy photon interactions with hadronic matter are governed mainly by the strong interaction, which can be successfully described by quantum chromodynamics (QCD) as long as some “hard scale” of order several GeV is present in the reactions under study. Owing to the photon in the initial state, the overall size of the cross sections, however, is small, being proportional to the square of the fine-structure constant $\alpha$. In view of the LHC, the HERA data give direct information on quantities related to QCD, most importantly the parton distribution functions (pdfs) within the nucleon, and the running strong coupling $\alpha_s$, determining the overall strength of the partonic branching processes. These quantities, among others, are important ingredients to the Monte Carlo programs simulating cosmic ray showers in the atmosphere. There is, however, another interesting area in cosmic ray research, where HERA can provide important information, namely ultra-high energy neutrino scattering, which can be inferred from $ep \rightarrow \nu X$ reactions at HERA. Also here, the neutrino energy accessible at HERA is equivalent to about 50 TeV on a stationary proton target.

In the following we will briefly summarize the data on the total photoproduction cross section from HERA and present some recent results on inclusive scattering, discussing the extraction of the parton distribution functions from a combined data set of the two collider experiments H1 and ZEUS. We will then discuss jet final states with emphasis on the phase space near the forward (proton) direction. These data shed light on the parton evolution models and also enable a unique measurement of the running strong coupling, providing new insight into QCD dynamics at very low values of the Bjorken variable $x$. We finally mention the relevance of the HERA charged current cross sections for the expectation of ultra-high energy neutrino nucleon cross sections, which will be elaborated in more detail in section 3.
The HERA Physics Mission  One of the most successful tools for unraveling the structure of hadrons, most importantly of the nucleons, is deep-inelastic scattering (DIS) using charged leptons as probes. The HERA collider at the Deutsches Elektronen-Synchrotron DESY in Hamburg has provided the highest available center-of-mass energies for the collision of electrons and positrons with protons. HERA has been running from 1992 until mid 2007, accumulating a total of about 500 pb\(^{-1}\) for each of the two colliding beam experiments H1 [1] and ZEUS [2]. The data taking was divided into two phases, separated by a massive luminosity upgrade program in the years 2001-2002. As a further benefit of the upgrade, HERA also provided longitudinally polarized electron and positron beams, giving access to sensitive tests of the electroweak theory and allowing to carry out unique searches for the production of new heavy particles. While the electroweak sector was tested in electron-quark scattering at an unprecedented level, the hope for discovering “New Physics” at HERA did not materialize.

Photoproduction at HERA  Measuring the total hadronic photoproduction cross section at high center-of-mass energies gives access to the asymptotic behavior of cross sections in general. The energy dependences of the total cross sections for pp, \(\bar{p}p\), Kp and \(\pi p\) are well described by Regge theory [3]. Phenomenological fits based on this (non-perturbative) theory are successfully parameterizing all the hadronic cross sections in the full energy range (above the \(s\)-channel resonance region) using the common form

\[
\sigma_{\text{tot}} = A \cdot s^\epsilon + B \cdot s^{-\eta},
\]

where \(s\) is the square of the center-of-mass energy and \(A\) and \(B\) are constants. The parameter \(\epsilon\) describes the weak energy dependence at high energies (\(1 + \epsilon\) is the “Pomeron intercept”, which is about 1.09).

![Fig. 1: Lowest order Feynman diagram for deep-inelastic electron-proton scattering in the parton picture, showing the relevant kinematic quantities characterizing inclusive DIS reactions and photoproduction (see text). The hadronic final state “fragmented” from the scattered and spectator partons is indicated by \(X\).](image)

The photon-proton total cross section is measured in the process \(ep \rightarrow e\gamma p \rightarrow eX\), where the initial state electron has radiated a photon, which is then absorbed by the proton, producing a hadronic final state \(X\). The event kinematics (see fig. 1 for a general lowest order Feynman diagram) is best described in terms of the Lorentz-invariant photon virtuality \(Q^2\), and the event inelasticity \(y\), both defined as

\[
Q^2 = -q^2 = -(k - k')^2
\]

and

\[
y = \frac{p \cdot q}{p \cdot k}.
\]
The square of the photon-proton center-of-mass energy \( W \), i.e. the mass squared of the hadronic system \( X \), is given by

\[
W^2 = (q + p)^2 = 4E_e E_p y.
\]

The photon virtuality has a kinematic minimum due to the finite electron mass \( m_e \), and is given by

\[
Q_{\text{min}}^2 = \frac{m_e^2 y^2}{1 - y}.
\]

The photoproduction cross section is related to the double differential electroproduction cross section (which is actually observed experimentally) by the equivalent photon approximation [4], which can be written as

\[
\frac{d^2\sigma^{ep}}{dydQ^2} = \frac{\alpha}{2\pi Q^2} \left[ \left( \frac{1 + (1 - y)^2}{y} - \frac{2(1 - y) Q_{\text{min}}^2}{Q^2} \right) \cdot \sigma_T^{\gamma p}(y, Q^2) + \frac{2(1 - y)}{y} \cdot \sigma_L^{\gamma p}(y, Q^2) \right],
\]

where \( \sigma_T^{\gamma p} \) (\( \sigma_L^{\gamma p} \)) is the cross section for transversely (longitudinally) polarized photon on protons.

Since the virtuality of the photon is small by excluding deep inelastic scattering events (\( Q_{\text{max}}^2 \sim 0.02 \text{ GeV}^2 \)), the longitudinal cross section is expected to be small. Integrating over \( Q^2 \) gives the total \( \gamma p \) cross section in terms of the single \( ep \) differential cross section:

\[
\sigma_T^{\gamma p}(y) = \frac{2\pi}{\alpha} \left[ \frac{1 + (1 - y)^2}{y} \ln \frac{Q_{\text{max}}^2}{Q_{\text{min}}^2} - \frac{2(1 - y)}{y} \left( 1 - \frac{Q_{\text{min}}^2}{Q_{\text{max}}^2} \right) \right]^{-1} \cdot \frac{d\sigma^{ep}(y)}{dy}
\]

The event inelasticity \( y \) is given by the acceptance of the electron tagging systems and can be integrated over, so that \( \sigma_{\text{tot}}^{\gamma p}(W) \) can be determined. The results of the measurements from HERA [5, 6] are shown in fig 2, together with the low energy data [7] and a phenomenological Regge fit [8] using hadron data, marked as “DL98”. The compatibility of the photoproduction cross section with the hadronic data supports the universal energy dependence of all total cross sections at asymptotic energies.

**Quantum Chromodynamics in the HERA Regime** Quantum Chromodynamics (QCD) is expected to describe the strong interactions between quarks and gluons. At distances small compared to the nucleon radius, or equivalently large momentum transfer \( Q^2 \) where the strong coupling \( \alpha_s \) is small, perturbative QCD (pQCD) gives an adequate quantitative account of hadronic processes. The total cross sections, however, are dominated by long range forces (“soft interactions”), where a satisfactory understanding of QCD still remains a challenge. This is most importantly so also for all transitions of partons to hadrons in the final state (“fragmentation process”). In addition, non-perturbative effects govern the DIS kinematics through the momentum distribution (“parton distribution functions”, or “pdfs”) of the initial partons, interacting with the electrons via photon or \( Z^0 \) exchange (see fig.1). The latter is important only at very large \( Q^2 \), i.e. around or beyond the mass of the \( Z^0 \). The division between the non-perturbative and the perturbative regimes is defined by the factorization scale, which should be sufficiently large (\( \mathcal{O}(\text{few GeV}^2) \)) to hope for a convergent perturbative expansion in the strong coupling constant \( \alpha_s \).
FIG. 2: Measurements of the total photoproduction cross section $\sigma_{\gamma p}$ for positron-proton scattering from early measurements of H1 [5] and ZEUS [6].

Within the framework of perturbative QCD, the DIS cross section at the parton level is generically given by

$$\sigma = \sum_i \sigma_{\gamma^* i}(Q^2) \otimes x f_i(x, Q^2),$$

(1)

where $Q^2$ is the virtuality of the exchanged boson (here: the virtual photon $\gamma^*$), $x$ is the momentum fraction (Bjorken $x$) of the incoming parton, and $\sigma_{\gamma^* i}$ is the total virtual photon-parton cross section. In this expression the factorization theorem of QCD [9] has been used, separating the cross section into a hard scattering part between the exchanged virtual photon and the incoming parton $i$, convoluted with a part (including a non-perturbative contribution) describing the momentum distribution $x f_i(x, Q^2)$ of parton $i$ within the proton. In eq.(1) one recognizes the incoherent summing of quark contributions, which is justified by the property of asymptotic freedom. Asymptotic freedom states that the interaction between the partons within the proton, characterized by the strong coupling constant $\alpha_s$ become weak at large $Q^2$ ($\alpha_s \to 0$ as $Q^2 \to \infty$). In this way the scattering process of the electron with the partons of the proton can be treated incoherently.

Figure 1 also indicates the kinematics in the HERA regime. Here, $s$ is the square of the total $ep$ center of mass energy. The four-momentum transfer squared $Q^2$ is given by the scattered electron alone, the Bjorken variable $x$ and the inelasticity $y$ (equal to the energy fraction transferred from the electron to the virtual photon in the proton rest frame, see above), with $x$
given by
\[ x = \frac{Q^2}{2 P \cdot q}. \]  
(2)

Only two of the three quantities in eq. (2) are independent, they are related via \( Q^2 = s x y \).

Another interesting quantity is the total mass \( M_X \) of the hadronic final state, given by
\[ M_X^2 \equiv W^2 = (q + P)^2 = \frac{Q^2(1 - x)}{x} \]  
(3)

This relation shows that low \( x \) reactions correspond, at fixed \( Q^2 \), to large values of \( W^2 \), i.e. large invariant masses of the hadronic final state. Due to the high colliding beam energies (protons at 920 GeV, electrons at 27.6 GeV), HERA provided a large range of exploration for \( x \) and \( Q^2 \), extending the reach of previous fixed target experiments by more than 2 orders of magnitude in \( x \) and \( Q^2 \).

The double differential cross section for \( e p \) scattering is written in terms of structure functions as (see, e.g. [10])
\[ \frac{d^2 \sigma (e^\pm p)}{dx \ dz^2} = 2 \pi \alpha^2 \frac{z Q^4}{y} Y_+ \left[ F_2 - \frac{y^2}{Y_+} F_L + \frac{Y_-}{Y_+} x F_3 \right], \]  
(4)

where the functions \( Y_\pm \) are given by \( Y_\pm = 1 \pm (1 - y)^2 \), and the structure functions, apart from coupling constants, are combinations of the parton distribution functions. For the case of pure photon exchange, valid at low \( Q^2 \), one obtains
\[ F_2(x, Q^2) = \sum_{i=u,d,...} e_i^2 x f_i(x, Q^2). \]  
(5)

where the sum extends over all partons within the proton of charge \( e_i \). As indicated in fig. 1, all reactions with neutral boson exchange are called “neutral current (NC)” reactions, those with \( W^\pm \) exchange (here the final state lepton is a neutrino) are called “charged current (CC)” reactions.

The non-perturbative parton distribution functions \( f_i(x) \) cannot be calculated from first principles and have therefore to be parameterized at some starting scale \( Q_0^2 \). Perturbative QCD predicts the variation of \( f_i \) with \( Q^2 \), i.e. \( f_i = f_i(x, Q^2) \) via a set of integro-differential evolution equations, as formulated by Altarelli and Parisi (“DGLAP” equations, see [11]). The predicted \( Q^2 \) dependence (“scaling violations”) of the structure function \( F_2 \), see eq. (5), are nicely supported by the data from HERA [12].

**Low \( x \) Physics and the Parton Distribution Functions**

At distances small compared to the nucleon radius, or equivalently large momentum transfer \( Q^2 \) between the incoming and outgoing leptons, perturbative QCD (pQCD) gives an adequate quantitative account of hadronic processes in DIS. The most “elementary”observable in electron-proton scattering is the inclusive DIS cross section, where basically only the 4-vectors of the scattered lepton or the produced hadronic final state are measured.

Inclusive \( e p \) scattering can be divided into two distinct classes: Neutral current (NC) reactions \( (e p \rightarrow eX) \), and Charged Current (CC) reactions \( (e p \rightarrow \nu X) \). In NC reactions, a photon or
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Fig. 3: Measurements of the reduced cross section $\sigma_r(x, Q^2)$ for positron-proton scattering, based on the combined data of H1 and ZEUS [12]. The data show clear evidence for scaling violations, as expected from gluon emission of the initial quarks participating in the hard scattering process. The scaling violations are very well described by pQCD NLO fit HERAPDF 0.1 [13]. At low $Q^2$, the data from some fixed target experiments are also shown.

At low $Q^2$ and low $y$ the structure functions $xF_3$ (from $Z^0$ exchange) and $F_L$ (suppressed by the factor $y^2$) can be safely neglected. Residual (small) contributions from $F_L$ can also be modeled using pQCD. In this case the structure function $F_2$ can be extracted at each point of $x$ and $Q^2$ from the “reduced” cross section $\sigma_r$ (see eq. (6)). Measurements of $\sigma_r$ from the combined H1 and ZEUS data [12] are shown in fig. 3. The data, most importantly their $Q^2$ dependence, are very well described by NLO pQCD.
resulting uncertainties of the pdfs have drastically shrunk due to the combination of the HERA data. It should also be noted that the pdfs for the gluon and the sea quarks, even at the lowest values of Bjorken $x$, and for all values of $Q^2$, keep rising with decreasing $x$. This means that parton saturation has not been observed within the kinematic range of HERA - assuming that the parameterisation used in the fits would be flexible enough to allow the observation of such behaviour.

From fig. 4 one clearly sees that the gluon distribution is dominating the low $x$ behavior of the DIS cross sections. At low $x$, the structure function $F_2$ can be satisfactorily parameterized as being proportional to $x^{-\lambda}$. Figure 5 shows the values of $\lambda$ as function of $Q^2$. One can observe a clear decrease of $\lambda$ with decreasing $Q^2$, touching the hadron-hadron limit (and also photoproduction, see the left-most data point) at a photon virtuality around 1 GeV$^2$. 

Fig. 5: Measurements of the slope of $F_2$ for deep inelastic scattering as function of $Q^2$. To the far left, the photoproduction point $\epsilon \equiv \lambda$ is also drawn.

Fig. 4: The parton distribution functions from QCD fits to the HERA data on NC and CC inclusive reactions, using the combined data from H1 and ZEUS (HERAPDF 0.1) [13].
**Jet Production** Collimated bundles of particles (“jets”) are carrying the kinematic information of the partons emerging from DIS reactions at HERA and other high $p_T$ colliding beam experiments. The study of jet production is therefore a sensitive tool to test the predictions of perturbative QCD and to determine the strong coupling constant $\alpha_s$ over a wide range of $Q^2$.

Several algorithms exist to cluster individual final state hadrons into jets, but most commonly used at HERA is the so-called $k_T$ clustering algorithm [14]. The jet finding is usually executed in the hadronic center of mass system, which is, up to a Lorentz boost, equivalent to the Breit frame. At the end of the algorithm, the hadrons are collected into a number of jets.

![Feynman diagrams for LO jet production. The upper subgraph is called “QCD Compton”, the lower subgraph is called “boson-gluon fusion”. Both graphs contribute to two-jet final states. Events with three jets can be interpreted as a di-jet process with additional gluon radiation from one of the involved quark lines, or as a gluon splitting into a quark-antiquark pair. These processes are of order $O(\alpha_s^3)$ (NLO).](image)

At leading order (LO) in $\alpha_s$, di-jet production (see fig. 6) proceeds via the QCD Compton process ($\gamma^* q \rightarrow q g$) and boson-gluon fusion ($\gamma^* g \rightarrow q \bar{q}$). The cross section for events with three jets is of $O(\alpha_s^3)$. These events can be interpreted as coming from a di-jet process with additional gluon radiation or gluon splitting (see caption of fig. 6), bringing the QCD calculation to next-to-leading order (NLO).

In jet physics, two different “hard” scales can be used to enable NLO (and higher) calculations: the variable $Q$, and the transverse energy $E_T$ of the jets. Figure 7 shows the differential cross sections for inclusive jet production at high $Q^2$ as measured by the ZEUS Collaboration [15], both with respect to $Q^2$ and $E_T$. The data are compared to NLO calculations, using the renormalization and factorization scales as indicated in the figure. Both schemes are able to describe the data very well, indicating the validity of the choice of any of the two hard scales. Given the experimental and theoretical uncertainties at these large scales, no higher order (beyond NLO) corrections seem necessary.

**Forward Jets** All of the analyses regarding the observables mentioned in the previous chapters rest on the DGLAP $Q^2$ evolution scheme for the pdfs involved. Potential deviations observed in certain regions of phase space (low $x$, low $Q^2$) are usually attributed to the limited order of the presently computed QCD matrix elements (LO, NLO, sometimes NNLO). Especially for low $x$ ($\approx 10^{-4}$), but sufficiently large $Q^2$ ($> \text{a few GeV}^2$), there has been a vivid debate about the validity of the DGLAP approach. In this kinematic regime the initial parton in the proton can induce a QCD cascade, consisting of several subsequent parton emissions, before eventually an interaction with the virtual photon takes place (see fig. 8). QCD calculations based on the “direct” interaction between a point-like photon and a parton from the evolution chain, as given
by the DGLAP approach, are very successful in describing, e.g. the unexpected rise of $F_2$ with decreasing $x$ over a large range in $Q^2$ [16].

For low values of $x$, there is, however, a technical reason to question the validity of the DGLAP evolution approach: Since it resums only leading $\log(Q^2)$ terms, the approximation may become inadequate for very small $x$, where $\log(1/x)$ terms become important in the evolution equations. In this region the BFKL scheme [17] is expected to describe the data better, since in this scheme terms in $\log(1/x)$ are resummed.

The large phase space available at low $x$ (see eq.(3)) makes the production of forward jets (in the angular region close to the proton direction) a particularly interesting topic for the study of parton dynamics, since jets emitted in this region lie well away in rapidity from the photon end of the evolution ladder (see fig. 8). Concerning the forward jets there is a clear dynamic distinction between the DGLAP and BFKL schemes: In the DGLAP scheme, the parton cascade resulting from hard scattering of the virtual photon with a parton from the proton is ordered in parton virtuality. This ordering along the parton ladder implies an ordering in transverse energy $E_T$ of the partons, so that the parton participating in the hard scatter has the highest $E_T$. In the BFKL scheme there is no strict ordering in virtuality or transverse energy. The BFKL evolution therefore predicts that a larger fraction of low $x$ events will contain high-$E_T$ forward jets than is predicted by the DGLAP evolution.

Both ZEUS [18] and H1 [19] have studied forward jet production, where “forward” typically means polar emission angles less than about 20 degrees relative to the proton direction. As
a first example, the single differential cross sections \( d\sigma/dx \) from H1 are shown in fig. 9. The data are compared to LO and NLO QCD calculations [20] (a), and several Monte Carlo models (b and c). The NLO calculation in (a) is significantly larger than the LO calculation. This reflects the fact that the contribution from forward jets in the LO scenario is kinematically suppressed. Although the NLO contribution opens up the phase space for forward jets and considerably improves the description of the data, it still fails by a factor of 2 at low \( x \). In fig. 9b the predictions from the CASCADE Monte Carlo program [21] is shown, which is based on the CCFM formalism [22]. The CCFM equations provide a bridge between the DGLAP and BFKL descriptions by resumming both \( \log(Q^2) \) and \( \log(1/x) \) terms, and are expected to be valid over a wider \( x \) range. The model predicts a somewhat harder \( x \) spectrum, and fails to describe the data at very low \( x \). In part (c) of the figure, the predictions (“RG-DIR”) from the LO Monte Carlo program RAPGAP [23] is shown, which is supplemented with initial and final state parton showers generated according to the DGLAP evolution scheme. This model, which implements only direct photon interactions, gives results similar to the NLO calculations from part (a), and falls below the data, particularly at low \( x \). The description is significantly improved, if contributions from resolved virtual photon interactions are included (“RG-DIR+RES”). However, there is still a discrepancy in the lowest \( x \) bin, where a possible BFKL signal would be expected to show up most prominently. The Color Dipole Model (CDM) [24], which allows for emissions non-ordered in transverse momentum, shows a behavior similar to RG-DIR+RES.

Fig. 9: Single differential cross sections for forward jets as functions of \( x \) from the H1 experiment [19], compared to NLO predictions [20] in (a), and QCD Monte Carlo models [23, 24] in (b) and (c). The dashed line in (a) shows the LO contribution.

For a more detailed study the forward jet sample was divided into bins of \( p_{t,\text{jet}}^2 \) and \( Q^2 \). The triple differential cross section \( d^3\sigma/dxdQ^2dp_{t,\text{jet}}^2 \) versus \( x \) is shown in fig. 10 for several regions in \( Q^2 \) and \( p_{t,\text{jet}}^2 \). In addition, the expectations from the above mentioned QCD models are presented. Using the ratio \( r = p_{t,\text{jet}}^2/Q^2 \), various regimes can be distinguished: For \( p_{t,\text{jet}}^2 < Q^2 \ (r < 1) \) one expects a DGLAP-like behavior, dominated by direct photon interactions (see fig. 10 c). Due to the large bin sizes, however, the ranges of \( r \) can be quite large, so that \( r \) in this bin can assume values up to 1.8 due to admixtures from events with \( p_{t,\text{jet}}^2 > Q^2 \). This may explain why the DGLAP direct model (RG-DIR), although closer to the data in this bin than in any other, does not quite give agreement with the data except at the highest \( x \)-bin. In the region...
$p_{t,jet}^2 \approx Q^2 (r \approx 1$, see fig. 10 b and f), DGLAP suppresses parton emission, so that BFKL dynamics may show up. However, the DGLAP resolved model (RG-DIR+RES) describes the data reasonably well.

![Image of triple differential cross sections for forward jet production as function of $x$ in bins of $Q^2$ and $p_{t,jet}^2$, compared to various Monte Carlo calculations (see text).]

Fig. 10: Triple differential cross sections for forward jet production as function of $x$ in bins of $Q^2$ and $p_{t,jet}^2$, compared to various Monte Carlo calculations (see text).

The regime of $p_{t,jet}^2 > Q^2 (r > 1$, see fig. 10 d, g and h), is typical for processes where the virtual photon is resolved, i.e. the incoming parton from the proton vertex interacts with a parton from the photon. As expected, the DGLAP resolved model (RG-DIR+RES) provides a good overall description of the data, again similar to the CDM model. However, it can be noted that in regions where $r$ is largest and $x$ is small, CDM shows a tendency to overshoot the data. DGLAP direct (RG-DIR), on the other hand, gives cross sections which are too low. Although the above analysis tries to isolate “BFKL regions” from “DGLAP regions”, the conclusion on underlying dynamics cannot be reached, most importantly since the “BFKL region” ($r \approx 1$) is apparently heavily contaminated by “DGLAP-type” events. In addition, the two “different” evolution approaches, RG-DIR+RES (“DGLAP”) and CDM (“BFKL”), give similar predictions.

In a further step, the parton radiation ladder (see fig. 8) is examined in more detail by looking also at jets in the region of pseudorapidity, $\eta = -\ln \tan(\theta/2)$, between the scattered electron ($\eta_e$) and the forward jet ($\eta_{forw}$). In this region a “2-jet + forward” sample was selected,
requiring at least 2 additional jets, with $p_{t,jet} > 6$ GeV for all three jets, including the forward jet. In this scenario, evolution with strong $k_t$ ordering is obviously disfavored. The jets are ordered in rapidity according to $\eta_{forw} > \eta_{jet2} > \eta_{jet1} > \eta_e$. Two rapidity intervals are defined between the two additional jets and the forward jet (see fig. 12): $\Delta \eta_1 = \eta_{jet2} - \eta_{jet1}$ is the rapidity interval between the two additional jets, and $\Delta \eta_2 = \eta_{forw} - \eta_{jet2}$ is the interval between jet 2 and the forward jet. If the di-jet system originates from the quark line coupling to the photon (see fig. 12), the phase space for evolution in $x$ between the di-jet system and the forward jet is increased by requiring that $\Delta \eta_1$ is small and that $\Delta \eta_2$ is large: Requiring $\Delta \eta_1 < 1$ will favor small invariant masses of the di-jet system. As a consequence, $x_g$ will be small, leaving the rest for additional radiation. When, on the other hand, $\Delta \eta_1$ is required to be large ($\Delta \eta_1 > 1$) BFKL-like evolution may then occur between the two jets from the di-jet system or, when both $\Delta \eta_1$ and $\Delta \eta_2$ are small, between the di-jet system and the hard scattering vertex. Note that the rapidity phase space is restricted only for the forward jet.

As argued above, this study disfavors evolution with strong ordering in $k_t$ due to the common requirement of large $p_{t,jet}$ for the three jets. Radiation which is not ordered in $k_t$ may occur at any location along the evolution chain, depending on the values of $\Delta \eta_1$ and $\Delta \eta_2$. Figure 12 show the measured cross sections as function of $\Delta \eta_2$ for all data, and separated into the two regions of $\Delta \eta_1$ discussed above. One can see that here the CDM model is in good agreement with

Fig. 11: Kinematic regions for the event sample “2jets + forward” (see text). The quarks in the photon-gluon fusion process are $q_1$ (upper solid line) and $q_2$ (lower solid line). The rapidity gap between $q_1$ and $q_2$ is denoted by $\Delta \eta_1$, the gap between $q_2$ and the forward jet is denoted by $\Delta \eta_2$.

Fig. 12: Cross section for events with a reconstructed high transverse momentum di-jet system and a forward jet from the H1 experiment [19], as function of $\Delta \eta_2$ for two regions of $\Delta \eta_1$. The data are compared to predictions of “DGLAP-like (RG-DIR+RES) and “BFKL-like” (CDM) Monte Carlo models (see text).
the data in all cases, while the DGLAP models predict cross sections which are too low, except when both $\Delta \eta_1$ and $\Delta \eta_2$ are large. For this topology all models (and the NLO calculation, not shown) agree with the data, indicating that the available phase space for evolution is exhausted.

It is important to realize that the “2+forward jet” sample indeed seems to differentiate between the CDM and DGLAP resolved models, in contrast to the more inclusive samples (see fig. 10). The conclusion is that additional breaking of the $k_t$ ordering, beyond what is included in the resolved photon model, is required by the data, pointing towards some evidence for BFKL dynamics. It is, however, not excluded that such effects may also be described by higher order DGLAP calculations, which may become available in the future. Further investigations using forward particle emission will be discussed below (see section 2).

The Strong Coupling Constant One of the most important measurements using multi-jet final states is the determination of the strong coupling constant $\alpha_s$. At HERA, this measurement is particularly interesting, since $\alpha_s$ can be determined in a single experiment over a large range of $Q$ or $E_T$. Observables which are sensitive to $\alpha_s$ come from various sources, such as inclusive jets, jet ratios (number of three jets relative to the number of two jets), and event shape variables (thrust, jet masses, angles between jets etc.). A recent compilation of $\alpha_s$ determinations [25] from the two HERA experiments H1 and ZEUS, using various jet observables and the HERA I data set, is shown in fig. 13. An NLO fit to these data yields a combined value of $\alpha_s(M_Z) = 0.1198\pm 0.0019(\text{exp.}) \pm 0.0026(\text{th.})$. The dominating theoretical error arises from the uncertainty due to terms beyond NLO, which is estimated by varying the renormalization scale by the “canonical” factors 0.5 and 2. A recent preliminary result obtained by the H1 Collaboration using the full HERA data set and based on multiple observables in inclusive and multi-jet events displays an experimental error below 1% [26]: $\alpha_s = 0.1182 \pm 0.0008(\text{exp.})^{+0.0041}_{-0.0031}(\text{th.}) \pm 0.0018$. This illustrates the potential for a very precise measurement of the strong coupling using the full HERA data set.

Ultra-High Energy Neutrino Reactions With the era of high energy neutrino astrophysics approaching, it is interesting to review our knowledge about the neutrino-nucleon cross section at ultra-high energies beyond $\mathcal{O}(10 \text{ TeV})$. Such energies can indeed be reached with the HERA collider, as was discussed in the introduction. Looking at the charged current reaction $e p \rightarrow \nu X$ measured at HERA, a cut in the transverse neutrino momentum of $p_{\perp} > 25 \text{ GeV}$ is necessary for a clean separation of CC events from the background. The extrapolation to $p_{\perp} = 0$ can be done within the Standard model, yielding a cross section for $\nu N$ on a stationary target of about 200 pb at 50 TeV neutrino energy. Figure 14 shows the measurements from fixed target experiments and the HERA point. Also given are the linear extrapolation (corresponding to $M_W = \infty$) and the prediction of the Standard Model ($M_W = 80 \text{ GeV}$). As one can see, the neutrino nucleon cross section shows no anomaly, as could, for example, be expected by electroweak instanton effects proposed [27] as a source of possible cosmic ray events beyond the GZK cutoff. While the evidence for such events has become weaker recently [28, 29], the search for instanton effects at HERA [30] has also been inconclusive so far. More details on the expectations of neutrino cross sections at asymptotic energies are presented further below (see section 3).
\[ \alpha_s(M_Z) = 0.1189 \pm 0.0010 \] 

(S Bethke, hep-ex/0606035)

Fig. 13: Compilation of \( \alpha_s(\mu) \) measurements from H1 and ZEUS [25], based on jet variables as indicated. The dashed line shows the two loop solution of the renormalization group equation, evolving the 2006 world average for \( \alpha_s(M_Z) \). The band denotes the total uncertainty of the prediction.

2 Forward particles from HERA to LHC

Forward Particles at HERA  In \( ep \) scattering at HERA, a significant fraction of events contains a low-transverse momentum baryon carrying a large fraction of the incoming proton energy. Although the production mechanism of these leading baryons is not completely understood, exchange models [31] give a reasonable description of the data (Fig. 15). In this picture, the incoming proton emits a virtual particle which undergoes the deep inelastic scattering process with the incoming beam electron.

To measure the very forward particles, both the H1 and the ZEUS experiments have been equipped with the Forward Proton Spectrometers (LPS, FPS and VFPS) and the Forward Neutron Calorimeters (FNC). The Forward Proton Spectrometers are several Roman Pot detectors placed at different positions along the beamline in the direction of proton beam, between 24 and 220 m from the interaction point. They measure the energy and momentum of the protons which are scattered through the very small angles and keep a momentum fraction of the initial proton between 0.4 and 1.

The Forward Neutron Calorimeters were installed at \( \theta = 0^\circ \) and at 106 m from the interaction point in the proton beam direction. These are lead-scintillator sandwich calorimeters with energy resolution \( \sigma(E)/E = 70%/\sqrt{E} \) for the ZEUS-FNC and \( \sigma(E)/E = 63.4%/\sqrt{E} \oplus 3\% \) for the H1-FNC. The size and weight of the FNC are defined by the space available in the HERA tunnel. The detectors are about 2m long with \( \sim 70 \times 70 \text{ cm}^2 \) transverse size. Below the H1 and ZEUS-FNC calorimeters are briefly described.

The general view of the H1-FNC is shown in Fig. 16(left). It consists of the Main Calorimeter and the Preshower. In addition, two layers of veto counters situated at the distance of 2m in front of Preshower are used to veto charged particles. The Preshower is \( \sim 40\text{cm} (\sim 1.5\lambda) \)
Fig. 14: Measurement of the neutrino nucleon total cross section inferred from the HERA charged current data (full circle), and various fixed target neutrino experiments (crosses).

long lead–scintillator sandwich calorimeter, it is placed in front of the Main Calorimeter. The electromagnetic showers completely develop in Preshower, while the hadronic showers leave in Preshower $\sim 40\%$ of their energy (electromagnetic component). So the position resolution for the showers started in Preshower are defined by the electromagnetic component of the shower. Constructively the Preshower consists of two sections: the electromagnetic and the hadronic ones, each of them is composed of 12 planes. The transverse size of the scintillating plates is $26 \times 26$ cm$^2$. Each scintillating plate has 45 grooves where 1.2mm wavelength shifters are glued in. In order to obtain a good spatial resolution, the orientation of fibres is changed in turn from horizontal to vertical for alternating planes. On each plate the fibres are combined by five into nine strips. Longitudinally the strips are combined in 9 vertical and 9 horizontal towers. The energy resolution for electromagnetic showers is $\sim 20\%/\sqrt{E \text{ [GeV]}}$ and the spatial resolution

Fig. 15: (left) HERA $ep$ scattering event with the final state baryon in the proton fragmentation system, (right) Leading baryon production via an exchange process.
is $\sim 2$ mm. Apart from improvement of the energy and position resolution the Preshower provides efficient separation of electromagnetic and hadronic showers. The Main Calorimeter of H1-FNC is a sandwich-type calorimeter consisting of four identical sections with transverse dimensions $60 \times 60$ cm$^2$ and length of 51.5 cm. Each section consists of 25 lead absorber plates 14 mm-thick, and 25 active boards with 3 mm scintillators. Each active board is made of 8 scintillating tiles with the transverse size of $20 \times 20$ cm or $20 \times 26$ cm. The 25 tiles of one section with the same transverse position form a “tower”. All together there are 32 towers in all four sections. In the top part of the calorimeter there is a opening for the proton beam vacuum pipe which is going through the calorimeter as seen from Fig. 16. The total length of the Main FNC calorimeter is 206.5 cm.

The structure of the ZEUS-FNC calorimeter is shown in Fig. 16(right). It is a finely segmented, compensating, sampling calorimeter with 134 layers of 1.25 cm-thick lead plates as absorber and 2.6 mm-thick scintillator plates as the active material. The scintillator is read out on each side with wavelength-shifting light guides coupled to photomultiplier tubes. It is segmented longitudinally into a front section, seven interaction-lengths deep, and a rear section, three interaction-lengths deep. The front section is divided vertically into 14 towers, each 5 cm high. Inside the calorimeter at a depth of one interaction length a forward neutron tracker (FNT) is installed. It is a scintillator hodoscope designed to measure the position of neutron showers. Each scintillator finger is 16.8 cm long, 1.2 cm wide and 0.5 cm deep; 17 are used for $X$ position reconstruction and 15 for $Y$. The position of the FNT hodoscope in the FNC is indicated in Fig. 16.

The acceptance of the FNC calorimeters is defined by the aperture of the HERA beam line magnets and is limited to neutron scattering angles of $\theta_n < 0.8$ mrad with approximately 30% azimuthal coverage (see Fig. 17). Thus the transverse momenta of neutrons are limited to $p_{T,n}^{\text{max}} = 0.656 \cdot x_L$ for proton beam energy of 920 GeV. The overall acceptance of the FNC,
taking account of beam-line geometry, inactive material, beam tilt and angular spread, as well as the angular distribution of the neutrons, is \( \sim 20\% \) at low \( x_L \), where the \( p_{T,n} \) range covered is small, but increases monotonically, exceeding 30% at high \( x_L \).

![Diagram](image.png)

**Fig. 17:** The geometrical acceptance of FNC calorimeter defined by the aperture of the HERA beam-line elements.

**Physics with Leading Neutrons** The main goal of the FNC calorimeters is to measure the energy and angles of fast neutrons from the reaction \( ep \rightarrow e' + X + n \) (see Fig. 15). The H1 and ZEUS Collaborations provided many results on leading neutron production in DIS, photo-production, in events containing jets or charm in the final state [32]. The results are successfully interpreted within the approach that at high \( x_L = E_n/E_p \) and low \( p_{T,n} \) the dominant mechanism of forward neutron production is the \( \pi^+ \)-exchange.

An example of the observed neutron energy and the transverse momentum distributions for the deep-inelastic scattering (DIS) events is shown in Fig. 18 and compared with the Monte Carlo simulation [33]. The distribution is well described by the pion exchange Monte Carlo simulation (RAPGAP) with some admixture of the standard DIS Monte Carlo simulation (DJANGO).

Based on the assumption that at high \( x_L \) the leading neutron production is dominated by the pion exchange mechanism, the measurement of DIS cross sections in events with leading neutrons can provide an important information about the pion structure. The quark and gluon distributions of the pion have previously been constrained using Drell–Yan data and direct photon production data obtained by \( \pi p \) scattering experiments and are limited to high \( x \) (\( x > 0.1 \)) values. Figure 19 shows \( F_{2}^{LN(3)}/\Gamma_{\pi} \) as a function of \( \beta \) for fixed values of \( Q^2 \). Here, \( F_{2}^{LN(3)} \) is the measured semi-inclusive structure function for leading neutron production, \( \Gamma_{\pi} \) is the integrated pion flux, and \( \beta = x/(1-x_L) \) is a Bjorken scaling variable for the virtual pion. Thus, \( F_{2}^{LN(3)}/\Gamma_{\pi} \) can be interpreted as a pion structure function \( F_{\pi}^{2} \) and can distinguish between the different parameterisations of the pion structure function (Fig. 19). Moreover, using the measured rate
Fig. 18: The observed neutron energy spectrum and the transverse momentum $p_T$ distribution from the DIS interactions. The data distribution is compared with the Monte Carlo simulation, which is the mixture of RAPGAP with pion exchange and the DJANGO models.

of leading neutron production in DIS, the total probability of $p \rightarrow n\pi^+$ fluctuation in DIS of 16–25% was estimated [34].

In exchange models, neutron absorption can occur through rescattering. Absorption is a key ingredient in calculations of gap-survival probability in $pp$ interactions at the LHC, critical in interpreting hard diffractive processes, including central exclusive Higgs production. In the processes with leading neutron production, due to the rescattering the neutron may migrate to lower $x_L$ and higher $p_T$ such that it is outside of the detector acceptance. The rescattering can also transform the neutron into a charged baryon which may also escape detection. Since the size of the virtual photon is inversely related to $Q^2$, more neutron rescattering would be expected for photoproduction ($Q^2 \approx 0$) than for deep inelastic scattering. The size of the $n\pi$ system is inversely proportional to the neutron $p_T$, so rescattering removes neutrons with large $p_T$. Thus rescattering results in a depletion of high $p_T$ neutrons in photoproduction relative to DIS: a violation of vertex factorization. Figure 20 shows the ratio of the $x_L$ distributions for photoproduction and DIS. In the range $0.2 < x_L < 0.4$, the ratio drops slightly but rises for higher $x_L$ values, exceeding unity for $x_L > 0.9$. The deviation of the ratio from unity is a clear violation of vertex factorization. The dashed and solid curves in Fig. 20 are the expectation for the suppression of leading neutrons in photoproduction relative to DIS from a model of pion exchange with neutron absorption [35]. Within the normalization uncertainty the data are well described by the absorption model. Also shown in Fig. 20 is another model [36] which employs the optical theorem together with multi-Pomeron exchanges to describe all possible rescattering processes of the leading hadron, resulting in absorptive effects. With the correction for different $W$ dependences, the prediction is close in magnitude to the data.
\( F_2^{\text{LN}(3)}(x_L = 0.73)/\Gamma_\pi, \Gamma_\pi = 0.131 \)

Fig. 19: \( F_2^{\text{LN}(3)}/\Gamma_\pi \) at \( x_L = 0.73 \) plotted as a function of \( \beta \) for fixed values of \( Q^2 \). The quantity \( \Gamma_\pi \) is the \( p_T \) integrated pion flux factor.

Fig. 20: Ratio of photoproduction and DIS \( x_L \) distributions, compared to the different rescattering models (see text)
Fig. 21: Comparison of the leading proton and the leading neutron spectra measured at HERA (ZEUS [37]) with the predictions of the models used for cosmic ray analyses.

Fig. 22: Comparison of the leading neutron energy spectra measured at HERA (H1 [33]) with the predictions of the models used for cosmic ray analyses. The distributions are normalised to compare the shapes.
**Forward Particles at HERA and Cosmic Rays** The measurements of forward particles at HERA may provide valuable information for the physics of ultra-high energy cosmic rays. Despite the huge difference between the energy ranges accessible in the cosmic rays and the colliders, we may assume that the hadron production in the proton fragmentation region doesn’t depend much on the energy and the type of interacting particle. The longitudinal segmentation of the FNC calorimeters at HERA allows to separate signals from the neutrons from that of photons, thus the experiments can measure the differential distributions of $x_L$ and $p_T$ for the neutrons and the photons. Moreover, the measurements can be made also for the different proton beam energies (we recall that the last three months the HERA collider was running at lower proton beam energies). The cosmic ray models can make predictions for these measurements and be tuned accordingly.

Comparison of the leading proton and the leading neutron spectra measured at HERA with the predictions of the models used for cosmic ray analyses are shown in Figs. 21 and 22. Here, the comparison is made before the detailed tunings of the models. It demonstrates that the HERA measurements are indeed sensitive to the differences between the models and can be used for the tuning of model parameters.

To summarise, the HERA experiments provide a wealth of measurements of leading baryon production. These measurements give an important input for an improved theoretical understanding of the proton fragmentation mechanism. The HERA data on forward particle production can help to reduce the uncertainty in the model predictions for very high energy cosmic ray air showers.

**Forward Particles at LHC** At the LHC, the collision energy of protons, $\sqrt{s}=14$ TeV, corresponds to $10^{17}$ eV in the laboratory system. So the measurements at the LHC are important to constrain the interaction models used in the cosmic-ray studies. The LHC is also capable of colliding different kind of ions. Measurements of ion collisions especially to simulate the interactions between cosmic-rays and atmosphere are also valuable. In the collider experiments, most of the collision energy flows into the very forward direction that is not covered by the general purpose detectors like ATLAS and CMS in case of the LHC. Dedicated experiments to cover these high rapidity region are necessary for the cosmic-ray studies. Fig. 23 shows the energy flux in 14 TeV collisions as a function of pseudo-rapidity $\eta$. Two independent experiments LHCf, TOTEM, and sub-detectors of the big experiments ZDCs are capable of measuring very forward particles. Coverage of each experiment in pseudo-rapidity is also indicated in Fig. 23 by arrows. Because each experiment has different capability (charged or neutral particle measurement, hadron or electromagnetic calorimeter, calorimeter or tracker, infinite or finite pseudo-rapidity coverage, aperture, position/energy resolutions), they provide complementary data for total understanding of the very forward particles.

LHCf (LHC forward) is an experiment dedicated to solve the cosmic-ray problems [38]. The experiment is a kind of ZDC (Zero Degree Calorimeter) but optimized to discriminate the interaction models used in the cosmic-ray studies. In LHC, at 140 m away from IP1 the beam pipe makes a transition from a common beam pipe facing the IP to two separate beam pipes joining to the arcs of LHC (the Y vacuum chamber). LHCf has installed two detectors in this 96 mm gap between two pipes at either side of IP1 and will measure the neutral particles of
Each detector has two sampling calorimeter towers with 44 $X_0$ made of plastic scintillators and tungsten. The transverse cross-section of the calorimeters ranges from 20 mm×20 mm to 40 mm×40 mm. One detector has Scifi and MAPMT, and the other has silicon strip tracker for position measurements. The detectors can measure the energy and $P_T$ distributions of gamma-rays and neutrons. Small double-tower configuration enables analysis of $\pi^0$ mass reconstruction by measuring the energies and positions of decayed gamma-ray pairs, consequently the determination of the $\pi^0$ energy spectrum. With the energy resolution better than 5% for gamma-rays and 30% for hadrons, and position resolution better than 0.2 mm, major models used in the CR studies can be discriminated as shown in Fig. 24. A comparison study considering some recent models has also predicted large variation from model to model that can be confirmed by the LHCf measurements [39]. LHCf can also study the Landau-Pomeranchuk-Migdal (LPM) effect in detail. In the tungsten calorimeter, electromagnetic showers of $>\text{TeV}$ energy show $>10\%$ deviation from the non-LPM expectation. LHCf is planning to take data in the early stage of the LHC commissioning.

TOTEM is an experiment to measure the total cross section in the proton collisions at IP5 in the LHC [38]. TOTEM measures the numbers of the proton elastic scattering using the Roman Pot detectors and inelastic scattering using the so-called telescopes surrounding the beam pipe. The RP detectors also measure the position of the elastically scattered protons to determine $dN_{el}/dt$ at $t=0$ extrapolation. Combining these measurements and the optical theorem, TOTEM will determine the total cross section with $\pm1$ mb error.

ZDCs are the sub detectors of the ATLAS, CMS and ALICE experiments. Except a part of the ALICE ZDC (ZP), all ZDCs are installed in the place where the beam pipe is separated into two as was the case of LHCf. The prime motivation of the ZDCs is to determine the energy
carried by the spectator nucleons in ion collisions. For this purpose, ZDCs have as wide aperture as possible in the limited volume and as thick material as possible to measure the energy flow of the nucleons.

In summary, the LHC gives an unprecedented opportunity to constrain the interaction models used in the cosmic-ray studies. The integration of the data from not only the experiment dedicated for the cosmic-ray science (LHCf) but also the others, especially the forward experiments introduced above is important to constrain the interaction models used in the cosmic-ray studies.

3 Neutrino cross section and uncertainties

Predictions of neutrino cross-sections at high energies have sizeable uncertainties which derive largely from the measurement uncertainties on the parton distribution functions (PDFs) of the nucleon. In the framework of the quark-parton model, high energy scattering accesses very large values of $Q^2$, the invariant mass of the exchanged vector boson, and very small values of Bjorken $x$, the fraction of the momentum of the incoming nucleon taken by the struck quark. Thus when evaluating uncertainties on high energy neutrino cross-sections it is important to use the most up to date information from the experiments at HERA, which have accessed the lowest-$x$ and highest $Q^2$ scales to date. The present paper outlines the use of the ZEUS-S global PDF fit formalism [40], updated to include all the HERA-I data. Full details are given in [41].

Conventional PDF fits use the Next-to-leading-order (NLO) Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) formalism of QCD to make predictions for deep inelastic scattering (DIS) cross-sections of leptons on hadrons. At low-$x$ where the gluon density is rising rapidly it is probably necessary to go beyond the DGLAP formalism in order to resum $\ln(1/x)$ diagrams, or even to consider non-linear terms which describe gluon recombination. Such approaches are beyond the scope of the present discussion, which is concerned with the more modest goal of estimating the uncertainties on high energy neutrino cross-sections which are compatible with
the conventional NLO DGLAP formalism. As a corollary, if cross-sections much outside the uncertainty bands presented here are observed, it would be a clear signal of the need for extensions to conventional formalism.

This work provide an update on the neutrino cross-sections in the literature [42] which used PDF sets which no longer fit modern data from HERA and an ad hoc procedure for estimating PDF uncertainties. There are several improvements on previous work. Firstly, a recent PDF analysis which includes data from all HERA-I running [40] is used. Secondly, a consistent approach to PDF uncertainties – both model uncertainties and, more importantly, the uncertainties which derive from the correlated systematic errors of the input data sets is used. Thirdly, NLO rather than LO calculations are used throughout. Fourthly, a general-mass variable flavour number scheme [43] is used to treat heavy quark thresholds.

The PDF fit formalism of the published ZEUS-S global PDF analysis [40] is used, but this fit is updated as follows. First, the range of the calculation has been extended up to $Q^2 = 10^{12}$ GeV$^2$ and down to $x = 10^{-12}$. Second, all inclusive cross-section data for neutral and charged current reactions from ZEUS HERA-I running (1994–2000) are included in the fit. Third, the parametrization is extended from 11 to 13 free parameters, input at $Q_0^2 = 7$ GeV$^2$.

The most significant source of uncertainties on the PDFs comes from the experimental uncertainties on the input data. The PDFs are presented with full accounting for uncertainties from correlated systematic errors (as well as from statistical and uncorrelated sources) using the conservative OFFSET method. The uncertainty bands should be regarded as 68% confidence limits. The PDF central values and uncertainties from this updated ZEUS-S-13 fit are comparable to those on the published ZEUS-S fit [40], as well as the most recent fits of the CTEQ [44] and MRST [45] groups.

Previous work [42] treated heavy quark production by using a zero-mass variable flavour number scheme, with slow-rescaling at the $b$ to $t$ threshold. The exact treatment of the $b \to t$ threshold is not very important for the estimation of high energy neutrino cross-sections since the contribution of the $b$ is suppressed, but the correct treatment of heavy quark thresholds is important in determining the PDFs for lower $Q^2 (\lesssim 5000$ GeV$^2)$ and middling $x (5 \times 10^{-5} \lesssim x \lesssim 5 \times 10^{-2})$ and this is a kinematic region of relevance to the present study.

The results of this study show that the PDF uncertainty on the neutrino (and antineutrino) charged current (CC) cross-sections remains modest (<15%) even at the highest energies considered here: $s = 10^{12}$ GeV$^2$. The reason for this is that the high energy ($E_\nu > 10^7$ GeV) $\nu N$ and $\bar{\nu} N$ cross-sections are dominated by sea quarks produced by gluon splitting $g \to q\bar{q}$ and, although the PDF uncertainty on the sea quarks is large at low-$x$ and low $Q^2$, the dominant contributions to the cross-sections do not come from very low $Q^2$ values. The dominant contributions come from the kinematic region $50 \lesssim Q^2 \lesssim 10^4$ GeV$^2$ (where the exact region moves up gradually with $s$). The contribution of higher $Q^2 (Q^2 > M_W^2)$ is suppressed by the $W$-propagator. Furthermore, there is a restriction on the lowest value of $x$ probed for each $Q^2$ value due to the kinematic cut-off ($y < 1$ and since $x = Q^2/2s$, we must have, $x > Q^2/s$). This kinematic cut-off ensures that higher $Q^2$ values do not probe very low-$x$ until the neutrino energies are very high indeed. For example, at $E_\nu = 1.9 \times 10^7$ GeV, the important range is $10^{-6} \lesssim x \lesssim 10^{-3}$, while for $E_\nu = 5.3 \times 10^9$ GeV, this moves down to $10^{-8} \lesssim x \lesssim 10^{-4}$. Full details on the PDF uncertainties and the predictions for the neutrino and antineutrino double
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The total CC cross-sections at ultra high energies for neutrinos (left) and antineutrinos (right) along with the ±1σ uncertainties (shaded band), compared with the previous calculation by Gandhi et al.

differential cross-sections are given in reference [41].

The total CC cross-sections are obtained by integrating the predicted double differential cross-sections $d^2\sigma/dx dy$. These cross-sections are illustrated in Fig. 25 together with their uncertainties due to the PDFs, including both model uncertainties and the experimental uncertainties of the input data sets. The trend of the PDF uncertainties at high neutrino energy can be understood by noting that as one moves to higher and higher neutrino energies one also moves to lower and lower $x$ where the PDF uncertainties are increasing. At lower neutrino energies ($10^2 < E_\nu < 10^7$ GeV) the high-$x$ region becomes important and the neutrino and antineutrino cross-sections are different due to the valence PDF contribution. The onset of the linear dependence of the cross-section on $s$ for $s < M_W^2$ can be seen. The trend of the PDF uncertainties in the low energy region can be understood as follows: as one moves to lower neutrino energies one moves out of the very low-$x$ region such that PDF uncertainties decrease. These uncertainties are smallest at $10^{-2} \lesssim x \lesssim 10^{-1}$, corresponding to $s \sim 10^5$. Moving to yet lower neutrino energies brings us into the high-$x$ region where PDF uncertainties are larger again.

Figure 25 also compares our CC cross-section to the widely used leading-order calculation of Gandhi et al [42]. The present results show a less steep rise of the cross-section at high energies, reflecting the fact that more recent HERA cross-section data display a less dramatic rise at low-$x$ than the early data.

In conclusion, the charged current neutrino cross-section at NLO have been calculated in the Standard Model using the best available DIS data along with a careful estimate of the associated uncertainties. If cross-sections much outside the uncertainty bands presented here are observed at UHE cosmic neutrino detectors, it would be a clear signal of the need for extensions to conventional QCD DGLAP formalism.
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Model predictions for HERA, LHC and cosmic rays
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1 Hadron production

Min-bias model comparison  The simple approach of section [1] allows us to extract the main observables which lead the air shower development, namely:
- cross section
- multiplicity
- forward spectra (inelasticity)
- (anti)baryon production

We will compare the commonly used hadronic interaction models for air shower simulations at HERA and LHC energies for these observables.

Hadronic interaction models  There are several hadronic interaction models commonly used to simulate air showers. For high energy interactions ($E_{\text{lab}} \gtrsim 100$ GeV), the models studied here are EPOS 1.6 [2,3], QGSJET 01 [4], QGSJET II [5,6], and SIBYLL 2.1 [7–9]. The physics models and assumptions are discussed in, for example, [10]. All the high-energy interaction models reproduce accelerator data reasonably well but predict different extrapolations above $E_{\text{cms}} \sim 1.8$ TeV ($E_{\text{lab}} \sim 10^{15}$ eV) that lead to very different results at high energy [11,12]. The situation is different at low energy where several measurements from fixed target experiments are available [13]. There one of the main problems is the extrapolation of measurements to the very forward phase space region close to the beam direction and the lack of measurements of pion-induced interactions. Both HERA and LHC can help to constrain these models.

Cross section  As seen a previous section, the cross section is very important for the development of air showers and in particular for the depth of shower maximum. As a consequence, the number of electromagnetic particles at ground is strongly correlated to this observable (if the shower maximum is closer to ground, the number of particle is higher).

The proton-proton scattering total cross section is usually used as an input to fix basic parameters in all hadronic interaction models (see paragraph on total cross section below). Therefore, as shown Fig. 1 lefthand-side, the $p-p$ total cross section is very well described by all the models at low energy, where data exists. And then it diverges above 2 TeV center-of-mass (cms) energy because of different model assumption. Thanks to the TOTEM experiment, the cross section will be measured accurately at LHC energy allowing a strong reduction of the model uncertainty ($\sim 20\%$). In all the figures of this subsection EPOS 1.6 is represented by a full (blue) line, QGSJET II by a dashed (red) line, QGSJET 01 by a dash-dotted (black) line and SIBYLL 2.1 by a dotted (green) line.

From $p-p$ to proton-air interactions, the Glauber model is used in all models but with different input parameters depending on nuclear effects (none in SIBYLL 2.1, strong in QGSJET II).
So comparing the models to each other (Fig. 1 righthand-side), differences appear even at low energy where the $p\bar{p}$ cross section are similar. And at high energy the spread is again larger. Furthermore, the simulated cross sections seem all to increase faster than the measured one, even at low energy ($< 1$ Tev) where direct measurement of single hadrons from cosmic rays can be done at ground [15] (almost accelerator like measurement since proton flux is known). Proton-Carbon interactions at LHC would be very helpful to solve this problem.

**Multiplicity** According to Sec. [1], the multiplicity plays a similar kind of role as the cross section, but with a weaker dependence (log). On the other hand, the predictions from the models have much larger differences. As shown Fig. 2, going from the multiplicity of charged particles with $|\eta| < 3$ for nondiffractive collisions at 900 GeV cms energy (lefthand-side), where models agree with the UA5 data [16], to the multiplicity of charged particles (minimum bias) at 14 TeV (LHC) (righthand-side), the discrepancy can be larger than a factor of 2 in the tail of the distribution (and the shape is different). The EPOS model predicts much smaller multiplicity than QGSJET II.

The multiplicity distribution of charged particles is a very good test of the fundamental property of the hadronic interaction models and it should be one of the first result of the LHC experiments.

**Forward spectra** Forward particle distributions are crucial for air shower development because most of the energy is carried by these particles (and not the ones in the central region). The forward spectra have been measured in fixed target experiment at energies of few hundreds of GeV (few tens of GeV in cms energy) and the models reproduce this data correctly since they are used to fix some model parameters.

At higher energy, hadron collider experiments could not measure particles in the very
Fig. 2: Multiplicity distribution of $\bar{p}$-p collision at 900 GeV cms energy (left-hand-side) and 14 TeV (right-hand-side) as calculated with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted line). Points are data [16].

Fig. 3: Longitudinal $x_L = p_L/P_{Beam}$ distribution from $p$-p collision at 14 TeV cms energy for proton (left-hand-side) and neutron (right-hand-side) as calculated with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted line).
forward region. But we can test the models thanks to the electron-proton HERA collider where proton or neutron production on the proton side can be measured up to very high longitudinal momentum. Results are shown Fig. [17]. While the models agree on $x_L$ distributions at low energy, we can observe differences between them at HERA energy and in particular for EPOS 1.6 which seems to have a too strong proton dissociation in the forward region compared to the ZEUS experiment [18].

Various experiments at LHC (cf sec. [19]) should provide very useful new data in this kinematic region, where we can see on Fig. 3, that the discrepancy between the models is very large.

(Anti)Baryon production  In the forward region, the number of (anti)baryons is very important for the number of muons produced in air shower. The process is well described in [20], where it is also shown that the number of antiprotons on the projectile side of $\pi$-carbon collision can only be reproduced correctly by the EPOS model. This is due to a more sophisticated remnant treatment in this model which allows baryon number transfer from the inner part of the collision to the forward (or backward) region.

![Graph of ratio of anti-proton over pion](image)

Fig. 4: Ratio of anti-proton over pion in $\bar{p}$-$p$ scattering at 1.8 TeV cms energy as a function of the plateau height (lefthand-side) and rapidity distribution of this ratio for $p$-$p$ interactions at LHC as calculated with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted line). Points are data [21, 22].

Another particularity of the (anti)baryons is that their production increase faster with the energy that the pion production. In other words, the ratio $\bar{p}/\pi$ increase with energy. At the highest measured energy (TEVATRON [22]), we can see on the lefthand-side of Fig. 4, that only EPOS describes correctly this ratio as a function of the event multiplicity. Other models are too low.

Extrapolating to LHC, the difference between the models appears clearly on the rapidity distribution of the $\bar{p}/\pi^-$ as shown Fig. 4 on the righthand-side. This ratio at midrapidity seems to saturate since the values at LHC are similar to the ones at TEVATRON, but the shape is really different comparing the models. Because of its remnant structure, EPOS predicts much more antiproton in the forward region of non-diffractive events ($|y| \sim 7$).
This explain why air showers simulated with EPOS contain more muons. Measurement of (anti)-baryon distributions at LHC will be very important to constrain muon number in air showers.

**Total cross section** Among the most important quantities relevant for hadronic model applications to cosmic ray (CR) physics is the total hadron-hadron cross section $\sigma_{\text{tot}}$. The reason for that is twofold. First of all, the knowledge of the total cross section implies the knowledge of the corresponding elastic scattering amplitude, taken the optical theorem relation between the two quantities. Hence, one is able to calculate the corresponding inelastic cross section and, using the Glauber formalism, to generalize these results to hadron-nucleus collisions. In turn, inelastic hadron-air cross sections are crucial quantities for the description of CR-induced nuclear-electromagnetic cascades in the atmosphere, so-called extensive air showers (EAS).

Secondly, with the total cross section being the sum of partial contributions of all possible final states for a given reaction, optical theorem allows one, within a particular model approach, to establish a correspondence between various contributions to the elastic scattering amplitude and partial probabilities of particular configurations of the interaction. Thus, available experimental information on the energy dependence of $\sigma_{\text{tot}}$ may significantly constrain model predictions for basic characteristics of hadron production in the high energy asymptotics.

In particular, such a mapping is provided by the Gribov’s Reggeon Field Theory (RFT) [23], where elastic hadron-hadron scattering is described by multiple exchanges of composite objects – Pomerons. Correspondingly, inelastic cross section may be obtained as a sum of contributions of certain unitarity cuts of elastic scattering diagrams, applying the Abramovskii-Gribov-Kancheli (AGK) cutting rules [24]. There, partial contributions to $\sigma_{\text{inel}}$ correspond to configurations of the interaction with a given number of ‘elementary’ production processes, the latter being described as ‘cut Pomerons’. In fact, the essence of the AGK rules is that there is no interference between final states with different numbers of ’cut Pomerons’, thanks to the fact that they occupy different regions of the phase space.

The described scheme takes an especially simple form if one assumes eikonal vertices for Pomeron-hadron coupling. However, one has to take into consideration contributions of multiparticle intermediate states for the projectile and target hadrons, ‘between’ Pomeron exchanges. The latter give rise to the diffraction dissociation and inelastic screening, the two phenomena being closely related to each other. Restricting oneself with low mass intermediate states only, one can develop a scheme of Good-Walker type, considering Pomeron-hadron coupling to be a matrix, whose elements correspond to transitions between hadronic elastic scattering eigenstates, and to obtain for total and absorptive (non-diffractive) hadron $a$ - hadron $d$ cross sections [25]

\[
\sigma_{\text{tot}}(s) = 2 \sum_{i,j} C_{i/a} C_{j/d} \int d^2 b \left( 1 - e^{-\lambda_{i/a} \lambda_{j/d} \chi_{\text{ad}}^P(s,b)} \right)
\]

\[
\sigma_{\text{abs}}(s) = \sum_{i,j} C_{i/a} C_{j/d} \int d^2 b \left( 1 - e^{-2\lambda_{i/a} \lambda_{j/d} \chi_{\text{ad}}^P(s,b)} \right),
\]

where the Pomeron exchange eikonal $\chi_{\text{ad}}^P(s, b)$ is the imaginary part of the corresponding amplitude in the impact parameter representation (the small real part can be neglected in high energy
asymptotics) and $C_{i/a}$, $\lambda_{i/a}$ are relative weights and relative strengths of elastic scattering eigenstates for hadron $a$.

Apart from the very possibility of introducing diffraction dissociation, the above-described treatment has two important differences from the purely eikonal scheme. First, both total and inelastic cross sections are reduced, the effect being enhanced for a scattering on a nuclear target. Predictions of cosmic ray interaction models for $\sigma_{\text{inel}}$ sizably differ, depending on whether or not the inelastic screening corrections are taken into account and being in contradiction with available data in the latter case, see Fig. 1. Secondly and even more importantly, one obtains significantly bigger fluctuations of multiplicity of produced particles and of numbers of 'wounded' nucleons in hadron-nucleus and nucleus-nucleus interactions, which has a strong impact on specifying the 'centrality' of nuclear collisions in collider applications. It is worth stressing, however, that the described quasi-eikonal scheme cannot treat high mass multi-particle intermediate states which give rise to high mass diffraction processes and result in additional screening contributions. The solution of the problem is provided by taking into consideration so-called enhanced diagrams corresponding to Pomeron-Pomeron interactions [5, 26, 27].

In hadronic interaction models, the Pomeron eikonal $\chi_{ad}^P$ is usually split into two parts, corresponding to partial contributions of 'soft' and 'semi-hard' parton cascades to elementary scattering process [4, 28]:

$$\chi_{ad}^P(s, b) = \chi_{ad}^{\text{soft}}(s, b) + \chi_{ad}^{\text{sh}}(s, b) \quad (3)$$

In particular, in the ‘mini-jet’ approach [28] the 'semi-hard' eikonal is expressed as the product of the corresponding inclusive cross section $\sigma_{ad}^{\text{jet}}(s, p_{t,\text{cut}})$ for the production of parton jets with transverse momentum exceeding some cutoff $p_{t,\text{cut}}$ and the hadron overlap function $A(b)$ (convolution of hadronic form factors):

$$\chi_{ad}^{\text{mini-jet}}(s, b) = \sigma_{ad}^{\text{jet}}(s, p_{t,\text{cut}}) A(b), \quad (4)$$

where the inclusive jet cross section is given by a convolution of parton distribution functions (PDFs) $f_{i/a}(x, Q^2)$ with the parton scatter cross section $d\sigma_{ij}^{2-2}/dp_{t}^2$:

$$\sigma_{ad}^{\text{jet}}(s, p_{t,\text{cut}}) = \sum_{i,j} \int dx^+ dx^- dp_{t}^2 f_{i/a}(x^+, p_{t}^2) f_{j/d}(x^-, p_{t}^2) \frac{d\sigma_{ij}^{2-2}}{dp_{t}^2} \Theta(p_{t}^2 - p_{t,\text{cut}}^2) \quad (5)$$

However, when realistic PDFs are employed, the steep energy rise of $\sigma_{pp}^{\text{jet}}$ leads to a contradiction between the predicted and measured $\sigma_{pp}^{\text{tot}}$. To overcome the problem, one usually assumes that the low-$x$ rise of hadronic PDFs is strongly damped by parton saturation effects which are often mimicked via using an energy-dependent $p_{t}$-cutoff: $p_{t,\text{cut}} = p_{t,\text{cut}}(s)$ [29]. Recently, one attempted to derive constraints on the required $p_{t,\text{cut}}(s)$ dependence, based on the ansatz (4) [30]. Nevertheless, the situation remains puzzling: on one hand, one needs significant saturation effects in order to damp the quick energy rise of $\sigma_{pp}^{\text{tot}}$, on the other – no such a strong saturation has been observed in DIS experiments at HERA. A possible solution is that the factorization ansatz (4) for the semi-hard eikonal becomes invalid when non-linear corrections to parton dynamics are taken into account [6]. The latter is easy to understand when bearing in mind that the QCD
factorization applies to fully inclusive quantities only, an example being the inclusive jet cross section (5), while being inapplicable for calculations of hadronic cross sections and of partial probabilities of particular final states. As was shown in [6], the semi-hard eikonal still can be cast in the form similar to (4-5), however, with the usual PDFs \( f_{i/a}(x, Q^2) \) being replaced by reaction-dependent ones. Unlike the usual PDFs measured in DIS, those describe parton evolution during the interaction process, which is thus influenced by parton re-scattering on the partner hadron, as depicted in Fig. 5.

\[ \text{Fig. 5: Schematic view of parton distributions as "seen" in DIS (left) and in proton-proton collision (right). Low } x \text{ parton (sea quark or gluon) originates from the initial state "blob" and interacts with a highly virtual "probe". In proton-proton interaction the initial "blob" itself is affected by the collision process – due to additional soft re-scatterings on the target, indicated by dashed lines.} \]

**Screening and saturation effects in MC models** Crucial differences between present hadronic MC generators are related to how they treat nonlinear interaction effects emerging in the high parton density regime. The latter appear naturally when considering hadron-hadron and, especially, nucleus-nucleus scattering in the limit of high energies and small impact parameters, where a large number of parton cascades develops in parallel, being closely packed in the interaction volume. In the QCD framework, the corresponding dynamics is described as merging of parton ladders, leading to the saturation picture: at a given virtuality scale the parton density cannot exceed a certain value; going to smaller momentum fractions \( x \), further parton branching is compensated by merging of parton cascades [31]. Importantly, at smaller \( x \), the saturation is reached at higher and higher virtuality scale \( Q^2_{\text{sat}}(x) \). The approach has been further developed in the large \( N_c \)-based color glass condensate (CGC) framework, where detailed predictions for the \( Q^2_{\text{sat}}(x) \) behavior have been derived [32].

In MC generators, one usually attempts to mimic the saturation picture in a phenomenological way. Standard method, employed, e.g., in the SIBYLL model [7–9], is to treat the virtuality cutoff \( Q^2_0 \) between soft and semihard parton processes as an effective energy-dependent saturation scale: \( Q^2_0 = Q^2_{\text{sat}}(s) \) and to neglect parton (and hadron) production at \( |q^2| < Q^2_0(s) \). The parameters of the corresponding \( Q^2_0(s) \) parametrization are usually tuned together with the other model parameters by fitting the measured proton-proton cross section.

A more sophisticated procedure has been applied in the EPOS model [3], where effective
saturation effects, being described by a set of parameters, depend on energy, impact parameter, types of interacting hadrons (nuclei). The corresponding mechanism influences not only the configuration of the interaction (how many processes of what type occur) but also the energy partition between multiple scattering processes and the hadronization procedure, the relevant parameters being fitted both with cross section and with particle production data.

An alternative approach has been employed in the QGSJET II model [5, 6], providing a microscopic treatment of nonlinear effects in the RFT framework: describing the latter by means of enhanced diagrams [26], corresponding to Pomeron-Pomeron interactions. In particular, the procedure proposed in [5] allowed one to resum contributions of dominant enhanced graphs to the scattering amplitude to all orders in the triple-Pomeron coupling. Furthermore, to treat secondary particle production, the unitarity cuts of the corresponding diagrams have been analyzed and a procedure has been worked out to resum the corresponding contributions for any particular final state of interest [27], which allowed one to implement the algorithm in the MC generator and to sample various configurations of the interaction in an iterative fashion. The main drawback of the approach is the underlying assumption that Pomeron-Pomeron coupling is dominated by soft ($|q^2| < Q_0^2$) parton processes. Thus, in contrast to the perturbative CGC treatment, the model has no dynamical evolution of the saturation scale: the saturation may only be reached at the $Q_0^2$ scale; at $|q^2| > Q_0^2$ parton evolution is described by purely linear DGLAP formalism.

**Fragmentation of hadrons at ultra high energies** Currently practically no experimental information is available on production of leading hadrons ($x_F \geq 0.1$) in the hadron - hadron collisions at the collider energies. At fixed target energies production of leading hadrons involves several partons of the projectile. For example, production of baryons in $x_F \geq 0.4$ predominantly involves at least two valence quarks of the proton, which did not experience a significant inelastic interaction, leading to a rather flat distribution in $x_F$. Similarly, the spectrum of the leading pions is much harder than the one corresponding to the fragmentation of one quark of the proton.

At high energies a novel situation emerges since a parton of the projectile with a given $x_{pr}$ can resolve partons in the target with smaller and smaller $x_T \geq 4k_t^2/(x_{pr}s_{NN})$. Here $k_t$ is typical parton transverse momentum in the interaction. The cross section of inelastic interaction is proportional to the gluon density at $x = x_T, Q^2 \sim 4k_t^2$. For $x_{pr} = 0.3, k_t = 1$ GeV/c at LHC (GZK) energies $x$ down to $\sim 10^{-7}(10^{-10})$ are resolved. As a result, probability of inelastic interaction for a parton passing at a fixed distance $\rho$ from the center of the other nucleon grows with energy roughly as $s^n, n \geq 0.25$ until it reaches values close to one - the black disk regime (BDR). For example, at LHC energies, at $\rho = 1$ fm the interaction is black for the leading quarks with $p_T^2 \leq 1$ (GeV/c)$^2$ and for leading gluons with $p_T^2 \leq 2$(GeV/c)$^2$, see [33] for the review. Between LHC and GZK energies the strength of interaction for fixed $\rho$, and given virtuality is expected to increase by at least a factor of five extending further the region of $\rho$ where interaction remains black up to large virtualities. The range of $\rho$ where interaction is black grows as a power of energy, while soft diffusion changes the radius of strong interaction logarithmically. Hence the fraction of peripheral inelastic collisions in which leading partons of the nucleon remain spectators should decrease with energy. (Obviously the effect is even stronger for the cosmic ray interactions with air ($\langle A \rangle \sim 14$).)

In the BDR two effects modify fragmentation. One is that interaction selects configura-
tions in the colliding hadrons with large transverse momenta comparable to the scale of the BDR for given \(x_{pr}, \rho\). This effectively results in the fractional energy losses \([34,35]\). The second effect is the loss of coherence between the leading partons as they receive large transverse momenta and cannot fragment jointly to the same leading hadron. As a result, the projectile becomes “shattered”: The leading partons with \(x \sim 0.2\) fragment independently into minijets with transverse momenta of few GeV and rapidities

\[
y_{\text{minijet}} = y_{\text{max}} + \ln x - \ln(p_{\text{t BDR}}/m_N),
\]

where \(y_{\text{max}} = \ln(p_N/m_N)\). Production of hadrons from these minijets proceeds independently over a range of rapidities determined by condition that transverse momentum of hadrons in the jets due to primordial transverse momentum of a parton is larger than the soft transverse momentum scale \(p_{\text{t soft}} \sim 0.4\) GeV/c. In the fragmentation process the transverse momentum of the primary parton is shared by produced partons in proportion of their light cone fractions. Hence, one can estimate the range of fractions, \(z\), of the jet momentum where fragmentation of partons can be treated as independent:

\[
z = p_{\text{t soft}}/p_{\text{t BDR}}.
\]

For \(p_{\text{t BDR}} \sim 1\) GeV/c and \(x \sim 0.2 \div 0.25\) this corresponds to \(x_F \geq 0.1\). With increase of energy the range where independent fragmentation is valid should expand.

In the central \(p(\pi)A\) collisions where nucleus edge effects can be neglected the differential multiplicity of leading hadrons, integrated over \(p_{\perp}\), is approximately given by the convolution of the nucleon parton density, \(f_a\), with the corresponding parton fragmentation function, \(D_{h/a}\), at the scale \(Q_{\text{eff}}^2 = 4p_{\text{t BDR}}^2\) \([34,36–38]\):

\[
\frac{1}{N} \left( \frac{dN}{dx_F} \right)^{p+A \rightarrow h+X} = \sum_{a=q,g} \int_{x_F}^1 dx f_a(x, Q_{\text{eff}}^2) D_{h/a}(x_F/x, Q_{\text{eff}}^2),
\]

where \(N\) is total number of inelastic events. Eq.8 leads to a much steeper decrease of the forward spectrum with \(x_F\) than the one observed in soft collisions, and, in particular, to the \(\pi/N\) ratio \(\gg 1\) for \(x_F \geq 0.2\). Hence the large \(x_F\) inclusive spectrum is likely to be dominated by very peripheral collisions which constitute progressively smaller fraction of the collisions with increase of energy. Hence one expects that the forward multiplicity will decrease with energy. Another manifestation of this mechanism is broadening of the transverse distribution of the forward hadrons which essentially reflects transverse momenta of the forward jets \([36]\).

First studies of these effects for GZK energies were performed in \([36]\). It was found that a strong increase of the gluon densities at small \(x\) leads to a steeper \(x_F\)-distribution of leading hadrons as compared to low energy collisions and results in a significant reduction of the position of the shower maximum, \(X_{\text{max}}\). Account of this effect in the models currently used for the interpretation of the data may shift fits of the composition of the cosmic ray spectrum near the GZK cutoff towards lighter elements.

In the near future it will be possible to test experimentally these predictions in the central deuteron - gold collisions at RHIC. Another possibility is to study \(pp\) collisions at the LHC with special centrality triggers \([39]\). At the same time such measurements would not test dynamics...
of fragmentation in ultra high-energy pion - nucleus collisions which constitute the bulk of the air showers. The interaction which is most similar to $\pi A$ interactions (especially for low $p_t$) and could be studied at the collider energies in ultraperipheral heavy ion collisions is $\gamma A$ collisions. In such collisions nuclei collide at large impact parameters where one nucleus effectively serves as a source of the Weizsacker-Williams photons. At the LHC one can probe a wide range of energies $W_{\gamma N} \leq 1$ TeV [40]. For $W_{\gamma N} \leq 200$ GeV it will be possible to compare forward spectra to the HERA data on the $\gamma p$ collisions. It will be also possible to study forward spectrum as a function of $W_{\gamma N}$.

2 Ultra-high energy photons and s-channel unitarity

Photon cross sections at ultra-high energies Extrapolations of $\gamma p$ and $\gamma A$ cross sections to extremely high energies are frequently used in studies of ultra-high energy (UHE) cosmic rays. In particular, the UHE photon cross section is related to the cosmic ray air shower maximum, $X_{\text{max}}$ (see [41] and references therein for a recent review). Furthermore, the identity of the primary particle affects the shape of the resulting air-shower.

At UHE energies, the incident photon interacts with the hadron target by first fluctuating into a virtual hadronic state a large distance ahead of the target. Probability of such interaction may become comparable to the probability of the electromagnetic interactions in the media, see review in [42]. Each of the virtual hadronic states interacts with the target with a strength characterized by its transverse size (which is inversely related to the state’s virtuality). As the center-of-mass energy increases, there is an increasingly large contribution to the photon wave-function from very small size quark-antiquark pairs.

It can be argued on the basis of general assumptions that the asymptotic energy dependence of photon cross sections is a power of $\ln s$ somewhere between 2 and 3 [43, 44]. An important point is that one cannot directly apply the Froissart bound, $\sigma_{\text{tot}} \sim \sigma_{\pi N} \propto \ln^2 s$, to photon-hadron interactions because the incident photon wavefunction is non-normalizable – there is an ultra-violet divergent contribution coming from small size configurations. Furthermore, a model based on the combined contributions of a hard Pomeron and a soft Pomeron [45] badly violates unitarity in the asymptotic limit because of the power-law behavior of the cross section. (This is true even if eikonalization is used to enforce $s$-channel unitarity, because the power-law growth of the basic cross section leads to a power-law growth of the radius of the interaction in impact parameter space.) See [46] and references therein for a review of the different types of energy dependence for the $\gamma p$ cross section predicted from various models.

Constraints on the growth of the photon cross section can be obtained by enforcing $s$-channel unitarity in impact parameter space for each individual hadronic state in the photon wavefunction. The method that we focus on here is the one used in [47] to address the unitarity limit in HERA data, and extended to the UHE real photon case in [43]. In this approach, the large size configurations have cross sections that grow at a rate typical of hadron-hadron interactions, while small size configurations have cross sections that grow according to leading twist (LT) pQCD. Intermediate sizes are obtained by extrapolating between these two regions. Configurations that grow according to LT pQCD quickly become too large to be realistic and violate $s$-channel unitarity. The approach in [43] is simply to allow this rapid growth, but to cut off
impact parameter dependent cross sections at their maximum possible values when they start to violate unitarity. The advantage of this approach is that it provides a conservative upper bound on the $\gamma p$ cross section. The main disadvantage is that it does not address the details of the higher-twist dynamical effects and/or non-perturbative effects that tame the cross section and are ultimately responsible for enforcing unitarity.

$$\gamma$$-proton cross section

![Graph showing $\gamma N$ cross section vs. $E_\gamma$ and $\ln^2 (E_\gamma/1.0 \text{ GeV})$.]

Fig. 6: The solid line is the dependence obtained the lower dashed lines show the sensitivity to variations in model parameters.

Figure 6 is taken from [43] and compares the unitarity-corrected model with models that allow a violation of $s$-channel unitarity. It should also be noted that the model of [43] is consistent with other extrapolations (see, e.g., [48]) based on logarithmic energy growth. Note that, although the unitarity corrections in [43] provide a conservative amount of taming, it still leads to a cross section that is less than what is predicted from parameterizations that use a power-law behavior for the basic cross section.

**Charm contribution** The framework in the previous section also allows for an estimate of the contribution to the photon cross section from charmed mesons.

The contribution of charm in the photon wavefunction is generally suppressed by the mass of the charm quark. However, at extremely high energies, there are large contributions from highly virtual quark-antiquark fluctuations, and for these fluctuations the suppression from the charm mass becomes negligible. If the energy is high enough that the $\gamma p$ cross section is entirely dominated by these very small quark-antiquark pairs, then we expect a full recovery of flavor SU(4) symmetry. In other words, we could expect up to 40% of the cross section to be due to charm quarks. An analysis of this type was performed in [43] and shows that a significant contribution, around 25% of the cross section, is due to charm quarks. See also recent work in [49].
The enhancement of the charm production in the fragmentation region in the high gluon density regime should occur also for the hadron induced cascades. It should lead to an enhancement of the production of ultra-high energy muons in the cores of air showers with energies comparable with the GZK cutoff.

**Nuclear targets** For $\gamma A$ interactions, a natural expectation is that one can directly extend the analysis for the proton target discussed in the previous section to the nuclear case by replacing the impact parameter dependent parton distribution function of the proton with the corresponding distribution function for a nucleus. However, allowing the full disk of the nuclear target to grow black yields cross sections that are even larger than what one expects from a naive extension of a Glauber type model of photon-nucleus cross sections. In a more realistic treatment, therefore, we can simply use the $\gamma p$ cross section from section 2 in a Glauber-Gribov treatment of the interaction with a nuclear target. A large value of the $\sigma_{\text{diff}}^{\gamma N}/\sigma_{\text{tot}}^{\gamma N} \sim 1/2$ results in a large nuclear shadowing and hence slower increase of the $\gamma - A$ cross section with energy than in the $\gamma p$ case. The resulting cross section from [43] is shown in Fig. 7.

![Graph showing $\gamma + ^{12}\text{C}$ cross section and shadowing ratio vs. energy](image)

Fig. 7: The upper plot shows the cross section for a photon to scatter off Carbon using the basic cross section from section (2). The lower plot shows the corresponding shadowing ratio.

### 3 Extrapolation of neutrino cross section

Extrapolation of neutrino cross-section towards very high energy is needed if we want to estimate flux of ultrahigh energy neutrinos of extragalactic sources like Active Galactic Nuclei. Such estimation might be useful for Ice Cube experiment which can detect neutrinos of energy $10^{12}$ GeV and higher. The dominant interaction with matter at such energies is Deep Inelastic Scattering on
nucleons and in particular with the gluonic component. This gluonic system is probed roughly at $x = 10^{-8}$. In order to be consistent with unitarity bound which states that total cross-section should grow not faster than $\log^2 1/x$ one has to allow for gluon recombination effects which reduce the rate of growth of gluon density. The most suitable approach to calculate the UHE neutrino nucleon cross-section is the $k_t$ factorisation approach (high energy factorisation). Within this scheme in order to calculate the neutrino cross-section one performs convolution of transverse momentum dependent hard matrix element (which in this case is weak boson-gluon fusion) with unintegrated gluon distribution which takes into account high energy effects. The evolution equation which introduces a large part of recombination effects in lepton-nucleon scattering is the Balitsky-Kovchegov [50] equation. This equation generalizes the BFKL [51] equation. It consists of a linear term which accounts for fast grow of gluon density at moderate values of $x$ and nonlinear term which comes with negative sign which tames the growth of gluon density at low $x$. In reference [52] the calculation of $F_2(x,Q^2)^{CC,NC}$ using the BK equation (with subleading corrections) was performed and the UHE neutrino-nucleon cross-section was calculated. This calculation shows (see Fig. 8 (right)) that nonlinear effects reduce cross-section roughly by a factor of two as compared to approach based on linear evolution equation (BFKL with subleading corrections). In the calculation it was assumed that gluons are uniformly distributed in the nucleon. A more realistic initial distribution would increase slightly the cross section as compared to obtained from uniformly distributed gluons.
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Summary
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Since their beginning the studies of cosmic ray and elementary particle physics have always be closely related and it has been demonstrated that the very high energy cosmic ray puzzle can not be solved without the results of the HERA or LHC experiments.

Using a simple cascade model, it is possible to find the main parameters of hadronic interactions that influence air shower predictions. These parameters, namely the inelastic cross sections, the secondary particle multiplicity, the inelasticity, and the ratio of charged to neutral hadrons, depend of the hadronic interaction model. As a consequence, realistic simulations of hadron induced air-showers are model-dependent, leading to theoretical uncertainties in the analysis of experimental data. For a ground based detector, the model-related systematic error on energy estimation can be as large as about 20% at $10^{19}$ eV if the mass of the primary particle is unknown. The theoretical uncertainties of the energy reconstruction are much smaller for fluorescence light detectors (less than 5% even for unknown primary particle mass). The model dependence of the primary mass estimation is crucial and currently the mass composition can only be derived for a given hadronic model. As a consequence, the models have to be carefully tested at the highest energy reached in experiments and especially in the forward region where HERA and LHC can provide crucial informations.

The data on the total photoproduction cross section and jet final states with emphasis on the phase space near the forward (proton) direction from HERA have been summarized, discussing the extraction of the parton distribution functions from a combined data set of the two collider experiments H1 and ZEUS. These data shed light on the parton evolution models and also enable a unique measurement of the running strong coupling, providing new insight into QCD dynamics at very low values of the Bjorken variable $x$.

In addition, the HERA experiments provide a wealth of measurements of leading baryon production. These measurements give an important input for an improved theoretical understanding of the proton fragmentation mechanism. As shown, the HERA data on forward particle production can help to reduce the uncertainty in the model predictions for very high energy cosmic ray air showers.

In the near future, the integration of the data from not only the LHC experiment dedicated for the cosmic ray science (LHCf) but also the others, especially the forward experiments introduced in [1] will be important to constrain the interaction models used in the cosmic-ray studies.

The charged current neutrino cross-section at NLO have been calculated in the Standard Model using the best available DIS data along with a careful estimate of the associated uncertainties. If cross-sections much outside the uncertainty bands presented here are observed at UHE cosmic neutrino detectors, it would be a clear signal of the need for extensions to conventional QCD DGLAP formalism.

Finally the extrapolation of photoproduction and neutrino cross-section towards very high energy is needed if we want to estimate flux of ultrahigh energy photons and neutrinos of ex-
tragalactic sources like Active Galactic Nuclei. Such estimation might be useful for the Pierre Auger Observatory to set a proper limit on the photon flux and Ice Cube experiment which can detect neutrinos of energy $10^{12}$ GeV and higher. Here again, the best constrains are given by both HERA and LHC experiments.
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As for the previous HERA-LHC workshop, the main goals of the WG5 working group during 2006–2008 were: 1) To examine and improve Monte Carlo models for the LHC data using the experience and ideas from the HERA experiments; 2) To develop analysis frameworks to be used to tune and validate Monte Carlo models; 3) To review and further develop data analysis tools, common interfaces and libraries, which have their origin at HERA and can be useful for studies at the LHC.

Over the past few years, the working group has covered various aspects of data analysis tools and Monte Carlo models, from the conceptually simple ideas through technically detailed projects. Below we will briefly discuss several topics covered by the participants of the WG5 working group.

1 Monte Carlo event generators

There has been considerable progress in the development of Monte Carlo event generators during this workshop. In the working group, we had a very broad coverage of almost all existing Monte Carlo event generators which are expected to be used at the LHC. We have particularly discussed the developments of ALPGEN, PYTHIA8, HERWIG++, CASCADE, MC@NLO, ThePEG and Forward Physics Monte Carlo (FPMC) \cite{1, 2}. A lot of progress has been made in different areas of simulation.

On the perturbative level, the matching of parton showers with high order matrix elements was discussed and developed extensively. The matching of high jet multiplicity matrix elements with multiple parton shower emissions was discussed as well as matching parton showers with complete next-to-leading order calculations.

The most important question for this workshop was whether we had the necessary tools for the LHC era and whether there was something that HERA could still contribute. Several new Monte Carlo event generators, such as PYTHIA 8, HERWIG++ and SHERPA, are completely new programs, all written in C++, that partly aim to be the successors of the FORTRAN event generators that had already been widely used at HERA. These Monte Carlo models are not just simple rewrites of the existing codes: as was discussed, in many respects, the simulation of the underlying physics in such Monte Carlo models is more sophisticated than in the previous FORTRAN-based versions. New parton shower models, new models for the underlying event and a more sophisticated simulation of the non–perturbative hadronization was discussed. A lot of emphasis has been put on the discussion of underlying event physics as some progress in understanding was expected from the latest HERA results. Details will be discussed in the following section.
In addition to a pure technical description of the progress made in the development of such models, we had several studies showing the relevance and importance of these models to the LHC physics, especially for the direct photons ($\gamma$+jet), top-pair production, $Wt$ and the forward-jet physics [2, 3]. We have learned that the current event generators work satisfactorily for the description of HERA data, but the LHC experiments will substantially increase the demands on the physics models implemented in such models.

2 Multiple Parton Interactions in Monte Carlo generators

In the years ’80, the evidence for Double Scattering (DS) phenomena in the high-$p_T$ phenomenology of hadron colliders [4] suggested the extension of the same perturbative picture to the soft regime, giving rise to the first implementation of the Multiple Parton Interaction (MPI) processes in a QCD Monte Carlo model [5] which was very successful in reproducing the UA5 charged multiplicity distributions [6].

On top of the general Minimum Bias (MB) observables these MPI models turn out to be particularly adequate to describe the Underlying Event (UE) physics at Tevatron [7], in particular they partly account for the pedestal effect (i.e. the enhancement of the Underlying Event activity with the energy scale of the interaction) as the effect of an increased probability of multiple partonic interactions in case a hard collision has taken place. A second important effect that can contribute to the pedestal effect is the increase in initial state radiation associated to the presence of a hard scattering.

Examples of MPI models are implemented in the general purpose simulation programs PYTHIA [8], HERWIG/JIMMY [9, 10] and SHERPA [11]. Other successful descriptions of UE and MB at hadron colliders are achieved by alternative approaches like PHOJET [12], which was designed to describe rapidity gaps and diffractive physics (relying on both perturbative QCD and Dual Parton Models). The most recent PYTHIA versions [13] adopt an optional alternative description of the colliding partons in terms of correlated multi-parton distribution functions of flavours, colors and longitudinal momenta.

From the contributions to the MC and multi-jet working groups of this HERA/LHC workshop, it is clear that the MPI are currently experiencing a growing popularity and are presently widely invoked to account for observations that would not be explained otherwise.

While preparing the ground for the traditional DS, MB and UE measurements at the LHC along the Tevatron experience (also complemented with the recent UE HERA results), new feasibility studies are proposed which in perspective will constitute a challenge to the performances of the MPI models: the usage of jet clustering algorithms providing an automated estimation of the UE activity, the investigation of the mini-jet structure of the MB events, the estimation of large pseudo-rapidity activity correlations, the connection between the partonic cross sections and the rapidity gap suppression in the hard diffractive events.

At the same time, the implementation of the MPI effects in the Monte Carlo models is quickly proceeding through an increasing level of sophistication and complexity that has already a deep impact on the analysis strategies at the LHC. For example new MC tools like PYTHIA8 and HERWIG++ can now be used in order to estimate complementary Standard Model backgrounds to searches coming from DS.
Further progress in the description of the MPI might be achieved with the introduction of a dynamical quantum description of the interacting hadrons, providing also a modeling of the diffractive interactions in the same context.

3 Introduction to Monte Carlo validation and analysis tools

The RIVET library, a successor to the successful HERA-oriented generator-analysis library, HZTOOL, is getting to be popular at the LHC for validating the performance of event generator and tuning [14]. Unlike FORTRAN-based HZTOOL, RIVET is written in object-oriented C++, and it is primarily a library which can be used from within any analysis framework.

For Monte Carlo tuning, the so-called PROFESSOR system [14] was recently successfully used for PYTHIA6 tuning. This led to a substantial improvement on the existing default tune, thus it can greatly aid the setup of new generators for LHC studies.

In this working group, we have moved beyond Monte Carlo specific validation tools. As an example, jHepWork analysis framework [15] presented at this working group can be considered as a multi-platform alternative to ROOT since it was written in Java. The framework can be useful for both experimentalists and theorists.

4 Conclusions

The presented proceedings describe the results of the work performed in the WG5 working group over several years between 2006–2008. Hopefully, we have provided a correct balance between experimental and theoretical results. As conveners of this working group, we were impressed by the quality and diversity of the presented results. The high quality of the presentations stimulated lively discussions often leading to new ideas and insights into the working group topics.

We would like to thank all participants for their work. We also thank all the organizers for the excellent organization of this workshop.
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Abstract
Multiple parton interactions are typically implemented in Montecarlo codes by assuming a Poissonian distribution of collisions with average number depending on the impact parameter. A possible generalization, which links the process to hadronic diffraction, is shortly discussed.

1 The simplest Poissonian model
A standard way to introduce multiple parton interactions in Montecarlo codes is to assume a Poissonian distribution of multiple parton collisions, with average number depending on the value of the impact parameter. The motivations were discussed long ago in several articles [1] [2] [3]: One introduces the three dimensional parton density \( D(x, b) \), namely the average number of partons with a given momentum fraction \( x \) and with transverse coordinate \( b \) (the dependence on flavor and on the resolution of the process is understood) and one makes the simplifying assumption \( D(x, b) = G(x) f(b) \), with \( G(x) \) the usual parton distribution function and \( f(b) \) normalized to one. The inclusive cross section for large \( p_t \) parton production \( \sigma_S \) may hence be expressed as

\[
\sigma_S = \int_{p_t^C} G(x) \hat{\sigma}(x, x') G(x') dx dx' = \int_{p_t^C} G(x) f(b) \hat{\sigma}(x, x') G(x') f(b - \beta) d^2 b d^2 \beta \]

where \( p_t^C \) is a cutoff introduced to distinguish hard and soft parton collisions and \( \beta \) the hadronic impact parameter. The expression allows a simple geometrical interpretation, given the large momentum exchange which localizes the partonic interaction inside the overlap volume of the two hadrons.

Neglecting all correlations in the multi-parton distributions, the inclusive cross section for a double parton scattering \( \sigma_D \) is analogously given by

\[
\sigma_D = \frac{1}{2!} \int_{p_t^C} G(x_1) f(b_1) \hat{\sigma}(x_1, x'_1) G(x'_1) f(b_1 - \beta) d^2 b_1 dx_1 dx'_1 \times \]

\[
\times G(x_2) f(b_2) \hat{\sigma}(x_2, x'_2) G(x'_2) f(b_2 - \beta) d^2 b_2 dx_2 dx'_2 d^2 \beta
\]

\[
= \int_{p_t^C} \frac{1}{2!} \left( \int_{p_t^C} G(x) f(b) \hat{\sigma}(x, x') G(x') f(b - \beta) d^2 b dx dx' \right)^2 d^2 \beta
\]

which may be readily generalized to the case of the inclusive cross section for \( N \)-parton scatterings \( \sigma_N \):
\[ \sigma_N = \int \frac{1}{N!} \left( \int_{p_T^c} G(x) f(b) \hat{\sigma}(x, x') G(x') f(b - \beta) d^2 b dx dx' \right)^N d^2 \beta \] (3)

The cross sections are divergent for \( p_T^c \to 0 \). The unitarity problem is solved by normalizing the integrand which, being dimensionless, may be understood as the probability to have a \( N \)th parton collision process in an inelastic event:

\[ \int_{p_T^c} G(x) f(b) \hat{\sigma}(x, x') G(x') f(b - \beta) d^2 b dx dx' = \sigma_F(\beta), \quad \frac{\left[ \sigma_F(\beta) \right]^N}{N!} e^{-\sigma_F(\beta)} = P_N(\beta) \] (4)

here \( P_N(\beta) \) the probability of having \( N \) parton collisions in a hadronic interaction at impact parameter \( \beta \). By summing all probabilities one obtains the hard cross section \( \sigma_{\text{hard}} \), namely the contribution to the inelastic cross section due to all events with at least one parton collision with momentum transfer greater than the cutoff \( p_T^c \):

\[ \sigma_{\text{hard}} = \sum_{N=1}^{\infty} \int P_N(\beta) d^2 \beta = \sum_{N=1}^{\infty} \int d^2 \beta \frac{\left[ \sigma_F(\beta) \right]^N}{N!} e^{-\sigma_F(\beta)} = \int d^2 \beta \left[ 1 - e^{-\sigma_F(\beta)} \right] \] (5)

Notice that \( \sigma_{\text{hard}} \) is finite in the infrared limit, which allows to express the inelastic cross section as \( \sigma_{\text{inel}} = \sigma_{\text{soft}} + \sigma_{\text{hard}} \) with \( \sigma_{\text{soft}} \) the soft contribution, the two terms \( \sigma_{\text{soft}} \) and \( \sigma_{\text{hard}} \) being defined through the cutoff in the momentum exchanged at parton level, \( p_T^c \).

An important property is that the single parton scattering inclusive cross section is related to the average number of parton collisions. One has:

\[ \langle N \rangle \sigma_{\text{hard}} = \int d^2 \beta \sum_{N=1}^{\infty} N P_N(\beta) = \int d^2 \beta \sum_{N=1}^{\infty} \frac{N \left[ \sigma_F(\beta) \right]^N}{N!} e^{-\sigma_F(\beta)} = \int d^2 \beta \sigma_F(\beta) = \sigma_S \] (6)

and more in general one may write:

\[ \frac{\langle N(N-1)\ldots(N-K+1) \rangle}{K!} \sigma_{\text{hard}} = \int d^2 \beta \sum_{N=1}^{\infty} \frac{N(N-1)\ldots(N-K+1)}{K!} \frac{1}{K!} P_N(\beta) = \int d^2 \beta \frac{1}{K!} \left[ \sigma_F(\beta) \right]^K = \sigma_K \] (7)

One should stress that the relations between \( \sigma_S \) and \( \langle N \rangle \) and between \( \sigma_K \) and \( \langle N(N-1)\ldots(N-K+1) \rangle \) do not hold only in the case of the simplest Poissonian model. It can be shown that the validity is indeed much more general [4] [5].
2 The multi-channel Poissonian model

An implicit assumption in the Poissonian model is that the hadron density is the same in each interaction. On the other hand the hadron is a dynamical system, which fluctuates in different configurations in a time of the order of the hadron scale, much longer as compared with the time of a hard interaction. Interactions may hence take place while hadrons occupy various configurations, even significantly different as compared with the average hadronic configuration. A measure of the size of the phenomenon is given by hadronic diffraction.

The multichannel eikonal model [6] allows a simple description of hadronic diffraction. In the multichannel model the hadron state \( \psi_h \) is represented as a superposition of eigenstates \( \phi_i \) of the \( T \)-matrix, while the interaction is described by eikonalized multi-Pomeron exchanges.

\[
\psi_h = \sum_i \alpha_i \phi_i \tag{8}
\]

The eigenstates of the \( T \)-matrix can only be absorbed or scatter elastically and the cross sections of the physically observed states \( \psi_h \) can be expressed by the combinations of the cross sections between the eigenstates \( \phi_i \) and \( \phi_j \) as shown below:

\[
\begin{align*}
\sigma_{tot} &= \sum_{i,j} |\alpha_i|^2 |\alpha_j|^2 \sigma_{tot}^{ij} \\
\sigma_{el} + \sigma_{sd} + \sigma_{dd} &= \sum_{i,j} |\alpha_i|^2 |\alpha_j|^2 \sigma_{el}^{ij} \\
\sigma_{in} &= \sum_{i,j} |\alpha_i|^2 |\alpha_j|^2 \sigma_{in}^{ij}
\end{align*}
\]

In a single Pomeron exchange, one may distinguish between hard and soft inelastic interactions, according with the presence or absence of large \( p_t \) partons in the final state. One may thus write:

\[
\sigma^{ij} = \sigma_{J}^{ij} + \sigma_{S}^{ij} \tag{9}
\]

where the labels \( J \) or \( S \) correspond to the presence or absence of large \( p_t \) partons in the final state. One hence obtains the following expression of the hard cross section [7]:

\[
\begin{align*}
\sigma_{hard} &= \sum_{i,j} |\alpha_i|^2 |\alpha_j|^2 \sigma_{hard}^{ij} = \sum_{i,j} |\alpha_i|^2 |\alpha_j|^2 \int d^2 \beta \left[ 1 - e^{-\sigma_{ij}^{J} (\beta)} \right] \\
&= \sum_{i,j,N} |\alpha_i|^2 |\alpha_j|^2 \int d^2 \beta \frac{(\sigma_{ij}^{J} (\beta))_N}{N!} e^{-\sigma_{ij}^{J} (\beta)} \tag{10}
\end{align*}
\]

which, being a superposition of Poissonians, represents the natural generalization of the result of the simplest Poissonian model.

The easiest implementation of the multi-channel eikonal model is in the case of two eigenstates:
\[ \psi_h = \frac{1}{\sqrt{2}} \phi_1 + \frac{1}{\sqrt{2}} \phi_2 \]  \hspace{1cm} (11)

One obtains:
\[ \sigma_{\text{hard}} = \frac{1}{4} \sigma_{11}^{\text{hard}} + \frac{1}{2} \sigma_{12}^{\text{hard}} + \frac{1}{4} \sigma_{22}^{\text{hard}} \]  \hspace{1cm} (12)

while the \( N \)-parton scattering inclusive cross section \( \sigma_N \) is given by:
\[ \sigma_N = \frac{\sigma_S^N}{N!} \left\{ \frac{1}{4} \int [F_{11}(\beta)]^N d^2 \beta + \frac{1}{2} \int [F_{12}(\beta)]^N d^2 \beta + \frac{1}{4} \int [F_{22}(\beta)]^N d^2 \beta \right\} \]  \hspace{1cm} (13)

where \( F_{ij} \) are the superpositions of the parton densities of the different eigenstates \( \phi_i \) and \( \phi_j \). The case of gaussian parton densities is particularly simple. One has
\[ F_{ij}(\beta) = \frac{1}{\pi (R_i^2 + R_j^2)} \times \exp \left( -\frac{\beta^2}{R_i^2 + R_j^2} \right) \]  \hspace{1cm} (14)

One may take for the radii of the two parton densities \( R_1^2 = R^2 / 2 \) and \( R_2^2 = 3R^2 / 2 \), in such a way that \( R^2 \) is the average hadron size. With this choice the variance of the distribution is \( \omega_\sigma = 1/4 \), in agreement with the analysis of [8]. The explicit expression of the inclusive cross section \( \sigma_N \) is:
\[ \sigma_N = \frac{\sigma_S^N}{N! (\pi R^2)^{N-1}} \left\{ \frac{1}{4} \left( \frac{1}{2} + \frac{1}{2} \right)^{N-1} + \frac{1}{2} \left( \frac{1}{2} + \frac{3}{2} \right)^{N-1} + \frac{1}{4} \left( \frac{3}{2} + \frac{3}{2} \right)^{N-1} \right\} \]  \hspace{1cm} (15)

In the figure the relative weights of the overlaps between the various configurations are shown for different inclusive cross sections \( \sigma_N \). In the case of a single collision all four different configurations contribute with the same weight. When \( N \) grows the contribution of the overlap between the most compact and dense configurations becomes increasingly important and, for \( N=5 \), it accounts for almost 90\% of the cross section.

Notice that the result obtained in the multi-channel eikonal model is very different with respect to the result obtained when terms with various transverse sizes are introduced directly in the hadronic parton density of the simplest Poissonian model. In PYTHIA [2] [9] the hadron density is represented by the sum of two gaussians with same weight and different size. The overlap function is hence given by
\[ \frac{1}{4} F_{11}(\beta) + \frac{1}{2} F_{12}(\beta) + \frac{1}{4} F_{22}(\beta) \]  \hspace{1cm} (16)

where \( F_{ij} \) are given by Eq.14, with \( R_1 \) and \( R_2 \) the radii of the two gaussians used to construct the actual hadronic parton density. The resulting expression of the inclusive cross sections is
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Fig. 1: Relative contributions to the inclusive cross section $\sigma_N$ of the overlaps between the different hadronic configurations for $1 \leq N \leq 5$

$$\sigma_N = \frac{\sigma_N^0}{N!} \int \left[ \frac{1}{4} F_{11}(\beta) + \frac{1}{2} F_{12}(\beta) + \frac{1}{4} F_{22}(\beta) \right]^N d^2 \beta$$

which should be compared with the inclusive cross section derived in the two-states eikonal model (expression in Eq.13).

3 Concluding remarks

In the present note it has been shown how the importance of small size hadronic configurations is emphasized by geometry in the multi-parton inclusive cross sections $\sigma_N$ at large $N$. Here one has assumed that the transverse fluctuations of the hadron do not affect its parton content. In the two-states-model of hadronic diffraction one needs however to enhance the strength of the
Pomeron coupling between diffractive eigenstates with small radii, in order to fit the available data on elastic, inelastic, single and double diffractive cross sections [10], which corresponds to an increase of the parton content when the hadron occupies a configuration with small transverse size. In the analysis [8] hadronic diffraction is on the contrary fitted in a model where the number of partons decreases when the hadron occupies small size configurations. While in the former case the enhanced role of small transverse size configurations in multiparton collisions is amplified [7], in the latter it is on the contrary reduced [11].

The study of hadronic diffraction and of multiparton scatterings at the LHC may hence provide non-trivial informations on the correlation between the parton content of the hadron and its transverse size. In addition to the measurements of hadronic diffraction and of multi-jets cross sections in hadron-hadron collisions, an important handle, to gain a better insight into this aspect of the hadron structure, may be represented by the measurement of multi-jets cross sections in hadron-nucleus collisions, where a model independent separation of the longitudinal and transverse parton correlations is, in principle, possible [12].
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Abstract
In this contribution we describe the new model of multiple parton interactions (MPI) that has been implemented in Herwig++. Tuning its two free parameters is enough to find a good description of CDF underlying event data. We show extrapolations to the LHC and compare them to results from other models.

1 Introduction
With the advent of the Large Hadron Collider (LHC) in the near future it will become increasingly important to gain a detailed understanding of all sources of hadronic activity in a high energy scattering event. An important source of additional soft jets will be the presence of the underlying event. From the experimental point of view, the underlying event contains all activity in a hadronic collision that is not related to the signal particles from the hard process, e.g. leptons or missing transverse energy. The additional particles may result from the initial state radiation of additional gluons or from additional hard (or soft) scatters that occur during the same hadron–hadron collision. Jet measurements are particularly sensitive to the underlying event because, although a jet’s energy is dominated by the primary hard parton that initiated it, jet algorithms inevitably gather together all other energy deposits in its vicinity, giving an important correction to its energy and internal structure.

In this note, based on Ref. [1], we want to focus on the description of the hard component of the underlying event, which stems from additional hard scatters within the same proton. Not only does this model give us a simple unitarization of the hard cross section, it also allows to give a good description of the additional substructure of the underlying events. It turns out that most activity in the underlying event can be understood in terms of hard minijets. We therefore adopt this model, based on the model JIMMY [2], for our new event generator Herwig++ [3].

An extension to this model along the lines of [4], which also includes soft scatters is underway and will most probably be available for the next release of Herwig++. Covering the entire \(p_t\) range will also allow us to describe minimum bias interactions. We have examined the parameter space of such models at Tevatron and LHC energies in Ref. [5]. Existing measurements and the possible range of LHC measurements are used there to identify the maximally allowed parameter space.

*to appear in the proceedings of the HERA and the LHC workshop.
2 Tevatron results

We have performed a tune of the model by calculating the total $\chi^2$ against the jet data ($p_{\text{jet}} > 20 \text{ GeV}$) from Ref. [6]. For this analysis each event is partitioned into three parts, the towards, away and transverse regions. These regions are equal in size in $\eta - \phi$ space and classify where particles are located in this space with respect to the hardest jet in the event. We compare our predictions to data for the average number of charged particles and for the scalar $p_t$ sum in each of these regions.

The parameter space for this tune is two dimensional and consists of the $p_t$ cutoff $p_{\text{min}}^t$ and the inverse hadron radius squared, $\mu^2$. In Fig. 2 we show the $\chi^2$ contour for describing all six observables and especially those from the transverse region, which is particularly sensitive to the underlying event. For these, and all subsequent plots, we have used Herwig++ version 2.2.1 and the built-in MRST 2001 LO [7] PDFs. All parameters, apart from the ones we were tuning, were left at their default values.

The description of the Tevatron data is truly satisfactory for the entire range of considered values of $p_{\text{min}}^t$. For each point on the $x$-axis we can find a point on the $y$-axis to give a reasonable fit. Nevertheless an optimum can be found between $3 \ldots 4 \text{ GeV}$. The strong and constant correlation between $p_{\text{min}}^t$ and $\mu^2$ is due to the fact that a smaller hadron radius will always balance against a larger $p_t$ cutoff as far as the underlying event activity is concerned. As a default tune we use $p_{\text{min}}^t = 3.4 \text{ GeV}$ and $\mu^2 = 1.5 \text{ GeV}^2$, which results in an overall $\chi^2/N_{\text{dof}}$ of 1.3.

3 LHC extrapolation

We start the discussion of our predictions for the LHC with the plot in Fig. 2. The plot shows the mean charged multiplicity as a function of pseudorapidity, $\eta$. We show Herwig++ with and without MPI. We used QCD jet production with a minimal $p_T$ of 20 GeV as signal process. The
MPI parameters were left at their default values, i.e. the fit to Tevatron CDF data. The effect of MPI is clearly visible, growing significantly from the Tevatron to the LHC.

For calculating the LHC extrapolations we left the MPI parameters at their default values, i.e. the fit to Tevatron CDF data. In Ref. [8] a comparison of different predictions for an analysis modelled on the CDF one discussed earlier was presented. As a benchmark observable the charged particle multiplicity in the transverse region was used. We show this comparison in Fig. 3 together with our simulation. All expectations reached a plateau in this observable for \( p_{t}^{\text{jet}} > 10 \) GeV. Our prediction for this observable also reached a roughly constant plateau within this region. The height of this plateau can be used for comparison. In Ref. [8] PYTHIA 6.214 [9] ATLAS tune reached a height of \( \sim 6.5 \), PYTHIA 6.214 CDF Tune A of \( \sim 5 \) and PHOJET 1.12 [10] of \( \sim 3 \). Our model reaches a height of \( \sim 5 \) and seems to be close to the PYTHIA 6.214 CDF tune, although our model parameters were kept constant at their values extracted from the fit to Tevatron data.

We have seen already in the previous section that our fit results in a flat valley of parameter points, which all give a very good description of the data. We will briefly estimate the spread of our LHC expectations, using only parameter sets from this valley. The range of predictions that we deduce will be the range that can be expected assuming no energy dependence on our main parameters. Therefore, early measurements could shed light on the potential energy dependence of the input parameters by simply comparing first data to these predictions. We extracted the average value of the two transverse observables for a given parameter set in the region \( 20 \) GeV \( < p_{t}^{\text{jet}} < 30 \) GeV. We did that for the best fit points at three different values for \( p_{t}^{\text{min}} \), namely 2 GeV, 3.4 GeV and 4.5 GeV, and found an uncertainty of about 7% for the multiplicity and 10% for the sum of the transverse momentum.

![Fig. 2: Differential multiplicity distribution with respect to |\( \eta \)|. The different data sets are: Tevatron with MPI off, LHC with MPI off, Tevatron with MPI on and LHC with MPI on.](image)

\[
\begin{array}{c|c|c}
\text{LHC predictions} & \langle N_{\text{chg}} \rangle_{\text{transv}} & \langle p_{t}^{\text{sum}} \rangle_{\text{transv}} \text{[GeV]} \\
\text{TVT best fit} & 5.1 \pm 0.3 & 5.0 \pm 0.5 \\
\end{array}
\]

Table 1: LHC expectations for \( \langle N_{\text{chg}} \rangle \) and \( \langle p_{t}^{\text{sum}} \rangle \) in the transverse region. The uncertainties are obtained from varying \( p_{t}^{\text{min}} \) within the range we considered. For \( \mu^{2} \) we have taken the corresponding best fit (Tevatron) values.
Fig. 3: Multiplicity in the transverse region for LHC runs with Herwig++ (left) and the same observable for several other generators (right), taken from Ref. [8]. The different data sets for the left plot are (from bottom to top): Tevatron with MPI off, LHC with MPI off, Tevatron with MPI on and LHC with MPI on.
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Abstract

The study of Multiple Parton Interactions (MPI) has been an important subject at hadron colliders. In lepton-hadron collisions at HERA, the photon can interact as a point-like particle or as a composite hadron-like system. Event samples with an enriched direct- or resolved-photon component can be selected by choosing events with high or low \( x_\gamma \) or \( Q^2 \) values. This was done in the three measurements presented here, which were conducted at HERA by the H1 and ZEUS collaborations. Two measurements in photoproduction are presented. The first looks at three- and four-jet events and the second, at the charged particle multiplicity in dijet events. Also presented is a measurement of the multiplicity of low \( p_T \) jets in inclusive one-jet deep inelastic scattering events. In all three analyses possible effects of MPI were found.

1 Introduction

In \( ep \) collisions at HERA the mediator boson was a virtual photon\footnote{For the photon virtuality range considered in these analyses.} which can be characterized by two variables namely, the photon virtuality, \( Q^2 \), and the inelasticity, \( y \). The life-time of an \( e\gamma \)-state is of the order \( \sim 1/Q^2 \). Within this life-time the photon can develop \( q\bar{q} \)-fluctuations. The life-time of these fluctuations are constant as a function of the characteristic \( p_T \) of the interacting partons and are of the order \( \sim 1/p_T^2 \). Therefore, these fluctuations are important only if \( Q^2 \ll p_T^2 \). In this case, the photon can fluctuate into a \( q\bar{q} \) pair or even more complicated states and these events have similar characteristics to hadron-hadron collisions.

QCD Monte Carlo programs (MC) simulate \( ep \) collisions at leading order in \( \alpha_s, \mathcal{O}(\alpha_s^2) \), with a 2-to-2 parton scattering. The events are simulated with initial as well as final parton state radiation and the contributions from the break up of the proton. Finally, hadronisation models are applied so that colourless particles are produced. In this picture, the primary two hard partons lead to two jets. The underlying event is defined as everything except the lowest order process. Ideally, the lowest order process is not affected by the underlying event but experimentally contributions from the underlying event are present in these jets and cannot be disentangled. The underlying event is therefore the initial and final state radiation and the remnant-remnant interactions as well as re-scatters off the remnants. These two last contributions are referred to as multiple parton interactions (MPI). In perturbative Quantum Chromodynamics (pQCD), the AGK cutting rules [1–3] can be used to relate the different contributions to \( ep \) scattering, diffraction and single or multiple scattering, via multiple exchange of BFKL Pomeron.
Remnant-remnant interactions can only be present if the interacting particles have a composite structure via multi-parton exchange. In lepton-proton collisions this is only possible if the photon is resolved. The fraction of the photon energy entering in the hard scattering $x_\gamma$ may be used to select enriched samples by resolved or point-like (direct) photons. Thus, at LO parton level, $x_\gamma = 1$ for direct processes whereas in the resolved case, $x_\gamma < 1$. Experimentally, the variable $x_\gamma^{\text{obs}}$ is used. It is defined in terms of the two hardest jets, $\text{Jet}_1$ and $\text{Jet}_2$, and the hadronic final state (HFS) as:

$$x_\gamma^{\text{obs}} = \frac{\sum_{h \in \text{Jet}_1} (E - P_z) + \sum_{h \in \text{Jet}_2} (E - P_z)}{\sum_{h} (E - P_z)},$$

(1)

where the sums in the nominator run over the hadrons in $\text{Jet}_1$ and $\text{Jet}_2$, while the sum in the denominator runs over all hadrons in the entire HFS.

In the past, the underlying event was studied at HERA in the photoproduction regime [4,5] but not in deep inelastic scattering (DIS). The next sections are organized as follows. Firstly, a three- and four-jet cross section measurement in photoproduction is presented. Then two different analyses with similar strategies are shown, in which four regions in the azimuthal angle $\phi$ are defined with respect to the leading jet, i.e. that with the highest $E_T$ in the event. The first of these analyses is a charged particle multiplicity measurement in dijet photoproduction. The second is a mini-jet multiplicity measurement in DIS, where a mini-jet refers to a jet with low transverse momentum.

2 Three- and four-jet events in photoproduction

The leading order for an $n$-jet event, via a single chain exchange, is $O(\alpha_s^{n-1})$. However, $n$-jet events can also be generated via MPI, where several chains are present. Moreover, even soft MPI may affect the distribution of multi-jet events by adding or redistributing the energy flow generated by a primary process.

The ZEUS collaboration studied the multi-jet production in the photoproduction regime [6], where $Q^2 < 1 \text{ GeV}^2$ and $0.2 < y < 0.85$. Three- and four-jet events, where the jets were defined with the $k_T$ clustering algorithm [7] and require to have transverse energies $E_T^{\text{jets}} > 6 \text{ GeV}$, were studied in the pseudorapidity range $|\eta^{\text{jets}}| < 2.4$. Furthermore, these events were studied in two different $n$-jet invariant mass regions, namely, $25 < M_{n-\text{jets}} < 50 \text{ GeV}$ and $M_{n-\text{jets}} > 50 \text{ GeV}$, referred to as the low- and high-mass regions, respectively. The cross sections of the three- and four-jet low- and high-mass samples were measured differentially.

The data were compared to predictions from two $O(\alpha_s)$ matrix element MC programs supplemented with parton showers, HERWIG 6.505 [8–10] and PYTHIA 6.206 [11], both with and without MPI. In the case of HERWIG, MPI events were simulated via an interface to JIMMY 4.0 [12], which is an impact parameter dependent model. For PYTHIA, MPI were generated using the so-called ”simple model” [13].

In addition, the three-jet sample was compared to the fixed order ($O(\alpha_s^2)$) calculation by Klasen, Kleinwort und Kramer [14]. This calculation corresponds to the three-jet LO and, at the time, was the highest order prediction available in photoproduction. Thus, no calculation was available for the four-jet sample.
The three- and four-jet cross sections are shown as a function of $M_{n-jets}$ in figure 1. In general, both cross sections decrease exponentially with increasing $M_{n-jets}$. The HERWIG and PYTHIA predictions with and without MPI are also shown. They are normalized to the high invariant $n$-jets mass region ($M_{n-jets} > 50$ GeV), i.e. they are scaled to describe the high $M_{n-jets}$ cross section. Both HERWIG and PYTHIA without MPI fail to describe the cross section dependence. When MPI are included, however, they are in quite good agreement with data. The discrepancy is larger in the four-jet case. The PYTHIA model was run using its default setting whereas the JIMMY model was tuned to the presented data [6].

![Graph](image1.png)

Fig. 1: Measured cross section as a function of (a) $M_{3-jets}$ and (b) $M_{4-jets}$ (solid circles). The inner and outer error bars and the shaded band represent the statistical, the statistical and the systematic added in quadrature and the calorimeter energy scale uncertainties, respectively.

Shown in Fig. 2a) is the measured three-jet cross section as a function of $M_{3-jets}$, compared to the fixed LO calculation for this process, $\mathcal{O}(\alpha_s^2)$. This calculation was corrected for hadronisation effects and MPI. The hadronisation and MPI corrections and their estimated uncertainties are shown in 2b). The hadronisation corrections are constant in $M_{3-jets}$, while MPI corrections increase towards low $M_{3-jets}$. The theoretical uncertainties on both the MPI corrections and the pQCD predictions are large. The magnitude and the shape of the calculation is consistent with the data within the large theoretical uncertainties. This is best seen in Fig. 2c) where the ratio data over theory is shown. Without the large MPI corrections the theoretical description would be far much worse at low $M_{3-jets}$.

### 3 Charged particle multiplicity in photoproduction

As described above, in quasi-real photoproduction ($Q^2 \sim 0$) the photon can develop a hadronic structure, where remnant-remnant interactions may be present and therefore the particle production can be enhanced. However, the actual particle multiplicity depends not only on the number of multiple parton scatterings but also on the hadronisation and on the colour connections between

---
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Fig. 2: (a) Measured three-jets cross section as a function of $M_{3-jets}$ compared with an $O(\alpha\alpha_s^2)$ prediction, corrected for hadronisation and MPI effects. (b) The hadronisation and MPI correction factors as a function of $M_{3-jets}$. (c) The ratio of the $M_{3-jets}$ cross section divided by the theoretical prediction. The theoretical uncertainty is represented by shaded bands.
Fig. 3: Definition of the four azimuthal regions. The toward region is defined by the leading jet and by this means defines the away and transverse regions. The scalar sum of the transverse momenta \( P_{\text{sum}}^T = \sum_i^{\text{tracks}/HFS} P_i^T \) calculated in each transverse region defines the high and low activity region eventwise in the charged particle multiplicity and mini-jet analyses, respectively.

the multiple parton scatterings and the remnants. Within the model used [15], different colour connection scenarios are possible. Two scenarios are studied. In the first scenario, each hard scattering is independent of the other and therefore is connected only to the remnants, which gives long colour strings. In the second scenario, the colour strings are rearranged in order to provide shorter strings, i.e. the hard scatterings are colour connected with each other, which compared with the first scenario produces fewer particles.

This was studied in the H1 collaboration by using a dijet photoproduction sample, where \( Q^2 < 0.01 \text{ GeV}^2 \) and \( 0.3 < y < 0.65 \), looking at charged particles with transverse energies \( P_{\text{track}}^T > 150 \text{ MeV} \) in the pseudorapidity range \( |\eta_{\text{track}}| < 1.5 \). The jets were defined using the \( k_T \) clustering algorithm [7] and were required to have transverse momentum \( P_{\text{jet}}^T > 5 \text{ GeV} \) and \( |\eta_{\text{jets}}| < 1.5 \).

Four regions in the azimuthal angle, \( \phi \), were then defined with respect to the leading jet as indicated in Fig. 3 in analogy to the CDF collaboration [16]. The leading jet \((\text{Jet}_1)\) defines the toward region, whereas the subleading jet, the jet with the next highest \( P_{\text{jet}}^T \), is usually in the away region, although not necessarily. The transverse regions are less effected by the hard interaction and thus, expected to be more sensitive to the MPI. For each event, the hemisphere which has the highest scalar sum of the transverse momenta, \( P_{\text{sum}}^T = \sum_i^{\text{tracks}} P_i^T \), is referred to as the high-transverse-activity hemisphere. The other is referred to as the low-transverse-activity hemisphere.

The average track multiplicity, \( \langle N_{\text{charged}} \rangle \), is shown in figures 4 and 5 as a function of \( P_{\text{jet}}^T \) for resolved photon enriched events, \( x_{\gamma}^{\text{obs}} < 0.7 \) (left) and direct photon enriched events, \( x_{\gamma}^{\text{obs}} > 0.7 \) (right). In the toward and away regions, the average track multiplicity increases with
$P_{T}^{jet_1}$ as shown in figure 4. In the $x_{\gamma}^{obs} > 0.7$ region (right) the measurements are reasonably well described by the simulation containing only one hard interaction with parton showers and hadronisation, whereas in the region $x_{\gamma}^{obs} < 0.7$ (left) this is clearly not enough, especially at the lower values of $P_{T}^{jet_1}$. MPI contributes as a pedestal and brings the prediction to a good agreement with the measurement.

In the transverse regions, shown in figure 5, the measured average track multiplicity decreases with $P_{T}^{jet_1}$. At high $x_{\gamma}^{obs}$ (right) the predicted average charged particle multiplicity with and without MPI also decreases with $P_{T}^{jet_1}$, although only PYTHIA with MPI describes data. At low $x_{\gamma}^{obs}$ (left) the PYTHIA prediction without MPI tends to increase with $P_{T}^{jet_1}$ while PYTHIA with MPI decreases with $P_{T}^{jet_1}$ giving the best description of the data.

We studied\(^2\) also the different colour string scenarios in Fig. 6 where the transverse regions are shown. In the present simulation the long string configuration is preferred.

\(^2\)This is done in PYTHIA by the parameters PARP(86) = 0.66 and PARP(85) = 0.33, giving the probability that an additional interaction gives two gluons and the probability that an additional interaction gives two gluons with colour.

**Fig. 4:** Charged particle multiplicity for $x_{\gamma}^{obs} < 0.7$ (left) and for $x_{\gamma}^{obs} > 0.7$ (right). The leading jet ($jet_1$) is contained in the toward region, whereas the subleading jet, the second jet with highest $P_{T}^{jet}$, is usually in the away region, although not necessarily. Data is compared to PYTHIA with and without MPI.
Fig. 5: Charged particle multiplicity for $x^{\text{obs}}_{\gamma} < 0.7$ (left) and for $x^{\text{obs}}_{\gamma} > 0.7$ (right). The transverse high activity regions, upper plots, are defined as the transverse region with a higher $P_{T}^{\text{sum}}$ compared to the low activity regions, down. Data is compared to PYTHIA with and without MPI.

4 Mini-jet multiplicity in DIS

The photon is more likely to develop a hadronic structure before interacting with the proton in photoproduction than in DIS. In DIS, the characteristic interaction time scales like $\sim 1/Q^2$ and at high $Q^2$, it is too short for the fluctuations to occur. At HERA diffraction plays an important role at low $x_{Bj}$, and also at high $Q^2$. These events can be explained by the exchange of Pomeron. The AGK cutting rules relates the different contributions from diffraction and single or multiple parton scattering. Thus, it is interesting to study if evidence for multiple parton scattering can be seen within the data.

The H1 collaboration studied events in the kinematic region $5 < Q^2 < 100 \text{ GeV}^2$ and $0.1 < y < 0.7$. Events with at least one jet with $E_{T}^{\text{jet}} > 5 \text{ GeV}$ and in the laboratory pseudorapidity range $-1.7 < \eta^{\text{jet}} < 2.79$ were selected\(^3\) using the $k_{T}$ clustering algorithm [7]. The HFS was required to have an invariant mass $W > 200 \text{ GeV}$.

---

\(^3\)Applied both in the hadronic centre-of-mass frame (HCM) and in the laboratory frames.
The leading jet defines a toward, an away and two transverse regions (Fig. 3). The average multiplicity of jets with $E_{min}^{T} > 3$ GeV, the so-called mini-jets, was measured, $\langle N_{minijet} \rangle$ in the range $-1.7 < \eta < 2.79$ for the four $\Delta \phi^*$ regions. A possible signature of MPI would be an increased value of $\langle N_{minijet} \rangle$, especially in the less populated high- and low-activity transverse regions and for the lower $Q^2$ values.

In Figure 7 the measured average mini-jet multiplicity is shown as a function of the transverse momentum of the leading jet in the hadronic centre-of-mass (HCM) frame, $P_{T,1j}^*$. The data are compared to the predictions of RAPGAP [17], ARIADNE [18] and PYTHIA. The former two do not include MPI whereas PYTHIA was run both with and without MPI.

The toward region data are reasonably well described by all four MC. While RAPGAP and PYTHIA marginally underestimate $\langle N_{minijet} \rangle$ at low $P_{T,1j}^*$ in the lowest $Q^2$ bin ARIADNE slightly overestimates the data. The PYTHIA description is improved by the introduction of MPI at low $Q^2$. 

Fig. 6: Charged particle multiplicity for $x_{\gamma}^{obs} < 0.7$ (left), and for $x_{\gamma}^{obs} > 0.7$ (right). The transverse high activity regions, upper plots, are defined as the transverse region with a higher $P_{T,comp}$ compared to the low activity regions, down. Here data is compared to PYTHIA without MPI and PYTHIA with MPI and high probability for long colour string connections, long CC, and short colour string connections, short CC.
Fig. 7: The $\langle N_{\text{minijet}} \rangle$ data, in all four azimuthal regions, as a function of $P_{T,ij}^*$ in three $Q^2$ bins. Also shown are the predictions from four MC models.

The overall description in the away region is good. The PYTHIA model predicts the away region to be the least sensitive to MPI. In the low and high activity transverse regions all the MC that do not include MPI underestimate the data in all $P_{T,ij}^*$ and $Q^2$ bins. This is more pronounced at low $P_{T,ij}^*$ and $Q^2$ values. The introduction of MPI in PYTHIA certainly aids in the description of the low $Q^2$ data. However, at large $Q^2$ the effect of MPI is very small according to the simulation and so PYTHIA underestimates the $Q^2$ data.

5 Conclusions

In all three analyses, both in photoproduction and in DIS, contributions from MPI are suggested. The three- and four-jet photoproduction cross sections shapes cannot be described by the $O(\alpha_s^3)$ plus parton shower calculations. In the three-jet case the LO pQCD calculation needs to include the estimated hadronisation and MPI effects to describe data, where the latter has a large contribution towards low $M_{3-jets}$.

Both the charged particle and the mini-jet multiplicities are larger than predicted by MCs not including MPI. More specifically, the charged particle multiplicity as a function of $P_{T,\text{jet}}^*$ predictions have a different shape depending on whether MPI is included or not in the transverse regions for low $x_{\text{obs}}$ values as seen by PYTHIA. The multiplicity can be only described in all regions properly when MPI are included. In the mini-jet analysis, the measured multiplicity is larger than the predictions by the parton shower and colour dipole model MCs. MPI, as predicted by PYTHIA, helps to describe the distributions at low $Q^2$ values but does not contribute at higher virtualities.
Higher partonic activity than predicted by standard MC is seen by all three analyses. These effects are also seen in DIS and at low and moderate $Q^2$ can be reasonably well described by including MPI.
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Modeling the underlying event: generating predictions for the LHC
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Abstract
This report presents tunings for PYTHIA 6.416 and JIMMY 4.3 to the underlying event. The MC generators are tuned to describe underlying event measurements made by CDF for $p\bar{p}$ collisions at $\sqrt{s} = 1.8$ TeV. LHC predictions for the underlying event generated by the tuned models are also compared in this report.

1 Introduction
Over the last few years, the Tevatron experiments CDF and D0 have managed to reduce uncertainties in various measurements to a level in which the corrections due to the underlying event (UE) have become yet more relevant than they were in Run I analyses. Studies in preparation for LHC collisions have also shown that an accurate description of the underlying event will be of great importance for reducing the uncertainties in virtually all measurements dependent on strong interaction processes. It is therefore very important to produce models for the underlying event in hadron collisions which can accurately describe Tevatron data and are also reliable to generate predictions for the LHC.

The Mote Carlo (MC) event generators PYTHIA [1] and HERWIG [2] are largely used for the simulation of hadron interactions by both Tevatron and LHC experiments. Both generators are designed to simulate the event activity produced as part of the underlying event in proton-antiproton ($p\bar{p}$) and proton-proton (pp) events. HERWIG, however, needs to be linked to dedicated package, named “JIMMY” [3, 4], to produce the underlying event activity.

PYTHIA 6.2 has been shown to describe both minimum bias and underlying event data reasonably well when appropriately tuned [5–7]. Major changes related to the description of minimum bias interactions and the underlying event have been introduced in PYTHIA 6.4 [1]. There is a new, more sophisticated scenario for multiple interactions, new $p_T$-ordered initial- and final-state showers (ISR and FSR) and a new treatment of beam remnants [1].

JIMMY [4] is a library of routines which should be linked to the HERWIG MC event generator [2] and is designed to generate multiple parton scattering events in hadron-hadron events. JIMMY implements ideas of the eikonal model which are discussed in more detail in Ref. [3, 4].

In this report we present a tuning for PYTHIA 6.416 which has been obtained by comparing this model to the underlying event measurements done by CDF for $p\bar{p}$ collisions at 1.8 TeV [8, 9]. We also compare the ATLAS tune for HERWIG 6.510 with JIMMY 4.3 to these data distributions [10].

HERA and the LHC


2 MC predictions vs. UE data

Based on the CDF analysis [9], the underlying event is defined as the angular region in $\phi$ which is transverse to the leading charged particle jet.

![Graph](image)

**Fig. 1:** PYTHIA 6.416 predictions for the underlying event compared to the $<N_{chg}>$ (a) and $<p_{T}^{SUM}>$ (b).

Figure 1 shows the PYTHIA 6.416 predictions for the underlying event compared to the CDF data for the average charged particle multiplicity, $<N_{chg}>$ (charged particles with $p_{T}>0.5$ GeV and $|\eta|<1$) and average sum of charged particle’s transverse momentum, $<p_{T}^{SUM}>$ in the underlying event [9]. Two MC generated distributions are compared to the data in these plots: one generated with all default settings in PYTHIA 6.416 except for the explicit selection of the new multiple parton interaction and new parton shower model, which is switched on by setting MSTP(81)=21 [1], and a second distribution with a tuned set of parameters. This particular PYTHIA 6.416 - tune was prepared for use in the 2008 production of simulated events for the ATLAS Collaboration. The list of tuned parameters is shown in table 1.

The guiding principles to obtain the parameters listed in Table 1 were two: firstly the new multiple parton interaction model with interleaved showering and colour reconnection scheme was to be used and, secondly, changes to ISR and FSR parameters should be avoided if at all possible.

In order to obtain a tuning which could successfully reproduce the underlying event data, we have selected a combination of parameters that induce PYTHIA to preferably chose shorter strings to be drawn between the hard and the soft systems in the hadronic interaction. We have also increased the hadronic core radius compared to the tunings used in previous PYTHIA versions, such as the ones mentioned in Ref. [6, 7]. As can be seen in fig. 1 PYTHIA 6.416 - tuned describes the data.

---
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Table 1: PYTHIA 6.416 - tuned parameter list for the underlying event.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
<th>PYTHIA 6.416 - tuned</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSTP(51)</td>
<td>7</td>
<td>10042</td>
<td>PDF set</td>
</tr>
<tr>
<td>MSTP(52)</td>
<td>2</td>
<td>2</td>
<td>multiple interaction model</td>
</tr>
<tr>
<td>CTEQ5L</td>
<td></td>
<td>CTEQ6L (from LHAPDF)</td>
<td>method for colour reconnection</td>
</tr>
<tr>
<td>MSTP(81)</td>
<td>1</td>
<td>21</td>
<td>regulates the number of</td>
</tr>
<tr>
<td>(old MPI model)</td>
<td></td>
<td>(new MPI model)</td>
<td>attempted colour reconnections</td>
</tr>
<tr>
<td>MSTP(95)</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>PARP(78)</td>
<td>0.025</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>PARP(82)</td>
<td>2.0</td>
<td>2.1</td>
<td>( p_{T_{\text{min}}} ) parameter</td>
</tr>
<tr>
<td>PARP(83)</td>
<td>0.5</td>
<td>0.8</td>
<td>fraction of matter in</td>
</tr>
<tr>
<td>PARP(84)</td>
<td>0.4</td>
<td>0.7</td>
<td>hadronic core radius</td>
</tr>
</tbody>
</table>

Table 1: PYTHIA 6.416 - tuned parameter list for the underlying event.

Figure 2 shows PYTHIA 6.416 - tuned and JIMMY 4.3 - UE [10] predictions for the underlying event compared to the \( < N_{chq} > \) (a) and \( < p_{T_{\text{SUM}}} > \) (b).

Fig. 2: PYTHIA 6.416 - tuned and JIMMY4.3 - UE predictions for the underlying event compared to the CDF data for \( < N_{chq} > \) and \( < p_{T_{\text{SUM}}} > \). Both models describe the data reasonably well. However, as shown in fig. 3, the ratio \( < p_{T_{\text{SUM}}} >/ < N_{chq} > \) is better de-
scribed by PYTHIA 6.416 - tuned. This indicates that charged particles generated by JIMMY4.3 - UE are generally softer than the data and also softer than those generated by PYTHIA 6.416 - tuned.

Fig. 3: PYTHIA 6.416 - tuned and JIMMY 4.3 - UE predictions for the underlying event compared to the ratio \( < p_{T}^{SUM} > / < N_{chg} > \).

Another CDF measurement of the underlying event event was made by defining two cones in \( \eta - \phi \) space, at the same pseudorapidity \( \eta \) as the leading \( E_T \) jet (calorimeter jet) and \( \pm \pi/2 \) in the azimuthal direction, \( \phi \) [8]. The total charged track transverse momentum inside each of the two cones was then measured and the higher of the two values used to define the “MAX” cone, with the remaining cone being labelled “MIN” cone.

Figure 4 shows PYTHIA 6.416 - tuned predictions for the underlying event in \( p\bar{p} \) collisions at \( \sqrt{s} = 1.8 \) TeV compared to CDF data [8] for \( < N_{chg} > \) and \( < p_T > \) of charged particles in the MAX and MIN cones. PYTHIA 6.416 - tuned describes the data reasonably well. However, we notice that the \( < p_T > \) in the MAX cone is slightly harder than the data.

3 LHC predictions for the UE

Predictions for the underlying event in LHC collisions (pp collisions at \( \sqrt{s} = 14 \) TeV) have been generated with PYTHIA 6.416 - tuned and JIMMY 4.3 - UE. Figure 5 shows \( < N_{chg} > \) and \( < p_T^{SUM} > \) distributions for the region transverse to the leading jet (charged particles with \( p_T > 0.5 \) GeV and \( |\eta| < 1 \)), as generated by PYTHIA 6.416 - tuned (table 1) and JIMMY 4.3 - UE [10]. The CDF data (\( p\bar{p} \) collisions at \( \sqrt{s} = 1.8 \) TeV) for the underlying event is also included in Fig. 5 for comparison.

A close inspection of predictions for the \( < N_{chg} > \) in the underlying event given in fig.
Fig. 4: (a) Average charged particle multiplicity, $<N_{chg}>$, in MAX (top distributions) and MIN (bottom distributions) cones; (b) average total $P_T$ of charged particles in MAX and MIN cones.

Fig. 5: PYTHIA 6.416 - tuned and JIMMY4.3 - UE predictions for the underlying event in pp collisions at $\sqrt{s} = 14$ TeV for (a) $<N_{chg}>$ and (b) $<p_T^{SUM}>$.

5(a), shows that the average charged particle multiplicity for events with leading jets with $P_{tjet} > 15$ GeV reaches a plateau at $\sim 5.5$ charged particles according to both PYTHIA 6.416 - tuned and JIMMY4.3-UE. This corresponds to a rise of a factor of $\sim 2$ in the plateau of $<N_{chg}>$ as
the colliding energy is increased from $\sqrt{s} = 1.8$ TeV to $\sqrt{s} = 14$ TeV.

The $< p_T^{\text{SUM}} >$ distributions in Fig. 5(b) show that PYTHIA 6.416 - tuned generates harder particles in the underlying event compared to JIMMY 4.3-UE. This is in agreement with the results shown in fig. 3, although for the LHC prediction the discrepancy between the two models is considerably larger than the observed at the Tevatron energy.

The difference between the predictions for the charged particle’s $p_T$ in the underlying event is a direct result of the tuning of the colour reconnection parameters in the new PYTHIA 6.4 model. This component of the PYTHIA model has been specifically tuned to produce harder particles, whereas in JIMMY4.3 - UE this mechanism (or an alternative option) is not yet available.

4 Conclusions

In this report we have compared tunings for PYTHIA 6.416 1 and JIMMY4.3 [10] to the underlying event. Both models have shown that, when appropriately tuned, they can describe the data.

In order to obtain the parameters for PYTHIA 6.416 - tuned, we have deliberately selected a combination of parameters that generate shorter strings between the hard and the soft systems in the hadronic interaction. We have also increased the hadronic core radius compared to the tunings used in previous PYTHIA versions (see Refs. [6, 7] for example).

We have noticed that PYTHIA 6.416 - tuned and JIMMY 4.3 - UE generate approximately the same densities of charged particles in the underlying event. This is observed for the underlying event predictions at the Tevatron and LHC energies alike.

However, there is a considerable disagreement between these tuned models in their predictions for the $p_T$ spectrum in the underlying event, as can be seen in figs. 3 and 5(b). PYTHIA 6.416 - tuned has been calibrated to describe the ratio $< p_T^{\text{num}} >/ < N_{\text{chg}} >$, which has been possible through the tuning of the colour reconnection parameters in PYTHIA. JIMMY4.3 - UE has not been tuned to this ratio.

As a final point, we would like to mention that this is an “ongoing” study. At the moment these are the best parameters we have found to describe the data, but as the models are better understood, the tunings could be improved in the near future.
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Abstract

A study of Underlying Events with the CMS detector under nominal and start-up conditions is discussed. Using charged particle densities in charged particle jets, it will be possible to discriminate between QCD models with different multiple parton interaction schemes, which correctly reproduce Tevatron data but give different predictions when extrapolated to the LHC energy. This will permit improving and tuning Monte Carlo models at LHC start-up, and opens prospects for exploring QCD dynamics in proton-proton collisions at 14 TeV.

1 Introduction

From a theoretical point of view, the underlying event (UE) in a hadron-hadron interaction is defined as all particle production accompanying the hard scattering component of the collision. From an experimental point of view, it is impossible to separate these two components. However, the topological structure of hadron-hadron collisions can be used to define physics observables which are sensitive to the UE.

The ability to properly identify and calculate the UE activity, and in particular the contribution from Multiple Parton Interactions – MPI [1], has direct implications for other measurements at the LHC.

This work is devoted to the analysis of the sensitivity of UE observables, as measured by CMS, to different QCD models which describe well the Tevatron UE data but largely differ when extrapolated to the LHC energy. MPI are implemented in the PYTHIA simulations [2], for which the following tunes are considered: tune DW (reproducing the CDF Run-1 \(Z\) boson transverse momentum distribution [3]), tune DWT (with a different MPI energy dependence parametrization [4]) and tune S0 (which uses the new multiple interaction model implemented in PYTHIA [5]). In addition, an Herwig [6] simulation has also been performed, providing a useful reference to a model without multiple interactions.

2 Analysis strategy

Significant progress in the phenomenological study of the UE in jet events has been achieved by the CDF experiment at the Tevatron [7, 8]. In the present work, plans are discussed to study the topological structure of hadron-hadron collisions and the UE at the LHC, using only charged particle multiplicity and momentum densities in charged particle jets. A charged particle jet
(referred to as a charged jet from now on) is defined using charged particles only, with no recourse to calorimeter information. Different integrated luminosity scenarios are considered: 1, 10 and 100 pb\(^{-1}\). The foreseen start-up CMS tracker alignment precision is applied in the case of 1 pb\(^{-1}\).

The direction of the leading charged jet, which in most cases results from the hard scattering, is used to isolate different hadronic activity regions in the \(\eta - \phi\) space and to study correlations in the azimuthal angle \(\phi\). The plane transverse to the jet direction is where the 2-to-2 hard scattering has the smallest influence and, therefore, where the UE contributions are easier to observe.

In order to combine measurements with different leading charged jet energies, events are selected with a Minimum Bias (MB) trigger [9] and with three triggers based on the transverse momentum of the leading calorimetric jet (\(P_{\text{calo}}^T > 20, 60\) and \(120\) GeV/c).

Charged jets are reconstructed with an iterative cone algorithm with radius \(R = 0.5\), using charged particles emitted in the central detector region \(|\eta| < 2\). Two variables allow evaluating charged jet performances: the distance \(\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2}\) between the leading charged jet and the leading calorimetric jet, and the ratio of their transverse momenta \(P_T\) (transverse momenta are defined with respect to the beam axis). The transverse momentum of the leading charged jet is used to define the hard scale of the event.

Figure 1 presents, for the four trigger streams, the density \(dN/d\eta d\phi\) of the charged particle multiplicity and the density \(dp_{T\text{sum}}^T/d\eta d\phi\) of the total charged particle transverse momentum \(p_{T\text{sum}}^T\), as a function of the azimuthal distance to the leading charged jet. Enhanced activity is observed around the jet direction, in the “toward” region (\(\approx 0\) degrees from the jet direction), together with a corresponding rise in the “away” region (\(\approx 180\) degrees), due to the recoiling jet. The “transverse” region (\(\approx \pm 90\) degrees) is characterized by a lower activity and almost flat density distributions, as expected.

3 UE observable measurement

3.1 Data samples

The data samples used for the present analysis are based on the DWT PYTHIA tune. MB and QCD dijet event samples, generated in bins of the transverse momentum \(\hat{p}_T\) of the hard process, were reweighted according to their cross sections, the dijet events being merged into a single stream called hereafter \(JET\). On that sample the calorimetric thresholds are applied in order to obtain the different trigger streams considered in the presented analysis. The samples were reweighted according to the integrated luminosities corresponding to the different scenarios studied below, with consistent statistical precision in the relevant figures.

3.2 Tracking

Tracks of charged particles with \(P_T > 0.9\) GeV/c are reconstructed in CMS following the procedure described in [10]. The possibility to build the UE observables using tracks with \(p_T > 0.5\) GeV/c enhances sensitivity to the differences between the models. The standard CMS tracking algorithm was, thus, adapted to a 0.5 GeV/c threshold, by decreasing the \(p_T\) cut of the seeds and of the trajectory builder, and adapting other parameters of the trajectory reconstruction to optimize performance.
3.3 Results on density measurements

The corrected densities $dN/d\eta d\phi$ of charged particle multiplicity and $dp_{T}^{\text{sum}}/d\eta d\phi$ of charged transverse momentum are presented in Figure 2 for the transverse region. The data, corresponding to an integrated luminosity of $10^{\text{ pb}}^{-1}$, are reported at the reconstruction level, using the DWT tune. The average corrections for both the $P_T$ scale and the UE observables are found to be independent from the particular model used for the simulations.

Two contributions to the hadronic activity can be identified: a fast saturation of the UE densities for charged jets with $P_T < 20$ GeV/c, and a smooth rise for $P_T > 40$ GeV/c. The former is due to the MPI contribution while the latter is due to initial and final state radiation, which keeps increasing with the hard scale of the event.

The statistical precision and the alignment conditions correspond to those achieved with an integrated luminosity of $100^{\text{ pb}}^{-1}$. The curves represent the predictions of the different PYTHIA (DW, DWT and S0 tunes) and HERWIG simulations.

With respect to the standard 0.9 GeV/c scenario, lowering the $P_T$ threshold for track reconstruction to 0.5 GeV/c turns out to lead to an increase of about 50% of the charged particle multiplicity and of about 30% of the charged transverse momentum density, slightly enhancing the discrimination power between the different models in the charged jet $P_T$ region below 40 GeV/c.
3.4 Results using observable ratios

The ratios between (uncorrected) UE density observables in the transverse region, for charged particles with $p_T > 0.9$ GeV/c and with $p_T > 1.5$ GeV/c, are presented in Figure 3, for an integrated luminosity of 100 pb$^{-1}$. Ratios are shown here as obtained after track reconstruction, without applying additional reconstruction corrections; given the uniform performance of track reconstruction, the ratios presented here at detector level are similar to those at generator level. These ratios show a significant sensitivity to differences between different MPI models, thus providing a feasible (and original) investigation method.

4 Start-up conditions

The CMS tracking performance at the LHC start-up, with an integrated luminosity of the order of 1 pb$^{-1}$, will be affected by imperfect knowledge of detector element alignment. This additional error to the reconstructed positions of charged particle hits in the tracker system is taken into account by the alignment position error (APE) tool [11] [12] [13].

Figure 4 compares the tracker performance between the case of an ideally aligned detector and the case of a misaligned detector, before and after using the APE tool. The track reconstruction efficiency is seriously degraded by the mis-alignment, but it can be completely recovered using the APE tool, thanks to an increase in the spatial window used to find compatible hits during the trajectory building. The larger search window recovers many good hits which would otherwise be lost, at the expense of significantly increasing the rate of fake tracks. The relative
Fig. 3: Ratio of the UE event observables, computed with track transverse momenta $p_T > 1.5 \text{ GeV}/c$ and $p_T > 0.9 \text{ GeV}/c$: densities $dN/d\eta d\phi$ (left) and $dp_T^{sum}/d\eta d\phi$ (right), as a function of the leading charged jet $P_T$, in the transverse region, for an integrated luminosity of 100 pb$^{-1}$ (uncorrected distributions).

$p_T$ resolution, also shown in Figure 4, is seen to be almost fully recovered after correcting the misalignment.

5 Conclusions

The predictions on the amount of hadronic activity in the region transverse to the jets produced in proton-proton interactions at the LHC energies are based on extrapolations from lower energy data (mostly from the Tevatron). These extrapolations are uncertain and predictions differ significantly among model parameterisations. It is thus important to measure the UE activity at the LHC as soon as possible, and to compare those measurements with Tevatron data. This will lead to a better understanding of the QCD dynamics and to improvements of QCD based Monte Carlo models aimed at describing “ordinary” events at the LHC, an extremely important ingredient for “new” physics searches.

Variables well suited for studying the UE structure and to discriminate between models are the densities $dN/d\eta d\phi$ of charged particle multiplicity and $dp_T^{sum}/d\eta d\phi$ of total charged particle transverse momentum $p_T^{sum}$, in charged particle jets. An original approach is proposed, by taking the ratio of these variables for different charged particle $p_T$ thresholds.

At LHC start-up, the first pb$^{-1}$ of collected data will be mainly intended to calibrate the analysis tools. Even with such a low integrated luminosity, it will be possible to perform a first measurement of the UE activity in charged jet events. With 10 pb$^{-1}$ and a partially calibrated de-
tector, it will be possible to control systematic uncertainties on the UE observables, to keep them at the level of the statistical errors and to perform a first discrimination between UE models. Extending the statistics to 100 pb$^{-1}$ and exploiting the uniform performance of track reconstruction for $p_T > 1.5$ GeV/c and $p_T > 0.9$ GeV/c, the ratio of observables will probe more subtle differences between models.

References

Fig. 4: Tracking performance for an ideal tracker (circles), for a misaligned tracker as expected at start-up (triangles) and for a misaligned tracker with use of the APE tool (squares), for charged particles with $p_T > 0.9$ GeV/c from the MB (left) and JET (right) samples: track reconstruction efficiency, fake track rate and relative $p_T$ resolution, as a function of the leading charged jet $P_T$. 
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Abstract
The possible detection of double-parton-scattering in final states with one photon and three jets at the LHC is discussed. We study suitable variables to discriminate double-parton-scattering from shower contributions. Predictions of two event generators with different multiple interaction models are compared.

1 Direct Observation of Multiple Parton Interactions

There are good reasons to expect that multiple parton-parton scatterings will occur in most pp collisions at the LHC. For one, including multiple interactions in event generators greatly improves the description of the underlying event at the Tevatron. But hadronic event generators have many ingredients, making it difficult to conclude unambiguously the observation of multiple scattering.

Instead, a direct observation of multiple interactions involving final states accessible to a perturbative treatment would rule out other interpretations of the underlying event data. Four high-\(p_T\) jets from two independent scatters in the same pp or \(p\bar{p}\) collision (double-parton-scattering, DPS) is the most prominent process. A four-jet-signature with two pairs of jets where the members of each pair have equal and opposite transverse momentum has been searched for by the AFS experiment [1] at CERN ISR, by the UA2 experiment [2] at CERN SppS and most recently by the CDF experiment [3] at the Tevatron.

Despite the large jet cross sections, the above searches had to face significant backgrounds as there are three possible ways to group four jets into two pairs. On top, the jet energy measurement is best at large energies where the cross section for double-parton scattering is small. Lowering the jet \(E_T\) threshold complicates the identification of an \(E_T\)-balanced pair as the measured jet \(E_T\) ’s deviate from their true value.

In a new approach to detect DPS, the CDF experiment studied final states with one photon and three jets [4] looking for pairwise balanced photon-jet and dijet combinations. The data sample was selected with CDF’s inclusive photon trigger, hence allowing to search for jets down to low energies. Measuring the photon’s transverse energy more precise than the jet’s transverse energy helps to identify an \(E_T\)-balanced pair.

2 Simulation of Double-Parton-Scattering

We present generator-level studies with version 8.108 of the PYTHIA [5] event generator program and with version 2.2.0 of the HERWIG++ [6] program. Both event generators model the underlying event including additional interactions, which are described in the context of perturbative QCD [7, 8].
Photon \( E_T(\gamma) \geq 20 \text{ GeV} \)
|\( |\eta(\gamma)| \leq 2.5 \)

Jets \( E_T(\text{jet}) \geq 20 \text{ GeV} \)
\( E_T(\text{jet } 2)/E_T(\text{jet } 1) < 0.8 \)
|\( |\eta(\text{jet})| \leq 5 \)
\( \Delta R(\gamma, \text{jet}) \geq 0.2 \)

Missing normalized \( p_T \) \( \left| \sum_i \vec{p}_{Ti} \right| / \left| \sum_i \vec{p}_{Ti} \right| \leq 0.1 \), \( i \in \{\gamma, 1, 2, 3\} \)

Table 1: Kinematic selection of photon-three-jet combinations.

We compare PYTHIA default, shower-only, multiple-interactions-only and HERWIG++ default. Prompt-photon events were simulated in 5 GeV-bins of \( \hat{p}_T \) for PYTHIA, \( E_T(\gamma) \) for HERWIG++, of 100000 events each starting at \( \hat{p}_T = 10 \text{ GeV/c} \) and going up to 100 GeV/c. Additional jets come from multiple interactions or from parton showers. The respective samples were normalized to the total prompt photon production cross section. Note that this will give unphysical normalizations for the PYTHIA settings with one or several options switched off, but helps to identify phase space regions with enhanced contributions from multiple interactions.

3 Event Selection and Background Discrimination

A longitudinally invariant \( k_T \)-jet algorithm [9] with \( R = 0.4 \) was run after the hadronization step on all stable particles, except neutrinos. Kinematic selections on photon and jets are summarized in Table 1.

The polar acceptances of the CMS electromagnetic and hadronic calorimeter are reflected in pseudorapidity cuts of \( |\eta(\gamma)| \leq 2.5 \) and \( |\eta(\text{jet})| \leq 5 \), respectively. Photons and jets are required to have transverse energies above 20 GeV, corresponding to the reconstruction threshold [10]. Fig. 1 illustrates the three-jet thresholds for the various generator settings: The minimal jet transverse momentum is shown for the softest jet in the photon-three-jet-system. Jets from multiple interactions are softer in \( p_T \) than jets from initial state radiation: A balance has to be found between selecting a jet \( p_T \) threshold where jet reconstruction is of sufficient quality and a \( p_T \) threshold that still allows multiple interactions to contribute significantly to the final state. PYTHIA predicts more photon-three-jet combinations with one jet having a transverse momentum smaller than 25 GeV/c while at large transverse momenta, HERWIG++ and PYTHIA agree (Fig. 1 right).

In double-parton-scattering events, both scatterings are supposed to be uncorrelated in scale and direction. To test this assumption, AFS and CDF investigated azimuthal correlations between pairs (Fig. 2). Both chose to study the azimuthal difference between \( p_T \)-vectors representing each of the pairs. AFS constructed said \( p_T \)-vector from the vector difference between the two objects (upper), while CDF constructed the pair’s \( p_T \) from the vector sum (lower). As the pair \( p_T \) must not be zero in order to compare its direction to the other pair’s \( p_T \), both methods fail for specific configurations: The AFS method fails for objects going in the same direction, while the CDF method fails for perfectly balanced objects. Both event generators predict similar shapes for the selected phase space, but PYTHIA’s total cross section prediction is larger than HERWIG++’s, corresponding to a prediction of more photon-three-jet topologies in the detector.
Fig. 1: Minimal jet $p_T$ in photon-three-jet combinations. Comparison between three PYTHIA and default HERWIG prediction.

4 Conclusions

We studied predictions of two event generators for the production of prompt photons accompanied by three jets at the LHC. This final state is sensitive to detecting multiple interactions in double-parton-scattering events.

Detecting double-parton-scattering in photon-three-jet final states requires jet reconstruction in a region of phase space where multiple interactions contribute significantly to the photon-three-jet cross section, i.e. at small transverse energies. A promising approach might be the reconstruction of jets from tracks which have been demonstrated to give a reasonable response down to small transverse energies [11]. It will also be beneficial to reconsider double-parton-scattering processes in clean final states, such as double-Drell-Yan production of four muons.
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Fig. 2: Event shape variables for the photon-three-jet system.


[5] Sjostrand, Torbjorn and Mrenna, Stephen and Skands, Peter, JHEP 05, 026 (2006);


   Sjostrand, T. and Skands, P. Z., JHEP 03, 053 (2004);


Multi-parton interactions (MI) play a significant role in soft and high $p_T$ processes. Especially in case of LHC where the proton beams collide at very large energies, the understanding of MI is becoming crucial for the high precision measurements. Up to now various Monte Carlo (MC) models have been tuned to describe the Tevatron data [1], exploiting mainly the charged particle multiplicities and particle energy flows in the central $\eta$ region. In the near future the full angular coverage of the CMS detector from the central to the most forward region ($0 < \eta < 6.6$) will allow to study MI over a large rapidity range, which was not possible before.

Since the multi-parton interactions occur between the remnant partons of the colliding particles, the energy flow in the very forward region covered by the CASTOR calorimeter [2] ($5.2 < \eta < 6.6$) is expected to be strongly affected and hence ideal for the MI model tuning. In addition one can study the long range correlations (correlation between activity in central and forward region) which where observed already at HERA and UA5 [3].

Results shown here are based on a generator level analysis of inclusive QCD processes 1 with PYTHIA MC 6.4.14, using several widely used MI tunes, such as Rick Field’s tune A, Sandhoff-Skands tune S0 and also extreme scenario with MI being switched off.

In order to study the long range correlations the triggering on energy deposit in CASTOR $\eta$ region is performed. Four energy ranges in the CASTOR ($E_{\text{CAST}}$) are investigated. For each $E_{\text{CAST}}$ bin the charged particle multiplicities as well as particle energy flow in central rapidity region are investigated (see figure 1). In order to mimic the detection threshold effects a minimum energy cut of 1 GeV is applied to all stable generated particles.

One can see that in case without MI no long range correlations are observed, i.e. charge particle multiplicities look the same for all $E_{\text{CAST}}$ energy bins, as one would expect. On the other hand, when MI are included there is a clear correlation, larger energies in CASTOR region imply higher charged particle multiplicities and particle energy flow in the central region. Furthermore triggering on CASTOR enhances the differences between various MI tunes, and thus may contribute to better understanding of multi-parton interaction picture.

Study of multi-parton interactions within the hard processes, such as top production, is becoming extremely interesting since they are one of the major items of the LHC physics program. Therefore charged particle multiplicities (Fig.2 - upper plots) and particle energy flow observables were studied for the top processes 2 and were compared with the distributions for inclusive QCD processes (Fig.1). No selection cuts for top-quark reconstruction were applied. Besides much higher charged particle multiplicities and energy flow in central rapidity region in case of top production, which is due to the presence of hard scale, there is clearly more underlying event activity than in QCD processes. This can be easily seen for example by comparing the MC pre-

\[1\] PYTHIA parameters: MSEL= 1 (hard QCD processes), CKIN(3) = 5 GeV (min. $\hat{p}_T$ for hard process).
\[2\] PYTHIA parameters: MSEL= 6 ($t\bar{t}$ production).
Fig. 1: Charged particle multiplicities (upper plots) and particle energy flow (lower plots) as function of $\eta$ for four different CASTOR energy bins. Shown is PYTHIA MC prediction for inclusive QCD processes. The dashed vertical lines indicate the acceptance of the CMS detector.

diction with and without MI for inclusive QCD processes and for top processes separately. The differences amount to 2-5 particles per rapidity bin (Fig.2 - middle plots).

This suggests that a naive approach of subtracting underlying event contribution as determined for inclusive QCD processes from the top events would not work. As already seen from CDF measurements [1] the underlying event depends strongly on the collision centrality. The harder the collision is, the more underlying event activity one expects to see. This feature is also implemented into PYTHIA MC which is used in this analysis. After demanding a hard scale for inclusive QCD events in form of $E_{\text{jet}}^T > 40$ GeV the differences between underlying event in QCD and in top events do almost disappear (Fig.2 - bottom plots).

Understanding of underlying event is essential also for all kind of measurements which involve high $E_T$ jets in the final state. As the hadronic jets are the direct products of the parton hadronisation, the jet measurements give a look inside the dynamics of hard interaction. However, the underlying event produces additional energy in the available phase space which is largely uncorrelated with the partons originating from the hard interaction. This additional 'pedestal' energy is added by the jet reconstruction algorithms to the 'true' jet energy, thus spoiling the relation of the 'jets to the partons. However, as shown below, it is possible to estimate the 'pedestal' energy from the measurements in the forward calorimeters and subtract it from the reconstructed jet energy.

The analysis is done using the PYTHIA simulation using the different options for multiparton interactions as well as without multi-parton interactions. Events are selected in which the jets are reconstructed by the inclusive $k_T$ algorithm with transverse energies above 10 GeV and the jet axis at the central pseudorapidities ($-3 < \eta_{\text{jet}} < 3$). Figure 3 shows the transverse energy...
Fig. 2: Upper plots: charged particle multiplicities as a function of $\eta$ for four different CASTOR energy bins. Shown is PYTHIA MC prediction for top processes. Middle plots: the charged particle multiplicities due to underlying event activity (MC with MI - MC without MI) as a function of $\eta$ in top as well as inclusive QCD processes. Bottom plots: the charged particle multiplicities due to underlying event activity as a function of $\eta$ in top and in inclusive QCD processes after demanding a presence of a hard jet $E_T^{\text{jet}} > 40$ GeV in the central rapidity region $|\eta| < 2.5$. The dashed vertical lines indicate the acceptance of the CMS detector.

Flow around the jet as a function of pseudorapidity. The different lines correspond to the different ranges of jet pseudorapidities ([-3,-2.5], [-1.5,-1], [0,0.5], [1,1.5], [2,2.5]), and two different jet transverse energy ranges ([10-20 GeV], [20-30 GeV]). Only transverse energies within one radian in azimuth of the jet are included. The left plot corresponds to the simulation without multi-parton interaction and the right plot for simulation with multi-parton interaction. The plots clearly show the effect of the underlying event pedestal when the multi-parton interactions are simulated. It is also observed that the level of pedestal doesn’t depend on the jet pseudorapidity, but it gets higher for higher jet energies, i.e. it depends on the hardness of the interaction.

The idea of the method to determine and subtract the pedestal energy within the jet is demonstrated in the Fig.4. In the left upper figure the jet profile as a function of pseudorapidity is shown for the PYTHIA simulation which includes multi-parton interaction. For this figure the events are used which contain a jet with transverse energy above 10 GeV in the pseudorapidity range.
Fig. 3: The transverse energy distributions around the jets (jet profile) as a function of pseudorapidity. The left plot is obtained from the PYTHIA simulation without multi-parton interactions, while the right plot is for PYTHIA with multi-parton interactions. The different lines represent the different pseudorapidity ranges of the jets ([-3,-2.5], [-1.5,-1], [0,0.5], [1,1.5], [2,2.5]) and the different transverse energy ranges of the jets ([10-20 GeV], [20-30 GeV]).

range $0 < \eta^\text{jet} < 0.5$. The transverse energy measured in the acceptance range of the CASTOR calorimeter ($5.2 < \eta < 6.6$) is also shown by the red hatched area. The blue hatched area below the jet cone is the contribution of pedestal to the jet energy measurement determined with the method described here.

As the underlying event pedestal seem to be independent on the position of the jet in the central detector, we may attempt to describe the pedestal by a simple function. The possible function can be

$$f(\eta) = \frac{A}{1 + B \cdot e^{\vert\eta\vert - 4}}$$

(1)

This function depends on two free parameters $A$ and $B$ and seems to describe the pedestals for the different models of multi-parton interactions and for the different cuts on jet transverse energies and pseudorapidities. The two free parameters could be the measured energies in the forward calorimeters, like CASTOR, which are away from the central region and don’t get contribution from the energy of hard interaction. The function doesn’t contain direct dependence on the $E_T$ of the jet, because there are strong correlations of $E_T^{\text{jet}}$ with the energy of pedestal and, correspondingly, with the energy in the forward calorimeters (see Fig.3). Therefore the $E_T^{\text{jet}}$ dependence can be absorbed in the $A$ and $B$ parameters. In principle, the parameters $A$ and $B$ in eq.1 are strongly correlated, thus even the single energy measurement in the CASTOR can already provide the estimate of the pedestal under the jet. An example of the fit of pedestal by this function is shown in Fig.4 (right) and the level of pedestal under the jet determined by
this method is shown in the Fig.4 (left) as a blue hatched histogram. As is seen, this approach gives reasonable result and can be developed further and used in analyses.

It should be noted, that presented studies have been done using the Lund fragmentation mechanism in PYTHIA. In principle, using another Monte Carlo or fragmentation models (CASCADE, ARIADNE, etc.) may lead to the different energy distribution of the underlying event. This may require the optimisation of the function of eq.1. The reliability of this method can be also improved by using an additional measurements of forward energy (in addition to the CASTOR), for example from the HF calorimeter.

Fig. 4: (left) The transverse energy distributions around the jets (jet profile) as a function of pseudorapidity for the jets with $0 < \eta^{\text{jet}} < 0.5$ and $10 < E_T^{\text{jet}} < 20 \text{ GeV}$. The red hatched histogram is the level of transverse energy in the pseudorapidity range of the CASTOR (5.2 < $\eta$ < 6.6). The blue hatched histogram below the jet area is the pedestal level determined from the method described in this report. (right) The jet profile as a function of pseudorapidity for jets with $10 < E_T^{\text{jet}} < 20 \text{ GeV}$. The different lines correspond to the different ranges of the jet pseudorapidity. The solid line on the right tail of distribution shows the result of the fit of pedestal by a function of eq.1.

In conclusion, the studies presented here show that the forward region is very sensitive to the multi-parton interactions. The measurements in the forward calorimeters, such as CASTOR,
can be used to discriminate between the various MI models and to improve the jet reconstruction in the central region. Nevertheless further studies with detailed simulation of detector response are essential. Simple smearing of particle energies in \( \eta \) CASTOR region according to the resolution as measured in test beam 2007 has already been tried, and leads to similar results.
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Abstract

We review several most recent prompt-photon measurements at HERA and the Tevatron and discuss their implication for future measurements at the LHC. A comparison to Monte Carlo models, as well as to NLO QCD predictions based on the standard DGLAP and the $k_T$-factorization approaches is discussed. Effects from renormalization and factorization scale uncertainties, as well as uncertainties on the gluon density distribution inside a proton are discussed.

1 Introduction

Events with an isolated photon are an important tool to study hard interaction processes since such photons emerge without the hadronization phase. In particular, final states of $ep$ and $pp$ collisions with a prompt photon together with a jet are more directly sensitive to the underlying QCD process than inclusive prompt photon measurements.

The results on prompt-photon production provided by HERA are important for the interpretation of the LHC data. Unlike $pp$ collisions, $ep$ collisions involve a point-like incoming lepton, which leads to some simplification in the description of the prompt-photon production in $ep$ compared to $pp$. At HERA, the quark content of the proton is probed through the elastic scattering of a photon by a quark, $\gamma q \rightarrow \gamma q$ (see Fig. 1). Such QED events are significantly simpler than lowest-order compton-like $qg \rightarrow q\gamma$ events which are dominant in $pp$ collisions (see Fig. 2, left figure). The latter process has direct sensitivity to the strong coupling constant and requires much better understanding of the gluon structure function inside both incoming protons than for the lowest-order diagram in $ep$ collisions.

Despite the difference between $ep$ and $pp$ collisions concerning certain lowest-order diagrams, a large class of partonic contributions are similar between $ep$ and $pp$ collisions, due to the hadronic nature of the resolved photon. In particular, a contribution to prompt-photon events from the $gq \rightarrow q\gamma$ process in photoproduction, in which the photon displays its hadronic structure [1–4], leads to significant sensitivity to the gluon structure...
function as is the case in \( pp \) collisions (see Fig. 2, the two figures on the right). Therefore, analysis of HERA data can make a bridge between a better understood \( ep \) case and the less understood \( pp \) case, since apart from the convolution with different structure functions, photoproduction diagrams \( ep \) collisions involving a resolved photon are essentially the same as diagrams in \( pp \) collisions.

![Diagram](image-url)

Fig. 2: The dominant diagram for prompt-photon events in \( pp \) collisions (left figure) compared to two resolved photon diagrams in \( ep \) photoproduction (see Section 2 for more details).

Prompt-photon events in \( ep \) collisions can constrain both quark and gluon parton densities (PDFs). In addition, differences between collinear factorization and \( k_T \) factorization in the description of the underlying hard subprocesses can be studied in detail. This is important not only for a better understanding of QCD dynamics, but also has direct implications for searches of exotic physics at the LHC, in which prompt-photon production is the main background. A number of QCD predictions [2–6] can be confronted with the data and some of them will be described in more detail below.

## 2 Photoproduction of prompt photons at NLO

In the photoproduction \( ep \) scattering processes, the electron is scattered at small angles, emitting a quasi-real photon which scatters with the proton. The spectrum of these photons can be described by the Weizsäcker-Williams approximation [7]. The photons will take part in the hard interaction either directly, or through their “partonic” content, in which case a parton stemming from the resolved photon participates in the hard subprocess. Similarly, a photon in the final state can either originate directly from the hard interaction or from the fragmentation of a parton. Therefore, one can distinguish four categories of subprocesses: 1) direct direct, 2) direct fragmentation, 3) resolved direct and 4) resolved fragmentation. Examples of leading order diagrams of each class are shown in Fig. 3. Beyond leading order, this distinction becomes ambiguous. For example, the NLO corrections to the direct part involve final state collinear quark-photon pairs which lead to divergences which are absorbed into the fragmentation function, such that only the sum of these contributions has a physical meaning. The complete NLO corrections to all four parts have been calculated in [4] for inclusive prompt photons and in [8] for photon plus jet final states. A public program EPHOX, written as a partonic event generator, is available from [9]. The NLO corrections to the direct-direct part also have been calculated in [3,10] for the inclusive and photon plus jet final state.

The \( \gamma-p \) scattering processes are of special interest since they are sensitive to both the partonic structure of the photon as well as of the proton. They offer the possibility to constrain...
the (presently poorly known) gluon distributions in the photon, since in a certain kinematic region the subprocess $qg \rightarrow \gamma q$, where the gluon is stemming from a resolved photon, dominates [5].

Working within the framework of collinear factorization, i.e. assuming that the transverse momenta of the partons within the proton can be neglected and other non-perturbative effects can be factorized from the hard interaction at high momentum transfers, the cross section for $ep \rightarrow \gamma X$ can symbolically be written as a convolution of the parton densities for the incident particles (respectively fragmentation function for an outgoing parton fragmenting into a photon) with the partonic cross section $\hat{\sigma}$:

$$d\sigma_{ep \rightarrow \gamma X}(P_p, P_e, P_\gamma) = \sum_{a,b,c} \int dx_e \int dx_p \int dz F_{a/e}(x_e, M_p) F_{b/p}(x_p, M_p) D_{\gamma/c}(z, M_F)$$

$$d\hat{\sigma}^{ab \rightarrow cX}(x_p P_p, x_e P_e, P_\gamma/z, \mu, M, M_p, M_F),$$  \hspace{1cm} (1)

where $M$, $M_p$ are the initial state factorization scales, $M_F$ the final state factorization scale, $\mu$ the renormalization scale and $a, b, c$ run over parton types. In the NLO calculations shown in Fig. 4, all these scales are set equal to $p_T^\gamma$ and varied simultaneously. The functions $F_{b/p}(x_p, M_p)$ are the parton distribution functions in the proton, obeying DGLAP evolution. Note that including initial state radiation at NLO in the partonic calculation means that the partons taking part in the hard interaction can pick up a nonzero transverse momentum. In certain cases, this additional “$k_T$-kick” seems to be sufficient to describe the data well. For example, a study of the effective transverse momentum $\langle k_T \rangle$ of partons in the proton has been made by ZEUS [11]. Comparing the shapes of normalized distributions for $\langle k_T \rangle$-sensitive observables to an NLO calculation, it was found that the data agree well with NLO QCD without extra intrinsic $\langle k_T \rangle$ [8].

Fig. 3: Examples of contributing subprocesses at leading order to each of the four categories in $ep$ collisions.
The “resolved” contributions are characterized by a resolved photon in the initial state where a parton stemming from the photon instead of the photon itself participates in the hard subprocess. In these cases, \( F_{a/e}(x_e, M) \) is given by a convolution of the Weizsäcker-Williams spectrum \( f^\gamma_\gamma(y) \) with the parton distributions in the photon:

\[
F_{a/e}(x_e, M) = \int_0^1 dy dx_\gamma f^\gamma_\gamma(y) F_{a/\gamma}(x_\gamma, M) \delta(x_\gamma y - x_e). \tag{2}
\]

The cases with “direct” attributed to the initial state photon correspond to \( a = \gamma \), so \( F_{a/\gamma} = \delta(1 - x_\gamma) \) and \( F_{a/e} \) in eq. (2) collapses to the Weizsäcker-Williams spectrum. The cases “direct-direct” and “resolved-direct” correspond to \( c = \gamma \), so \( D_{\gamma/e}(z, M_F) = \delta_e \gamma \delta(1 - z) \) in (1), i.e. the prompt photon is produced directly in the hard subprocess and not from the fragmentation of a hard parton.

If additional jets are measured, eq. (1) also contains a jet function, which defines the clustering of the final state partons other than the photon into jets. Prompt photon production in association with a jet offers more possibilities to probe the underlying parton dynamics. It allows for the definition of observables that provide information about the longitudinal momentum fractions \( x^\gamma, x^p \) carried by the particles taking part in the hard interaction. The partonic \( x^\gamma, x^p \) are not observable, but one can define the observables

\[
\begin{align*}
x^{\gamma}_{\text{obs}} &= \frac{p^\gamma_T e^{-\eta^\gamma} + p^\text{jet}_T e^{-\eta^\text{jet}}}{2E^\gamma} , \\
x^p_{\text{obs}} &= \frac{p^\gamma_T e^{\eta^\gamma} + p^\text{jet}_T e^{\eta^\text{jet}}}{2E^p},
\end{align*}
\tag{3}
\]

which, for direct photons in the final state, coincide with the partonic \( x^\gamma, x^p \) at leading order. Unique to photoproduction processes is the possibility to “switch on/off” the resolved photon by suppressing/enhancing large \( x^\gamma \). As \( x^\gamma = 1 \) corresponds to direct photons in the initial state, one can obtain resolved photon enriched data samples by placing a cut \( x^{\gamma}_{\text{obs}} \leq 0.9 \). Another possibility to enhance or suppress the resolved photon component is to place cuts on \( p_T \) and rapidity. From eq. (3) one can easily see that \( x^{\gamma}_{\text{obs}} \) is small at low \( p^\gamma_T \) values and large rapidities. Small \( x^\gamma \)-enriched data samples could be used to further constrain the parton distributions in the real photon, in particular the gluon distribution, as investigated e.g. in [5]. Similarly, one can suppress the contribution from the resolved photon to probe the proton at small \( x^p \) by direct \( \gamma-p \) interactions [5].

In order to single out the prompt photon events from the background of secondary photons produced by the decays of light mesons, isolation cuts have to be imposed on the photon signals in the experiment. A widely used isolation criterion is the following: A photon is isolated if, inside a cone centered around the photon direction in the rapidity and azimuthal angle plane, the amount of hadronic transverse energy \( E^\text{had}_T \) deposited is smaller than some value \( E_{T,\text{max}} \):

\[
\text{for } (\eta - \eta_\gamma)^2 + (\phi - \phi_\gamma)^2 \leq R, \\
E^\text{had}_T \leq E_{T,\text{max}}.
\tag{4}
\]

HERA experiments mostly used \( E_{T,\text{max}} = \epsilon p_T^\gamma \) with \( \epsilon = 0.1 \) and \( R = 1 \). Isolation not only reduces the background from secondary photons, but also substantially reduces the contribution.
from the fragmentation of hard partons into high-$p_T$ photons. When comparing the result of partonic calculation to data, photon isolation is a delicate issue. For example, a part of the hadronic energy measured in the cone may come from the underlying event; therefore even the direct contribution can be cut by the isolation condition if the latter is too stringent.

3 $k_T$-factorization approach

A complementary description is offered by the $k_T$-factorization approach [12], which relies on parton distribution functions where the $k_T$-dependence has not been integrated out.

In the framework of $k_T$-factorization approach the treatment of $k_T$-enhancement in the inclusive prompt photon suggests a possible modification of the above simple $k_T$ smearing picture. In this approach the transverse momentum of incoming partons is generated in the course of non-collinear parton evolution under control of relevant evolution equations. In the papers [6, 13] the Kimber-Martin-Ryskin (KMR) formalism [14] was applied to study the role of the perturbative components of partonic $k_T$ in describing of the observed $E_T$ spectrum at HERA and Tevatron. The proper off-shell expressions for the matrix elements of the partonic subprocesses and the KMR-constructed unintegrated parton densities obtained independently were used in [13] to analyze the Tevatron data.

4 Comparison with HERA results

Recently published [15] ZEUS differential cross sections as functions of $E_T$ and $\eta$ for the prompt-photon candidates and for the accompanying jets have revealed some difference with both Monte Carlo predictions and the next-to-leading order (NLO) calculations based on the collinear factorization and the DGLAP formalism [3, 4], as shown in Fig. 4. The data are compared to QCD calculations performed by Krawczyk and Zembrzuski (KZ) [3], by Fontannaz, Guillet and Heinrich (FGH) [4], by A. Lipatov and N. Zotov (LZ) [6] and and PYTHIA 6.4 [16] and HERWIG 6.5 [17] Monte Carlo models. The MC differential cross sections do not rise as steeply at low $E_T^{\gamma}$ as do the data. It should be pointed out that no intrinsic transverse momentum of the initial-state partons in the proton was assumed for these calculations. The QCD calculation [6] based on the $k_T$-factorization [12] and the Kimber-Martin-Ryskin (KMR) prescription [14] for unintegrated quark and gluon densities, gives the best description of the $E_T$ and $\eta$ cross sections.

In the photon-rapidity distribution of Fig. 4, the data lying above the NLO theory prediction at low values of $\eta^{\gamma}$ could be explained by the fact that in this region, $x_{\text{obs}}^{\gamma}$ is small, as can be seen from Eq. (3), and therefore $k_T$-effects may be important. On the other hand, this is not corroborated by the jet rapidity distribution, which has a problem at high $\eta^{\text{jet}}$, corresponding to small $x_{\text{obs}}^{\gamma}$. Indeed, a direct measurement [15] of $x_{\text{obs}}^{\gamma}$ shows that the differences with NLO are mainly at low values of the $x_{\text{obs}}^{\gamma}$ distribution. In this region, resolved photon events dominate, which may indicate that resolved photon remnants could have lead to an increase in the number of jets which have passed the experimental cuts, while these events are not accounted for in the partonic calculation.

The inclusive prompt photon data [18, 19] lie above the NLO theory prediction in the whole rapidity range, except for the bin of largest rapidity, where the agreement is good after hadronization corrections, see Fig. 5.
Interestingly, ZEUS investigated what happens if the minimum transverse energy of the prompt photon is increased to 7 GeV, and found that in this case, the NLO calculations are in good agreement [15], which suggests that non-perturbative effects may produce the discrepancy. See [20] and references therein for more details.

The H1 experimental data in photoproduction [18] are shown in Figs. 5 and 6. Both inclusive and $\gamma$+jet cross sections were compared to the FGH NLO calculations after hadronization corrections. The H1 data [18] referred to the kinematic region defined by $5 < E_T^{\gamma} < 10$ GeV, $-1 < \eta^{\gamma} < 0.9$ and $0.2 < y < 0.7$, which is rather similar to the ZEUS measurement shown in Fig. 4. Similar to the ZEUS case, MC predictions were found to underestimate the H1 cross sections, while NLO QCD gives a much better description. After taking into account hadronization and multiple interaction effects, NLO calculations predict somewhat smaller cross sections compared to the measurements [18].

The H1 experimental data in photoproduction [18] were also compared to the $k_T$–factorization approach [6]. Comparison with the $k_T$–factorization approach indicates somewhat better agreement, as shown in Fig. 7 (see [6] for details). One can see that the measured distributions are reasonably well described except the moderate $E_T^{\gamma}$ region and in the pseudorapidity region.
\(-0.4 \leq \eta^\gamma \leq 0.9\) only. For \(-1 \leq \eta^\gamma \leq -0.4\) the \(k_T\)-factorization predictions are mostly below the experimental points. The discrepancy between data and theory at negative \(\eta^\gamma\) is found to be relatively strong at low values of the initial photon fractional momentum \(y\). The effect of scale variations in transverse energy distributions is rather large: the relative difference between results for \(\mu = E_T^\gamma\) and results for \(\mu = E_T^\gamma/2\) or \(\mu = 2E_T^\gamma\) is about 15\% within the \(k_T\)-factorization approach, which is due to missing higher order corrections. The scale dependence of the NLO QCD calculations in the collinear factorization approach is below the 10\% level.

The individual contributions from the direct and resolved production mechanisms to the total cross section in the \(k_T\)-factorization approach is about 47\% and 53\%, respectively. The contributions of single resolved processes

\[
q(k_1) + g(k_2) \rightarrow \gamma(p_{\gamma}) + q(p'),
\]

\[
g(k_1) + q(k_2) \rightarrow \gamma(p_{\gamma}) + q(p'),
\]

\[
q(k_1) + q(k_2) \rightarrow \gamma(p_{\gamma}) + g(p').
\]

account for 80\%, 14\% and 6\% respectively.

The transverse energy \(E_T^\gamma\) and pseudorapidity \(\eta^\gamma\) distributions for \(\gamma+\text{jet}\) events measured by H1 are compared to the \(k_T\)-factorization predictions in Fig. 8 (see also Ref. [6]). In contrast to the inclusive case, one can see that the \(k_T\)-factorization predictions are consistent with the data in most bins, although some discrepancies are present. The theoretical results are lower than the experimental data at negative \(\eta^\gamma\) and higher at positive \(\eta^\gamma\). The scale variation as it was described above changes the estimated cross sections by about 10\%. Note that such disagreement between predicted and measured cross sections has also been observed for the NLO QCD calculations in the collinear factorization approach, see Fig. 6.

Figure 9 shows the \(x_{\gamma_{\text{obs}}}^\gamma\) and \(x_{p_{\text{obs}}}^p\) distributions (see Eq. 3) measured by H1. One can see that \(k_T\) factorization predictions reasonably well agree with the experimental data. The NLO calculations [3, 4] without corrections for hadronization and multiple interactions give similar results.

The H1 Collaboration [21] also has performed \(\gamma+\text{jet}\) measurements in DIS for \(Q^2 > 4\) GeV\(^2\). The NLO calculations [22], which are only available for \(\gamma+\text{jet}\) final state, failed to describe normalization of the cross sections, although the agreement in shape was found to be reasonable (Fig. 10). No \(k_T\) factorization prediction available for DIS.

In summary, some differences with NLO QCD were observed in both photoproduction and DIS. Differences at low \(P_T^\gamma\) can be due to the treatment of the fragmentation contribution in NLO calculations. Further, it would be interesting to see the effect of calculations beyond NLO QCD. The approach based on the \(k_T\) factorization has better agreement with the data, but such calculations have larger theoretical uncertainties.

5 Comparison with Tevatron results

Isolated photons in \(p\bar{p}\) collisions at Tevatron have been measured recently by the CDF [23, 24] and D0 [25–28] Collaborations.
Measurements of $p\bar{p} \rightarrow \gamma + \text{jet} + X$ for $30 \text{ GeV} \leq p_{\gamma T} \leq 300 \text{ GeV}$ have very recently been published by D0 [28]. The comparison to theory is done separately for different regions in rapidity of the photon and the jet. The NLO partonic Monte Carlo program JETPHOX [9, 29] was used to compare the data to theory at next-to-leading order. It was shown that the NLO calculations are not sufficient to describe the shape of $P_{\gamma T}$ distributions in different rapidity regions, as can be seen in Figure 11. At present, the comparison with the $k_T$-factorization prediction is in progress.

Differences with the collinear factorization approach have been seen previously as well. Both CDF [23] and D0 [26] cross sections were found to be above\(^1\) NLO predictions at low $P_{\gamma T}$. However, RHIC has also measured prompt photon production in $pp$ collisions at $\sqrt{s} = 200$ GeV and found good agreement with NLO theory in the collinear factorization approach [20, 30].

The same data were compared to the $k_T$ factorization approach in [13]. Figures 12 and 13 show the CDF [23] and D0 [26] measurements for the $d\sigma/dE_{\gamma T}d\eta_{\gamma}$ cross sections calculated at $\sqrt{s} = 630$ and 1800 GeV in central and forward kinematic regions together with the $k_T$ factorization predictions. One can see that theoretical predictions agree with the experimental data within the scale uncertainties. However, the results of the calculation with the default scale tend to underestimate the data in the central kinematic region and agree with the D0 data in the forward $\eta$ region. The collinear NLO QCD calculations give a similar description of the data: generally there is a residual negative slope in the ratio of the data over the prediction as a function of $E_{\gamma T}$. The scale dependence of the $k_T$ factorization results is rather large ($20 - 30\%$), due to the fact that these are leading order calculations.

The double differential cross sections $d\sigma/dE_{\gamma T}d\eta_{\gamma}$ are usually the most difficult observables to describe using QCD predictions. Yet, as it can be seen from Fig. 13, the $k_T$-factorization predictions agree well with D0 [25] and CDF [23] data both in shape and normalization. There are only rather small overestimations of the data at low $E_{\gamma T}$ values in Figs. 13 in the forward region. Again, the scale dependence of our calculations is about $20-30\%$. The theoretical uncertainties of the collinear NLO predictions are smaller (about 6% [25]), which is to be expected as inclusion of higher order terms reduces the scale uncertainty.

One can conclude that the results of calculations in the $k_T$-factorization approach in general agree well with Tevatron experimental data, within a large scale uncertainty.

6 Prompt photons at LHC

The direct photon production at LHC has significantly higher cross sections compared to the ones measured at Tevatron and HERA. The prompt-photon cross section at LHC is more than a factor of hundred higher than that at Tevatron and a factor of $10^5$ larger than that for photoproduction at HERA, assuming a similar kinematic range ($|\eta_{\gamma}| < 2$), as shown in Fig. 14. This will allow to explore the TeV energy scale already in a few years of data taking.

Figure 15 shows the comparison between PYTHIA and HERWIG Monte Carlo models and JETPHOX LO and NLO calculations. The cross sections for $\gamma + \text{jet}$ events were calculated for $|\eta_{\gamma}| < 2$, $P_{\gamma T} > 100$ GeV and $P_{\text{jet}} > 105$ GeV. The cuts on the transverse momenta are asymmetric to avoid instabilities in the NLO calculations. An isolation requirement $E_{\gamma T} >

\(^1\)For D0, the difference was mainly concentrated in the central rapidity region.
0.9 $E_T^{\text{tot}}$ was imposed, where $E_T^{\text{tot}}$ is the total energy of the jet which contains prompt photon. Jets were reconstructed with the longitudinally-invariant $k_T$ algorithm in inclusive mode [31].

The NLO QCD calculation is 30–40% higher than that predicted by PYTHIA. On the other hand, PYTHIA is 20% above HERWIG. It is interesting to observe that the level of discrepancy between PYTHIA and HERWIG is about the same as that observed at HERA at much lower transverse momenta (for example see Fig. 4). However, there is no significant difference between NLO and PYTHIA at $P_T^\gamma > 10$ GeV for $ep$, while at the LHC energy range the difference between NLO and PYTHIA is rather significant. Certainly, the overall normalization of Monte Carlo programs like PYTHIA or HERWIG has to be adjusted, as these programs cannot account for contributions from loop corrections at higher orders.

Scale uncertainties were estimated by changing the renormalization and factorization scales in the range $0.5 < \mu_f, \mu_R < 2$. The relative difference between predicted cross sections is shown in Fig. 16. To make quantitative statements on scale uncertainties with the present level of statistical errors in calculations using JETPHOX, a linear fit was performed to determine the trend of the relative differences with increase of $P_T^\gamma$. As it can be seen, the scale uncertainty is about 10% and slowly increases with $P_T^\gamma$.

To estimate the uncertainty associated with the gluon density, the calculations have been performed using two CTEQ6.1M sets (15 and 30) which correspond to two extremes in the gluon density at large $x$ [32]. Fig. 17 shows the relative difference between those two sets as a function of $P_T^\gamma$. It is seen that the gluon uncertainty is almost a factor of two larger compared to the scale uncertainty estimated above. No statistically significant difference has been observed between the cross sections calculated using CTEQ6.1M and MRST04. This is not totally surprising as both sets have similar input data for the global fit analysis.

The predictions for the $k_T$ factorization approach were obtained for a wider pseudorapidity range, for both central and forward pseudo-rapidities $\eta^\gamma$. As a representative example, we will define the central and forward kinematic regions by the requirements $|\eta^\gamma| < 2.5$ and $2.5 < |\eta^\gamma| < 4$, respectively. The transverse energy $E_T^\gamma$ distributions of the inclusive prompt photon production in different $\eta^\gamma$ ranges at $\sqrt{s} = 14$ TeV are shown in Figs. 18. One can see that variation in scale $\mu$ changes the estimated cross sections by about 20–30%. However, as it was already discussed above, there are additional theoretical uncertainties due to the non-collinear parton evolution, and these uncertainties are not well studied up to this time. Also the extrapolation of the available parton distribution to the region of lower $x$ is a special problem at the LHC energies. In particular, one of the problem is connected with the correct treatment of saturation effects in small $x$ region. Therefore, more work needs to be done until these uncertainties will be reduced.

Thus, the calculation based on the $k_T$ factorization approach shows a larger scale uncertainty compared to the collinear factorization approach: for $P_T^\gamma \sim 100$ GeV, the overall uncertainty for the NLO calculations is expected to be around 10%, while it reaches 20–30% for the

![Fig. 14: The $P_T^\gamma$ cross section for $\gamma$+jet events predicted by NLO QCD for the Tevatron and the LHC kinematic range.](image-url)
$k_T$-factorization calculations for the same $P_T^\gamma$ range, due to the fact that the latter are at leading order in $\alpha_s$. As the residual scale dependence of missing higher order terms resides in logarithms involving ratios of $P_T^2$ and scales $\mu^2$, the effect becomes more dramatic at the LHC energy.

7 Summary

In this review, we have attempted to summarize recent progress in the description of prompt photon production at HERA, the Tevatron and the LHC. At HERA, some differences with NLO were observed in both photoproduction and DIS. The deficiencies at low $P_T^\gamma$ values may indicate that non-perturbative effects at small $P_T^\gamma$ play a non-negligible role. Also, one should expect that adding high-order corrections to the collinear-factorization approach should improve the description. Similar conclusions can be drawn for the Tevatron data which, as in the HERA case, has differences with NLO in the lowest $P_T^\gamma$ region. Recently, significant differences with NLO were observed by the Tevatron for the shapes of $P_T^\gamma$ distributions differential in $\eta^\gamma$. On the other hand, RHIC observes good agreement with NLO QCD. Considering the fact that RHIC uses a photon isolation method which is different from the usual cone isolation, the differences mentioned above may also have to do with isolation criteria acting differently in a partonic calculation than in the full hadronic environment of the experiment.

An alternative approach based on the $k_T$ factorization generally improves the description of the HERA and the Tevatron data, but it has larger theoretical uncertainties. As for NLO, high-order corrections to the $k_T$-factorization approach should improve the description of the data. The applicability of the $k_T$ factorization to the LHC data will be tested with the arrival of the first LHC data, but it is already evident that significant theoretical uncertainties are expected for the description of prompt-photon cross sections at LHC. Using the the collinear factorization approach, uncertainties of NLO calculations are expected to be 10–20% at about 1 TeV photon transverse momenta, and significantly larger for the $k_T$-factorization calculations. These uncertainties have to be reduced in the future for detailed comparison of the LHC data with the QCD predictions.

In all cases, PYTHIA and HERWIG predictions fail to describe prompt-photon cross sections, both in shape and normalization. Generally, HERWIG is significantly below PYTHIA. This could have a direct impact on the future LHC measurements, in particular for exotic searches which often rely on Monte Carlo predictions for estimations of rates for background events.
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Inclusive prompt photon
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**Fig. 5:** The differential cross section $d\sigma/dE_T$ and $d\sigma/d\eta^\gamma$ as functions of $E_T^\gamma$ and $\eta^\gamma$ of the inclusive prompt photon photoproduction calculated at $-0.7 < \eta^\gamma < 0.9$ and $0.2 < y < 0.9$. The data are compared to two different NLO calculations.

Prompt photon + jet

![Prompt photon + jet graph](image2)

**Fig. 6:** Same as in Fig. 5, but for $\gamma$+jet events with the additional jet cuts: $-1 < \eta^{\text{jet}} < 2.3$ and $E_T^{\text{jet}} > 4.5$ GeV.
Fig. 7: The differential cross section $d\sigma/dE_T$ and $d\sigma/d\eta^\gamma$ as functions of $E_T^\gamma$ and $\eta^\gamma$ of the inclusive prompt photon photoproduction calculated at $-0.7 < \eta^\gamma < 0.9$ and $0.2 < y < 0.9$. The data are compared to the $k_T$-factorization calculations. The bands correspond to a typical renormalization scale uncertainty which was obtained by changing $\mu_R$ by a factor of 0.5 and 2.

Fig. 8: Same as Fig. 7, but for $\gamma$+jet events with the additional jet cuts: $-1 < \eta^{jet} < 2.3$ and $E^{jet}_T > 4.5$ GeV.
Fig. 9: The differential cross section $d\sigma/dx_\gamma$ and $d\sigma/dx_p$ of prompt photon + jet production calculated at $5 < E_T^\gamma < 10$ GeV and $0.2 < y < 0.7$ with an additional jet requirement $-1 < \eta^{\text{jet}} < 2.3$ and $E_T^{\text{jet}} > 4.5$ GeV.

Fig. 10: The differential $\gamma$+jet cross sections as functions of $E_T$ and $\eta$ of the prompt photon in DIS. The data are compared to LO and NLO calculations.
Fig. 11: The ratios of the triple-differential cross section measured by D0 compared to the NLO QCD prediction using JETPHOX. See details in Ref. [28].

Fig. 12: The double differential cross section $d\sigma/dE_T^\gamma d\eta^\gamma$ of inclusive prompt photon production at $\sqrt{s} = 630$ GeV and $|\eta^\gamma| < 0.9$ (left plot) and $1.6 < |\eta^\gamma| < 2.5$ (right panel). The solid line corresponds to the default scale $\mu = E_T^\gamma$ of the $k_T$ factorization predictions, whereas upper and lower dashed lines correspond to the $\mu = E_T^\gamma/2$ and $\mu = 2E_T^\gamma$. 
Fig. 13: The double differential cross section $d\sigma/dE_\gamma^T d\eta_\gamma$ of inclusive prompt photon production at $\sqrt{s} = 1800$ GeV and $|\eta_\gamma| < 0.9$ (left plot) and $1.6 < |\eta_\gamma| < 2.5$ (right plot). The solid line corresponds to the default scale $\mu = E_\gamma^T$, whereas upper and lower dashed lines correspond to the $\mu = E_\gamma^T/2$ and $\mu = 2E_\gamma^T$ for the $k_T$ factorization calculations.

Fig. 15: Comparisons of Monte Carlo models with LO and NLO calculations as implemented in JETPHOX.
Fig. 16: Relative difference between the cross section estimated with $\mu = 0.5$ ($P_{T}^{up}$) and $\mu = 2$ ($P_{T}^{down}$) as a function of $P_T$ for gamma and jet. The line represents a linear fit.

Fig. 17: Relative difference between the cross section estimated with CTEQ6.1M set=-15 ($P_{T}^{up}$) and set =15 ($P_{T}^{down}$) as a function of $P_T$ for gamma and jet. The line represents a linear fit.

Fig. 18: Left plot: The $k_T$ factorization predictions for differential cross sections $d\sigma/dE_T^\gamma d\eta^\gamma$ at $\sqrt{s} = 14$ TeV GeV and $|\eta^\gamma| < 2.5$ (left plot); at $2.5 < \eta^\gamma < 4.0$ (right plot). The solid line corresponds to the default scale $\mu = E_T^\gamma$, whereas upper and lower dashed lines correspond to the $\mu = E_T^\gamma/2$ and $\mu = 2E_T^\gamma$. 
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Abstract

Presented here is a technique of propagating uncertainties through the parton shower by means of an alternate event weight. This technique provides a mechanism to systematically quantify the effect of variations of certain components of the parton shower leading to a novel approach to probing the physics implemented in a parton shower code and understanding its limitations. Further, this approach can be applied to a large class of parton shower algorithms and requires no changes to the underlying implementation.

1 Introduction

As we enter a new era of particle physics, precise knowledge of quantum chromodynamics (QCD) will become increasingly important in order to understand the physics beyond the standard model. Currently, one of the most useful tools for studying QCD is the parton shower approximation. This tool provides a mechanism to connect few-parton states to the real world of high-multiplicity hadronic final states while retaining the enhanced collinear and soft contributions to all orders.

Use of parton shower Monte Carlos (MC) has become common-place. Often, when one needs an estimate of the uncertainty of a MC prediction several different MC programs are used and the differences between them is considered the error [1]. Though this technique of estimating the error of the MC is generally acceptable, it does little to provide insight into the physics. It has been shown [2] that the uncertainties in both the perturbative expansion and the parton distribution functions indeed can lead to effects of the order of ten percent. We propose here a technique in which the known uncertainties of the physics can be propagated through the parton shower framework. This technique provides alternate weights to an event generated by a MC without having to change the basic structure of the MC program. We feel this technique could be valuable when determining how various improvements in the parton shower will impact the MC predictions. Furthermore, this gives a more satisfactory description of the errors in a MC prediction.

This work is partly supported by the EU grant mTkd-CT-2004-510126 in partnership with the CERN Physics Department and by the Polish Ministry of Scientific Research and Information Technology grant No 620/E-77/6.PRUE/DIE 188/2005-2008.
2 Variation of Parton Shower

In many parton showers [3–6] one starts with the fundamental probability density (for one emission) defined as

$$\mathcal{P} = f_R(\vec{y}) \exp \left( - \int \xi(\vec{y}) \, d^n \vec{y}' \, f_V(\vec{y}') \right).$$  \hfill (1)

Here the function $f_R(\vec{y})$ is the distribution of the real emission while $f_V(\vec{y})$ is the virtual contribution. In both cases the precise definition of $\vec{y}$ is specific to the implementation. Furthermore, the limits of integration in the virtual component are also specific to the implementation: how the infra-red limit is treated, the definition of resolvable versus unresolvable emissions and the ordering of variables. For a time-like shower $f_R = f_V$ and is given by

$$f_R(\vec{y}) = \frac{\alpha_S(g(\vec{y}))}{2\pi} P(\vec{y}),$$  \hfill (2)

where $g(\vec{y})$ is some abstract function used to determine the scale of the running coupling. We find a similar result for the constrained MC [5]; for a space-like shower using the backward evolution algorithm we find $f_R = f_V f(x, \vec{y})$ and

$$f_V(\vec{y}; x) = \frac{\alpha_S(g(\vec{y}))}{2\pi} \frac{f(x/z, \vec{y})}{f(x, \vec{y})} V(\vec{y}),$$  \hfill (3)

where $f(x, \vec{y})$ is the PDF at energy fraction $x$ and scale given by some combination of the components of $\vec{y}$. We can explicitly see that one of the components of $\vec{y}$ is $z$, a momentum fraction.

In the forward (time-like) evolution algorithm, as well as the non-Markovian algorithm, $P(\vec{y})$ is just the Alteralli-Parisi [7] splitting function divided by the scale. In the numerical results here we consider only the forward evolution algorithm; in the last section we propose a use for this technique in a backward evolution algorithm for CCFM.

We now define a functional to represent our functions $f_R(\vec{y})$ and $f_V(\vec{y})$

$$F_R[\varphi(\vec{y})] = f_R(\vec{y}); F_V[\varphi(\vec{y})] = f_V(\vec{y}).$$  \hfill (4)

Here $\varphi(\vec{y})$ are the functional components of $F_{R/V}$ which we want to vary (e.g. the running coupling or the kernel). This defines the distribution of one branching as

$$\mathcal{P}[\varphi(\vec{y})] = F_R[\varphi(\vec{y})] \exp \left( - \int \xi(\vec{y}) \, d^n \vec{y}' F_V[\varphi(\vec{y}')].$$  \hfill (5)

We can find the variation of this by

$$\delta \mathcal{P} = \mathcal{P}[\varphi + \delta \varphi(\vec{y})] - \mathcal{P}[\varphi(\vec{y})].$$  \hfill (6)

If we define

$$\delta F_{R/V} = F_{R/V}[\varphi + \delta \varphi(\vec{y})] - F_{R/V}[\varphi(\vec{y})],$$  \hfill (7)

then

$$\delta \mathcal{P} = \mathcal{P} \left( 1 + \frac{\delta F_R}{F_R} \right) \exp \left( - \int \xi(\vec{y}) \, d^n \vec{y}' \delta F_V \right) - \mathcal{P},$$  \hfill (8)
from which we have a weight

\[ w \equiv \frac{\mathcal{P} + \delta \mathcal{P}}{\mathcal{P}} = \left(1 + \frac{\delta F_R}{F_R}\right) \exp \left(-\int \xi(\vec{y}) \, dn_{\vec{y}}' \delta F_V\right). \] (9)

The weights defined in eqn. (9) are relative to the original probability density for one emission. To get the total weight for the full event, we must consider

\[ \mathcal{P}_E[\varphi, \{\vec{y}_i\}] = \prod_i \mathcal{P}[\varphi(\vec{y}_i)], \] (10)

and thus

\[ \delta \mathcal{P}_E = \mathcal{P}_E[\varphi + \delta \varphi, \{\vec{y}_i\}] - \mathcal{P}_E[\varphi, \{\vec{y}_i\}]. \] (11)

This leads to a total event weight given by

\[ w_E \equiv \frac{\mathcal{P}_E + \delta \mathcal{P}_E}{\mathcal{P}_E} = \prod_i w_i. \] (12)

3 Example Parton Shower Kinematics

For the examples given here we will use as a model bremsstrahlung emissions from one quark line. For the numerical results presented in the following sections we use a concrete implementation of the kinematics of the Herwig++ parton shower [3, 8]. In terms of those, we have

\[ F_R[\varphi(\vec{y})] = F[(\alpha_s, P_{qq})(z, \vec{q}^2)] = \frac{1}{2\pi \vec{q}^2} \alpha_s(z, \vec{q}^2) P_{qq}(z, \vec{q}^2), \] (13)

where \( P_{qq} \) is the splitting kernel, \( z \) is the splitting variable, and \( \vec{q}^2 \) is the evolution variable.

4 Kernel Variations

Varying the structure of the splitting kernel may be an interesting example. For example, one could start with the collinear splitting kernels and vary them by the mass dependent quasi-collinear kernels to see whether such changes introduce dramatic effects on a set of observables. The benefit to the procedure presented here is that there is no need to change the fundamental structure of a given MC. In fact one could add an option to their code to keep track of the alternate weights, without changing at all their basic MC program logics and structures. One caveat is that though this method will give an accurate estimate of the variations given, this is only true for regions of phase space in which the original MC fills. If some regions of phase space are empty, or rarely entered, the changes in that region due to the variation will still lack significant statistics.

The collinear kernel is simply

\[ P_{qq}(z) = \frac{1 + z^2}{1 - z}. \] (14)
To obtain the quasi-collinear kernel, we must define a variance of

$$\delta P_{qq}(z, \tilde{q}^2) = -\frac{2m^2}{z(1-z)\tilde{q}^2}. \quad (15)$$

With this variance we find the alternate weight, for the $i$th emission, is given by

$$w_{P_i} = \left(1 + \frac{\delta P_{qq}(z_i, \tilde{q}_i^2)}{P_{qq}(z_i, \tilde{q}_i^2)}\right) \exp \left(-\int_{\tilde{q}_i^2}^{q_{i-1}^2} \frac{dq^2}{q^2} \int_{z_i^-}^{z_i^+} dz \alpha S \left[z^2(1-z)^2\tilde{q}^2\right] \delta P_{qq}(z, \tilde{q}^2)\right), \quad (16)$$

and the total weight due to the kernel variation is the product of the weight for each emission. This weight is normalized to a weight 1 event with no variations.

We now show the result of this variation when showering a top quark with mass 175 GeV from an initial scale of 1 TeV. In figure 1 we show the effect that the quasi-collinear variation has on the distribution of the number of emissions. As would be expected, for larger masses we have fewer emissions. Figure 2 shows the $p_T^2$ spectrum of the outgoing quark. The figures are divided into two panels. The top panel shows the results while the bottom panel shows the ratio of the reweighted MC vs. the unweighted one. In figure 1 the ratio panel also includes the ratio of the reweighted MC vs. an alternate MC sample created by changing the kernel in the MC to the quasi-collinear kernel. We see that this ratio is 1 with small variations.

4.1 Combining Kernel with Running Coupling

Another potential variation that may be of interest is to vary the kernel by a term proportional to the running coupling. Such a variation could be used to introduce some NLO effects into the kernel. If we consider only the lowest order in the variations, then

$$\delta F \approx \delta \alpha S P_{qq}^{(1)} + \alpha S \delta P_{qq}^{(1)} + \alpha^2 S \delta P_{qq}^{(2)}. \quad (17)$$
We choose the form of $\delta P_{qq}^{(2)}(z)$ according to full NLO kernel \[9, 10\]. This is composed of two parts, the flavour singlet (S) and non-singlet (V) contributions

$$
\delta P_{qq}^{(2)}(z, \tilde{q}^2) = P_{qq}^{S(2)}(z) + P_{qq}^{V(2)}(z),
$$

(18)

We choose $\delta P^{(1)} = 0$ and $\delta \alpha = 0$ for these examples.

Figure 3 shows the effect on the number of emissions and figure 4 shows the effect on the $p_{T}^2$–spectrum of the outgoing quark line. We see that the number of emissions is slightly higher with a harder spectrum.

The construction of a next-to-leading log (NLL) parton shower has the problem of negative values for the splitting kernels. These destroy the probabilistic interpretation of the Sudakov form factors. Naively, one would assume that this will destroy any meaningful results for the NLL weights. In our case, this is not true. We are reweighting the total density according to the NLL corrections. These may introduce large or negative weights to the reweighted shower, but this is necessary as this correctly describes the density. In the inclusive picture, these negative weights are integrated over and pose no problem; exclusively, these negative weights must be treated correctly in the analysis.

5 Variation of Kinematics

We now consider another use of the alternate weights. Here we wish to use these weights to transform one parton shower into another. This, of course, is not an exact transformation. This requires additional knowledge about the structure of the alternate parton shower.

The idea is to use the variables generated by one shower and reshape the distribution to give the results if an alternate shower was used. In this section we discuss the intrinsic kinematical definitions.

Consider a new kinematics, similar to the one used in Pythia \[4\]. Here we wish to order the parton shower in virtuality ($Q^2$). This requires a mapping from $\tilde{q}^2$ into $Q^2$. Furthermore,
Fig. 3: The distribution of the number of emissions using the collinear kernel at $O(\alpha_S)$ and applying the variation discusses in the text at $O(\alpha_S^2)$.

Fig. 4: The $p_t^2$ distribution of the outgoing quark under the same conditions as figure 3.
there is a different interpretation of the meaning of the momentum fraction $z$ in the Pythia-like and Herwig-like shower; they have the same distribution, however. We compensate for this by constructing the full four-momentum from the Herwig-like shower and deconstructing the associated variables for each emission. The weights can then be computed from this. This method has the additional benefit that the four momentum configuration is identical in both cases; thus hadronization effects and hadron decays are identical. We define our variations such that

$$\bar{F}[(\alpha S, P_{qq})(\bar{z}, Q^2)] = F[(\alpha S, P_{qq})(z, q^2)] + \delta F; \quad (19)$$

where the left-hand side refers to the Pythia-like shower. From this we find

$$\delta F = \bar{F}[(\alpha S, P_{qq})(T(z, \tilde{q}^2))]J(\bar{z}, Q^2) - F[(\alpha S, P_{qq})(z, \tilde{q}^2)], \quad (20)$$

where $J$ is the Jacobian factor for the coordinate transformation $T(z, \tilde{q}^2)$ from the Herwig-variables to the Pythia variables. At this point we can exploit the analytic structure of the Sudakov form factor,

$$\Delta(t; t_0) = \Delta(t; t_1)\Delta(t_1; t_0). \quad (21)$$

This allows the seperation of the weights into the real and the Sudakov components and to calculate the Sudakov components over the full evolution scale, rather than just the scales between each emission. This gives

$$w_\Delta = \frac{\Delta_P(Q^2_{ini}; Q^2_0)}{\Delta_H(\tilde{q}^2_{ini}, \tilde{q}^2_0)}, \quad (22)$$

The total weight is given simply as

$$w = w_\Delta \prod_{i=1}^{N} w_i^{(R)}, \quad (23)$$

where the $w_i^{(R)}$ refer to the weights for the real emissions.

The question now is what does the weighted shower physically give us? This gives us the weight, relative to the unweighted original shower, of producing the kinematical configuration via the other shower. For our example here this means that it will weight our Herwig-like shower to be that of the Pythia-like construction. Our weighted shower will produce events that are both ordered in virtuality and in angle. Comparing the weighted results versus an independent implementation of the full Pythia-like shower would illustrate, for any observable, the effect of the different limits in phase-space inherent in each implementation. Furthermore, it could be used to illustrate the effects of alternate choices of ordering; e.g. colour connections between jets.

To illustrate this technique we use as a model $e^+e^- \rightarrow q\bar{q}$ pair. This pair then undergoes final state radiation, but the subsequent emissions do not. We reconstruct the kinematics of the event and, in order to conserve $\sqrt{s}$, we rescale each jet by a common factor, $k$, such that

$$\sqrt{s} = \sum_{i=1}^{N} \sqrt{q_i^2 + kp_i^2}, \quad (24)$$
where $q_i^2$ is the virtuality of jet $i$. To illustrate the reweighting between the Herwig-like and Pythia-like shower we study the thrust observable. This is given by

$$T = \max_n \frac{\sum_{i=1}^{N} |p_i \cdot n|}{\sum_{i=1}^{N} |p_i|}.$$  

(25)

This observable was chosen as the thrust has a strong correlation to the hardest emission, but also is effected by subsequent emissions. As we don’t shower the emitted gluons, studying an observable which have a strong dependence on 2 or more emissions is not as illustrative.

Figure 5 shows the result for $\sqrt{s} = 1$ TeV. We can see the deviations, and as expected they are not too large. As these are not the result of a full event generation it is not useful to compare these to data.

6 Uncertainty in Unintegrated Parton Distribution Functions

In the last example we show how to apply the technique to compute the effect of uncertainties in the unintegrated parton distribution function (updf) for the backwards evolution algorithm of CASCADE [11]. In this algorithm the updfs are taken from the outputs of an alternate Monte Carlo algorithm, based on SMALLX [11–13]. This leads to large uncertainties in the updfs. Additionally, in order to fit the initial conditions of the updf MC, based on SMALLX, one must match the output of CASCADE to data. The ability to take the uncertainty of the updf MC into account will allow for better fits overall. Figure 6 shows a schematic of this procedure.

We present here the formula needed to compute the effect of the updf uncertainties in the CASCADE algorithm. We do not endeavor here to implement these weights in the CASCADE program, nor suggest the ideal treatment of this information. This is left as future exercises for the authors of CASCADE.

The CCFM equation describes the gluonic structure of the proton. The variables of this
evolution are a scale, \( q \), the momentum fraction, \( x \), and the transverse components, \( k_{\perp} \). In CASCADE, given a step in the evolution terminates at \( q, x \) and \( k_{\perp} \), the probability of evolving to a new \( \bar{q}, x/z \) and \( k'_{\perp} = |(1 - z)/z q + k_{\perp}| \) is

\[
\mathcal{P}(q, z, \phi, k'_{\perp}; q, x, k_{\perp}) = \frac{\tilde{P}(z, \bar{q}/z, k_{\perp})}{2\pi z q^2} A(x/z, k'_{\perp}, \bar{q}/z) \\
\times \exp \left( -\int_{q}^{\bar{q}} \frac{dq'^2}{q'^2} \int \frac{dz}{z} \frac{d\phi}{2\pi} \tilde{P}(z, q'/z, k_{\perp}) \frac{A(x/z, k'_{\perp}, q'/z)}{A(x, k_{\perp}, q')} \right),
\]

where \( \tilde{P} \) is the kernel including the non-sudakov form factor and \( A \) is the updf. In contrast to the previous examples, here the real and virtual contributions are clearly different. When we propagate the variance of the updf in the real function we find

\[
\frac{\delta F_R[\varphi]}{F_R[\varphi]} = \frac{\delta A(x/z, k'_{\perp}, q'/z)}{A(x/z, k'_{\perp}, q'/z)}.
\]

(27)

In the virtual case this is more complex. Here we find

\[
\delta F_V[\varphi] = \frac{\tilde{P}(z, q'/z, k_{\perp})}{2\pi z q'^2} \left( \frac{B + \delta B}{A + \delta A} - \frac{B}{A} \right) \approx \frac{\tilde{P}(z, q'/z, k_{\perp})}{2\pi z q'^2} \frac{1}{A} \left( \delta B - B \frac{\delta A}{A} \right),
\]

(28)

where

\[
A \equiv A(x, k_{\perp}, q') ; \quad B \equiv A(x/z, k'_{\perp}, q'/z).
\]

(29)

These formulae can be used to give the weight associated with the uncertainty due to the updf. Of course, implementation of this weight in the CASCADE framework requires still some work. Once complete, however, use of this alternate weight during the fitting procedure should help improve overall predictions of the model.
7 Conclusion

We have presented a new approach to understanding the errors associated with a MC prediction. This approach can be added to almost all currently existing MC programs without changing the physics or the behaviour of the code. Instead, we have provided a method to track alternate weights for events. These alternate weights provide the tool to reshape MC predictions to see what such a prediction would be if various pieces of the MC were altered.

Though this technique is quite successful, it cannot compensate for all possible alterations. As this algorithm provides an alternate weight for an event generated by a MC it cannot provide events which cannot be generated by the original MC. This means that some of the physical limitations of an already existing code cannot be overcome through this method. We don’t see this as a drawback, however. The purpose of this technique is to understand the physics and the limitations inherent in a MC implementation. To this end, such limitations of this technique can provide valuable insight.

This paper has provided numerical examples of a toy parton shower model based on the real MC behaviour of Herwig++ [3, 8]. It may be quite illustrative to apply this method to a fully featured general purpose MC, including hadronization and hadron decay, to see how much variation exists in such a parton shower implementation. With such an implementation one may be able to check the accuracy of many MC predictions and to understand the limitations of these predictions.
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Abstract
Light charged hadron production data in the current fragmentation re-
gion at HERA are calculated using next-to-leading order perturbative
calculations and fragmentation functions obtained from similar data
from \( e^+e^- \) reactions. General good agreement is found at large pho-
ton virtuality \( Q^2 \) and intermediate momentum fraction \( x_p \), consistent
with fragmentation function universality. The description of the small
\( x_p \) and \( Q^2 \) region is improved by incorporating hadron mass effects.

1 Introduction
Unpolarized quark fragmentation functions (FFs) for charge-sign unidentified light charged ha-
drons \( h^\pm = \pi^\pm, K^\pm \) and \( p/\bar{p} \) have been well constrained by data from \( e^+e^- \rightarrow h^\pm + X \) using
calculations at next-to-leading order (NLO) accuracy. Due to universality in the factorization
theorem, such FFs can be used to calculate the similar measurements of \( ep \rightarrow e + h^\pm + X \).
This contribution summarizes the main results of [1] comparing \( ep \) reaction data in the current
fragmentation region from the H1 [2] and ZEUS [3] collaborations at HERA with calculations
using FFs extracted from \( e^+e^- \) reactions.

The kinematic degrees of freedom are chosen to be the centre-of-mass energy \( \sqrt{s} \) of the
initial state \( ep \) system, the magnitude of the hard photon’s virtuality \( Q^2 = -q^2 \), the Bjorken
scaling variable \( x = Q^2/(2P \cdot q) \) and the scaled detected hadron momentum \( x_p = 2p_h \cdot q/q^2 \).
The normalized cross section (with the \( s \) dependence omitted for brevity) takes the form

\[
F_{proton}^{h^\pm}(\text{cuts}, x_{pA}, x_{pB}) = \frac{\int_{\text{cuts}} dQ^2 dx \int_{x_{pA}}^{x_{pB}} dx_p \frac{d\sigma_{proton}^{h^\pm}}{dx_p dx dQ^2}(x, x_p, Q^2)}{\int_{\text{cuts}} dQ^2 dx \frac{d\sigma_{proton}}{dx dQ^2}(x, Q^2)},
\]

where “cuts” refers to a specified region in the \((x, Q^2)\) plane, and where \( x_{pA(B)} \) is the lower
(upper) edge of the \( x_p \) bin. The cross section and the kinematic variables are frame invariant,
and are measured in the Breit frame, defined to be the frame where the photon energy vanishes.
In this frame the target fragmentation region \((x_p < 0)\) contains the proton remnants, while the
struck parton fragments into the current fragmentation region \((x_p > 0)\), and the latter process
is equivalent to the fragmentation of a parton into an event hemisphere in \( e^+e^- \) reactions. The
factorization theorem dictates that, at leading twist, the highly virtual photon undergoes hard
scattering with a parton in the proton moving in the same direction and carrying away an energy /
momentum fraction \( y \). One of the partons produced in this scattering undergoes fragmentation to
the observed hadron \( h^\pm \) moving in the same direction and carrying away an energy / momentum
fraction $z$. In other words, after the change of integration variables $z \rightarrow x_p/z$ and $y \rightarrow x/y$, the factorized cross section in the numerator of Eq. (1) takes the form
\[
\frac{d\sigma^{\text{proton} \ h^\pm}}{dx_p dx dQ^2}(x, x_p, Q^2) = \int_{x_p}^1 \frac{dz}{z} \int_{x}^1 \frac{dy}{y} \sum_{ij} \frac{d\sigma^{ij}}{dz dy dQ^2}(y, z, \frac{Q^2}{\mu^2}, a_s(\mu^2)) \times f_i^{\text{proton}}(\frac{x}{y}, \frac{\mu^2}{z}),
\]
where $f_i^{\text{proton}}$ is the parton distribution function (PDF) of parton $i$ in the proton, $D_j^{h^\pm}$ the FF of parton $j$ to $h^\pm$, $d\sigma^{ij}$ the equivalent factorized partonic observable given to NLO in Ref. [4], $\mu$ the factorization / renormalization scale which distinguishes the soft from the hard subprocesses and $a_s(\mu^2) = \alpha_s(\mu)/(2\pi)$.

2 Comparisons with data

At leading order in $a_s$, eq. (1) becomes
\[
F^{\text{proton} \ h^\pm}(\text{cuts}, x_{pA}, x_{pB}) = \frac{\int_{x_{pA}}^{x_{pB}} dx_p \sum_I e_{q_I}^2(Q^2)G_I(Q^2)x_p D_I^{h^\pm}(x_p, Q^2)}{\sum_J e_{q_J}^2(Q^2)G_J(Q^2)},
\]
where the parton labels $I, J$ are restricted to (anti)quarks $q_I$ only, which have electric charges $e_{q_I}$, and $G_I(Q^2) = \int_{\text{cuts}} dx f_I^{\text{proton}}(x, Q^2)$. In the limit that the $G_I$ become independent of $I$, the numerator of Eq. (3) is equal to the equivalent LO result for $e^+e^- \rightarrow h^\pm + X$, and therefore the two types of observables are distinguished only by the $G_I$. If this discrepancy is small, a good description of HERA data is expected using FFs obtained from fits to $e^+e^-$ reaction data at leading order, since this work was completed, 3 further sets [8] have been extracted using improved theoretical and experimental input.

\[\text{HERA and the LHC}\]
the hadron’s to the virtual photon’s light cone momentum, $\xi_p$. Using this approach [1], one finds that the experimentally measured quantity $d\sigma_{\text{proton } h^\pm}^\text{proton } h^\pm / dx_p dxdQ^2$ is related to the calculated quantity $d\sigma_{\text{proton } h^\pm}^\text{proton } h^\pm / d\xi_p dxdQ^2$ by

$$
\frac{d\sigma_{\text{proton } h^\pm}^\text{proton } h^\pm}{dx_p dxdQ^2}(x, x_p, Q^2) = \frac{1}{1 + \frac{m_h^2}{Q^2 \xi_p^2(x_p)}} \frac{d\sigma_{\text{proton } h^\pm}^\text{proton } h^\pm}{d\xi_p dxdQ^2}(x, \xi_p(x_p), Q^2),
$$

which shows clearly that hadron mass effects become important at small $x_p$ and low $Q^2$. According to Fig. 2, this correction improves the description in this region, if we compare the results of this figure with the low $Q^2$ results of Fig. 1. The choice $m_h = 0.5$ GeV represents an “average” mass for the light charged hadrons. We do not incorporate mass effects for the proton of the initial state, since this effect is expected to partially cancel between the numerator and denominator of eq. (1). By redoing the calculation with the MRST2001 PDF set [11], we see that the dependence on the choice of PDF set is small, particularly at small $x_p$, most likely because these quantities are well constrained but also because any variations in them are partially canceled between the numerator and denominator of eq. (1). As for $e^+e^-$ reactions, the dependence on the gluon FF is small, particularly at large $x_p$.

To further verify these observations and inferences, we perform similar calculations for the ZEUS data. The different FF sets lead to similar results and good agreement with the data at large $Q^2$ and intermediate $x_p$ (Fig. 3). The scale variation (Fig. 4, top) generally decreases with increasing $Q^2$, and is largest for small $x_p$. Both hadron mass effects and gluon fragmentation are most important at low $Q^2$ and small $x_p$ (Fig. 4, bottom).
3 Conclusions

High $Q^2$ measurements of inclusive single hadron production at HERA are well described by perturbative QCD in the framework of the factorization theorem using available FF sets. Although some disagreement is found with data at lower $Q^2$, we note that there is significant room for improvement in the theory in this region, such as hadron mass effects studied in this work, but also resummation of the FO series at small and large $x_p$, higher twist effects and quark mass effects. Whether such effects are in fact relevant can be better verified by the effect of incorporating such data into global fits of FFs. More importantly, such data may also provide valuable information on the FFs’ quark flavour components not constrained by $e^+e^-$ reaction data, particularly since these type of HERA measurements may now be made very precisely [12]. However, in order to constrain FFs for each hadron species individually, and to ensure that the data is not contaminated by light charged particles other than $\pi^\pm$, $K^\pm$ and $p/\bar{p}$, the hadron species of the HERA data need to be identified.
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Fig. 3: As in Fig. 1, but for the ZEUS data [3]. Each data set is measured in a specific $x_p$-bin and, together with its predictions, is shifted upward relative to the one below by the indicated value for $\Delta$.

Fig. 4: As in Fig. 2, but for the ZEUS data [3].
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Abstract
We report on studies of multi-parton corrections from nonlocal operator expansion. We discuss relations between eikonal-line matrix elements and parton distributions, and present an illustration for initial-state collinear evolution.

1 Introduction
Non-perturbative dynamics affects the structure of LHC events even for high momentum transfer, through hadronization, soft underlying scattering, multiple hard interactions. Models for these processes are necessary, for instance, for Monte Carlo generators to produce realistic event simulations.

The treatment of multiple parton interactions in QCD will require methods that go beyond the local operator expansion, and likely involve fully unintegrated parton correlation functions [1]. Besides the relevance for event generators, this should also provide a natural framework for the investigation at the LHC of possible new strong-interaction effects at very high energies, including parton saturation [2].

This report is based on the analysis [3] of nonlocal operator expansion, investigating corrections from graphs with multiple gluon exchange. The point of view in this study is to connect the treatment of multi-gluon contributions with formulations in terms of standard partonic operators, and in this respect it can be seen as deriving from the approach of [4]. We present an illustration for the case of structure functions. This case is also treated in the analyses of [5]. More discussion may be found in [6]. The formulation discussed below trades parton distribution functions for moments of eikonal-line correlators. We expect this formulation to be useful also for the treatment of the associated final-state distributions.

2 From parton distribution functions to eikonal-line matrix elements
The analysis [3] starts with the quark distribution function, defined as

$$f_q(x, \mu) = \frac{1}{4\pi} \int dy^{-} e^{ixP^+y^-} \langle P|\bar{\psi}(0)Q(0)\gamma^+Q^+(y^-)\psi(0, y^-, 0)|P\rangle_c$$

(1)

where $\psi$ is the quark field, $Q$ is the gauge link, and the subscript $c$ is the instruction to take connected graphs. The matrix element (1) can be rewritten as the real part of a forward scattering amplitude [3], in which we think of the operator $Q^+\psi$ as creating an antiquark plus an eikonal line in the minus direction, starting at distance $y^-$ from the position of the target.
Next, supposing that $x$ is small, we treat the evolution of the antiquark-eikonal system in a hamiltonian framework (see [3] and references therein) which allows us to express the evolution operator in the high-energy approximation as an expansion in Wilson-line matrix elements. The leading term of this is (“dipole” term)

$$\Xi(z, b) = \int [dP'] \langle P' | \frac{1}{N_c} \text{Tr} \{ 1 - F^\dagger (b + z/2) F(b - z/2) \} | P \rangle ,$$  \hspace{1cm} (2)

where $F$ is the eikonal operator

$$F(r) = \mathcal{P} \exp \left\{ -i g \int_{-\infty}^{+\infty} dz^- A^\dagger_a (0, z^-) t_a \right\} ,$$  \hspace{1cm} (3)

$z$ is the transverse separation between the eikonals in (2), and $b$ is the impact parameter.

In this representation the quark distribution (1) is given by the coordinate-space convolution

$$x f_q(x, \mu) = \int db \, dz \, u(\mu, z) \, \Xi(z, b) - UV .$$  \hspace{1cm} (4)

In [3] the explicit result is given for the function $u(\mu, z)$ at one loop in dimensional regularization and for the counterterm $-UV$ of $\overline{\text{MS}}$ renormalization. The $\overline{\text{MS}}$ result can also be recast in a physically more transparent form in terms of a cut-off on the $z$ integration region, as long as the scale $\mu$ is sufficiently large compared to the inverse hadron radius:

$$x f_q(x, \mu) = \frac{N_c}{3\pi^4} \int db \, \frac{dz}{z^4} \theta(z^2 \mu^2 > a^2) \, \Xi(z, b) ,$$  \hspace{1cm} (5)

where $a$ is a renormalization scheme dependent coefficient given in [3].

The Wilson-line matrix element $\Xi(z, b)$ receives contribution from both long distances and short distances. At small $z$ it may be treated by a short distance expansion. At large $z$ it should be parameterized consistently with bounds from unitarity and saturation [2] and determined from data.

3 An algebraic relation for eikonal operators

A general relation between fundamental and adjoint representation for $\Xi$, valid for any distance $z$, is given in [3], based on the algebraic relation

$$\frac{1}{N_c^2 - 1} \text{Tr} \left[ 1 - U^\dagger(z) U(0) \right] = \frac{C_A}{C_F N_c} \frac{1}{2} \text{Re} \text{Tr} \left[ 1 - V^\dagger(z) V(0) \right]$$

$$- \frac{1}{2} \frac{C_A}{C_F N_c^2} \left| \text{Tr} \left[ 1 - V^\dagger(z) V(0) \right] \right|^2 ,$$  \hspace{1cm} (6)

with $V = F^\text{fund.}, U = F^\text{adj.}$.

From this one can obtain small-$z$ relations connecting $\Xi$ to the gluon distribution. For instance, for the fundamental representation at small $z$ this yields

$$\Xi(b, z) = z^2 \frac{2 \pi^2 \alpha_s}{2N_c} x G(x, \mu) \phi(b) ,$$  \hspace{1cm} (7)
where by $xG$ we denote the gluon distribution (either the $x_c$-scale or weighted-average expressions in [3]), and $\phi(b)$ obeys
\[
\int db \phi(b) = 1.
\] (8)
The result for $\Xi$ in the fundamental representation corresponds directly to the one for the dipole cross section in the saturation model [2]. Results in the fundamental and adjoint cases are relevant to discuss quark saturation and gluon saturation.

4 Power-suppressed contributions

In the s-channel framework of [3] contributions to hard processes suppressed by powers of the hard scale are controlled by moments of $\Xi$,
\[
\mathcal{M}_p = \frac{2^{2p} \Gamma(1-p)}{\Gamma(1-2p)} \int \frac{dz}{\pi z^2} (z^2)^{-p} \int db \Xi(z, b),
\] (9)
analytically continued for $p > 1$. Models for the dipole scattering function including saturation are reviewed in [2]. In this case the moments (9) are proportional to integrals over impact parameter of powers of the saturation scale. Higher moments are obtained from derivatives with respect to $p$,
\[
\mathcal{M}_{p,0} \simeq \int db [Q_s^2(b)]^p, \quad \mathcal{M}_{p,k} \simeq (-1)^k \frac{d^k}{dp^k} \mathcal{M}_{p,0}.
\] (10)
As an illustration, we determine the $C_A/x$ part of the coefficients of the first subleading power correction from the s-channel for transverse and longitudinal structure functions $F_T, F_L$. Denoting the $Q^2$ derivative by $\dot{F}_j = dF_j/d \ln Q^2$ for $j = T, L$, and its leading-power contribution by $\dot{F}_{j,lead}$, one has
\[
\ddot{F}_j - \dot{F}_{j,lead} = b_{j,0} \mathcal{M}_{2,0}/Q^2 + b_{j,1} \mathcal{M}_{2,1}/Q^2 + \cdots
\] (11)
Structure functions can be analyzed in the same way [3] as described in Sec. 2 for the quark distribution function. The main difference compared to the case of the quark distribution (1) is that the ultraviolet region of small $z$ is now regulated by the physical scale $Q^2$ rather than requiring, e.g., $\overline{\text{MS}}$ renormalization. Saturation is reobtained [3] within the dipole approximation [2]. By the analysis based on (6),(7) the saturation scale $Q_s(b)$ for a dipole in the fundamental representation is
\[
Q_s^2(b) = \frac{2\pi^2 \alpha_s}{N_c} xG(x, \mu) \phi(b).
\] (12)
To study the expansion in powers of $1/Q^2$ it is convenient to go to Mellin moment space by representing $\Xi$ via the Mellin transform
\[
\Xi(z, b) = z^2 \int_{a-i\infty}^{a+i\infty} \frac{du}{2\pi i} (z^2)^{-u} \tilde{\Xi}(u, b),
\] (13)
$0 < a < 1$. Then the structure functions $F_{T,L}$ have the representation
\[
xF_{T,L} = \int db \int_{a-i\infty}^{a+i\infty} \frac{du}{2\pi i} \tilde{\Xi}(u, b) \Phi_{T,L}(u),
\] (14)
where \( \Phi_{T,L}(u) \) can be read from [7] and are given by

\[
\Phi_T(u) = \langle e^2 a \rangle \frac{N_c}{4u+2\pi^2} \frac{\Gamma(3-u)\Gamma(2-u)\Gamma(1-u)}{\Gamma(5/2-u)\Gamma(3/2+u)} \left(1 + u\right) \Gamma(u),
\]

\[
\Phi_L(u) = \langle e^2 a \rangle \frac{N_c}{4u+2\pi^2} \frac{\Gamma(2-u)^3}{\Gamma(5/2-u)\Gamma(3/2+u)} 2 \Gamma(1+u),
\]

with \( \Gamma \) the Euler gamma function. The expansion in \( 1/Q^2 \) of (14) is controlled by the singularity structure of the integrand in the \( u \)-plane [3, 5, 6]. Eqs. (15),(16) show that longitudinal \( \Phi_L \) has no pole at \( u = 0 \), so that the leading singularity is given by the \( u = 0 \) pole in \( \Xi \), while the first subleading pole \( u = -1 \) is absent in transverse \( \Phi_T \) due to the numerator factor \( (1+u) \), so that the answer for the transverse case at next-to-leading level is determined by the singularity in \( \Xi \), with \( \Phi \) contributing to the coefficient of the residue.

It can be verified that contributions to (14) in the lowest \( p = 1 \) moments in Eq. (10) correctly reproduce the small-x gluon part of renormalization-group evolution,

\[
\hat F_{T,\text{lead.}} = \langle e^2 a \rangle \frac{\alpha_s}{2\pi} \int_x^1 \frac{dz}{z} \frac{[z^2 + (1-z)^2]/2}{Q^2} \int dz P_{gg}(z) = \langle e^2 a \rangle \frac{\alpha_s}{2\pi} \frac{1}{3} G + \text{quark term},
\]

using (8),(12) and the gluon distribution \( G \) evaluated at the average \( [3] x \simeq x_c \), with the lowest \( x \)-moment of the gluon \( \rightarrow \) quark splitting function

\[
\int_0^1 dz P_{gg}(z) = \int_0^1 dz \left[ z^2 + (1-z)^2 \right]/2 = 1/3.
\]

Beyond leading power, the first subleading corrections read

\[
\hat F_T - \hat F_{T,\text{lead.}} = -\langle e^2 a \rangle \frac{C_A}{15 \pi^3} \int db \left[ Q_g^2(b) \right]^2 + \ldots,
\]

\[
\hat F_L - \hat F_{L,\text{lead.}} = -\langle e^2 a \rangle \frac{C_A}{15 \pi^3} \int db \left[ Q_g^2(b) \right]^2 + \langle e^2 a \rangle \frac{C_A}{15 \pi^3} \int db \left[ Q_g^2(b) \right]^2 \ln[Q^2/Q_g^2(b)] + \ldots.
\]

That is, the \( b \) coefficients in (11) are given by

\[
b_{T,0} = -\langle e^2 a \rangle C_A/(20 \pi^3 x), \quad b_{T,1} = 0,
\]

\[
b_{L,0} = -\langle e^2 a \rangle C_A \left[14225 + \psi(1)/15\right]/(\pi^3 x), \quad b_{L,1} = \langle e^2 a \rangle C_A/(15 \pi^3 x),
\]

with \( \psi \) the Euler psi function.

Via process-dependent coefficients analogous to those in (11), the eikonal-operator moments (9) will also control power-like contributions to the associated jet cross sections due to multi-parton interactions in the initial state. At present these processes are modeled by Monte Carlo, which point to their quantitative significance for the proper simulation of hard events at the LHC. The above discussion also suggests the potential usefulness in this context of analyzing jet and structure function data by trading parton distribution functions for s-channel correlators defined according to the method of Sec. 2.
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Single top production in the $Wt$ mode with MC@NLO

Chris D. White
Nikhef, Kruislaan 409, 1058AG Amsterdam, The Netherlands

Abstract
We consider whether it is possible to isolate single top production in the $Wt$ mode as a process at the LHC. A precise definition of this mode becomes problematic beyond leading order due to interference with $t\bar{t}$ production. We give two definitions of the $Wt$ mode whose difference mainly measures this interference, and implement both in the MC@NLO program. Comparison of the results allows us to conclude that is indeed feasible to try to separate the $t\bar{t}$ and $Wt$ processes, subject to adequate cuts.

1 Introduction
Single top physics is of great interest at the Tevatron and LHC both within and beyond the Standard Model. Firstly, it allows detailed scrutiny of the electroweak interactions of the top quark e.g. a direct measurement of $V_{tb}$. Secondly, the fact the mass of the top quark lies around the electroweak scale means that the top sector could be a sensitive probe of new physics. In the Standard Model, there are three ways to produce a single top quark. The least well understood of these is the $Wt$ mode, in which the final state top quark is accompanied by a $W$ boson. Although rather too small to be observed at the Tevatron, the cross-section is significant at the LHC (i.e. about 20% of the total single top cross-section).

At LO, the $Wt$ mode has a well-defined cross-section, which is much smaller than that of $t\bar{t}$ production. At NLO, however, a problem arises due to the real emission contributions shown in Fig. 1. These essentially consist of $t\bar{t}$ production at LO, followed by the decay of the antitop, and result in a very large correction to the LO $Wt$ cross-section. This large NLO contribution results from regions of the phase space where the invariant mass $m_{bW}$ of the $Wb$ pair becomes equal to the top mass i.e. when the antitop propagator becomes resonant. The question then arises as to whether it is still possible to define the $Wt$ mode in such a way that it can be measured independently of top pair production at the LHC. This issue can only be fully addressed in the MC@NLO framework, in which a NLO matrix element is matched with a parton shower, due

Fig. 1: Doubly resonant contributions to the $Wt$ mode.
to the fact that the interference problem manifests itself at NLO and beyond. Furthermore, it is only in the presence of initial and final state showers that one has sufficiently realistic final states, which one may be reasonably confident of having an experimental applicable definition.

It could be argued that instead of isolating the $Wt$ mode by itself, one should consider sums of processes with a given final state (in this case $W^+W^−b(b)$), as was done in the present context in [1]. However, such approaches are problematic given that NLO QCD corrections cannot be included. One knows, for example, that NLO corrections to $tt$ production are large. This casts doubt on the accuracy of more inclusive approaches. Furthermore, it is unduly pessimistic to assume that interference with $tt$ prevents the practical definition of the $Wt$ mode. It is phenomenologically desirable to isolate this process, and if it can be done then this should be investigated fully. Furthermore, a suitable definition allows full NLO QCD corrections to be implemented, thus leads to the most accurate description.

The problem of isolating $Wt$ production has been considered before in the literature, as it is necessary in any calculation beyond LO. Previous ideas for solving the interference problem include restricting $m_{bW}$ directly so as to lie away from the top mass [2], or implementing a global subtraction term to remove the resonant $t\bar{t}$ contribution [3]. These methods were defined at the total cross-section level. A fully differential NLO definition was given in [4]. There, a transverse momentum veto was implemented on the $b$ quark which did not originate from the top, if such a $b$ was present. Harder $b$ quarks tend to have originated from a $\bar{t}$ decay, thus such a veto can be used to filter out the $t\bar{t}$ contribution. Also in [4], some matrix elements with problematic initial states were removed ($\bar{q}q$ in all cases, and $gg$ if the factorisation scale was equal to the transverse momentum veto).

Whilst these solutions work well at the purely NLO level, they are not immediately applicable beyond this e.g. in a real experiment it is not possible to ascertain which decay products originated from a given particle in the hard matrix element. The removal of particular initial states is also theoretically problematic. Firstly, it violates renormalisation group invariance - thus invalidating one of the main motivations for going to NLO (i.e. reduced scale dependence). Secondly, removal of particular initial states is not meaningful in the presence of initial state showers, which mix different partonic subchannels. Nevertheless, we will see that some of the preceding ideas can be generalised in order to suitably define the $Wt$ mode at the MC@NLO level.

2 Two definitions of the $Wt$ mode

We have given two independent definitions of the $Wt$ mode, both of which are applicable locally in phase space and to all orders in the perturbation expansion. By comparing results from the two definitions, we can be confident that theoretical ambiguities in each definition are under control. Our two definitions are named as follows:

1. DIAGRAM REMOVAL (DR). Here one simply removes double resonant diagrams from the $Wt$ amplitude.

2. DIAGRAM SUBTRACTION (DS). Here one modifies the naïve $Wt$ cross-section with a subtraction term, which removes the $t\bar{t}$ resonant contribution locally in phase space. The difference between the definitions arises from the fact that the subtraction is carried out at the amplitude and cross-section levels respectively. Thus, the difference between DR and DS mainly measures the interference term between the $Wt$ and $t\bar{t}$ production modes.
Each of the approaches has some theoretical difficulty. DR, for example, violates QCD gauge invariance. We performed detailed checks in a number of gauges to establish that this is not a problem in practice. In DS, there are some ambiguities in how one forms the subtraction term. All one ultimately requires is that it be strongly peaked when $m_{bW} \simeq m_t$, and that it falls away quickly as $m_{bW}$ moves away from the top mass. We thus use a local subtraction term:

$$d\sigma_{\text{sub}} = |\tilde{A}(tW\bar{b})_{t\bar{t}}|^2 \times \frac{f_{BW}(m_{bW})}{f_{BW}(m_t)}. \quad (1)$$

Here $\tilde{A}(tW\bar{b})_{t\bar{t}}$ is the amplitude for $tW\bar{b}$ production coming from $t\bar{t}$-like diagrams, where the kinematics are reshuffled to place the $\bar{t}$ on-shell. This is then damped by a ratio of Breit-Wigner functions $f_{BW}$ when the invariant mass $m_{bW}$ lies away from the top mass $m_t$. For more details see [5]. A plot of our subtraction term is shown as a function of $m_{bW}$ in Fig. 2. One can see that it is indeed strongly peaked when $m_{bW} \simeq m_t$, and falls off quickly for other values of $m_{bW}$. It cannot be zero for $m_{bW} \neq m_t$ without violating gauge invariance, as happens in the DR definition. Having given two definitions of the $Wt$ mode which are directly applicable in an all orders calculation, we have implemented both of them in the MC@NLO package of [6]. This required the recalculation of the $Wt$ cross-section in the subtraction formalism of [7], and now completes the description of single top production modes in MC@NLO, as the $s$ and $t$-channel modes have already been included [8]. Spin correlations of decay products were implemented for the DR cross-section using the method of [9].
3 Results

We considered example results in which all final state heavy particles decay leptonically. Furthermore, in order to address in more detail the issue of separation of the $t\bar{t}$ and $Wt$ processes, we implemented a transverse momentum veto on the second hardest $B$ hadron by analogy with [4]. That is, events are not accepted if they contain a second hardest $B$ hadron whose pseudo-rapidity satisfies $|\eta| < 2.5$ and which has a transverse momentum $p_{T}^{b} < p_{t,veto}$. This then acts to reduce the interference term between $Wt$ and $t\bar{t}$, due to the fact that harder $b$ quarks tend to originate from a top decay.

We studied a number of observables, and compared the results from the DS and DR definitions of the $Wt$ mode for various choices of $p_{t,veto}$. As a worst case scenario among the observables studied, we present results for the transverse momentum spectrum of the lepton from the top decay in Fig. 3. The results from the two definitions agree closely, except for at very high transverse momenta. However, the cross-section is small here. We also examined the effect of spin correlations, and of varying renormalisation and factorisation scales. These latter effects were larger than that arising from the difference between the DR and DS definitions in all cases.

4 Conclusion

QCD corrections threaten to undermine the definition of the $Wt$ mode beyond LO due to interference with $t\bar{t}$ production. However, it is of clear phenomenological interest to be able to separate the former process in its own right. We have given two workable definitions of this process, implemented in the MC@NLO framework, such that the difference between the definitions mostly measures the interference between $Wt$ and $t\bar{t}$ production.
Comparison of results obtained from the two definitions suggests that they agree closely subject to adequate cuts, and thus that it seems feasible to attempt to isolate Wt production at the LHC. Although further phenomenological analysis is needed to determine whether the tt background itself can be sufficiently reduced, the resulting MC@NLO codes nevertheless represent the state of the art description of the Wt mode.
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PYTHIA 8 Status Report

Torbjörn Sjöstrand
Department of Theoretical Physics, Lund University

Abstract
PYTHIA 8, the C++ rewrite of the commonly-used PYTHIA event generator, is now available in a first full-fledged version 8.1. The older PYTHIA 6.4 generator in Fortran 77 is still maintained, for now, but users are strongly recommended to try out and move to the new version as soon as feasible.

1 Introduction
The “Lund Monte Carlo” family of event generators started in 1978 with the JETSET program. PYTHIA was begun a few years later, and the two eventually were joined under the PYTHIA label. Over the last 25 years the PYTHIA/JETSET program has been widely used to help understand the physics of high-energy collisions.

The program was from the onset written in Fortran 77, up to the current version 6.4 [1]. However, following the move of the experimental community to C++, a corresponding restart and rewrite was made for PYTHIA in 2004 – 2007, with most aspects cleaned up and modernized.

The first production quality release, PYTHIA 8.100, appeared towards the end of 2007 [2]. It was paced to arrive in time for LHC and therefore does not yet cover some physics topics. It has not yet caught on in the LHC experimental collaborations, however, and thus the older Fortran code is still maintained, even if at a reduced level.

2 Physics summary
Here follows a brief summary of the key physics aspects of PYTHIA 8.1, by topic.

Hard processes: The built-in library contains many leading-order processes, for the Standard Model almost all $2 \rightarrow 1$ and $2 \rightarrow 2$ ones and a few $2 \rightarrow 3$, beyond it a sprinkling of different processes, but not yet Supersymmetry or Technicolor. Parton-level events can also be input from external matrix-element-based generators, e.g. using Les Houches Event Files [3]. Also runtime interfaces are possible, and one such is provided to PYTHIA 6.4 for the generation of legacy processes. Resonance decays are included, often but not always with full angular correlations.

Parton showers: Transverse-momentum-ordered showers are used both for initial- and final-state radiation, the former based on backwards evolution. Implemented branchings are $q \rightarrow qg$, $g \rightarrow gg$, $g \rightarrow q\bar{q}$, $f \rightarrow f\gamma$ ($f$ is a quark or lepton) and $\gamma \rightarrow f\bar{f}$. Recoils are handled in a dipole-style approach, but emissions are still associated with one emitting parton. Many processes include matching to matrix elements for the first (= hardest) emission; this especially concerns gluon emission in resonance decays.

Underlying events and minimum-bias events: PYTHIA implements a formalism with multiple parton–parton interactions, based on the standard QCD matrix elements for $2 \rightarrow 2$
processes, dampened in the \( p_{\perp} \to 0 \) limit. The collision rate is impact-parameter-dependent, and collisions are ordered in decreasing \( p_{\perp} \). Multiple interactions (MI) are therefore combined with initial- and final-state radiation (ISR and FSR) in one common sequence of decreasing transverse momenta \( p_{\perp 1} > p_{\perp 2} > p_{\perp 3} \cdots \),

\[
\left. \frac{dP}{dp_{\perp}} \right|_{p_{\perp}=p_{\perp i}} = \left( \frac{dP_{\text{MI}}}{dp_{\perp}} + \sum \frac{dP_{\text{ISR}}}{dp_{\perp}} + \sum \frac{dP_{\text{FSR}}}{dp_{\perp}} \right) \times \exp \left( - \int_{p_{\perp}}^{p_{\perp i}} \left( \frac{dP_{\text{MI}}}{dp_{\perp}'} + \sum \frac{dP_{\text{ISR}}}{dp_{\perp}'} + \sum \frac{dP_{\text{FSR}}}{dp_{\perp}'} \right) dp_{\perp}' \right),
\]

using the “winner takes all” Monte Carlo strategy. This leads to a competition, in particular between MI and ISR, for beam momentum. The beam remnants are colour-connected to the interacting subsystems, with a detailed modelling of the flavour and momentum structure, also for the parton densities to be used at each successive step. The framework also contains a model for colour reconnection, likely the least well understood aspect of this physics area, and therefore one that may require further development.

**Hadronization:** The Lund model for string fragmentation is used to describe the transition from coloured partons to colour singlet hadrons. Subsequent hadronic decays are usually described isotropic in phase space, but in some cases matrix-element information is inserted. It is also possible to link to external decay packages, e.g. for \( \tau \) or \( B \) decays. A model for Bose–Einstein effects is included, but is off by default.

### 3 Program evolution

The above physics description largely also applies to *PYTHIA 6.4*. There are some differences to be noted, however.

Many old features have been definitely removed. Most notably this concerns the framework for independent fragmentation (a strawman alternative to string fragmentation) and the older mass-ordered showers (that still are in use in many collaborations, but do not fit so well with the new interleaved MI/ISR/FSR description).

Features that have been omitted so far, but should appear when time permits, include \( ep \), \( \gamma p \) and \( \gamma \gamma \) beam configurations and a set of SUSY and Technicolor processes.

New features, relative to *PYTHIA 6.4* include

- the interleaved MI/ISR/FSR evolution (6.4 only interleaved MI and ISR),
- a richer mix of underlying-event processes, no longer only QCD jets but also prompt photons, low-mass lepton pairs and \( J/\psi \),
- possibility to select two hard processes in an event,
- possibility to use one PDF set for the hard process and another for MI/ISR, and
- updated decay data.

Major plans for the future include a new model for rescattering processes in the MI machinery, and new facilities to include matrix-element-to-parton-shower matching.

In addition minor improvements are introduced with each new subversion. Between the original 8.100 and the current 8.108 the list includes
• possibility to have acollinear beams, beam momentum spread and beam vertex spread,
• updated interfaces to several external packages,
• improved possibility to run several Pythia instances simultaneously,
• code modifications to compile under gcc 4.3.0 with the -Wshadow option, and
• some minor bug fixes.

4 Program structure
The structure of the PYTHIA 8 generator is illustrated in Fig. 1. The main class for all user interaction is called Pythia. It calls on the three classes

- ProcessLevel, for the generation of the hard process, by sampling of built-in matrix elements or input from an external program,
- PartonLevel, for the additional partonic activity by MI, ISR, FSR and beam remnants,
- HadronLevel, for the transition from partons to hadrons and the subsequent decays.

Each of these, in their turn, call on further classes that perform the separate kinds of physics tasks.

Information is flowing between the different program elements in various ways, the most important being the event record, represented by the Event class. Actually, there are two objects of this class, one called process, that only covers the few partons of the hard process above, and another called event, that covers the full story from the incoming beams to the final hadrons. A small Info class keeps track of useful one-of-a-kind information, such as kinematical variables of the hard process.

There are also two incoming BeamParticles, that keep track of the partonic content left in the beams after a number of interactions and initial-state radiations, and rescales parton distributions accordingly.

The process library, as well as parametrisations of total, elastic and diffractive cross sections, are used both by the hard-process selection machinery and the MI one.

The Settings database keeps track of all integer, double, boolean and string variables that can be changed by the user to steer the performance of PYTHIA, except that ParticleDataTable is its own separate database.

Finally, a number of utilities can be used just about anywhere, for Lorentz four-vectors, random numbers, jet finding, simple histograms, and for a number of other “minor” tasks.

5 Program usage
When you want to use PYTHIA 8 you are expected to provide the main program. At least the following commands should them be used:

• `#include "Pythia.h"` to gain access to all the relevant classes and methods,
• `using namespace Pythia8;` to simplify typing,
• `Pythia pythia;` to create an instance of the generator,
• `pythia.readString("command");` (repeated as required) to modify the default behaviour of the generator (see further below), or alternatively
• `pythia.readFile("filename");` to read in a whole file of commands, one per line,
• `pythia.init();` to initialize the generator, with different optional arguments to be used to set incoming beam particles and energies,
• `pythia.next();` to generate the next event, so this call would be placed inside the main event generation loop,
• `pythia.statistics();` to write out some summary information at the end of the run.

The `pythia.readString(...)` and `pythia.readFile(...)` methods are used to modify the values stored in the databases, and it is these that in turn govern the behaviour of the program. There are two main databases.

• **Settings** come in four kinds, boolean flags, integer modes, double-precision parms, and string words. In each case a change requires a statement of the form `task:property = value`, e.g. `TimeShower:pTmin = 1.0`.

• **ParticleDataTable** stores particle properties and decay tables. To change the former requires a statement of the form `id:property = value`, where `id` is the identity code of the particle, an integer. The latter instead requires the form `id:channel:property = value`, where `channel` is a consecutive numbering of the decay channels of a particle.

Commands to the two databases can be freely mixed. The structure with strings to be interpreted also allows some special tricks, like that one can write `on` instead of `true` and `off` instead of `false`, or that the matching to variable names in the databases is case-insensitive.

Information about all settings and particle data can be found in the online manual, which exists in three copies. The `xml` one is the master copy, which is read in when an instance of the generator is created, to set up the default values that subsequently can be modified. The same information is then also provided in a copy translated to more readable `html` format, and another copy in `php` format. The interactivity of the latter format allows a primitive graphical user interface, where a file of commands can be constructed by simple clicking and filling-in of boxes.

The online manual contains more than 60 interlinked webpages, from a program overview to some reference material, and in between extensive descriptions how to set up run tasks, how to study the output, and how to link to other programs. In particular, all possible settings are fully explained.

## 6 Trying it out

If you want to try out PYTHIA 8, here is how:

• Download `pythia8108.tgz` (or whatever is the current version when you read this) from
  `http://www.thep.lu.se/~torbjorn/Pythia.html`
• tar xvfz pythia8108.tgz to unzip and expand.
• cd pythia8108 to move to the new directory.
• ./configure ... is only needed to link to external libraries, or to use options for debug or shared libraries, so can be skipped in the first round.
• make will compile in 1 – 3 minutes (for an archive library, same amount extra for a shared one).
• The htmldoc/pythia8100.pdf file contains A Brief Introduction [2].
• Open htmldoc/Welcome.html in a web browser for the full manual.
• Install the phpdoc/ directory on a webserver and open phpdoc/Welcome.php in a web browser for an interactive manual.
• The examples subdirectory contains > 30 sample main programs: standalone, link to libraries, semi-internal processes, ...
• These can be run by make mainNN followed by ./mainNN.exe > outfile.
• A Worksheet contains step-by-step instructions and exercises how to write and run main programs.

Note that PYTHIA is constructed so it can be run standalone, and this is the best way to learn how it works. For an experimental collaboration it would only be a piece in a larger software puzzle, and so a number of hooks has been prepared to allow various kinds of interfacing. The price to pay for using them is a more complex structure, where e.g. the origin of any errors is less easy to hunt down. Several aspects, such as the access to settings and particle data, should remain essentially unchanged, however.

7 Outlook
PYTHIA 6.4 is still maintained, with a current version 6.418 that weighs in at over 77,000 lines of code (including comments and blanks) and has a 580 page manual [1], plus update notes and sample main programs. No further major upgrades will occur with this program, however, and we intend to let it gradually die.

Instead PYTHIA 8.1 should be taking over. Currently it is smaller than its predecessor, with “only” 53,000 lines of code and a puny 27 page manual [2], but with much further online documentation and a big selection of sample main programs. It already contains several features not found in 6.4, and will gradually become the obvious version to use.

The LHC collaborations are strongly encouraged to accelerate the transition from 6.4 to 8.1, e.g. by serious tests with small production runs, to find any remaining flaws and limitations.

Acknowledgements
The PYTHIA 8 program was made possible by a three-year “sabbatical” with the SFT group at CERN/EP. This unwavering support is gratefully acknowledged. Mikhail Kirsanov and other members of the GENSER group has provided further help with Makefiles and other technical tasks. The work was supported in part by the European Union Marie Curie Research Training Network MCnet under contract MRTN-CT-2006-035606.
References


Fig. 1: The relationship between the main classes in PYTHIA 8. The thick arrows show the flow of commands to carry out different physics tasks, whereas the thinner show the flow of information between the tasks. The bottom box contains common utilities that may be used anywhere. Obviously the picture is strongly simplified.
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Abstract
I present the status of the THEPEG project for creating a common platform for implementing C++ event generators. I also describe briefly the status of the new version of ARIADNE implemented using this framework.

1 Introduction
Monte Carlo Event Generators have developed into essential tools in High Energy Physics. Without them it is questionable if it at all would be possible to embark on large scale experiments such as the LHC. Although the current event generators work satisfactorily, the next generation of experiments will substantially increase the demands both on the physics models implemented in the event generators and on the underlying software technology.

Below is a very brief description of the THEPEG [1] project for designing a general framework in C++ for implementing event generator models, and also the ARIADNE program which uses THEPEG to implement the underlying dipole cascade model. Also HERWIG++ [2] is implemented in the THEPEG framework, but this program is described elsewhere in these proceedings.

2 Basic structure
THEPEG is a general platform written in C++ for implementing models for event generation. It is made up from the basic model-independent parts of PYTHIA7 [3, 4], the original project of rewriting the Lund family of event generators in C++. When the corresponding rewrite of the HERWIG program [5] started it was decided to use the same basic infrastructure as PYTHIA7 and therefore the THEPEG was factorized out of PYTHIA7 and is now the base of both PYTHIA7 and HERWIG++ [2]. Also the coming C++ version of ARIADNE [6] is using THEPEG. It should be noted, however, that the new C++ version of PYTHIA, called PYTHIA8 is not built on THEPEG.

THEPEG implements a number of general utilities such as smart pointers, extended type information, persistent I/O, dynamic loading, a system for handling physical units and some extra utilities for kinematics, phase space generation etc.

The actual event generation is then performed by calling different handler classes for hard partonic sub-processes, parton densities, QCD cascades, hadronization etc. To implement a new model to be used by THEPEG, the procedure is then to write a new C++ class inheriting from a corresponding handler class and implement a number of pre-defined virtual functions. Eg. a class for implementing a new hadronization model would inherit from the abstract HandronizationHandler class, and a new parton density parameterization would inherit...
from the PDFBase class. These classes communicate with each other and with the underlying framework using pre-defined virtual function definitions and a highly structured Event object.

To generate events with THEPEG one first runs a setup program where an EventGenerator object is set up to use objects implementing different models for different steps of the generation procedure. All objects to be chosen from are stored in a repository, within which it is also possible to modify switches and parameters of the implemented models in a standardized fashion, using so called interface objects. Typically the user would choose from a number of pre-defined EventGenerator objects and only make minor changes for the specific simulation to be made. When an EventGenerator is properly set up, it is saved persistently to a file which can then be read into a special run program to perform the generation, in which case special AnalysisHandler objects may be specified to analyze the resulting events. Alternatively, the EventGenerator can be read into e.g. a detector simulation program or a user supplied analysis program, where it can be used to generate events.

3 Status
THEPEG version 1.2 is available [1] and is working. As explained above, it contains the basic infrastructure for implementing and running event generation models. It also contains some simple physics models, such as some $2 \rightarrow 2$ matrix elements, a few parton density parameterizations (and an interface to LHAPDF [7]) and a near-complete set of particle decays. However, these are mainly in place for testing purposes, and to generate realistic events, the PYTHIA7 and/or HERWIG++ programs are needed.

Currently the program only works under Linux and MacOS using the gcc compiler. This is mainly due to the use of dynamic linking of shared object files, which is inherently platform-dependent. However, the build procedure uses the libtool facility [8], which will hopefully allow for easy porting to other platforms in the future.

Although THEPEG includes a general structure for implementing basic fixed-order matrix element generation to produce the initial hard subprocesses in the event generation, a general procedure for reading such parton level events from external programs using the Les Houches accord [9, 10] is included.

The documentation of THEPEG is currently quite poor. The code itself is documented using the Doxygen format [11], which provides some technical documentation. The lack of documentation means that there is currently a fairly high threshold for a beginner to start using and/or developing physics modules for THEPEG. However, THEPEG has a well worked through low-level interface to be able to set parameter and switches, etc. in classes introduced to the structure from the outside. This means that the running of THEPEG does not require a C++ expert, but can be handled through a simple command-line facility or through a Java-based graphical user interface.

Among the recent developments in THEPEG one can note that there is now an option to do compile-time checking of units in all mathematical expressions. Also a number of helicity classes for construction of matrix elements has been imported from HERWIG++. Furthermore, the dependence on CLHEP [12] has been dropped and the only dependence on external packages is the GNU scientific library [13], which is a standard package in all Linux distributions.
3.1 ARIADNE

The reimplementation of the ARIADNE [6] program using the framework of THEPEG has started but is not yet publicly available. Although this is mainly a pure rewrite of the fortran version of ARIADNE, it will contain some improvements, such as CKKW matching [14, 15]. In addition, an improved version of the LDCMC [16] is planned.

ARIADNE is supposed to be used together with Lund string fragmentation, and for that purpose an interface of relevant parts of the PYTHIA8 program to the THEPEG framework is planned. Meanwhile there is already a simplified implementation of string fragmentation in the PYTHIA7 program [4] which was the first attempt to reimplement PYTHIA into C++.

4 Conclusions

THEPEG can now be considered to be a stable piece of software. Several improvements can be expected in the future, but the basic structure is fixed and has been working well for all models which have been implemented so far.
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CASCADE is a full hadron level Monte Carlo event generator for $ep$, $\gamma p$, $pp$ and $p\bar{p}$ processes, which uses the unintegrated parton distribution functions convoluted with off-mass shell matrix elements for the hard scattering. The CCFM [1] evolution equation is an appropriate description valid for both small and moderate $x$ which describes parton emission in the initial state in an angular ordered region of phase space. For inclusive quantities it is equivalent to the BFKL and DGLAP evolution in the appropriate asymptotic limits. The angular ordering of the CCFM description makes it directly applicable for Monte Carlo implementation.

A detailed description of CASCADE is given in [2], the source code of CASCADE and a manual can be found under: http://www.desy.de/~jung/cascade/. A description and discussion of the CCFM unintegrated gluon densities used in CASCADE can be found in [3, 4] The unintegrated gluon density $x A_0(x, k_\perp, \bar{q})$ is a function of the longitudinal momentum fraction $x$ the transverse momentum of the gluon $k_\perp$ and the factorization scale $\bar{q}$. A general discussion of unintegrated gluon densities is given in [5–8].

The matrix elements for heavy quark [9, 10] and Higgs [11] production in $k_t$-factorization are available since long. The $k_\perp$-factorisation approach can be used all the way up to high transferred-momentum scales. As an illustration in Fig. 1 we present a numerical calculation for the transverse momentum spectrum of top-antitop pair production at the LHC [5]. Small-$x$ effects are not large in this case. Rather, this process illustrates how $k_\perp$-factorisation works in the region of finite $x$ and large virtualities of the order of the top quark mass. It is interesting to note that even at LHC energies the transverse momentum distribution of top quark pairs calculated from $k_\perp$-factorisation is similar to what is obtained from a full NLO calculation (including parton showers, MC@NLO [12]), with CASCADE giving a somewhat harder spectrum, Fig. 1.

However, to use CASCADE for standard processes at the LHC, $g^* g^* \rightarrow W/Z Q \bar{Q}$ production [13, 14] and quark induced processes [15] ($q^* g \rightarrow q g$) needed to be calculated in the $k_t$-factorization approach. First results from these calculations are given in [16].

The QCD-Compton process needs special attention: First, we are dealing with light partons, and collinear and soft regions have to be avoided. This is done by applying a cut on the transverse momentum $p_{t\text{cm}}$ of any of the outgoing $q$ or $g$ in the laboratory frame. Secondly, unintegrated quark distributions had to be determined. Since the aim is mainly to cover the forward or backward region at LHC, only the valence quarks are considered, avoiding any complication with double counting of sea-quarks and gluon contributions. The unintegrated quark density is obtained from a full CCFM evolution of valence quarks (taken at $Q_0$ from CTEQ 5 [17]) treating correctly the full kinematics during the evolution. Only the $q \rightarrow q g$ splitting functions were included, which are finite for small $x$.

For all processes, the initial state parton shower is obtained from a deconvolution of the CCFM unintegrated parton densities, obeying the angular ordering constraint. The angular ordering is essential for the $x$ dependence of the unintegrated parton densities. However, during
the initial state cascade, the emitted parton can also undergo a further time-like cascade. This
time-like showering is now included, where the maximum virtuality of the showering partons is
set by the transverse momentum of the parent parton. The time-like cascade follows again angular
ordering, but it does not change (except from kinematics) the angular ordering of the initial
state cascade, which is constrained by the unintegrated parton density.

New developments to properly model the dense partonic system have lead to the intro-
duction of a absorptive boundary simulating effectively the saturation effect coming from non-linear
evolution equations. The absorptive boundary at small $x$ suppresses the small $k_t$ region of the
unintegrated gluon density. The initial parameters for these uPDFs have to be determined from
fits to measurements [18] and yield a similarly good $\chi^2$. These uPDFs are available in CASCADE
(version 2.0.2), allowing the study of saturation effects with final state observables.
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**AlpGen and SHERPA in Z/γ∗ + jets at LHC**
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**Abstract**
A study of AlpGen and SHERPA event generators in the production of Z/γ∗ + jets events at LHC is presented. Both generators implement a combined use of multi-parton tree level matrix element calculations and parton shower, but the prescriptions used to match the two approaches are different. We will show a collection of lepton and jet observables and how they change as the parameters that steer the matching prescription are altered. We will also show a comparison between the two algorithms when run with the default parameter choice. The study has been done using the Rivet analysis framework.

1 Introduction
The characterization of Z/γ∗ + jets production at LHC, with the vector boson decaying leptonically, will be one of the goals of the early LHC physics analyses; the rather clear leptonic signature will make these events easy to identify, and the vector boson kinematics will be reconstructed quite well even with a not perfectly calibrated/aligned detector: these signals will be very useful, for example, for the calibration of the calorimeter response using the balancing of the jets with the recoiling vector boson. Z bosons will be produced at the LHC with unprecedented rates, thus allowing a very precise determination of the vector boson mass and width; besides Z/W + jets events represent a background for many new physics searches, such as SUSY.

For all these reasons it’s extremely important to understand the different characteristics of the event generators that can produce these events, to understand the theoretical uncertainties connected to residual dependence on parameters such as the scale choice and to spot how the differences among the event generators on the market translate into the observables reconstructed in the experiments.

Several event generators exist that can produce Z/γ∗ + jets events. The PYTHIA [1] and HERWIG [2] event generators implement the LO calculation of the hard 2 → 2 process and then continue the evolution with the parton shower technique.

A different approach, which proved quite effective in describing Tevatron data, consists of the combination of matrix element (ME) tree level calculations for up to several partons in the final state and subsequent parton shower (PS), with care not to double count configurations that can be produced both from the matrix element and from the parton shower. AlpGen [3] and SHERPA [4] both implement this approach, but with significant differences.

2 Matching prescriptions
CKKW: The SHERPA event generator comes with its own ME calculator, called AMEGIC++ [5] (A Matrix Element Generator In C++), and with its own PS, called APACIC++ [6] (A Parton
CA$\text{S}$cade in C++). In this event generator the CKKW prescription for matching ME and PS is implemented in full generality.

The CKKW prescription was originally proposed for $e^+e^-$ collision [7], then it was extended to hadron collisions [8]. It’s based on a separation of the phase space in a region for jet production, handled by the ME and a region for jet evolution, handled by the PS. The separation is determined using a $k_\perp$ measure; a configurable $k_\perp$ cutoff, $y_{\text{cut}} = Q^2_{\text{cut}}/E^2_{\text{CM}}$, is used to define the separation of the two regions; $Q_{\text{cut}}$ is the only parameter of this matching prescription.

The first step of the CKKW matching prescription is the calculation of the ME cross sections for all the parton multiplicities we want to enter the final state. In this calculation $y_{\text{cut}}$ is used to cutoff divergences: the cross section is calculated for parton configurations such that the minimum $k_\perp$ distance between two partons is above $y_{\text{cut}}$. In the ME cross section estimation a fixed value for $\alpha_S$, $\alpha_{S\text{ME}}$, is used.

The problem with ME calculation is that they are inclusive, so one cannot simply add ME cross sections for different final state parton multiplicities.

In the CKKW approach events produced according to the ME cross sections are reweighted with a Sudakov form factor weight. This makes ME cross sections exclusive. To calculate the Sudakov weight final state partons arising from the ME calculations are clustered back with a $k_\perp$ clustering till the core 2 $\rightarrow$ 2 process. In this way a series of splittings is reconstructed, that represent the splittings that would occur in a PS description of that final state. On this basis the Sudakov weight is calculated. An $\alpha_S$ correction is also applied to take into account that the splittings happened at scales different from $Q_{\text{cut}}$, as originally imposed in the ME calculation.

Below the scale $y_{\text{cut}}$ the evolution is described by the PS alone, but with a veto to avoid emission above $y_{\text{cut}}$, that has been taken into account already in the ME.

**MLM:** The MLM prescription is implemented in AlpGen; it is similar to the CKKW prescription for what concerns the production of ME events and the reweighting of $\alpha_S$ but implements the Sudakov reweighting and the veto on the PS in a different way.

In the MLM approach a conventional PS program (PYTHIA or HERWIG) is used to shower events emerging from the ME. The shower is performed without any constraint. Partons resulting from the PS are clustered into jets with a cone algorithm. If all the jets match to all the partons generated from the ME the event is kept otherwise it is discarded. A special treatment is then needed for the events produced by the highest multiplicity ME, where additional jets, softer that the matched ones are allowed.

In this way the MLM prescription both reproduces the effect of the Sudakov reweighting and vetoes additional hard emission from the shower.

### 3 Analysis framework

Both programs were run with up to three additional partons from the matrix element. In order to better identify the effect of the different matching prescriptions we switched off the underlying event simulation.

We setup an analysis in the Rivet [9] analysis framework. Rivet is interfaced to a number
of event generators through the AGILe package: this means that one can run both SHERPA and AlpGen within Rivet and run exactly the same analysis code on them. Rivet analyses are actually run on the RepMC [10] record as it is produced from the generator.

We run the analysis at hadron level, selecting final state particles with pseudorapidity $\eta$ such that $|\eta| < 5$. We selected lepton pairs with an invariant mass between 66 GeV and 116 GeV. Jets were reconstructed with the longitudinally invariant $k_\perp$ algorithm [11], as implemented in the FastJet package [12]. We set the pseudo-radius parameter of the $k_\perp$ algorithm to 0.4 and we set a minimum $p_T$ for jets of 30 GeV.

4 Results for SHERPA

Fig. 1 shows the $p_T$ (a) and $\eta$ (b) distributions for the lepton pair produced in SHERPA. The contribution from different jet multiplicities is put into evidence in color, while the overall contribution is in black. We observe that the high $p_T$ tail of the distribution is due to the multiple jet contribution.

Fig. 2 shows differential jet rates in SHERPA. Differential jet rates are the distribution of the resolution parameter in the $k_\perp$ clustering, that makes an $n$ jet event turn into an $n-1$ jet event. To compute differential jet rates one might think of running the $k_\perp$ clustering in exclusive mode with different values of the resolution parameter, looking for the parameter that makes on jet disappear, thus leading to the transition $n \rightarrow n-1$. Actually this is done more efficiently simply looking at the relevant recombinations in the clustering sequence when running $k_\perp$ clustering in inclusive mode. Those plots give a very detailed picture of how the phase space is filled. In particular one has to take care of what happens around the separation cut between the ME-filled region and the PS-filled region, marked with a vertical dashed line in the plots. The phase space above the line is filled by the ME, below by the PS. While the $1 \rightarrow 0$ transition looks quite smooth, some structure around the separation cut is present in the $2 \rightarrow 1$ and $3 \rightarrow 2$ plots. The effect is anyway moderate, and is due to mismatches that can occur close to the cut, due to the way the PS modifies the ME kinematics.

Fig. 3 shows how the $p_T$ and $\eta$ distribution of the lepton pair change if the value of the parameter $Q_{cut}$ that steers the matching is changed. As $Q_{cut}$ is increased the $p_T$ spectrum tends
Fig. 2: Differential jet rates in SHERPA. (a) $1 \rightarrow 0$, (b) $2 \rightarrow 1$ (c), $3 \rightarrow 2$

to be softer and the $\eta$ distribution less central. This is probably due to the reduced phase space available for the ME as $Q_{cut}$ is increased. Since the ME is responsible for the hardest parton kinematics, an increase in $Q_{cut}$ results in slightly softer spectra.

Fig. 3: $p_T$ distribution (a) and $\eta$ distribution (b) for the lepton pair in SHERPA with three different values of $Q_{cut}$.

Fig. 4 shows the $Q_{cut}$ dependency in differential jet rate plots. Differences are observed in the transition region around $Q_{cut}$. The difference with respect to the default 20 GeV is at most 40%.

Fig. 4: Differential jet rates in SHERPA for three different values of $Q_{cut}$. (a) $1 \rightarrow 0$, (b) $2 \rightarrow 1$ (c), $3 \rightarrow 2$
5 Results for AlpGen

AlpGen sample has been showered using PYTHIA. We tried two different values for the minimum $p_T$ in the cone algorithm that is used in AlpGen to steer the MLM matching: 25 GeV and 40 GeV.

Fig. 5 shows the effect of this change on the lepton pair $p_T$ and $\eta$ spectra. The effect is almost negligible.

Fig. 6 shows differential jet rate plots for AlpGen for the two values of the minimum $p_T$ in the internal cone algorithm. Also in this case the differences are concentrated in the region around $p_T^{\text{min}}$, that is effectively the value used in AlpGen to separate the ME and PS regions.

6 A comparison between the two

We made a comparison between AlpGen and SHERPA when run with the default settings. For AlpGen we used both PYTHIA and HERWIG as parton showers. Fig. 7 shows the $p_T$ spectrum and the $\eta$ distribution of the lepton pair and the $p_T$ spectrum of one of the two leptons. We observe that SHERPA shows the hardest spectrum both for the lepton pair and the single lepton, while AlpGen+PYTHIA is the softest. This translates into the $\eta$ distribution, with SHERPA showing the most central boson, and AlpGen+PYTHIA the less central.
Fig. 7: $p_T$ distribution of the lepton pair (a), of the positive lepton (b) and $\eta$ distribution for the lepton pair (c) in SHERPA, AlpGen+PYTHIA and AlpGen+HERWIG. Relative difference plots are with respect to SHERPA.

Fig. 8 shows the jet multiplicity, the hardest and the second jet spectra. SHERPA shows a higher mean jet multiplicity; this is consistent with the harder leptonic spectra, given that the $Z$ boson recoils against the jets. Also the leading jet $p_T$ spectrum is harder in SHERPA, while the spectrum for the second jet is similar.

Fig. 8: Jet multiplicity (a) and $p_T$ spectrum for the hardest (a) and second (b) jet in SHERPA, AlpGen+PYTHIA and AlpGen+HERWIG. Relative difference plots are with respect to SHERPA.

7 Conclusion
A study AlpGen and SHERPA for the production of $Z/\gamma^* + jets$ has been done. A series of consistency checks have been performed with both generators to check the sensitivity to parameters that steer the matching prescription. No big dependencies were spotted. The two generators were compared when run with default settings. Some not negligible differences were spotted, both in the lepton and jet observables. SHERPA shows in general harder spectra, and also a higher mean jet multiplicity.

The analyses shown in this paper were performed with the Rivet Analysis framework.
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Abstract
This work presents a thorough comparison of some of the most popular generators for top-pair production at the LHC in the framework of the CMS software. The aim is to validate the physics contents after their integration in the experimental software and to give indications for the best possible choices of the generator set-up.

1 Introduction
The description of top-pair production at the LHC can be handled by different kind of generation tools. The most traditional approach, via leading order (LO) calculations (examples are generators like PYTHIA [1], TopRex [2]), is now accompanied by more modern tools allowing the inclusion of higher leading order (HLO) QCD terms, via the so-called matrix elements (ME) - parton shower (PS) matching [3] (examples are ALPGEN [4] or the recent version of MadGraph [5]). Also available are now next-to-leading-order (NLO) QCD generators like MC@NLO [6].

The aim of this work is to test the physics contents of the different generators in the domain of top physics and in the framework of the CMS software. This also allows a common environment for the comparisons. Studies at pure generator level are documented by several articles already [7]. This work should not be intended as a generator review.

2 Set-up and event reconstruction
In the following comparisons of event generators, performed for pp collisions at a centre-of-mass energy of 14 TeV, the pure PS part is described in a uniform way by the use of PYTHIA, with care to have the same input parameter settings in all conditions. Exception is MC@NLO, currently only interfaced to HERWIG. The scales and PDFs are also chosen to be as much as possible the same: exception to this is a slight difference in the scale definition in ALPGEN and MadGraph. The details of the input settings, as well as the numbers of events generated for this study, are reported in table 1. The validity of the choice of the tuning with new approaches for the description of the radiation goes beyond the scope of the present note; it is, on the contrary, relevant to maintain the input settings as uniform as possible.

The comparisons are made at the generator level, after radiation from PS. The variables are reconstructed from the quarks and leptons before their final state radiation, the shown variables are therefore sensitive to the description of initial or intermediate (from top) state radiation (ISR). All the plots shown in the following are normalised to unity for the sake of clarity.
Table 1: Main generator input parameter settings, and total number of generated events for this study. The transverse mass $m_T$ is defined as $\sum_{\text{tops}}(m^2 + p_T^2)$. The MC@NLO generator is only interfaced with the HERWIG hadronisation, so no direct comparison in the parameter settings can be made.

### 3 The importance of ME-PS matching

At the energy scale of the LHC the description of gluon radiation becomes crucial. Recent techniques for PS-ME matching allow to describe much better the hard gluon radiation, maintaining the parton shower approximation for low $p_T$ emissions. In the following we have used TopReX as the LO reference, ALPGEN and MadGraph as examples of matched $t\bar{t}$ event generations and MC@NLO as a NLO QCD description of the $t\bar{t}$ process.

Differences in gluon radiation may manifest themselves in distortions of the top quark angular distributions and transverse variables. The most spectacular effect can be appreciated in the transverse momentum of the radiation itself, which equals the transverse momentum of the $t\bar{t}$ system.

This is what is shown in figure 1 for two standard generations in comparison to the newly available matching scheme [8] of MadGraph: all the different contributions to a fixed ME order, ie $t\bar{t}+$0jets, $t\bar{t}+$1jets, $t\bar{t}+$2jets and $t\bar{t}+$3jets, are explicitly indicated. The matching scheme is such that there is no phase space double counting in the different samples: no matching is performed for the last sample to let the PS predict configurations at higher jet multiplicities. The samples are mixed together according to the respective cross-sections. In the same figure also the azimuthal difference between the two tops is shown.

From the picture it is evident that gluon production via ME predicts a much harder transverse spectrum. The difference in shape is impressive, reaching orders of magnitude in the ratio at very high $p_T$. The increased activity in hard gluon emission for the matched case also explains a decreased azimuthal distance between the two tops, as shown in the right-hand plot. The predicted average $p_T$ of the radiation by MadGraph is 62 GeV/c (72 GeV/c with ALPGEN), with a 40% probability of having more than 50 GeV/c as gluon $p_T$ in $t\bar{t}$ events. This large gluon activity will have an impact in the capability of correctly reconstructing top quark events at the LHC, and in correctly interpreting radiation as a background for new physics searches.

Differences in differential distributions are visible not only in the transverse plane: having more radiation tends to increase the event transverse activity. Moreover, the two top quarks and the resulting decay products are more central and generally closer to each other. We believe the difference we see are important enough to motivate the choice of a matching generation for
the description of any sufficiently hard SM process: this is particularly important when such processes are background to higher jet multiplicity configurations.

One important step in the validation of the physics contents of the matching in CMSSW is to compare two different approaches in the top sector. In figure 2 we present the ALPGEN predictions compared to MadGraph with ME-PS matching.

The blue and red curves represent the distributions for the matched samples of ALPGEN and MadGraph, respectively. For the $p_T$ of the $t\bar{t}$ system also the individual components are shown. The agreement is more than acceptable for the $p_T$ and remarkable for the azimuthal difference between the top quarks. Especially in the tails of the distributions, corresponding to high radiation conditions, the disagreement reduces to a maximum discrepancy of 50%. To properly appreciate the difference between the two predictions we should, however, account for the theory errors as well. These errors come, mainly, from scale definitions, PDFs, PS tunings; a detailed study on the dependence of the results on these effects is desirable before any conclusion on residual discrepancies between the generators can be drawn.

The comparison showed very good agreement in many other distributions that are not shown here. We observed a slight difference in shape for the transverse momentum and an excellent agreement for angular variables, with difference typically below 5%. We believe that the two generators can equally well be used to describe environments with hard gluon emission.
in the final state.

4 Matched calculations versus NLO predictions

Another extremely important test comes by comparing ME-PS matched calculations with NLO QCD tools, especially for what concerns transverse variables. With the availability of MC@NLO as event generator this is now possible. Such comparison must be looked at with a grain of salt, since the hadronisation is performed with different tools and since inclusive NLO variables are compared with matched HLO quantities, typically at orders greater than the first. Nonetheless, in a throughout comparison of the kinematics of final state fermions and intermediate tops, a very good agreement was always found. Figure 3 shows the transverse momentum of the system, and excellent agreement in the high radiation tails is visible.

In this case discrepancies appear in the soft regime, where indeed the hadronisation with the PS plays an important role. There, a complete tuning of the PS models (with the respective externals MEs) needs to be made before performing a trustable comparison.

5 Summary and outlook

We presented a throughout comparison, at parton level, of generator predictions in the top sector at the LHC energy. The tests were performed in the framework of the CMS software. A generation with matching PS-ME gives important differences in the description of the radiation and should be chosen as currently the best way to describe SM processes where the description of QCD radiation is important. This is even more relevant when such process is background to something else (SM or new physics). Matched calculations have also been tested versus NLO generators, with very good agreement in the prediction of transverse variables.

Fig. 2: Transverse momentum of the $t\bar{t}$ system (left), azimuthal difference between the tops (center) and pseudorapidity of the tops (right) for ALPGEN matched and MadGraph matched. The individual components $t\bar{t}+n$jets are explicitly plotted in the left plot. The lower plots show the ratios of the histograms.
Fig. 3: Transverse momentum of the $t\bar{t}$ system for ME-PS matched predictions and MC@NLO.
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Abstract

Herwig++ is the successor of the event generator HERWIG. In its present version 2.2.1 it provides a program for full LHC event generation which is superior to the previous program in many respects. We briefly summarize its features and describe present work and some future plans.

1 Introduction

With the advent of the LHC era it was decided to completely rewrite the general purpose event generator HERWIG [1,2] in C++ under the name Herwig++, based on the package ThePEG [3,4]. The goal is not only to provide a simple replacement of HERWIG but to incorporate physics improvements as well [5]. From 2001 until now Herwig++ has been continuously developed and extended [6–10]. The current version is 2.2.1, cf. [11]. The physics simulation of the current version is more sophisticated than the one of Fortran HERWIG in many respects. In this report we will briefly summarize the status of the different aspects of the simulation. These are the hard matrix elements available, initial and final state parton showers, the hadronization, hadronic decays and the underlying event. We conclude with an outlook to planned future improvements.

2 Physics simulation steps

2.1 Matrix elements

The event generation begins with the hard scattering of incoming particles or partons in the case of hadronic collisions. We have included a relatively small number of hard matrix elements. These include $e^+ e^-$ annihilation to $q\bar{q}$ pairs or simply to $Z^0$ bosons and deep inelastic scattering. In addition there is the Higgsstrahlung process $e^+ e^- \to h^0 Z^0$. For hadron–hadron collisions we have the QCD $2 \to 2$ processes including heavy quark production. For colourless final states we have the following matrix elements,

$$ hh \rightarrow (\gamma, Z^0) \rightarrow \ell^+ \ell^-, \quad hh \rightarrow W^\pm \rightarrow \ell^\pm \nu_{\ell}(\bar{\nu}_{\ell}), \quad hh \rightarrow h^0, \quad hh \rightarrow h^0 Z^0, \quad hh \rightarrow \gamma \gamma. $$

\textsuperscript{*}herwig@projects.hepforge.org
We also provide matrix elements for processes with additional jets in the final state, like

$$hh \rightarrow (\gamma, Z^0, W^\pm) + \text{jet}, \quad hh \rightarrow h^0 + \text{jet}.$$ 

In addition, there are matrix elements for perturbative decays of the top quark, which will be simulated including spin correlations (see below). There will be some more matrix elements added in future versions, e.g. for $hh \rightarrow qqh^0$. Despite the rather small number of matrix elements, there is no real limitation to the processes that may be simulated with Herwig++. In practice, one may use any matrix element generator to generate a standard event file [12] which in turn can be read and processed by Herwig++.

For processes with many legs in the final state we follow a different strategy. When the number of legs becomes large — typically larger than 6–8 particles in the final state — it will be increasingly difficult to achieve an efficient event generation of the full matrix element. For these situations we have a generic framework to build up matrix elements for production and decays of particles in order to approximate any tree level matrix element as a simple production process with subsequent two or three body decays. This is a good approximation whenever the widths of the intermediate particles are small. The spin correlations among these particles can be restored with the algorithm described in [13]. Also finite width effects are taken into account [14]. The full simulation of several processes of many models for physics beyond the standard model (MSSM, UED, Randall–Sunrum model) is thus possible in Herwig++ [15]. Here, all necessary matrix elements for production and decay processes are constructed automatically from a model file.

2.2 Parton Showers and matching with matrix elements

After the hard process has been generated, typically at a large scale $\sim 100 \text{GeV}–1 \text{TeV}$, the coloured particles in the process radiate a large number of additional partons, predominantly gluons. As long as these are resolved by a hard scale of $\sim 1 \text{GeV}$ this is simulated with a coherent branching algorithm, as outlined in [16] which generalizes the original algorithm [17–19] used in HERWIG. The main improvements with respect to the old algorithm are boost invariance along the jet axis, due to a covariant formulation, and the improved treatment of radiation off heavy quarks. We are using mass–dependent splitting functions and a description of the kinematics that allows us to dynamically generate the dead–cone effect. In addition to initial and final state parton showers there are also parton showers in the decay of heavy particles, the top quark in our case.

When extrapolating to hard, wide–angle emissions, the parton shower description is not sufficiently accurate in situations where observables depend on large transverse momenta in the process. In these cases we supply so–called hard matrix element corrections that describe the hardest parton emission, usually a hard gluon, with the full matrix element for the process that includes that extra parton. In order to consistently describe the whole phase space one has to apply soft matrix element corrections. Matrix element corrections are available for Drell–Yan type processes, Higgs production in $gg$ fusion and $e^+e^-$ annihilation to $q\bar{q}$–pairs. In addition, we apply a matrix element correction in top–quark decays [20].

From the point of view of perturbation theory, the hard matrix element correction is only one part of the next–to–leading order (NLO) correction to the Born matrix element. The full NLO
calculation also includes the virtual part with the same final state as the Born approximation. When trying to match NLO calculations and parton shower algorithms systematically, we have to avoid double counting of the real emission contributions. Two systematic approaches are being successfully discussed and applied in event generators: MC@NLO [21–23] and the POWHEG approach [24, 25]. In Herwig++ we have included working examples of matching in both approaches. The MC@NLO method, adopted to Herwig++ is described in [26]. Whereas the POWHEG method has already been applied for several processes in $e^+e^-$ annihilation [27, 28] and also for Drell–Yan production [29]. Parts of these implementations will become available in future releases.

Another viable possibility to improve the description of QCD radiation in the event generation is the matching to multiple tree–level matrix elements, that describe the radiation of $n$ additional jets with respect to the Born level. Theoretically most consistent is the CKKW approach [30] which has been studied in the context of an angular ordered parton shower in [31].

### 2.3 Hadronization and decays

The hadronization model in Herwig++ is the cluster hadronization model which has not been changed much from its predecessor in HERWIG. After the parton shower, all gluons are split nonperturbatively into $q\bar{q}$ pairs. Then, following the colour history of the parton cascade, all colour triplet–antitriplet pairs are paired up in colourless clusters which still carry all flavour and momentum information of the original partons. While these are heavier than some threshold mass they will fission into lighter clusters until all clusters are sufficiently light. These light clusters will then decay into pairs of hadrons.

The hadrons thus obtained are often heavy resonances that will eventually decay on timescales that are still irrelevant for the experiment. These hadronic decays have been largely rewritten and are modeled in much greater detail in Herwig++. While in HERWIG they were often simply decayed according to the available phase space only, we now take into account more experimental information, like form factors, that allow for a realistic modeling of decay matrix elements [32,33]. In a major effort, a large fraction of the decay channels described in the particle data book [34] have been included into Herwig++.

### 2.4 Underlying event

The underlying event model of Herwig++ is a model for multiple hard partonic interactions, based on an eikonal model, similar to JIMMY [35]. In addition to the signal process there are a number of additional QCD scatters, including full parton showers, that contribute to the overall hadronic activity in the final state and eventually also give rise to a (relatively soft) jet substructure in the underlying event. The model has two important parameters, one parameter $\mu$, describing the spatial density of partonic matter in the colliding protons. Secondly, there is one cut off parameter $p_{\perp,\text{min}}$ that gives a lower bound on the differential cross section for QCD $2 \rightarrow 2$ jet production. The model has been carefully tuned to Tevatron data [36]. Further possible bounds on the model parameters have been studied in [37]. An alternative modeling of the underlying event on the basis of the UA5 model [38] is also available for historic reasons.

Currently, the multiple partonic interaction model is limited to hard scattering while a soft
component is simply not present. For a realistic simulation of minimum bias events a soft component is, however, very important. An extension into the soft region, allowing us the simulation of minimum bias events is currently being studied and is likely to be included in the next release of Herwig++.

3 Availability

The latest version of Herwig++ is always available from hepforge:

   http://projects.hepforge.org/herwig

There one can also find wiki pages to help with questions concerning installation, changing particular parameters and other frequently asked questions. The installation process is straightforward on any modern variant of linux. The physics details of the program are now documented in great detail in our manual [33]. The pdf version of the manual contains additional links to the online documentation of the code. All important parameters have been carefully tuned to a wealth of available data and the code is shipped with default parameters that give the best overall description of the data that we have tuned to. Details of the tune can also be found in the manual [33].

Acknowledgments

This work has been supported in part by the EU Marie Curie Research and Training Network MCnet under contract MRTN-CT-2006-035606.

References


Forward Physics Monte Carlo

M. Boonekamp¹, V. Juránek², O. Kepka¹,²,³, C. Royon¹
¹ CEA/IRFU/Service de physique des particules, 91191 Gif-sur-Yvette cedex, France
² Center for Particle Physics, Institute of Physics, Academy of Science, Prague
³ IPNP, Faculty of Mathematics and Physics, Charles University, Prague

Abstract
We give a short description of the Forward Physics Monte Carlo (FPMC) which is intended for studies of diffractive physics and two-photon exchanges at the LHC.

The Forward Physics Monte Carlo (FPMC) was developed to cover a variety of physics processes that can be detected with very forward proton spectrometers. The detectors are currently being proposed to ATLAS and CMS collaborations and soon will enable studies of single and double diffractive production, central exclusive production (CEP), two-photon exchange etc. Implementing all of these processes into a single FPMC program has the advantage of a quick data-to-model comparison and easier interfacing with the detector simulation framework. The latest version of the generator is available at www.cern.ch/project-fpmc.

In this report we shortly summarize the structure and usage of the FPMC program before presenting a few results coming directly from the generator.

1 The FPMC program
The FPMC is a stand-alone generator which generates events, treats particle decays and hadronization as in HERWIG. The forward physics processes are based on an exchange of pomerons, photons, or gluons in case of double pomeron exchange, two-photon production and central exclusive production, respectively. In FPMC, the radiation of a mediating particle of the incoming proton is described in terms of fluxes, probabilities that the incoming proton emits a mediating particle of a given energy. A selection of a specific flux therefore leads to a generation of a particular physics processes. In the following we briefly mention the most important switches of the program which are tabulated in Table 1. The detailed description of the program can be found in the complete manual [1].

- TYPEPR - switches between exclusive (“EXC”) and inclusive processes (“INC”), for example between the Higgs diffractive production in completely exclusive mode or in the inclusive one when there are pomeron remnants present.
- TYPINT - selects the QCD (“QCD”) or photon (“QED”) processes.
- NFLUX - as mentioned above, it specifies the mechanism of the exchange: 9 (factorized model, double pomeron exchange), 10 (factorized model, double reggeon exchange), 15 (two-photon exchange based Budnev photon flux [2]), 16 (exclusive KMR model, two gluon exchange [3]). Other non-default fluxes like Papageorgiou photon flux [4] or photon flux for heavy ions [5] are also present.
- **IPROC** - the process number, specifies what final state will be produced of the exchanged particles, some possible values are listed in Table 2. For illustration: IPROC=19999, NFLUX=16, TYPEPR=“QCD” generates exclusive Higgs production with all decay channels open following the KMR prediction or IPROC=16010, NFLUX=15, TYPEPR=“QED” produces exclusive $WW$ two-photon production.

- **ISOFTM** - with this parameter, the survival probability factor [6] can be turned on (1) and off (0). It is of the order of of 0.03 for LHC (0.1 for Tevatron) for QCD (double pomeron exchange, CEP) and 0.9 for QED two-photon exchange processes.

- **IFITPDF** - specifies a set of the parton density functions in the pomeron/reggeon. The common parameters are 10 or 20 which correspond to the most recent H1 and ZEUS fits of the densities, respectively [7].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYPEPR</td>
<td>Select exclusive 'EXC' or inclusive 'INC' production</td>
<td>'EXC'</td>
</tr>
<tr>
<td>TYPINT</td>
<td>Switch between QED and QCD process</td>
<td>'QCD'</td>
</tr>
<tr>
<td>NFLUX</td>
<td>Select flux</td>
<td>9</td>
</tr>
<tr>
<td>IPROC</td>
<td>Type of process to generate</td>
<td>11500</td>
</tr>
<tr>
<td>MAXEV</td>
<td>Number of events to generate</td>
<td>1000</td>
</tr>
<tr>
<td>ISOFTM</td>
<td>Turn survival probability factor on (1), off(0)</td>
<td>1</td>
</tr>
<tr>
<td>ECMS</td>
<td>CMS energy (in GeV)</td>
<td>14000</td>
</tr>
<tr>
<td>HMASS</td>
<td>Higgs mass (GeV/$c^2$)</td>
<td>115</td>
</tr>
<tr>
<td>PTMIN</td>
<td>Minimum $p_T$ in hadronic jet production</td>
<td>0</td>
</tr>
<tr>
<td>YJMIN</td>
<td>Minimum jet rapidity</td>
<td>-6</td>
</tr>
<tr>
<td>YJMAX</td>
<td>Maximum jet rapidity</td>
<td>+6</td>
</tr>
<tr>
<td>EEMIN</td>
<td>Minimum dilepton mass in Drell-Yan</td>
<td>10.0</td>
</tr>
<tr>
<td>IFITPDF</td>
<td>Diffractive PDF</td>
<td>10</td>
</tr>
<tr>
<td>NTNAME</td>
<td>Output ntuple name</td>
<td>'tmpntuple.ntp'</td>
</tr>
</tbody>
</table>

Table 1: Main FPMC parameters.

### 2 Examples of processes produced in FPMC

#### 2.1 Inclusive diffraction

The first example we discuss is the inclusive diffraction. The starting point to predict inclusive diffraction at the LHC (or the Tevatron) is the measurement of gluon and quark densities in the pomeron performed at HERA [7]. Once these parton densities are known, it is straightforward to compute the diffractive production at the Tevatron or the LHC. The only assumption is that the factorization breaking between $ep$ and hadron collisions is a soft process, independent of the hard process and it can be applied as a multiplicative factor to the cross section. In that sense, we call this model “factorized” model. In FPMC, we assume the survival probability to be 0.1 at the Tevatron and 0.03 for the LHC.
It will be important to remeasure the structure of the pomeron at the LHC and to study the factorization breaking of the cross section at high energies because inclusive diffraction also represents an important background for most of the processes to be studied at the LHC using forward detectors like exclusive Higgs production, studies of the photon anomalous coupling, SUSY particle production in two-photon exchange, etc.

In Figure 1, we give the dijet cross section as a function of minimum transverse jet momentum $p_T^{min}$ for inclusive dijets, light quark jets and b-jets only. These cross sections were obtained using the process numbers IPROC=11500, 11701 and 11705 for $gg$, light quark and $b$-jets processes, respectively. Other parameters were set NFLUX=9, TYPEPR=’QCD’, IFITPDF=10.

2.2 Central exclusive production / exclusive double pomeron exchange

In exclusive production, the full energy of the exchanged particles (pomerons, gluons) is used to produce a heavy object (Higgs boson, dijets, diphotons, etc.) in the central detector and no energy is lost in pomeron remnants as in inclusive case. There is an important kinematic consequence that the mass of the produced object can be computed using the proton momentum losses $\xi_1, \xi_2$ measured in the forward detectors as $M = \sqrt{\xi_1 \xi_2 s}$ (with $s$ being the total center of mass energy of colliding protons). We can benefit from the good forward detector resolution on $\xi$ to measure the mass of the produced object precisely. Moreover, since the CEP fulfill certain selection rules also other kinematic properties (spin and parity) of the produced object can be easily determined.

In Fig. 2 (left), we display the CEP cross sections of Higgs boson with its direct background of $b$-jet production as they are obtained directly from FPMC generator using the process numbers IPROC=19999 and 16005, respectively. Other parameters were set to NFLUX=16, TYPEPR=’QCD’.

![Dijet cross section](image)

Fig. 1: Dijet cross section for inclusive dijets, light quark jets and b-jets only as a function of minimum transverse momentum of the two leading jets with $p_T^{jet1}, p_T^{jet2} > p_T^{min}$ at $\sqrt{s} = 14$ TeV.
2.3 $WW$ two-photon production

The two-photon production is described in terms of the photon flux. In FPMC one can study the dilepton, diboson, diphoton, and Higgs production. In the following we will discuss as an example the $W$ pair production. The process number and other parameters for this process are IPROC=16010, TYPEPR='EXC', TYPINC='QED'.

Besides the SM production, FPMC was interfaced with O’Mega matrix element generator [8] to allow anomalous coupling studies [9]. Currently, the triple gauge boson $WW\gamma$ effective Lagrangian is included which is parametrized with two anomalous parameters $\Delta\kappa\gamma$, $\lambda\gamma$. The dependence of the total diboson production cross section in two-photon exchanges as a function of the two anomalous parameters is depicted in Fig. 2 on the right.

3 Conclusion

In this short report, we described the new Forward Physics Monte Carlo generator which allows to produce single and double pomeron exchanges, two-photon induced processes and Central Exclusive Production at hadron colliders. These processes are a heart of the forward physics program at the LHC. The main aim is to combine various available models into one interface to allow easy data-to-model comparisons.
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Table 2: Setting of the FPMC for a number of physics processes. ID specify the decay products of a Higgs boson or a type of quarks produced. IL denote type of leptons in the final state. See manual for details [1].

<table>
<thead>
<tr>
<th>Process</th>
<th>IPROC</th>
<th>TYPEPR</th>
<th>TYPINC</th>
<th>NFLUX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incl. $H$</td>
<td>11600+ID</td>
<td>INC</td>
<td>QCD</td>
<td>9,10,11</td>
</tr>
<tr>
<td>Excl. $H$</td>
<td>19900+ID</td>
<td>EXC</td>
<td>QCD</td>
<td>16</td>
</tr>
<tr>
<td>Excl. $H$</td>
<td>19900+ID</td>
<td>EXC</td>
<td>QED</td>
<td>12,13,14,15</td>
</tr>
<tr>
<td>Incl. $q\bar{q}$</td>
<td>11500</td>
<td>INC</td>
<td>QCD</td>
<td>9,10,11</td>
</tr>
<tr>
<td>Incl. $q\bar{q}$</td>
<td>11700+ID</td>
<td>INC</td>
<td>QCD</td>
<td>9,10,11</td>
</tr>
<tr>
<td>Excl. $q\bar{q}$</td>
<td>16000+ID</td>
<td>EXC</td>
<td>QCD</td>
<td>16</td>
</tr>
<tr>
<td>Incl. $W^+W^-$</td>
<td>12800</td>
<td>INC</td>
<td>QCD</td>
<td>9,10,11</td>
</tr>
<tr>
<td>Excl. $W^+W^-$</td>
<td>16010</td>
<td>EXC</td>
<td>QED</td>
<td>15</td>
</tr>
<tr>
<td>Incl. $\gamma\gamma$</td>
<td>12200</td>
<td>INC</td>
<td>QCD</td>
<td>9,10,11</td>
</tr>
<tr>
<td>Excl. $\gamma\gamma$</td>
<td>19800</td>
<td>INC</td>
<td>QCD</td>
<td>16</td>
</tr>
<tr>
<td>Excl. $\gamma\gamma$</td>
<td>19800</td>
<td>EXC</td>
<td>QED</td>
<td>12,13,14,15</td>
</tr>
<tr>
<td>Excl. $ll$</td>
<td>16006+IL</td>
<td>EXC</td>
<td>QED</td>
<td>12,13,14,15</td>
</tr>
<tr>
<td>Incl. $ll$</td>
<td>11350+IL</td>
<td>INC</td>
<td>QCD</td>
<td>9,10,11</td>
</tr>
</tbody>
</table>


HEP data analysis using jHepWork and Java

S. Chekanov
HEP Division, Argonne National Laboratory, 9700 S.Cass Avenue, Argonne, IL 60439 USA

Abstract
A role of Java in high-energy physics (HEP) and recent progress in development of a platform-independent data-analysis framework, jHepWork, is discussed. The framework produces professional graphics and has many libraries for data manipulation.

1 Introduction
Nowadays, the advantages of Java over C++ seem overwhelming. Being the most popular open-source programming language\(^1\), Java retains the C++ syntax, but significantly simplifies the language. This is (incomplete) list of advantages of Java over C++: 1) Java is multiplatform with the philosophy of "write once, run anywhere"; 2) Better structured, clean, efficient, simpler (no pointers); 3) Stable, robust and well supported: Java programs written (or compiled) many years from now can be compiled (or executed) without modifications even today. This is true even for JAVA source code with graphic widgets. In contrast, C++ programs always require continues time-consuming maintenance in order to follow the development of C++ compilers and graphic desktop environment; 4) Java has reflection technology, which is not present in C++. The reflection allows an application to discover information about created objects, thus a program can design itself at runtime. In particular, this is considered to be essential for building "intelligent" programs making decisions at runtime; 5) Free intelligent integrated-development environments (IDE), which are absolutely necessary for large software projects\(^2\); 6) Automatic garbage collection, i.e. a programmer does not need to perform memory management; 7) Extensive compile-time and run-time checking; 8) Programs written in Java can be embedded to the Web. This is important for distributed analysis environment (Java webstart, plugins, applets), especially when HEP data analysis tools are not localized in one single laboratory but scattered over the Web.

The importance of Java in HEP data analysis has been recognized since establishing the FreeHEP Java library and producing a first version of JAS (Java analysis studio) \([1]\). Presently, many elements of the grid software are written in Java. At LHC, Java is used for event displays and several other areas. While C++ language is remaining to be the main programming language at LHC, it lacks many features existing in Java, which makes the entire LHC software environment tremendously complicated. The lack of robustness and backward compatibility of C++ free compilers leads to various HEP-supported "scientific" flavors of Linux, with different architecture (32 bit or 64), which are all tightened to particular libraries and hardware. For example, the main computational platform for ATLAS is Scientific Linux 4.6. It will be used for future

\(^1\)According to SourceForge.net and Freshmeat.net statistics, the number of open-source applications written in Java exceeds those written in C++.

\(^2\)For example, the total number of lines of source code in ATLAS software is far higher than hundreds of thousands lines.
data taking, however, even now it is several generations behind the main-stream Linux modern distributions (Fedora, Ubuntu, Suse etc) and cannot be easily installed on modern laptops. Currently, the HEP community is required to support the entire computing chain, from hardware and operating systems, to the end-user programs, rather than concentrating on HEP-specific computational tasks. This is a significant difference from the initial concept, when HEP software could be run essentially on any platform and a vendor-supported operating system.

It should be pointed out that C++ has been chosen as the main programming language at LHC at the time when Java was still behind C++, lacking Just-in-time (JIT) compilers to convert parts of the bytecode to native code in order to improve execution time. At that time, Python [2], another portable programming language, also did not have enough power to be widely used in HEP. As Java, Python has also become increasingly popular programming language in science and engineering [3], since it is interactive, object-oriented, high-level, dynamic and portable. It has simple and easy to learn syntax which reduces the cost of program maintenance. While being portable, Python implemented in C (CPython) requires user-specific C/C++ libraries for high-performance computing, thus it cannot be considered a basis for a multiplatform data-analysis environment.

Jython [4] is an implementation of Python in Java and, as any Java application, is truly multiplatform. In contrast to CPython, Jython is fully integrated with the Java platform, thus Jython programs can make full use of extensive built-in and third-party Java libraries. Therefore, Jython programs have even more power than the standard Python implemented in C. Finally, the Jython interpreter is freely available for both commercial and non-commercial use.

jHepWork [5] is a full-featured object-oriented data analysis framework for scientists that takes advantage of the Jython language and Java. Jython macros are used for data manipulation, data visualization (plotting 1D and 2D histograms), statistical analysis, fits, etc. Data structures and data manipulation methods integrated with Java and JAIDA FreeHEP libraries [6] combine remarkable power with a very clear syntax. jHepWork Java libraries can also be used to develop programs using the standard JAVA, without Jython macros.

Programs written using jHepWork are usually rather short due the simple Python syntax and high-level constructs implemented in the core jHepWork libraries. As a front-end data-analysis environment, jHepWork helps to concentrate on interactive experimentation, debugging, rapid script development and finally on workflow of scientific tasks, rather than on low-level programming.

jHepWork is an open source product which is implemented 100 percent in Java. Since it is fully multiplatform, it does not require installation and can be run on any platform where Java is installed. It can be used to develop a range of data-analysis applications focusing on analysis of complicated data sets, histograms, statistical analysis of data, fitting. It offers a full-featured, extensible multiplatform IDE implemented in Java.

jHepWork is seamlessly integrated with Java-based Linear Collider Detector (LCD) software concept and it has the core based using FreeHEP libraries and other GNU-licensed packages. While jHepWork is mainly designed to be used in high-energy physics, it can also be used in any field, since all methods and classes are rather common in science and engineering.

Below we will discuss only the key features of jHepWork, without the coverage of all
available methods, which can easily be found using an extensive help system and the code completion feature of jHepWork. The main web page of jHepWork [5] contains the package itself, user manuals and about 50 examples with various macros. jHepWork consists of two major libraries: jeHEP (jHepWork IDE) and jHPlot (jHepWork data-analysis library). Both are licensed by the GNU General Public License (GPL).

2 Main differences with other data-analysis tools

Below we will compare jHepWork with two popular object-oriented packages currently used in high-energy physics: 1) JAS package [1], based on Java and FreeHEP libraries [6] and 2) C++ ROOT package [7].

2.1 Main differences with JAS

Compare to JAS, jHepWork:

- has a full-featured integrated development environment (IDE) with syntax highlighting, syntax checker, code completion, code analyser, an Jython shell and a file manager.
- contains powerful libraries to display data (including 3D plots) with a large choice for interactive labels and text attributes (subscripts, superscripts, overlines, arrows, Greek symbols etc.). jHepWork plots are more interactive than those written using FreeHEP JAIDA libraries linked with JAS. The plotting part is based on the jHPlot library developed for the jHepWork project and JaxoDraw Java application [8]. The latter can be used to draw Feynman diagrams in addition to standard plots;
- is designed to write short programs due to several enhancements and simpler class names. The classes written for jHepWork were designed keeping in mind simplicity of numerous high-level constructs enabling the user to write programs that are significantly shorter than programs written using JAS;
- includes high-level constructions for data manipulations, data presentations in form of tables, data input and output, calculations of systematical errors and visualization (plots, tables, spreadsheet, neural networks) which have no analogy in JAS;
- Essentially all jHepWok objects, including histograms, can be saved into files and restored using Java serialization mechanism. One can store collections of objects as well by using Jython maps or lists.
- includes an advanced help system with the code completion. For the core jHplot package, the code completion feature is complimented with a detailed API information on each method associated with certain class.

2.2 Main differences with the ROOT package

Compare to ROOT, jHepWork:

- is seamlessly integrated with Java-based Linear Collider Detector (LCD) software concept;
- is a Java-based program, thus it is fully multiplatform and does not require installation. This is especially useful for plugins distributed via the Internet in form of bytecode jar libraries;
• Java is very robust. Java source codes developed many years from now can easily be compiled without any changes even today. Even class libraries compiled many years from now can run on modern Java Virtual Machines. Therefore, the maintenance of jHepWork package is much less serious issue compared to ROOT;
• since jHepWork is 100% Java, it has automatic garbage collection, which is significant advantage over C++/C;
• has a full-featured IDE with syntax highlighting, syntax checker, code completion and analyser;
• can be integrated with the Web in form of applets, thus it is better suited for distributed analysis environment via the Internet. This is essential feature for modern large collaborations in high-energy physics and in other scientific fields;
• calculations based on Jython/Python scripts are typically 4-5 times shorter than equivalent C++ programs. Several examples are discussed in Ref. [5];
• calculations based on Jython scripts can be compiled to Java bytecode files and packed to jar class libraries without modifications of Jython scripts. In contrast, ROOT/CINT scripts have to be written using a proper C++ syntax, without CINT shortcuts, if they will be compiled into shared libraries;
• can access high-level Python and Java data structures;
• includes an advanced help system with a code completion based on the Java reflection technology. With increasingly large number of classes and methods in ROOT, it is difficult to understand which method belongs to which particular class. Using the jHepWork IDE, it is possible to access the full description of all classes and methods during editing Jython scripts;
• automatic updates which does not depend on particular platform. For ROOT, every new version has to be compiled from scratch;
• powerful and intelligent external IDEs (Eclipse, NetBeans etc) can be used productivity in developing HEP analysis.

2.3 How fast is it?

Jython scripts are about 4-8 times slower than equivalent Java programs and about a factor five slower than the equivalent ROOT/CINT codes for operations on primitive data types (remember, all Jython data types are objects). This means that CPU extensive tasks should be moved to Java jar libraries.

jHepWork was designed for a data analysis in which program speed is not essential, as it is assumed that JHepWork scripts are used for operations with data and objects (like histograms) which have already been created by C++, Fortran or Java code. For such front-end data analysis, the bottleneck is mainly user input speed, interaction with a graphical object using mouse or network latency.

In practice, final results obtained with Jython programs can be obtained much faster than those designed in C++/Java, because development is so much easier in jHepWork that a user often winds up with a much better algorithm based on Jython syntax and jHepWork high-level objects.
than he/she would in C++ or Java. In case of CPU extensive tasks, like large loops over primitive
data types, reading files etc. one should use high-level structures of Jython and jHepWork or
user-specific libraries which can be developed using the jHepWork IDE. Many examples are
discussed in the jHepWork manual [5].
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Tools for event generator tuning and validation
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Abstract
I describe the current status of MCnet tools for validating the performance of event generator simulations against data, and for tuning their phenomenological free parameters. For validation, the Rivet toolkit is now a mature and complete system, with a large library of prominent benchmark analyses. For tuning, the Professor system has recently completed its first tunes of Pythia 6, with substantial improvements on the existing default tune and potential to greatly aid the setup of new generators for LHC studies.

1 Introduction
It is an inevitable consequence of the physics approximations in Monte Carlo event generators that there will be a number of relatively free parameters which must be tweaked if the generator is to describe experimental data. Such parameters may be found in most aspects of generator codes, from choices of $\Lambda_{\text{QCD}}$ and $p_{\perp}$ cutoff in the perturbative parton cascade, to the non-perturbative hadronisation process. These latter account for the majority of parameters, since the models are deeply phenomenological, typically invoking a slew of numbers to describe not only the kinematic distribution of $p_{\perp}$ in hadron fragmentation, but also baryon/meson ratios, strangeness and $\{\eta, \eta'\}$ suppression, and distribution of orbital angular momentum [1–4]. The result is a proliferation of parameters — of which between $\mathcal{O}(10)$ and $\mathcal{O}(30)$ may be of particular importance for physics studies.

Apart from rough arguments about their typical scale, these parameters are freely-floating: they must be matched to experimental data for the generator to perform well. Additionally, it is important that this tuning is performed against a wide range of experimental analyses, since otherwise parameters to which the selective analyses are insensitive will wander freely and may drive unconsidered observables to bad or even unphysical places. This requires a systematic and global approach to generator tuning: accordingly, I will summarise the current state of tools for systematically validating and tuning event generator parameters, and the first results of such systematic tunings.

2 Validation tools: Rivet
The Rivet library is a successor to the successful HERA-oriented generator analysis library, HZ-Tool [5]. Like its predecessor, the one library contains both a library of experimental analyses and tools for calculating physical observables. It is written in object-oriented C++ and there is strong emphasis on the following features:

- strict generator-independence: analyses are strictly performed on HepMC [6] event record objects with no knowledge of or ability to influence the generator behaviour;
• experimental reference data files are included for each standard analysis, and are used to ensure that analysis data binnings match their experimental counterparts as well as for fit comparisons;
• computational results are automatically cached for use between different analyses, using an infrastructure mechanism based on projection classes;
• clean, transparent and flexible programming interface: while much of the complexity is hidden, analyses retain a clear algorithmic structure rather than attempting to hide everything behind “magic” configuration files.

The “projection” objects used to compute complex observables are now a fairly complete set:
• various ways to obtain final state particles: all, charged only, excluding certain particles, with $p_\perp$ and rapidity cuts, etc.;
• event shapes: sphericity, thrust, Parisi C & D parameters, jet hemispheres;
• jet algorithms: CDF and DØ legacy cones, Durham/JADE, and $k_\perp$, anti-$k_\perp$, SISCONE, CDF “JETCLU” etc. from FastJet [7];
• miscellaneous: jet shapes, isolation calculators, primary and secondary vertex finders, DIS kinematics transforms, hadron decay finder, etc.

The set of standard analyses has also grown with time and is now particularly well-populated with analyses from the LEP and Tevatron experiments:
• LEP: ALEPH and DELPHI event shape analyses; ALEPH, DELPHI and PDG hadron multiplicities, strange baryons; DELPHI and OPAL b-fragmentation analyses;
• Tevatron: CDF underlying event analyses (from 2001, 2004 & 2008); CDF and DØ EW boson $p_\perp$ analyses; CDF and DØ QCD colour coherence, jet decorrelation, jet shapes, Z+jets, inclusive jet cross-section;
• HERA: H1 energy flow and charged particle spectra; ZEUS dijet photoproduction.

In addition, users can write their own analyses using the Rivet projections without needing to modify the Rivet source, by using Rivet’s plugin system. We encourage such privately-implemented analyses to be submitted for inclusion in the main Rivet distribution, and would particularly welcome QCD analyses from HERA, b-factory and RHIC p-p experiments.

While Rivet is primarily a library which can be used from within any analysis framework (for example, it is integrated into the Atlas experiment’s framework), the primary usage method is via a small executable called rivetgun. This provides a frontend for reading in HepMC events from ASCII dump files and also for running generators “on the fly” via the AGILe interface library. This latter approach is particularly nice because there is no need to store large HepMC dump files and the corresponding lack of file I/O speeds up the analysis by a factor $\sim O(10)$. In this mode, Rivet is ideal for parameter space scans, since generator parameters can be specified by name on the rivetgun command line and applied without recompilation. AGILe currently supports API-level interfaces to the Fortran HERWIG 6 [2] and Pythia 6 [1] generators (combined with the AlpGen [8] MLM multi-jet merging generator, the CHARYBDIS black hole generator [9], and the JIMMY hard underlying event generator [10] for HERWIG), plus the C++ generators Herwig++ [3], Sherpa [4] and Pythia 8 [11].
At the time of writing, the current version of Rivet is 1.1.0, with a 1.1.1 patch release pending. The main framework benefits of the 1.1.x series over 1.0.x are a safer and simpler mechanism for handling projection objects (massively simplifying many analyses), better compatibility of the AGILE loader with the standard LCG Genser packaging and a large number of new and improved analyses and projections. A “bootstrap” script is provided for easy setup. Anyone interested in using Rivet for generator validation should first visit the website http://projects.hepforge.org/rivet/.

Rivet is now a stable and powerful framework for generator analysis and we are looking forward to its increasing rôle in constraining generator tunings for background modelling in LHC high-$p_T$ physics. Future versions will see improvements aimed at high-statistics validation simulations, such as histogramming where statistical error merging is automatically correct, as well as the addition of more validation analyses.

3 Tuning tools: Professor

While Rivet provides a framework for comparing a given generator tuning to a wide range of experimental data, it provides no intrinsic mechanism for improving the quality of that tune. Historically, the uninspiring task of tuning generator parameters to data “by eye” has been the unhappy lot of experimental researchers, with the unsystematic nature of the study reflecting that significant improvements in quality of both life and tuning would have been possible. This call for an automated and systematic approach to tuning is taken up by a second new tool: Professor. This is written in Python code as a set of factorised scripts, using the SciPy numerical library [12] and an interface to rivetgun.

The rough formalism of systematic generator tuning is to define a goodness of fit function between the generated and reference data, and then to minimise that function. The intrinsic problem is that the true fit function is certainly not analytic and any iterative approach to minimisation will be doomed by the expense of evaluating the fit function at a new parameter-space point: this may well involve ten or more runs of the generator with 200k–2M events per run. Even assuming that such runs can be parallelised to the extent that only the longest determines the critical path, an intrinsically serial minimisation of $O(1000)$ steps will still take many months. This is clearly not a realistic strategy!

The Professor approach, which is the latest in a lengthy but vague history of such efforts [13, 14], is to parameterise the fit function with a polynomial. In fact, since the fit function itself is expected to be complex and not readily parameterisable, there is a layer of indirection: the polynomial is actually fitted to the generator response of each observable bin, $MC_b$ to the changes in the $n$-element parameter vector, $\vec{p}$. To account for lowest-order parameter correlations, a second-order polynomial is used,

$$MC_b(\vec{p}) \approx f^{(b)}(\vec{p}) = \alpha_0^{(b)} + \sum_i \beta_i^{(b)} p'_i + \sum_{i\leq j} \gamma_{ij}^{(b)} p'_i p'_j,$$

(1)

where the shifted parameter vector $\vec{p}' \equiv \vec{p} - \vec{p}_0$, with $\vec{p}_0$ chosen as the centre of the parameter hypercube. A nice feature of using a polynomial fit function, other than its general-purpose robustness, is that the actual choice of the $\vec{p}_0$ is irrelevant: the result of a shift in central value is simply to redefine the coefficients, rather than change the functional form, but choosing a central value is numerically sensible.
The coefficients are determined by randomly sampling the generator from \( N \) parameter space points in an \( n \)-dimensional parameter hypercube defined by the user. Each sampled point may actually consist of many generator runs, which are then merged into a single collection of simulation histograms. A simultaneous equations solution is possible if the number of runs is the same as the number of coefficients between the \( n \) parameters, i.e. \( N = N_{\text{min}}^{(n)} = (2 + 3n + n^2)/2 \). However, using this minimum number of runs introduces a systematic uncertainty, as we certainly do not expect the bin MC response to be a perfect polynomial. Here we are helped by the existence of the Moore–Penrose pseudoinverse: a generalisation of the normal matrix inverse to non-square matrices with the desirable feature that an over-constrained matrix will be inverted in a way which gives a least-squares best fit to the target vector. Even more helpful is that a standard singular value decomposition (SVD) procedure can be used to deterministically implement the pseudoinverse computation. Hence, we phrase the mapping on a bin-by-bin basis from coefficients \( C \) to generator values \( V \) as \( PC = V \), where \( P \) is the parameter matrix to be pseudo-inverted. For a two parameter case, parameters \( \{x, y\} \), the above may be explicitly written as

\[
\begin{pmatrix}
1 & x_1 & y_1 & x_1^2 & x_1 y_1 & y_1^2 \\
1 & x_2 & y_2 & x_2^2 & x_2 y_2 & y_2^2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{pmatrix} \begin{pmatrix}
\alpha_0 \\
\beta_x \\
\beta_y \\
\gamma_{xx} \\
\gamma_{xy} \\
\gamma_{yy} \\
\end{pmatrix} = \begin{pmatrix}
v_1 \\
v_2 \\
\vdots \\
\end{pmatrix}
\] (2)

where the numerical subscripts indicate the \( N \) generator runs. Note that the columns of \( P \) include all \( N_{\text{min}}^{(2)} = 6 \) combinations of parameters in the polynomial, and that \( P \) is square (i.e. minimally pseudo-invertible) when \( N = N_{\text{min}}^{(n)} \). Then \( C = \tilde{I}[P] V \), where \( \tilde{I} \) is the pseudoinverse operator.

Now that we have, in principle, a good parameterisation of the generator response to the parameters, \( \vec{p} \), for each observable bin, \( b \), it remains to construct a goodness of fit (GoF) function and minimise it. We choose the \( \chi^2 \) function, but other GoF measures can certainly be used. Since the relative importance of various distributions in the observable set is a subjective thing — given 20 event shape distributions and one charged multiplicity, it is certainly sensible to weight up the multiplicity by a factor of at least 10 or so to maintain its relevance to the GoF measure — we include weights, \( w_\mathcal{O} \), for each observable, \( \mathcal{O} \), in our \( \chi^2 \) definition:

\[
\chi^2(\vec{p}) = \sum_{\mathcal{O}} w_\mathcal{O} \sum_{b \in \mathcal{O}} \frac{(f_b(\vec{p}) - R_b)^2}{\Delta_b^2},
\] (3)

where \( R_b \) is the reference value for bin \( b \) and the total error \( \Delta_b \) is the sum in quadrature of the reference error and the statistical generator errors for bin \( b \) — in practise we attempt to generate enough data that the MC error is much smaller than the reference error for all bins.

The final stage of our procedure is to minimise this parameterised \( \chi^2 \) function. It is tempting to think that there is scope for an analytic global minimisation at this order of polynomial, but not enough Hessian matrix elements may be calculated to constrain all the parameters and...
Fig. 1: (a) Parameter space line scan in $\chi^2$, showing the agreement between Professor’s predicted values (blue lines) and the true values (red dots). (b) Pythia 6 b-fragmentation functions, showing the improvements obtained using Professor (red) to tune the Bowler parameterisation against the default (blue).

hence we must finally resort to a numerical minimisation. We have implemented this in terms of minimisers from SciPy and also PyMinuit [15], with the latter’s initial parameter space grid scan making it our preferred choice.

Finally, on obtaining a predicted best tune point from Professor, it is prudent to check the result. This can be done directly with rivetgun, and Professor also has a line scan feature which allows scans along arbitrary straight lines in parameter space, which is useful to verify that the $\chi^2$ behaves as interpolated and to explicitly compare default tunes to predicted tunes. Such a line scan can be seen in Fig. 1(a). We have explicitly checked the robustness of the polynomial and the random distribution of sampling points against various skewed test distributions and the behaviour is robust. We have also found it to be useful to over-sample by a considerable fraction, and then to perform the $\chi^2$ minimisation for a large number of distinct run-combinations, $N_{\text{min}} \leq N_{\text{tune}} \leq N$, which gives a systematic control on interpolation errors and usually a better performance than just using $N_{\text{tune}} = N$.\footnote{Note that the tuning runs need a significant degree of variation, i.e. $N_{\text{tune}} \ll N$ for most of the tune run-combinations.}

The focus in testing and commissioning the Professor system has until recently been focused on Pythia 6 tunes against LEP data [16]. Here we were able to interpolate and minimise up to 10 parameters at a time for roughly 100 distributions, but beyond this the minimisation time became large and we were less happy with the minima. Eventually we decided to split the tuning into a two-stage procedure where flavour-sensitive fragmentation parameters were tuned first to provide a base on which to tune the semi-factorised kinematic parameters of the shower and hadronisation. The result has been a dramatic improvement of the Pythia 6 identified particle multiplicity spectra, without losing the event shape descriptions (originally tuned by DELPHI’s version of the same procedure), and a major improvement of the b-fragmentation function as seen in Fig. 1(b).\footnote{Note that interpolation methods cannot deal with discrete settings such as the choice of functional form of b-fragmentation function. This required several parallel tunes with different values of the discrete parameter.} This tune will be adopted as the default parameter set for the next release of...
Pythia 6.

4 Conclusions

To conclude, the situation is looking positive for MC generator tuning at present: the Rivet and Professor tools are now in a state where they can be used to achieve real physics goals and the Pythia 6 tune described here (using both tools) has been a significant success. Development plans in the near future are very much aimed at getting the same tuning machinery to work for hadron collider studies, in particular initial state radiation (ISR) and underlying event (UE) physics. We aim to present tunes of C++ generators to LEP data shortly, along with first studies of interpolation-based tunes to CDF underlying event data. Finally, we are keen to constrain fragmentation and UE hadron physics for the LHC, using b-factory, RHIC and early LHC data.
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Prerequisites for the Validation of Experiment and Theory

Lars Sonnenschein
CERN and LPNHE Paris, Universités Paris VI, VII

Abstract
In physics a better understanding of nature is achieved by a recursive interplay between experiment and theory. This requires a validation of both. On the theory side Monte-Carlo event generators can be validated by means of data from experiment. This data has to be corrected for detector effects to render an immediate comparison to event generators meaningful. A HepData database is available to retrieve published measurements including error correlation matrices from authors. Furthermore a validation framework Rivet is available in which authors are supposed to implement the necessary code to reproduce their published measurement exactly. To prevent any ambiguities this implementation should be accomplished at the time of publication. The constraints from published measurements are needed for further event generator development, of which experiments in turn will benefit in the next iteration.

1 Introduction
In high energy physics the ultimate goal of experiment and theory is a better understanding of nature. While the theory needs input from experiment for the verification or falsification of concurrent models the experiment needs input from theory for the prediction of observables, the understanding of scattering processes/production rates and the discrimination of instrumental effects and background processes from (new) physics. A recursive interplay takes place between experiment and theory where the experiment probes the description of nature provided by the theory, as schematically depicted in fig. 1. The intersection point where experiment and theory meet is the cross section. But before measurements can be compared to theory, the measurements have to be corrected for detector effects on the one hand and the models in which the theory is embedded have to be simulated on the other hand. To render the comparison between theory
Fig. 1: Relations between theory, experiment, simulation and nature. The intersection point where experiment and theory meet is the cross section. While the theory makes predictions of nature and interfaces via models to the simulation the experiment measures nature and interfaces via the detector simulation or corrections obtained from data to the models.

and measurement meaningful the understanding (verification, validation and optimization) of Monte-Carlo event generation, simulation and experiment is crucial.

The need for the validation of experiment and theory is also documented by Sir Arthur Eddington’s statement: “It is a good rule not to put overmuch confidence in a theory until it has been confirmed by observation. I hope I shall not shock the experimental physicists too much if I add that it is also a good rule not to put overmuch confidence in the observational results that are put forward until they have been confirmed by theory” (his italics).

2 Need for corrected data from experiment

The theory makes predictions to very few fixed orders (LO, NLO) plus resummation of radiation. More or less phenomenological models are needed for comparison with measurements. The models are implemented in Monte-Carlo event generators. They contain phenomenological parameters like e.g.:

- Parton shower termination parameters $p_{\perp \text{min}}, m_{\text{min}}$
- Lund string and cluster fragmentation parameters: string function parameters, mass
- Underlying event: primordial $k_{\perp}$, color reconnection parameters,
- Parton Distribution Functions (PDF’s).

Therefore the models need to be validated and adjusted using real data from experiment. The data is coming from the HepData database [1] which is an archive of published HEP data from the last 30 years. It contains almost exclusively data which has been corrected for detector effects. Its focus is on cross section and similar measurements which makes the archive complementary to the Particle Data Group.

Authors who are publishing a measurement should remember to send their data to the HepData database. This data has to be corrected for detector effects (i.e. acceptance, efficiency
and instrumental background) which corresponds to a correction to the hadronic final state or particle level. It is important that the data is not corrected any further to prevent the introduction of model dependencies since the models are supposed to be tested with the data among others. Only if corrected in this way the data can be always compared to Monte-Carlo event generators and it will be useful any time in the future. Otherwise the published measurement will be obsolete sooner or later (typically rather soon).

3 Reproducibility of published analyses

Before a comparison of the theory and models via simulation to data can be accomplished the published analyses have to be implemented and they have to match the publications exactly. Phenomenologists spend an enormous amount of time to reproduce published data analysis in all details, e.g. jet algorithm details and how the algorithm has been applied exactly. The publication might seem unambiguous at the time of writing. Experience shows, that this is no longer the case later on. The solution is the validation tool Rivet [2] which contains the analysis code and provides the real data for comparison. Rivet can be directly interfaced by means of the standardised event record format HepMC [3] to various Monte-Carlo event generators, e.g. via the interface package AGILe [4]. Authors of published corrected measurements (see last section for details on the correction) should implement their analysis into the Rivet framework and this at the time of publication to prevent any ambiguities. Only in this way an exact reproduction is guaranteed.

Present and past collider centre-of-mass energies provide unique points of operation. Event generator authors (of Herwig++, Pythia8, Sherpa, etc.) appreciate very much corrected analyses form the electron positron collider LEP where the hadronisation corrections turned out to be larger than the detector corrections. Important constraints on fragmentation models have been provided by LEP analyses. The most important ones have already been implemented into the Rivet validation framework.

Another important item to be mentioned within the context of reproducibility is the correlation between errors in the measurement. The matrices of correlated errors are typically only provided by analyses accomplished in the QCD group of experiments. This information has to be obtained on an event by event basis and can therefore not be recovered from published plots containing measured distributions. Thus it is extremely important to document this information, too.

Constraints from new published data corrected for detector effects are needed for further Monte-Carlo event generator development, the more the better. Experiments will benefit from it in the next iteration.

4 Summary

An important prerequisite for the validation of experiment and theory is that experiments correct their data for detector effects. In this way the data can be used at a later time point, when different or new models and/or Monte-Carlo event generators have to be validated and optimised. In the case of correlated errors it is also important that the experiment provides the covariance matrix, since this information can not be recovered from published plots containing measured
distributions. Once a measurement is being published, the results should be send to the Hep-Data database. The authors of the analysis should implement their analysis into the validation framework Rivet at the time of publication. In this way the usefulness of their measurement is guaranteed any time in the future. Experiments will benefit from the additional constraints imposed by their published analyses in the next iteration of event generator validation.
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