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Preface

The objective of this first workshop on Multiple Partonic Interactions (MPI) at the LHC, that can be
regarded as a continuation and extension of the dedicated meetings held at DESY in the years 2006 and
2007, is to raise the profile of MPI studies, summarizing the legacy from the older phenomenology at
hadronic colliders and favouring further specific contacts between the theory and experimental com-
munities. The MPI are experiencing a growing popularity and are currently widely invoked to account
for observations that would not be explained otherwise: the activity of the Underlying Event, the cross
sections for multiple heavy flavour production, the survival probability of large rapidity gaps in hard
diffraction, etc. At the same time, the implementation of the MPI effects in the Monte Carlo models
is quickly proceeding through an increasing level of sophistication and complexity that in perspective
achieves deep general implications for the LHC physics. The ultimate ambition of this workshop is to
promote the MPI as unification concept between seemingly heterogeneous research lines and to profit of
the complete experimental picture in order to constrain their implementation in the models, evaluating
the spin offs on the LHC physics program. The workshop is structured in five sections, with the first one
dedicated to few selected hot highlights in the High Energy Physics and directly connected to the other
ones: Multiple Parton Interactions (in both the soft and the hard regimes), Diffraction, Monte Carlo
Generators and Heavy Ions.
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Standard Model Higgs Searches at the Tevatron

Ralf Bernhard
Physikalisches Institut, Albert-Ludwigs Universitateurg

Abstract

The latest searches for the Standard Model Higgs boson aitiae ef-
mass energy of/s = 1.96 TeV with the D@ and the CDF detectors at
the Fermilab Tevatron collider are presented. For the finsé tsince
the LEP experiments the sensitivity for a Standard Modebligoson
has been reached at a Higgs boson mass of 170 GeV/c

1 Introduction

In the Standard Model (SM) of particle physics the Higgs naei$m is responsible for breaking
electroweak symmetry, thereby giving mass to Weand Z bosons. It predicts the existence
of a heavy scalar boson, the Higgs boson, with a mass that @abenpredicted by the SM.
Direct searches for the Higgs Boson were performed at the &gferiments in the process
ete” — ZH with a centre of mass energy of 206.6 GeV. A direct mass lititg > 114.4
GeV/c [1] was set at the 95% confidence level (€LThis limit is slightly below the maximum
available kinematic limit due to a small excess observetiéntEP data.

Indirect limits have been placed on the Higgs boson mass &y EP, SLD and Teva-
tron experiments from electroweak precision measureni@hts'he main contribution to these
indirect constraints from the Tevatron experiments, D@ &ioF, are the measurements of
the W Boson and top quark masses [2]. The dependence of the Higgs omathese mea-
surements is shown in Figure 1 on the left and the Higgs massndience on the measured
electroweak precision parameters in Figure 1 on the righie $M fit yields a best value of
my = 8475¢ GeV/ [3]. The upper limit on the Higgs mass @% CL is my < 154 GeV/c.

If the direct mass limit is also taken into account this limitncreased ton < 185 GeV/@.

2 Higgs Searches at the Tevatron

The Tevatron experiments CDF [4] and D@ [5] search for ditéigigs boson production in the
mass range above the LEP limit usipg collisions at\/s = 1.96 TeV. The relevant processes
at these energies are associated Higgs productign-¢ W H, q@ — ZH) and gluon fusion
(99 — H). Typical cross-sections ase~ 0.7 — 0.15 pb for gluon fusion and ~ 0.2 — 0.02 pb
for associated production at Higgs masses in the range- 200 GeV/c.

The Higgs boson predominantly decays ihtoquark pairs in the low mass range below
135 GeV/&. Hence the signal in thgg — H channel is overwhelmed by multi-jet background.
This makes the procesgy — H therefore not a viable search channel at low Higgs boson
masses. Th&/ H and ZH channels, where the vector boson decays into leptons, haeh m
lower cross-sections but the lepton tag from the decay ofithe» /v or Z — ¢/ and selections

LAll limits given in this paper are &5% CL
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Fig. 1: Constraints on the Higgs mass from precision top antid¥'s measurements (left) and fit for the Higgs Mass
from the W data showing the direct search LEP limit (right)

on missing transverse energy from the neutrino in the dedays (v or Z — vv help to reduce
the background significantly.

At higher masses, around; = 165 GeV/&, the Higgs boson will predominantly decay
into WW pairs. Leptons from the decays of thi bosons and the missing transverse energy
are used to reject background, making the chappelb H — WW the most promising search
channel in this mass region. A’hybrid’ channel, the asgedi@roduction with subsequent Higgs
decay into (virtual) W pairsq¢’ — WH — WWW, also contributes in the intermediate mass
region.

2.1 TheTools

The main tools employed in Higgs searches at the Tevatrolepren identification and - espe-
cially in the low Higgs mass region - jet reconstruction arnet tagging. The experiments uge
jet tagging algorithms that exploit the long lifetime iphadrons. These algorithms are applied
to each jet, searching for tracks with large transverse ohparameters relative to the primary
vertex and for secondary vertices formed by tracks in the jet

To further improve theé jet tagging these variables are used as input to a artificairal
Network (NN) jet-flavor separator. The NN is trained to sepab quark jets from light flavour
jets. By adjusting the minimum requirement on the NN outgriable, a range of increasingly
stringentb tagging operating points is obtained, each with a diffeségmal efficiency and purity.
Using this tool at D@ ) tagging efficiencies have been improved by 33% while keeffiegate
of falsely identified light flavor jets (mistags) low. The eféncies range between 40-70% tor
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jets at a low mistag rates between 0.5-3% for light flavor. jets

Almost all Higgs searches at the Tevatron employ advanceatysia techniques like arti-
ficial Neural Networks (NN), boosted decision trees (BDThmatrix element techniques (ME)
to combine kinematic characteristics of signal and baakggoevents into a single discriminant.
These techniques improve the separation of signal to baakgrover the invariant Higgs boson
mass distribution which is the most important single vdaabCareful validation of all input
variables is mandatory for robust results.

Events with neutrinos in the final state are identified usingsing transverse energy. The
reconstruction of all these variables require excellemtgpmance of all detector components.

2.2 Signal and Background

The Higgs signal is simulated with PYTHIA [6]. The signal ssesections are normalised
to next-to-next-to-leading order (NNLO) calculations §],and branching ratios from HDE-
CAY [9].

There are many types of background to the Higgs search. Apriiauut source of back-
ground are multi-jet events (often labeled “QCD backgrdun@ihis background and the instru-
mental background due to mis-identified lepton$ jats is either simulated with PYTHIA (only
for the CDFZH — vwbb analysis) or is taken directly from data, since it is not vemsil sim-
ulated by Monte Carlo. Determining this background fromadatdone using control samples
with no signal content.

Electroweak background processes such as di-boson produgt — V'V (V = W, Z),
V+jets ortt pair production often dominate at the final stages of theciele these are sim-
ulated using leading order Monte Carlo programs such as RXTALPGEN, HERWIG or
COMPHEP. The normalisation of these processes is obtaiitieer érom data or from NLO
calculations.

2.3 Search for WH — {vbb

One of the most sensitive channels for a low Higgs boson nsasg idecayV’ H — ¢vbb. This
final state consists of twb jets from the Higgs boson and a charged leptand a neutrino
from the W boson. All three leptonic decays of the W boson araysed at D@, with the
most sensitive being the decays to electrons and muons.t€aenselected with one or two
tagged jets an isolated electron or muon and missing trasswanergy. The main backgrounds
after selection ar@ +jets andtt production. The di-jet invariant mass distribution for ptse
with two b-tags is shown in Figure 2 on the left side. To imgrdkie separation between the
signal and the irreducible background a NN is trained whadtes a number of kinematic and
topological variables as input. The output of this NN is useelxtract limits on Higgs production
and is shown in Figure 2 on the right side. The analysis usefbI:! of recorded data and sets
an observed (expected) limit @Rs/os),= 9.1(8.5) for a Higgs boson massy = 115 GeV/E&
(whereog)y is the cross section predicted for this process by the Stdridadel). A dedicated
search forlW*H — r*ubb with hadronicT decays has been added at D@. Using the di-jet
mass distribution to separate signal from background aerubd (expected) limit obgs; /o 5n/=
35.4 (42.1) for a Higgs boson massy = 115 GeV/& has been obtained in that channel. At
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CDF a similar analysis using 2.7 b of data with a NN discriminant and a combined ME+BDT
technique is performed. The analysis sets an observedd&x)dimit onogs/osy= 5.0 (5.8)

for the NN analysis andg;/osy/= 5.8 (5.6) for the ME+BDT analysis for a Higgs boson mass
mpy = 115 GeV/&.

[%2] F 2]
c GO*L =1.7fb? W + 2 jets / 2 b-tags = 10k L=17 ot W + 2 jets/ 2 b-tags
4 D@ Preliminary ® Data, 2 7 F D@ Preliminary ® Data,
Ll r CIW + jets L F CIW + jets
| EQCD r WQCD
i mt . Bt
Whbb 107
40— W other E -\CI)Y er
r OwH
115 GeV (x10) i 115 GeV (x10)
20
% 50 100 150 200 250 300 0 02 04 06 08 1 12 14
Dijet Mass (GeV) NN output - 2 tags

Fig. 2: D@W H — ¢vbb channel: Di-jet invariant mass distribution for eventshwito b-tags and the NN distribution
at the final stage of the selection.

24 ZH — vvbb

The channelZ H — vvbb has very good sensitivity since the branching ratiosfor» vv and

H — bb decays are large. With the two b-jets being boosted in thesterse direction, the
signature for the final state are acoplanar di-jets and langsing transverse energy. Thus is in
contrast to most background di-jet events which are exgeotbe back-to-back in the transverse
plane. The main background sources in this search charm@l doson orZ boson production
in association with heavy flavour jets, multi-jet events anhgairs.

The basic selection requires at least one (CDF) or two je) (ith ab tag, large missing
transverse energy?iss > 50 GeV), and a veto on any isolated muon or electron in the event.

Inthe CDF analysis, the final sample is divided into threeans) one sample with exactly
one tight secondary vertéxag, the second sample with one tight secondary vértag and one
tag with the JetProb algorithm and a third sample with twattigecondary vertek tags. Two
NNs are trained one against the dominant QCD backgroundHigeee 3 on the left side for the
second b-tag sample) and one against di-bosortfnackground (see Figure 3 on the right side
for the second sample), which is also used to extract linmitthe production cross section.

In the case of DG, events with two NiNtags are used to construct a BDT for identifying
signal events. Asymmetric operating points, one loose ardtight, are chosen for the two
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Fig. 3: CDFZH — vwbb channel: NN output distribution to separate against theidate QCD background (left)
and the NN distribution for the remaining backgrounds (figh

tags. The output distributions of the BDT, retrained forrgvdiggs mass, is shown in Figure 4
on the right side.

S e B e e e e A e S s 0 T T T T T T T T T T T T LT T T T T
8 60— D@ preliminary (2.1 fb™%) ] g 50— Dé) preliminary (1.2 fb

= — Datz — C — Data 1

1= r -T:Pa | ; C . -T:D ]

< c Z+blejets ] - L Z+bic-jets ]

N so 1 Zets(11) — S a0 I zvjers() ]

- C Weblc-jets | > L Weblc-ets -

n E Weets(Lf.) - w r Weets(l.1.) B

T 40l Diboson i C Diboson b

o r [ Multijet — [ [ Mutijet ]

L|>J r — HX10 (115 GeV) ! 301 —— VHx25 (115 GeV) ]

30— 3 [ ]

F ] 20— -

20— — E B

N ] 10— -

10 = r ]

0 250 300 0.8 0.9 1

200 .
DiJet Invariant Mass (GeV) DT discriminant

Fig. 4: D@ZH — vvbb channel: Invariant dijet Mass Distribution (left) and outplistribution of the BDT variable
(right).

To increase the sensitivity of this analysig,H signal events where the charged lepton has
not been identified are also included in the signal definitithis search yields a median observed
(expected) upper limit on th& H(V = W, Z) production cross-section ef;/osy = 7.9(6.3)
for CDF and7.5(8.4) for D@ at a Higgs mass aofiy = 115 GeV/E. The data set for both
experiments corresponds 2al fb~! of analyzed data.
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25 ZH — (0bb

In the ZH — (¢bb channel theZ boson is reconstructed through the decay into two high-
pr isolated muons or electrons. The reconstructednd two b-tagged jets are used to select
the Higgs signal. The invariant mass of the two leptons isiired to be in theZ mass range
70 < myz < 110 GeV/& (D@) or 76 < mz < 106 GeV/& (CDF). Both experiments require
two jets with either one tighti tag or two loose tags.

The main background sources @eproduction in association with heavy jets atigpro-
duction. ZZ production is an irreducible background, apart from the sydiscriminant. CDF
trains two separate NNs to reject these two background coes. Slices of the output of these
NNs, projected on the two axes, is shown in Figure 5. Thetdrjgss resolution is improved by
training a different NN usingz7** and the kinematics of both jets. The data set corresponds to
an integrated luminosity of 2.4 fd. The D@ analysis is performed with3 fo~! of data using
a kinematic NN and two NN tag samples with one tighttag and two loosé tags.

CDF Run Il Preliminary (2.4 fb™) CDF Run Il Preliminary (2.4 fb%)
7 i ®@daa 0zz [@z+bb 147 . ®data 02z [ z+bbd
double tag (high) ) double t high :
—7H x 15 BzH E?akes O z+tets 129 ouble tag (high) Bz ggkes O z+ets

DWZ oz A”D mistags

M, =120Gevic> OWZ gy 0 mistags
Bww @ z+cc uncertainty

.WW @ z+cc uncertainty

Number of Events
Number of Events
=

0.1 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Slice Along the Z+Jetsvs. ZH Axis Slice Along the ZH vs. tt Axis

Fig. 5: ZH — ¢¢bb channel: NN output projection with < 0.1 in the Z+Jets vs. ZH projections anrd> 0.9 in the
ZH vs. tt projection.

These searches yield a median observed (expected) upgefinthe ZH production
cross-section obgs/osy = 11.6(11.8) for CDF and11.0(12.3) for D@ at a Higgs mass of
mpy = 115 GeV/&. Even though the limits are less stringent than for#é — vvbb channel,
they still provide an important input to increase the ovesahsitivity of the analysis.

26 W —-WW — vy

The dominant decay mode for higher Higgs massed is- W *). Leptonic decays of the
W bosons are therefore used to suppress the QCD backgrouhd.signature of thgg —

H — WW® channel is two highyr opposite signed isolated leptons with a small azimuthal
separationA ¢y, due to the spin-correlation between the final-state leptorthe decay of the
spin-0 Higgs boson. In contrast, the lepton pairs from beakgd events, mainly¥’ 1 events,
are predominantly back-to-back ik¢,,. This is shown in Figure 6 (left) for a preselected CDF
data sample with zero reconstructed jets.
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Fig. 6: CDFWW channel: azimuthal angle between the two leptons infhe— WW search. Due to spin
correlations, the signal is at lok¢,,, whereas the background is at higip,.

An additional selection requireBss > 25 GeV for CDF andE¥ss > 20 GeV for
D@ to account for the neutrinos in the final state. D@ definesettiinal statese(" e, eiﬁ,
andu™p~). CDF separates thH — WHW ™ events into five non-overlapping samples, first
by separating the events by jet multiplicity (0, 1 or 2), tteeribdviding the 0 and 1 jet samples
in two, one having a low signal/bacgkround (S/B) ratio, tlieeo having a higher one. In these
analyses, the final discriminants are neural-network datbased on several kinematic variables.
These include likelihoods constructed from matrix-eletm@mbabilities as input to the neural
network for CDF and is shown on the right side of Figure 6. Thekground subtracted NN
distribution for D@ is shown in Figure7 on the left side. THistribution has been used to extract
median observed (expected) limits on the production csession ofogs/ogyr = 1.9 (2.0) for
my = 165 GeV/@. The obtained limits on the production cross-section asnation of the
Higgs boson mass are shown in Figure 7 on the right side. WghNN distributions CDF
obtainsogs /o5y = 1.7(1.6) for my = 165 GeV/E. The data sets analyzed correspond to an
integrated luminosity of 3 fb! for each experiment.

27 WH—WWW* = (wl'vqq

In the proces$V H — WWW* — (vl vqq the Higgs boson is produced in association with a
W boson and subsequently decays intd & pair. This process is important in the intermediate
mass range. The signature is at least two isolated leptonstiielV decays withpy > 15 GeV
and identical charge. The associaédand one of the twd? bosons from the Higgs decay
should have the same charge. For the final signal selectionde@da two-dimensional likelihood
based on the invariant mass of the two leptons, the missamgverse energy and their azimuthal
angular correlations.

This same-sign charge requirement is very powerful in tajgdoackground fron¥ pro-
duction. The remaining background is either due to di-bgsmuuction or due to charge mis-
measurements. The rate of charge mis-measurements forsnisi@etermined by comparing
the independent charge measurements within the solerandiain the toroidal fields of the D@

MPIO8 9
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Fig. 7: DWW channel: The background subtracted distribution of the Mf)(and the obtained median observed
and expected limits on the production cross-section (yight

detector. For electrons the charge mis-measurement rd&tésmined by comparing the charge
measurement from the solenoid with the azimuthal offsetveen the track and the calorimeter
cluster associated to the electron.

The expected cross-section ratio in the mass range 140 &@/180 GeV/@is ogs /o5 ~
20, i.e. this channel makes a significant contribution at timétlin this mass range.

3 Combined Tevatron Limit

The data of both experiments have been combined using theefuf analyses with luminosities
up to 3.0 fo'!. To gain confidence that the final result does not depend odétails of the
statistical method applied, several types of combinati@mewperformed, using both Modified
Frequentist (sometimes called the LER.; method) and Bayesian approaches. The results
agree within about(0%. Both methods use Poisson likelihoods and rely on disiobstof the
final discriminants, e.g. NN output or di-jet mass distribns, not only on event counting.

Systematic uncertainties enter as uncertainties on thecgsg number of signal and back-
ground events, as well as on the shape of the discriminatrbdiSons. The correlations of
systematic uncertainties between channels, differerkgraand sources, background and signal
and between experiments are taken into account. The mainesoaf systematic uncertainties
are, depending on channel, the luminosity and normalisatiee estimates of the multi-jet back-
grounds, the input cross-sections used for the MC genebatekljround sources, the higher order
corrections [ factors) needed to describe heavy flavour jet productiom jéhenergy scalé
tagging and lepton identification.

The combinations of results of each single experimentdytiet following ratios of 95%
C.L. observed (expected) limits to the SM cross section:(3.@) for CDF and 5.3 (4.6) for D@
atmpy = 115 GeV/&, and 1.8 (1.9) for CDF and 1.7 (2.3) for D@aty = 170 GeV/c.

The ratios of the 95% C.L. expected and observed limit to tecfss section are shown
in Figure 8 for the combined CDF and D@ analyses on the leé. sithe observed and median
expected values are 1.2 (1.2)nat; = 165 GeV/&, 1.0 (1.4) atmy = 170 GeV/Z and 1.3
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(1.7) atmpy = 175 GeV/Z. On the right side in Figure 8 the @1 distribution as a function
of the Higgs boson mass, which is directly interpreted asee of exclusion of the search. For
instance, both the observed and expected results excludgga boson withn gy = 165 GeVE?
at~ 92% C.L. The green and yellow bands show the one and two sigmashfor background
fluctuations. We exclude at the 95% C.L. the production obadard model Higgs boson with
mass of 170 GeVfc

Tevatron Run Il Preliminary, L=3 b 3 F — 1-CLs Observed
= T T T T T T . T T A R 1-CLs Expected
% ..... Expected ] L Expectedtl-o
g = Observed : 1: Expectedt2
- B tlo E
010 | [ +2 e 0. =N 95% C.L.
2 ] P gE 90% C.L.
[Te] 5
o /

0.8
1 7
I I ! I I I | 34y 30,2008 0.7
155 160 165 170 175 180 185 190 195 200 =
mH(GeV/('Z) 55 160 165 170 175 180 185 190 195 200

=

my, (GeV/®)

Fig. 8: Expected and observéd% CL cross-section ratios for the combined CDF and D@ analyé&atus July
2008).
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Studying the “Underlying Event” at CDF and the LHC

Rick Field'
(for the CDF Collaboration)

Department of Physics, University of Florida, Gainesville, Florida, 32611, USA

Abstract
I will report on recent studies of the “underlying event” at CDF using charged particles produced
in association with Drell-Yan lepton-pairs in the region of the Z-boson (70 < M(pair) < 110
GeV/c?) in proton-antiproton collisions at 1.96 TeV. The results will be compared with a similar
study of the “underlying event” using charged particles produced in association with large
transverse momentum jets. The data are corrected to the particle level to remove detector effects
and are then compared with several QCD Monte-Carlo models. Some extrapolations of Drell-Yan
production to the LHC are also presented.

1. Introduction

In order to find “new” physics at a hadron-hadron collider it is essential to have Monte-
Carlo models that simulate accurately the “ordinary” QCD hard-scattering events. To do this
one must not only have a good model of the hard scattering part of the process, but also of the
beam-beam remnants (BBR) and the multiple parton interactions (MPI). The “underlying event”
(i.e. BBR plus MPI) is an unavoidable background to most collider observables and a good
understanding of it will lead to more precise measurements at the Tevatron and the LHC. Fig. 1.1
illustrates the way the QCD Monte-Carlo models simulate a proton-antiproton collision in which
a “hard” 2-to-2 parton scattering with transverse momentum, pr(hard), has occurred. The
resulting event contains particles that originate from the two outgoing partons (plus initial and
final-state radiation) and particles that come from the breakup of the proton and antiproton (i.e.
BBR). The “beam-beam remnants” are what is left over after a parton is knocked out of each of
the initial two beam hadrons. It is one of the reasons hadron-hadron collisions are more “messy”’
than electron-positron annihilations and no one really knows how it should be modeled. For the
QCD Monte-Carlo models the “beam-beam remnants” are an important component of the
“underlying event”. Also, multiple parton scatterings contribute to the “underlying event”,
producing a “hard” component to the “underlying event”. Fig. 1.2 shows the way PYTHIA [1]
models the “underlying event” in proton-antiproton collision by including multiple parton
interactions. In addition to the hard 2-to-2 parton-parton scattering and the “beam-beam
remnants”, sometimes there are additional “semi-hard” 2-to-2 parton-parton scattering that
contribute particles to the “underlying event”. The “hard scattering” component consists of the
outgoing two jets plus initial and final-state radiation.

As illustrated in Fig. 1.3, the “underlying event” consists of particles that arise from the
BBR plus MPI, however, these two components cannot be uniquely separated from particles that
come from the initial and final-state radiation. Hence, a study of the “underlying event”
inevitably involves a study of the BBR plus MPI plus initial and final-state radiation. As shown
in Fig. 1.4, Drell-Yan lepton-pair production provides an excellent place to study the
“underlying event”. Here one studies the outgoing charged particles (excluding the lepton pair)
as a function of the lepton-pair invariant mass and as a function of the lepton-pair transverse

! This work was done in collaboration with my graduate student Deepak Kar and my former graduate student Craig Group.
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momentum. Unlike high pr jet production for lepton-pair production there is no final-state gluon
radiation.

“Hard” Scattering

Outgoing Parton

Proton AntiProton

Underlying Event derlying Event
>+« Initial-State
Radiation

Outgoing Parton v

Fig. 1.1. Illustration of the way QCD Monte-Carlo models simulate a proton-antiproton collision in which a “hard” 2-to-2 parton
scattering with transverse momentum, Pr(hard), has occurred. The resulting event contains particles that originate from the two
outgoing partons (plus initial and final-state radiation) and particles that come from the breakup of the proton and antiproton (i.e.
“beam-beam remnants”). The “underlying event” is everything except the two outgoing hard scattered “jets” and consists of the
“beam-beam remnants” plus initial and final-state radiation. The “hard scattering” component consists of the outgoing two jets
plus initial and final-state radiation.

Multiple Parton Interactions

Outgoing Parton

AntiProton

Underlying Evept

Upderlying Event

Outgoing Parton

Fig. 1.2. Illustration of the way PYTHIA models the “underlying event” in proton-antiproton collision by including multiple
parton interactions. In addition to the hard 2-to-2 parton-parton scattering with transverse momentum, Pr(hard), there is a second
“semi-hard” 2-to-2 parton-parton scattering that contributes particles to the “underlying event”.

Hard Scattering outgoing Parton

Initial-State Ra

Hard Scattering

‘Outgoing Parton

Initial-State Radiation

Proton AntiProton

Underlying Event Underlying Event

Proton AntiProton

i Final-State Radiation

Underlying Event

Outgoing Parton Underlying Event

Fig. 1.3. Illustration of the way QCD Monte-Carlo models simulate a proton-antiproton collision in which a “hard” 2-to-2 parton
scattering with transverse momentum, Pr(hard), has occurred. The “hard scattering” component of the event consists of particles
that result from the hadronization of the two outgoing partons (i.e. the initial two “jets”) plus the particles that arise from initial
and final state radiation (i.e. multijets). The “underlying event” consists of particles that arise from the “beam-beam remnants”
and from multiple parton interactions.
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Lepton-Pair Production

Inii
Anti-Lepton /

AntiProton

Anti-Lepton

Lepton-Pair Production

Initial-State Radiation

Underlying Event Underlying Event

Proton AntiProton

Lepton

Fig. 1.4. Illustration of the way QCD Monte-Carlo models simulate Drell-Yan lepton-pair production. The “hard scattering”
component of the event consists of the two outgoing leptons plus particles that result from initial-state radiation. The
“underlying event” consists of particles that arise from the “beam-beam remnants” and from multiple parton interactions.

Hard scattering collider “jet” events have a distinct topology. On the average, the outgoing
hadrons “remember” the underlying 2-to-2 hard scattering subprocess. A typical hard scattering
event consists of a collection (or burst) of hadrons traveling roughly in the direction of the initial
two beam particles and two collections of hadrons (i.e. “jets”) with large transverse momentum.
The two large transverse momentum “jets” are roughly back to back in azimuthal angle. One
can use the topological structure of hadron-hadron collisions to study the “underlying event”.
We use the direction of the leading jet in each event to define four regions of n-¢ space. As
illustrated in Fig. 1.5, the direction of the leading jet, jet#1, in high pr jet production or the Z-
boson in Drell-Yan production is used to define correlations in the azimuthal angle, A¢p. The
angle A = ¢ — dicw1 (Ad = ¢ — ¢7) is the relative azimuthal angle between a charged particle and
the direction of jet#1 (direction of the Z-boson). The “toward” region is defined by |Ad | < 60°
and |n| < 1, while the “away” region is |Ad | > 120° and |n| < 1. The two “transverse” regions 60°
<A < 120° and 60° < -Ad < 120° are referred to as “transverse 1” and “transverse 2”. The
overall “transverse” region corresponds to combining the “transverse 1” and “transverse 2”
regions. In high pr jet production, the “toward” and “away” regions receive large contributions
from the to the outgoing high pr jets, while the “transverse” region is perpendicular to the plane
of the hard 2-to-2 scattering and is therefore very sensitive to the “underlying event”. For Drell-
Yan production both the “toward” and the “transverse” region are very sensitive to the
“underlying event”, while the “away” region receives large contributions from the “away-side”
jet from the 2-to-2 processes: g+q > Z+g,q+g—>Z+q,q+g—>Z+q.

Jet #1 Direction Z-Boson Direction

“Toward” “Toward”

“Trans 17 “Trans 2” “Trans 17 “Trans 2”

Fig. 1.5. Illustration of correlations in azimuthal angle A¢ relative to (/eff) the direction of the leading jet (highest pr jet) in the
event, jet#1, in high pr jet production or (right) the direction of the Z-boson in Drell-Yan production. The angle Ap = ¢ — djet#1
(Ad = ¢ — ¢,) is the relative azimuthal angle between charged particles and the direction of jet#1 (Z-boson). The “toward” region
is defined by |A¢ | < 60° and [n| < 1, while the “away” region is |A¢ | > 120° and |n| < 1. The two “transverse” regions 60° < Ap <
120° and 60° < -Ad < 120° are referred to as “transverse 1” and “transverse 2”. Each of the two “transverse” regions have an area
in n-¢ space of AnA¢ = 4m/6. The overall “transverse” region corresponds to combining the “transverse 1”” and “transverse 2”
regions.
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Away Region Away Region

Trans 1 Trans 1

Leading
Jet

FITTITTTITITITITTY
FITTITTTTTITITITTY

Toward Region

Trans 2 Trans 2

Away Region Away Region

0 0

_|<T> +1 _|<T> +1

Fig. 1.6. Illustration of correlations in azimuthal angle A¢ relative to (/ef?) the direction of the leading jet (highest pr jet) in the
event, jet#1, in high pr jet production or (right) the direction of the Z-boson in Drell-Yan production. The angle A = ¢ — djet#1
(Ad = ¢ — ¢7) is the relative azimuthal angle between charged particles and the direction of jet#1 (Z-boson). The “toward” region
is defined by |Ad | < 60° and [n| < 1, while the “away” region is |[A¢ | > 120° and n| < 1. The two “transverse” regions 60° < Adp
< 120° and 60° < -A¢ < 120° are referred to as “transverse 1” and “transverse 2”. We examine charged particles in the range pr >
0.5 GeV/c and In| <1 and |n| < 1. For high pr jet production, we require that the leading jet in the event be in the region
[nGet#1)| < 2 (referred to as “leading jet” events). For Drell-Yan production we require that invariant mass of the lepton-pair be
in the region 81 < M(pair) < 101 GeV/c? with n(pair)| < 6 (referred to as “Z-boson” events).

As illustrated in Fig. 1.6, we study charged particles in the range pr > 0.5 GeV/c and |n| <
1 in the “toward”, “away” and “transverse” regions. For high pr jet production, we require that
the leading jet in the event be in the region [n(jet#1)| < 2 (referred to as “leading jet” events).
The jets are constructed using the MidPoint algorithm (R = 0.7, finerge = 0.75) . For Drell-Yan
production we require that invariant mass of the lepton-pair be in the region 70 < M(pair) < 110
GeV/c? with |n(pair)| < 6 (referred to as “Z-boson” events).

Jet #1 Direction Z-Boson Direction

“TransMAX” “TransMIN” “TransMAX” & “TransMIN”

Fig. 1.7. Illustration of correlations in azimuthal angle A¢ relative to the direction of the leading jet (highest pr jet) in the event,
jet#1 for “leading jet” events (/eff) and of correlations in azimuthal angle A¢ relative to the direction of the Z-boson (right) in “Z-
boson” events. The angle A¢ is the relative azimuthal angle between charged particles and the direction of jet#1 or the Z-boson.
On an event by event basis, we define “transMAX” (“transMIN”) to be the maximum (minimum) of the two “transverse”
regions, 60° < A¢ < 120° and 60° < -Ad < 120°. “TransMAX” and “transMIN” each have an area in n-¢ space of AnA¢ = 41/6.
The overall “transverse” region includes both the “transMAX” and the “transMIN” region.

As shown in Fig. 1.7, for both “leading jet” and “Z-boson” events we define a variety of
MAX and MIN “transverse” regions (“transMAX” and “transMIN”) which helps separate the
“hard component” (initial and final-state radiation) from the “beam-beam remnant” component
[2]. MAX (MIN) refer to the “transverse” region containing largest (smallest) number of
charged particles or to the region containing the largest (smallest) scalar pr sum of charged
particles. For events with large initial or final-state radiation the “transMAX” region would
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contain the third jet in high pr jet production or the second jet in Drell-Yan production while
both the “transMAX” and “transMIN” regions receive contributions from the beam-beam
remnants. Thus, the “transMIN” region is very sensitive to the beam-beam remnants, while the
“transMAX” minus the “transMIN” (i.e. “transDIF”) is very sensitive to initial and final-state
radiation.

Table 1.1. Observables examined in this analysis as they are defined at the particle level and the
detector level. Charged tracks are considered “good” if they pass the track selection criterion. The
mean charged particle <pr> is constructed on an event-by-event basis and then averaged over the
events. For the average pr and the PTmax we require that there is at least one charge particle present.
The PTsum density is taken to be zero if there are no charged particles present. Particles are
considered stable if ct > 10 mm (i.e. K, A, Z, E, and Q are kept stable) .

Observable Particle Level Detector level
Number of stable charged particles Number of “good” tracks
dN/dnd¢d per unit n-¢ per unit 1-¢
(pr>0.5GeV/e, n|<1) (pr>0.5GeV/e, n|<1)
Scalar pr sum of stable charged Scalar pr sum of “good” tracks
dPT/dnd¢ particles per unit 1-¢ per unit 1-¢
(pr>0.5GeV/e,n|<1) (pr>0.5GeV/e, n|<1)
Average pr of stable charged particles Average pr of “good” tracks
<pr> (pr> 0.5 GeV/e, n| < 1) (pr> 0.5 GeV/e, | < 1)
Require at least 1 charged particle Require at least 1 “good” track
Maximum pr stable charged particle Maximum pr “good” charged tracks
PTmax (pr>0.5 GeV/c, | < 1) (pr>0.5 GeV/e, n| < 1)
Require at least 1 charged particle Require at least 1 “good” track
“Jet? MidPoint algorithm R = 0.7 feree = MidPoint algorithm R = 0.7 fierge =
0.75 applied to stable particles 0.75 applied to calorimeter cells

The CDF data are corrected to the particle level to remove detector effects. Table 1.1 shows
the observables that are considered in this analysis as they are defined at the particle level and
detector level. Since we will be studying regions in 1-¢ space with different areas, we will
construct densities by dividing by the area. For example, the number density, dN/dnd¢,
corresponds the number of charged particles per unit n-¢ and the PTsum density, dPT/dnd¢,
corresponds the amount of charged scalar pr sum per unit n-¢. The corrected observables are
then compared with QCD Monte-Carlo predictions at the particle level (i.e. generator level).

2. QCD Monte-Carlo Model Tunes

PYTHIA Tune A was determined by fitting the CDF Run 1 “underlying event” data [3] and,
at that time, we did not consider the “Z-boson” data. Tune A does not fit the CDF Run 1 Z-boson
pr distribution very well [4]. PYTHIA Tune AW fits the Z-boson pr distribution as well as the
“underlying event” at the Tevatron [5]. For “leading jet” production Tune A and Tune AW are
nearly identical. Table 2.1 shows the parameters for several PYTHIA 6.2 tunes. PYTHIA Tune
DW is very similar to Tune AW except PARP(67) = 2.5, which is the preferred value determined
by D@ in fitting their dijet A¢ distribution [6]. PARP(67) sets the high pr scale for initial-state
radiation in PYTHIA. It determines the maximal parton virtuality allowed in time-like showers.
Tune DW and Tune DWT are identical at 1.96 TeV, but Tune DW and DWT extrapolate
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differently to the LHC. Tune DWT uses the ATLAS energy dependence, PARP(90) = 0.16,
while Tune DW uses the Tune A value of PARP(90) = 0.25. All these tunes use CTEQSL.

The first 9 parameters in Table 2.1 tune the multiple parton interactions (MPI). PARP(62),
PARP(64), and PARP(67) tune the initial-state radiation and the last three parameters set the
intrinsic kr of the partons within the incoming proton and antiproton.

Table 2.1. Parameters for several PYTHIA 6.2 tunes. Tune A is the CDF Run 1 “underlying event” tune.
Tune AW and DW are CDF Run 2 tunes which fit the existing Run 2 “underlying event” data and fit the Run
1 Z-boson pr distribution. The ATLAS Tune is the tune used in the ATLAS TRD. Tune DWT use the
ATLAS energy dependence for the MPI, PARP(90). The first 9 parameters tune the multiple parton
interactions. PARP(62), PARP(64), and PARP(67) tune the initial-state radiation and the last three
parameters set the intrinsic kt of the partons within the incoming proton and antiproton.

Tune Tune Tune Tune

Parameter A AW DW DWT ATLAS

PDF CTEQSL | CTEQSL | CTEQSL | CTEQSL | CTEQSL
MSTP(81) 1 1 1 1 1
MSTP(82) 4 4 4 4 4
PARP(82) 2.0 2.0 1.9 1.9409 1.8
PARP(83) 0.5 0.5 0.5 0.5 0.5
PARP(84) 0.4 0.4 0.4 0.4 0.5
PARP(85) 0.9 0.9 1.0 1.0 0.33
PARP(86) 0.95 0.95 1.0 1.0 0.66
PARP(89) 1800 1800 1800 1960 1000
PARP(90) 0.25 0.25 0.25 0.16 0.16
PARP(62) 1.0 1.25 1.25 1.25 1.0
PARP(64) 1.0 0.2 0.2 0.2 1.0
PARP(67) 4.0 4.0 2.5 2.5 1.0
MSTP(91) 1 1 1 1 1
PARP(91) 1.0 2.1 2.1 2.1 1.0
PARP(93) 5.0 15.0 15.0 15.0 5.0

Table 2.2. Shows the computed value of the multiple parton scattering cross section for the various PYTHIA

6.2 tunes.
o(MPI) o(MPI)
Tune at 1.96 TeV | at 14 TeV
A, AW 3097 mb | 484.0 mb
DW 3517mb | 549.2 mb
DWT 3517mb | 829.1 mb
ATLAS | 3245mb | 768.0 mb

Table 2.2 shows the computed value of the multiple parton scattering cross section for the
various tunes. The multiple parton scattering cross section (divided by the total inelastic cross
section) determines the average number of multiple parton collisions per event.

JIMMY [7] is a multiple parton interaction model which can be added to HERWIG [8] to
improve agreement with the “underlying event” observables. To compare with the “Z-boson”
data we have constructed a HERWIG (with JIMMY MPI) tune with JMUEO = 1, PTJIM = 3.6
GeV/c, IMRAD(73) = 1.8, and IMRAD(91) = 1.8.
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Fig. 3.1. CDF data at 1.96 TeV on the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c and |n| < 1 for “leading jet”
(top) and “Z-boson” (bottom) events as a function of the leading jet pr and pr(Z), respectively, for the “toward”, “away”, and
The data are corrected to the particle level and are compared with PYTHIA Tune A and Tune AW,

respectively, at the particle level (i.e. generator level).
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Fig. 3.2. CDF data at 1.96 TeV on the scalar PTsum density of charged particles, dPT/dnd¢, with pr > 0.5 GeV/c and |n| < 1 and
“leading jet” (fop) and “Z-Boson” (bottom) events as a function of the leading jet pr and pr(Z), respectively, for the “toward”,
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“away”, and “transverse” regions. The data are corrected to the particle level and are compared with PYTHIA Tune A and Tune
AW, respectively, at the particle level (i.e. generator level).

3. CDF results

3.1 “Leading Jet” and “Z-Boson” Topologies

Fig. 3.1 and Fig. 3.2 show the data on the density of charged particles and the scalar
PTsum density, respectively, for the “toward”, “away”, and “transverse” regions for “leading jet”
and “Z-boson” events. For “leading jet” events the densities are plotted as a function of the
leading jet pr and for “Z-boson” events there are plotted versus pr(Z). The data are corrected to
the particle level and are compared with PYTHIA Tune A (“leading jet”) and Tune AW (“Z-
boson”) at the particle level (i.e. generator level). For “leading jet” events at high pr(jet#1) the
densities in the “toward” and “away” regions are much larger than in the “transverse” region
because of the “toward-side” and “away-side” jets. At small pr(jet#1) the “toward”, “away”, and
“transverse” densities become equal and go to zero as pr(jet#1) goes to zero. As the leading jet
transverse momentum becomes small all three regions are populated by the underlying event and
if the leading jet has no transverse momentum then there are no charged particles anywhere.
There are a lot of low transverse momentum jets and for pr(jet#1) < 30 GeV/c and the leading jet
is not always the jet resulting from the hard 2-to-2 scattering. This produces a “bump” in the
“transverse” density in the range where the “toward”, “away”, and “transverse” densities become
similar in size. For “Z-boson” events the “toward” and “transverse” densities are both small and
almost equal. The “away” density is large due to the “away-side” jet. The “toward”, “away”,
and “transverse” densities become equal as pr(Z) goes to zero, but unlike the “leading jet” case
the densities do not vanish at pr(Z) = 0. For “Z-boson” events with pp(Z) = 0 the hard scale is
set by the Z-boson mass, whereas in “leading jet” events the hard scale goes to zero as the
transverse momentum of the leading jet goes to zero.

Fig. 3.3 compares the data for “leading jet” events with the data for “Z-boson” events for
the density of charged particles in the “transverse” region. The data are compared with PYTHIA
Tune A (“leading jet”) , Tune AW (“Z-boson”), and HERWIG (without MPI). For large
pr(jet#1) the “transverse” densities are similar for “leading jet” and “Z-boson” events as one
would expect. HERWIG (without MPI) does not produce enough activity in the “transverse”
region for either process. HERWIG (without MPI) disagrees more with the “transverse” region
of “Z-boson” events than it does with the “leading jet” events. This is because there is no final-
state radiation in “Z-boson” production so that the lack of MPI becomes more evident.

Fig. 3.4 compares the data for “leading jet” events with the data for “Z-boson” events for
the average charged particle pr in the “transverse” region. The data are compared with PYTHIA
Tune A (“leading jet”) , Tune AW (“Z-boson”), and HERWIG (without MPI). MPI provides a
“hard” component to the “underlying event” and for HERWIG (without MPI) the pr
distributions in the “transverse” region for both processes are too “soft”, resulting in an average
pr that is too small.
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Fig. 3.3. (top) Data corrected to the particle level at 1.96 TeV on the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c
and n| < 1 for “leading jet” events as a function of the leading jet pr in the “transverse” region compared with HERWIG
(without MPI) and PYTHIA Tune A at the particle level (i.e. generator level). (middle) Data corrected to the particle level at
1.96 TeV on the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c and [n| < | for “Z-boson” events as a function of the
leading jet pr(Z) in the “transverse” region compared with HERWIG (without MPI) and PYTHIA Tune AW at the particle level
(i.e. generator level). (bottom) Data on the density of charged particles for “leading jet” and “Z-boson” events as a function of
the leading jet pr and pr(Z), respectively, for the “transverse” region compared with PYTHIA Tune A (“leading jet”) and Tune
AW (“Z-boson”).
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Fig. 3.4. (top) Data corrected to the particle level at 1.96 TeV on the average charged particle transverse momentum, <pr>, with
pr > 0.5 GeV/c and |n| < 1 for “leading jet” events as a function of the leading jet pr in the “transverse” region compared with
HERWIG (without MPI) and PYTHIA Tune A at the particle level (i.e. generator level). (middle) Data corrected to the particle
level at 1.96 TeV on the average charged particle transverse momentum, <pr>, with pr > 0.5 GeV/c and In| < 1 for “Z-boson”
events as a function of the leading jet pr(Z) in the “transverse” region compared with HERWIG (without MPI) and PYTHIA
Tune AW at the particle level (i.e. generator level). (bottom) Data on the average charged particle transverse momentum for

“leading jet” and “Z-boson” events as a function of the leading jet pr and pr(Z), respectively, for the “transverse” region
compared with PYTHIA Tune A (“leading jet”) and Tune AW (“Z-boson™).
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Fig. 3.5. (top) Data corrected to the particle level at 1.96 TeV on the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c
and |n| <1 for “leading jet” events as a function of the leading jet pr for the “transMAX” and “transMIN” regions compared with
HERWIG (without MPI) and PYTHIA Tune A at the particle level (i.e. generator level). (middle) Data corrected to the particle
level at 1.96 TeV on the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c and [n| < 1 for “Z-boson” events as a
function of the leading jet pr(Z) for the “transMAX” and “transMIN” regions compared with HERWIG (without MPI) and
PYTHIA Tune AW at the particle level (i.e. generator level). (bottom) Data on the density of charged particles for “leading jet”
and “Z-boson” events as a function of the leading jet pr and pr(Z), respectively, for the “transMIN” region compared with
PYTHIA Tune A (“leading jet”) and Tune AW (“Z-boson”™).

Fig. 3.5 compares the data for “leading jet” events with the data for “Z-boson” events for
the density of charged particles for the “transMAX” and “transMIN” regions. The data are
compared with PYTHIA Tune A (“leading jet”) , Tune AW (“Z-boson”), and HERWIG (without
MPI).
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Fig. 3.6. Data corrected to the particle level at 1.96 TeV on the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c and
[n| < 1 for “Z-boson” events as a function of pr(Z), in the “toward” and “transMIN” regions. (top) Data in the “toward” and
“transMIN” regions are compared with PYTHIA Tune AW. (middle) Data in the “toward” region are compared with HERWIG
(without MPI), HERWIG (with JIMMY MPI), and three PYTHIA MPI tunes (AW, DW, ATLAS). (middle) Data for the
“transMIN” region are compared with HERWIG (without MPI), HERWIG (with JIMMY MPI), and three PYTHIA MPI tunes
(AW, DW, ATLAS).

3.2 The “Underlying Event” in Drell-Yan Production

The most sensitive regions to the “underlying event” in Drell-Yan production are the
“toward” and the “transMIN” regions, since these regions are less likely to receive contributions
from initial-state radiation. Fig. 3.6 and Fig. 3.7 show the data for “Z-boson” events for the
density of charged particles and the scalar PTsum density, respectively, in the “toward” and
“transMIN” regions. The data are compared with PYTHIA Tune AW, Tune DW, the PYTHIA
ATLAS tune. HERWIG (without MPI), and HERWIG (with JIMMY MPI). The densities are
smaller in the “transMIN” region than in the “toward” region and this is described well by
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PYTHIA Tune AW. Comparing HERWIG (without MPI) with HERWIG (with JIMMY MPI)
clearly shows the importance of MPI in these regions. Tune AW and Tune DW are very

similar. The ATLAS tune and HERWIG (with JIMMY MPI) agree with Tune AW for the scalar
PTsum density in the “toward” and “transMIN” regions. However, both the ATLAS tune and
HERWIG (with JIMMY MPI) produce too much charged particle density in these regions. The
ATLAS tune and HERWIG (with JIMMY MPI) fit the PTsum density, but they do so by
producing too many charged particles (i.e. they both have to “soft” of a pr spectrum in these
regions). This can be seen clearly in Fig. 3.8 which shows the data for “Z-boson” events on the
average charged particle pr and the average maximum charged particle pr, in the “toward”
region compared with the QCD Monte-Carlo models.
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Fig. 3.7. Data corrected to the particle level at 1.96 TeV on the scalar charged particle PTsum density, dPT/dnd¢, with pr > 0.5
GeV/c and |n| < 1 for “Z-boson” events as a function of pr(Z), in the “toward” and “transMIN” regions. (fop) Data for the
“toward” and “transMIN” regions are compared with PYTHIA Tune AW. (middle) Data for the “toward” region are compared
with HERWIG (without MPI), HERWIG (with JIMMY MPI), and three PYTHIA MPI tunes (AW, DW, ATLAS). (middle)
Data for the “transMIN” region are compared with HERWIG (without MPI), HERWIG (with JIMMY MPI), and three PYTHIA
MPI tunes (AW, DW, ATLAS).
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Fig. 3.8. Data corrected to the particle level at 1.96 TeV on the charged particle average transverse momentum, <pr>, with py >
0.5 GeV/c and |n| < 1 (top) and average maximum charged particle transverse momentum, <PTmax>, with pr > 0.5 GeV/c and
n| < 1 (require at least one charged particle) (bottom) for “Z-boson” events as a function of pr(Z), in the “toward” region
compared with HERWIG (without MPI), HERWIG (with JIMMY MPI), and three PYTHIA MPI tunes (AW, DW, ATLAS).

3.3 Extrapolating Drell-Yan Production to the LHC

Fig. 3.9 shows the extrapolation of PYTHIA Tune DWT and HERWIG (without MPI) for the
density of charged particles and the average transverse momentum of charged particles in the
“towards” region of “Z-boson” production to 10 TeV (LHC10) and to 14 TeV (LHC14). For
HERWIG (without MPI) the “toward” region of “Z-boson” production does not change much in
going from the Tevatron to the LHC. Models with multiple-parton interactions like PYTHIA
Tune DWT predict that the “underlying event” will become much more active (with larger <pr>)
at the LHC.
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Fig. 3.9. (fop) Data corrected to the particle level at 1.96 TeV on the density of charged particles, dN/dnd¢, with py > 0.5 GeV/c
and |n| < 1 for “Z-boson” events as a function of p(Z), in the “toward” region compared with PYTHIA Tune DWT at 1.96 TeV
(Tevatron), 10 TeV (LHC10), and 14 TeV (LHC14). (middle) Predictions of HERWIG (without MPI) and PYTHIA Tune DWT
for the density of charged particles, dN/dnd¢, with pr > 0.5 GeV/c and |n| < 1 for “Z-boson” events as a function of pr(Z), in the
“toward” region at 1.96 TeV (Tevatron) and 14 TeV (LHCI14). (bottom) Data corrected to the particle level at 1.96 TeV on the
average charged particle transverse momentum. <pr>, with pr > 0.5 GeV/c and |n| < 1 for “Z-boson” events as a function of
pr(Z), for the “toward” region compared with HERWIG (without MPI) and PYTHIA Tune DWT at 1.96 TeV (Tevatron) and 14
TeV (LHC14).

3.4 <pr> versus the Multiplicity: “Min-Bias” and “Z-boson” Events

The total proton-antiproton cross section is the sum of the elastic and inelastic components,
Ot = OpL T omn.  The inelastic cross section consists of three terms; single diffraction, double-
diffraction, and everything else (referred to as the “hard core”), omw = osp + opp + onc. For
elastic scattering neither of the beam particles breaks apart (i.e. color singlet exchange). For
single and double diffraction one or both of the beam particles are excited into a high mass color
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singlet state (i.e. N states) which then decays. Single and double diffraction also corresponds to
color singlet exchange between the beam hadrons. When color is exchanged the outgoing
remnants are no longer color singlets and one has a separation of color resulting in a multitude of
quark-antiquark pairs being pulled out of the vacuum. The “hard core” component, oy,
involves color exchange and the separation of color. However, the “hard core” contribution has
both a “soft” and “hard” component. Most of the time the color exchange between partons in
the beam hadrons occurs through a soft interaction (i.e. no high transverse momentum) and the
two beam hadrons “ooze” through each other producing lots of soft particles with a uniform
distribution in rapidity and many particles flying down the beam pipe. Occasionally there is a
hard scattering among the constituent partons producing outgoing particles and “jets” with high
transverse momentum.

Minimum bias (i.e. “min-bias”) is a generic term which refers to events that are selected with
a “loose” trigger that accepts a large fraction of the inelastic cross section. All triggers produce
some bias and the term “min-bias” is meaningless until one specifies the precise trigger used to
collect the data. The CDF “min-bias” trigger consists of requiring at least one charged particle
in the forward region 3.2 < m < 5.9 and simultaneously at least one charged particle in the
backward region -5.9 < m < -3.2. Monte-Carlo studies show that the CDF “min-bias” collects
most of the Gpc contribution plus small amounts of single and double diffraction.

Minimum bias collisions are a mixture of hard processes (perturbative QCD) and soft
processes (non-perturbative QCD) and are, hence, very difficult to simulate. Min-bias collisions
contain soft “beam-beam remnants”, hard QCD 2-to-2 parton-parton scattering, and multiple
parton interactions (soft & hard). To correctly simulate min-bias collisions one must have the
correct mixture of hard and soft processes together with a good model of the multiple-parton
interactions. The first model that came close to correctly modeling min-bias collisions at CDF
was PYTHIA Tune A. Tune A was not tuned to fit min-bias collisions. It was tuned to fit the
activity in the “underlying event” in high transverse momentum jet production [3]. However,
PYTHIA uses the same pr cut-off for the primary hard 2-to-2 parton-parton scattering and for
additional multiple parton interactions. Hence, fixing the amount of multiple parton interactions
(i.e. setting the pr cut-off) allows one to run the hard 2-to-2 parton-parton scattering all the way
down to pr(hard) = 0 without hitting a divergence. For PYTHIA the amount of hard scattering in
min-bias is, therefore, related to the activity of the “underlying event” in hard scattering
processes. Neither HERWIG (without MPI) or HERWIG (with JIMMY MPI) can be used to
describe “min-bias” events since they diverge as pr(hard) goes to zero.

Fig. 3.10 shows the new CDF “min-bias” data presented at this conference by Niccolo’ Moggi
[9]. The data are corrected to the particle level at 1.96 TeV and show the average pr of charged
particles versus the multiplicity for charged particles with pr > 0.4 GeV/c and [n| < 1. The data
are compared with PYTHIA Tune A, the PYTHIA ATLAS tune, and PYTHIA Tune A without
MPI (pyAnoMPI). This is an important observable. The rate of change of <pr> versus charged
multiplicity is a measure of the amount of hard versus soft processes contributing to min-bias
collisions and it is sensitive to the modeling of the multiple-parton interactions [10]. If only the
soft “beam-beam” remnants contributed to min-bias collisions then <pr> would not depend on
charged multiplicity. If one has two processes contributing, one soft (“beam-beam remnants”)
and one hard (hard 2-to-2 parton-parton scattering), then demanding large multiplicity will
preferentially select the hard process and lead to a high <pr>. However, we see that with only
these two processes <pr> increases much too rapidly as a function of multiplicity (see
pyAnoMPI). Multiple-parton interactions provides another mechanism for producing large
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multiplicities that are harder than the “beam-beam remnants”, but not as hard as the primary 2-
to-2 hard scattering. PYTHIA Tune A gives a fairly good description of the <pr> versus
multiplicity, although not perfect. PYTHIA Tune A does a better job describing the data than
the ATLAS tune. Both Tune A and the ATLAS tune include multiple-parton interactions, but
with different choices for the color connections [11].
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Fig. 3.10. (rop) CDF “Min-Bias” data corrected to the particle level at 1.96 TeV on the average pr of charged particles versus the
multiplicity for charged particles with pr > 0.4 GeV/c and |n| < 1 from Ref. 14. The data are compared with PYTHIA Tune A,
the PYTHIA ATLAS tune, and PYTHIA Tune A without MPI (pyAnoMPI). (middle) Data corrected to the particle level at 1.96
TeV on the average pr of charged particles versus the multiplicity for charged particles with pr > 0.5 GeV/c and [n| <1 for “Z-
boson” events. (bottom) Data corrected to the particle level at 1.96 TeV on the average pr of the Z-boson versus the multiplicity
for charged particles with pr > 0.5 GeV/c and n| < 1 for “Z-boson” events. The “Z-boson” data are compared with PYTHIA
Tune AW, the PYTHIA ATLAS tune, HERWIG (without MPI), and HERWIG (with JIMMY MPI).

Fig. 3.9 also shows the data at 1.96 TeV on the average pr of charged particles versus the
multiplicity for charged particles with pr > 0.5 GeV/c and |n| <1 for “Z-boson” events from this
analysis. HERWIG (without MPI) predicts the <pr> to rise too rapidly as the multiplicity
increases. This is similar to the pyAnoMPI behavior in “min-bias” collisions. For HERWIG
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(without MPI) large multiplicities come from events with a high pr Z-boson and hence a large pr
“away-side” jet. This can be seen clearly in Fig. 3.10 which also shows the average pr of the Z-
boson versus the charged multiplicity. Without MPI the only way of getting large multiplicity is
with high pp(Z) events. For the models with MPI one can get large multiplicity either from high
pr(Z) events or from MPI and hence <P1(Z)> does not rise as sharply with multiplicity in accord
with the data. PYTHIA Tune AW describes the data “Z-boson” fairly well.
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Fig. 3.11. (top) Data corrected to the particle level at 1.96 TeV on the average pr of charged particles versus the multiplicity for
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Comparison of the average pr of charged particles versus the charged multiplicity for “Min-Bias” events from Ref. 14 with the
“Z-boson” events with pr(Z) < 10 GeV/c from this analysis. The “Min-Bias” data require pr > 0.4 GeV/c and are compared with
PYTHIA Tune A, while the “Z-boson” data require pr > 0.5 GeV/c and are compared with PYTHIA Tune AW.

Fig. 3.11 shows the data at 1.96 TeV on the average pr of charged particles versus the
multiplicity for charged particles with pr > 0.5 GeV/c and |n| < 1 for “Z-boson” events in which
pr(Z) < 10 GeV/c. We see that <pr> still increases as the multiplicity increases although not as
fast. If we require pr(Z) < 10 GeV/c, then HERWIG (without MPI) predicts that the <pr>
decreases slightly as the multiplicity increases. This is because without MPI and without the
high pr “away-side” jet which is suppressed by requiring low pr(Z), large multiplicities come
from events with a lot of initial-state radiation and the particles coming from initial-state
radiation are “soft”. PYTHIA Tune AW describes the behavior of <pr> versus the multiplicity
fairly well even when we select pr(Z) < 10 GeV/e.

Fig. 3.11 also shows a comparison of the average pr of charged particles versus the charged
multiplicity for “min-bias” events [9] with the “Z-boson” events with pr(Z) < 10 GeV/c. There
is no reason for the “min-bias” data to agree with the “Z-boson” events with pr(Z) < 10 GeV/c.
However, they are remarkably similar and described fairly well by PYTHIA Tune A and Tune
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AW, respectively. This strongly suggests that MPI are playing an important role in both these
processes.

4. Summary & Conclusions

Observables that are sensitive to the “underlying event” in high transverse momentum jet
production (i.e. “leading jet” events) and Drell-Yan lepton pair production in the mass region of
the Z-boson (i.e. “Z-boson” events) have been presented and compared with several QCD
Monte-Carlo model tunes. The data are corrected to the particle level and compared with the
Monte-Carlo models at the particle level (i.e. generator level). The “underlying event” is similar
for “leading jet” and “Z-boson” events as one would expect. The goal of the CDF analysis is to
provide data that can be used to tune and improve the QCD Monte-Carlo models of the
“underlying event” that are used to simulate hadron-hadron collisions. It is important to tune the
new QCD Monte-Carlo MPI models [10, 11] so that we can begin to use them in data analysis. I
believe once the new QCD Monte-Carlo models have been tuned that they will describe the data
better than the old Pythia 6.2 tunes (see the talks by Peter Skands and Hendrik Hoeth as this
conference).

PYTHIA Tune A and Tune AW do a good job in describing the CDF data on the
“underlying event” observables for “leading jet” and “Z-boson” events, respectively, although
the agreement between theory and data is not perfect. The “leading jet” data show slightly more
activity in the “underlying event” than PYTHIA Tune A. PYTHIA Tune AW is essentially
identical to Tune A for “leading jet” events. All the tunes with MPI agree better than HERWIG
without MPI. This is especially true in the “toward” region in “Z-boson” production. Adding
JIMMY MPI to HERWIG greatly improves the agreement with data, but HERWIG with JIMMY
MPI produces a charged particle pr spectra that is considerably “softer” than the data. The
PYTHIA ATLAS tune also produces a charged particle pr spectra that is considerably “softer”
than the data.

The behavior of the average charged particle pr versus the charged particle multiplicity is
an important observable. The rate of change of <pt> versus charged multiplicity is a measure of
the amount of hard versus soft processes contributing and it is sensitive the modeling of the
multiple-parton interactions. PYTHIA Tune A and Tune AW do a good job in describing the
data on <pr> versus multiplicity for “min-bias” and “Z-boson” events, respectively, although
again the agreement between theory and data is not perfect. The behavior of <pr> versus
multiplicity is remarkable similar for “min-bias” events and “Z-boson” events with pr(Z) < 10
GeV/c suggesting that MPI are playing an important role in both these processes.

Models with multiple-parton interactions like PYTHIA Tune DWT predict that the
“underlying event” will become much more active (with larger <pr>) at the LHC. For HERWIG
(without MPI) the “toward” region of “Z-boson” production does not change much in going
from the Tevatron to the LHC. It is important to measure the “underlying event” observables
presented here as soon as possible at the LHC. We will learn a lot about MPI by comparing the
Tevatron results with the early LHC measurements.
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Abstract

This contribution briefly reviews the Monte Carlo choices@MS
and ATLAS for the generation of signals and background fan8ard
Model physics. Emphasis will be given to the generator adiah and
the Monte Carlo set-up for interpreting the first LHC data.

1 Introduction and desiderata

The year 2009 is crucial for the Monte Carlo (MC) productidénhe LHC experiments, that will
allow interpreting the first data. The experiments are piagaheir event generation strategies
and are producing large-scale samples of events for tiatoiols and analyses.

In a modern generation setup for physics at the LHC there extain requirements that need to
be fulfilled. They can be summarised as follows:

e an event generator with a description of the hard scatteingess with a matrix element
(ME) calculation at the highest possible QCD order

¢ the possibility of interfacing, directly or via intermedtkaparton level files, to generic tools
used for the parton showering (PS) and for parton hadraaisafThe most known, and
largely used, are PYTHIA [1] and HERWIG [2]

e the presence of models for the description of the underlgvent (UE), representing all
what is in the event except the primary interaction. PYTHR #ERWIG already present
models for this task

e acoverage, as large as possible, of Standard Model (SM) apdrigl the Standard Model
(BSM) processes, with a good flexibility for implementinganghysics models in the event
generation

e standard output formatting of parton level files, in partecithe possibility of outputting
events in the Les Houches format [3]

The current article should not be intended as a review of igéoies, but rather a picture of
the current MC set-up chosen by ATLAS and CMS, and of the atirralidation activities on this
subject. | will focus in what follows on generic SM and BSM glgs from pp collisions, without
discussing generators for heavy ions studies, or deditatdd for new physics signatures (like
black holes generators) or dedicated detector studies gidnerator of cosmics, beam halo or
beam-gas intercations). These generators remain howssential for the physics programme
of ATLAS and CMS.
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2 Generatorsfor LHC physics
2.1 Event generators

Both the ATLAS and CMS Collaborations try to use as many egengerators as reasonable. The
reference generic purpose event generators for SM and BS#igshand beyond are PYTHIA,
HERWIG and SHERPA. The first two, whose original version i#ten in FORTRAN, are now
also used in their C++ versions (PYTHIA8, HERWIG++), thatlwe the only ones maintained
in the long term. The main common feature of all generic psepgenerators is that they provide
a fully hadronised event to be passed directly to the datesitoulation. All of them imple-
ment models for the description of the radiation, fragmeotaand the underlying event. The
models in PYTHIA and HERWIG have been extensively tuned t®LE.D and Tevatron data
for what concerns PS-fragmentation [4] and UE [5]. If PYTHAAd HERWIG include LO de-
scriptions of very many SM and BSM processes, in some cadbsthndg additional corrections
to PS for a description of the first QCD emission at NLO, SHERI®® include the possibility
of matching PS with ME at higher leading order, for both SM @M processes. General
interest decay/correction tools, interfacable to all kafdyeneral purpose event generators, are
typically used in both Collaborations. Most noticable oaes TAUOLA, for r decays [6], Evt-
Gen, for hadron decays [7], extensively tuned at the Temadral at B-factories, and PHOTOS,
for including real QED corrections [6].

If generic purpose event generators represent the 'workdso for the MC productions
at the LHC, there has been an enormous progress in the last geamplementing ME de-
scriptions of beyond-leading order QCD processes in evenéators. This allows to improve
the predicitons for observables sensitive to hard QCD eamigsnulti jet final states, typically).
This has been achieved either with techniques matchinghighding order (HLO) ME with PS
(examples are given by ALPGEN [8], MadGraph [9], SHERPA [HELAC [11]), and by next-
to-leading order (NLO) generators (like MC@NLO [12] and PEBG [13]). The fundamental
difference between the two categories of calculationsasttiie HLO maintains a precision that
is typically LO, but more correctly predicts shapes of diffietial distributions sensitive to real
QCD emission, even at several orders beyond the leadingepati&LO calculations are correct
in shape and normalisation at NLO for inclusive variables, they count on PS for all extra
emission beyond the first.

Both CMS and ATLAS have interest in all those generators, thede is already an extensive
experience in their use in the collaborations. MadGraphPSGEN and MC@NLO are indeed
references in the current Monte Carlo productions for ptg/si he event generators in the HLO
and NLO categories remain parton level event generatoxs,naed therefore to be interfaced
to PS and hadronisation for use in the experiments. Mostarhtprovide direct interfaces to

PYTHIA, or parton level output in the standard Les Houchesdkd format [3], that can be

input to any hadroniser. Noticeable exception is MC@NL@edtly built on top of HERWIG.

The present list of generators does not exhaust what exeetinhave used and are using
for physics results. Some of them represent useful croskshéike AcerMC [14] or TopRex [15]
for top physics, or are in place for the description of patc processes, like SingleTop [16] for
single top physics or Phantom [17] for the description of $ix fermion processes at LO.
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2.2 Generatorstuning and set-up

A full event generation often implies approximations by n$enodels, whose parameters need
typically to be tuned to data. Examples are the parton shiogieiragmentation, the description
of the proton PDFs, the modelisation of the underlying evifithout entering a detailed expla-
nation of each topic, | will briefly review the current segschosen by ATLAS and CMS.

The first essential ingredient, since protons are compadijects, is to describe the probabil-
ity of the initial state at the hard process sc@lé with a certain fractionz of the total proton
momentum. Since th@? evolution can be calculated perturbatively in the framénairQCD,
PDFs are fitted to a set of heterogeneous data from DIS, Daglland jet data. Both Collab-
orations are currently using the LO CTEQG6L1 fit [18] with NLAP used only for NLO ME
calculations. Errors from the fits, currently only availalfbr NLO fits, are then propagated to
the final observables. The scheme adopted at present ig tikathange since no one of the
generator used is purely LO. There is more and more consgeimstise theory community, for
using modified leading order PDFs [19] for all LO calculaspor calculations including LO ME
corrections. Modified PDFs are, essentially, LO PDF thabeéhe partonic momentum sum rule
to get predictions artificially closer to NLO.

From parton level four-momenta configurations, initial dimél state QCD and QED ra-
diation are produced, via parton showering algorithms dtmwa certain energy scale: from that
scale on fragmentation transforms coloured partons toucldss hadrons according to specific
models. Radiation parameters are typically fitted togettién the fragmentation parameters,
and for the moment both ATLAS and CMS make use of fits from LERY$4, 20], assuming
jet universality. The fragmentation functions chosen feavy quark fragmentation are the ones
better describing LEP/SLD data, hamely Bowler [21] and Bete [22]. With data available,
those fits will have to be re-made at the LHC, taking care ofatiditional complication that
initial state radiation at hadron machines contributesheodescription of the underlying event
as well, so it will be essential to disentangle the two. Meezpwith the use of modern ME-PS
matching, tunings of the PS part will have a new meaning végpect to previous tunings.

The underlying event corresponds to what else is presemt@vent, except the hardest in-
teraction. Multiple parton interaction models turn out togarticularly adequate to describe this
kind of physics. Examples of these models are implementeleirgeneral purpose simulation
programs PYTHIA, HERWIG/JIMMY [23], and SHERPA. Huge pregs in the phenomeno-
logical study of the underlying event in jet events have baehmieved by CDF [5] using, for
the tuning of the models, the multiplicity and transversemmatum spectra of charged tracks
in different regions in the azimuth-pseudorapidity spatafined with respect to the direction of
the leading jet. The main problem of extrapolating the prealns of the multiple interactions
models to the LHC is that some of the parameters are explieitergy dependent. Some of the
tunes, used by ATLAS and CMS [24, 25], have put enphasis irtieegy extrapolation by also
fitting lower energy data. The results are shown in figure lemtthe predictions of JIMMY and
PYTHIA are extrapolated to the LHC energy for the average memof charged tracks and the
average p sum of tracks in the transverse region (with respect to thdifg jet in the event) as
a function of the transverse momentum of the leading jeténetvent. The curves are compared
to CDF data, and it is clear that the extrapolation to CMS gieerimplies very different shapes
compared to Tevatron. Moreover, the extrapolated preaxistcan differ widely according to the
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Fig. 1: Average number of charged tracks (left) and avereaygkipr sum in the transverse region (right) as a function
of the transverse momentum of the leading jet in the event. éitrapolated predictions at the LHC are compared to
CDF data.

model used, therefore it will be mandatory to use LHC datat@dves to validate them.

3 Generator validation

The validation of generators prediction in an experimefgahework is an invaluable exercise to
gain confidence in the tools being used and to learn aboutiffieeethce in the physics contents
between generators. A few important examples are presanthib section.

3.1 Multiple parton interactions

The presence of multiple parton interactions, i.e. the ibddg of having multiple parton-parton
interactions overlapping in the same event, has been e$tadlalready at the Tevatron, as illus-
trated in figure 2. The left part of the figure shows, fer3jets events, the azimuthal distance
between the transverse momentum vectors formed by the iplaoi the most back-to-back jet,
and by the other two jets. The MPI component is expected te heflat behaviour in this vari-
able, and the figure clearly shows that the CDF data can notberided without accounting
for it. The most recent PYTHIA version includes MPI inteded to PS, and it is essential to
validate this tool in the experimental framework.

The right-hand part of figure 2 shows a preliminary study by £Mhere the prediction of
PYTHIA8 with MPI for the same azimuthal variable are complvéath PYTHIA6 and HER-
WIG with the most uptodate UE tune [26, 27], and the same gémerwithout the inclusion of
MPI. The plot shows that the newest version of PYTHIA agreih the default tuned one, and
that there are important discrepancies between HERWIGVMX) and PYTHIA. One more
time it is shown that MPI effects are non negligible and stidad accounted for.
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3.2 Hard QCD emission in boson production

Recent developments in ME generators allow to describe Q@iation much more accurately.

It is instructive to compare, for highpphysics, the prediction of those calculations with respect
to LO ones for observables that are sensitive to (gluonjptamti. One of such comparison comes
from W+jets production. The ATLAS Collaboration compardgk ttransverse momentum of
the first four highest p jets in the event for ALPGEN and PYTHIA. The results are shdawn
figure 3, and large difference are observed in the high moamenails, as expected by a more
accurate ME description. Also, the total number of highigts increases very significantly going
from a pure LO description to a higher order one with matchngsS.

One important question for the analyses is about the relsighuzertainty on total and
differential cross-sections when going to high jet muitipy in the final state. This question
addresses the problem of quantifying the confidence on teerigon of W boson production
as background to more complex process like top-pair praoluctvhere an associated many-jets
production is necessary. To assess this, ATLAS have cadzlthe predicted cross-sections for
all jet multiplicities in W+jets with ALPGEN by varying botthe matching scale (from 10 to
40 GeV) and the minimum\R (v/An2 + A¢?) that defines a parton (from 0.3 to 0.7). The
result, confirming that the relative importance of the cresstions at a fixed parton multiplicity
varies according to the choice, shows that also the totasesection, i.e. the sum of all fixed
multiplicities contributions, varies quite significantlg the different scenarios, up to around
a factor 50%. This is shown in fig. 4, left, where the recordtd top mass for candidate
semileptonic events in signal and W+jets background sasriplshown for two choices of the
matching scale, 20 and 40 GeV, respectively, at the samapseparation definition dkR =0.7.
The event selection is kept very simple with one reconstdictharged electron or muon with
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Fig. 3: Transverse momentum of the first four highesfgts in W+jets events.

pr > 20 GeV andn| < 2.5, missing transverse energy greater than 20 GeV, andsit fieur
reconstructed jets, each with transverse energy of at Ba&eV and for three of them larger
than 40 GeV. Though the shape of the signal is unchanged, thet®\background scales by a
factor 1.5. This reflects an uncertainty of the matching pduce itself that grows as the final
parton multiplicity gets higher. Though the matching itszn be constrained using data at the
LHC, present comparisons data-MC made at the Tevatrorshtillv an insufficient statistics to
constrain such predictions at the LHC. This is shown in figight, where the CDF collaboration
shows the ratio between data and theory for the inclusivenjdtiplicity in W events [28]. As
can be seen, the error bands of the matching codes get biggarhamultiplicity and current
data is not enough to constrain them significantly.

3.3 Hard QCD emission in top production

A thourough test of the different description of QCD was atsade by the CMS Collaboration
in the case of top-pair production: differences may manhitesmselves in distortions of the top
quark angular distributions and transverse variables.

The most spectacular effect is in the transverse momentuimeafadiation itself, which equals
the transverse momentum of thesystem recoiling against it: this is what is shown in fig. 5,
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are normalised to unity.

left, for two leading order generations by MadGraph and Ta@pRvith PS) in comparison to
the ME-PS matching scheme in MadGraph. The contributioresfteed ME order, ie tt+0jets,
tt+1jets, tt+2jets and tt+3jets, are explictly indicat€xh the right hand side of the same figure the
corresponding distribution of the azimuthal differencéw®en the two tops is also shown. The
centre of mass energy is 14 TeV, and it is important to notieg the input parameters settings
(cuts, scales, PDFs) of the various generators shown ingbeefare kept as uniform as possible
to avoid any possible bias in the comparison. From the pdtus evident that gluon production
via ME predicts a much harder transverse spectrum. Theréifée in shape reaches orders of
magnitude in the ratio at very high values af.pThe increased activity in hard gluon emission
for the ME-PS matched case also explains a generally dexteasmuthal distance between the
two top quarks, which tend to be closer to each other. Theildigions confirm the fact that
having more ME radiation tends to increase the event trase\activity. The predicted average
pr of the radiation by MadGraph is 62 GeV/c (72 GeV/c with ALPGENith a 40% probability

of having more than 50 GeV/c as gluon p tt events. This large gluon activity will certainly
have an impact in the capability of correctly reconstrugtitop quark events at the LHC, and
correctly interpreting radiation as a background for newsits searches.

An important validation step comes from the comparison efgifedictions from different
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ME-PS matched codes. Fig. 6 shows the same distributiongyob fibut for ALPGEN and
MadGraph with ME-PS matching, respectively. For theghthett system the individual parton
multiplicity components are also shown. The agreement ienian acceptable, and remarkable
for the azimuthal difference between the top quarks. Esfigdn the tails of the distributions,
corresponding to high radiation conditions, the disagemstngoes from orders of magnitude of
fig. 5, to a maximum discrepancy of 50%. To properly apprectae difference between the
two predictions one should, however, account for the thewrgrs on them. Scale and PDF
dependencies, PS tuning uncertainties could very wellwatdor any residual difference in the
tails.

Another important test for the description of radiation e ttop-pair production comes
from the comparison of matched ME-PS calculations to NLQ@ljoteons. This study was made
by comparing the previous predictions to MC@NLO. A generaingood agreement was found
in all distributions, including the transverse ones. In fighe pr of the tt system and the-p
of the top are shown for ALPGEN, MadGraph and MC@NLO. As camereciated from the
figure, it is particularly relevant the fact that the tailstbé radiation are very well reproduced.
The discrepancy in the very soft region is mostly due to tifferdint showering, since MC@NLO
is only interfaced to HERWIG whereas the other predictioas BRYTHIA as tool for PS and
fragmentation.

4 Summary and outlook: towards data

The LHC experiments are preparing their MC production to deedy for the interpretation of
the imminent data. There are a few important lessons that baen learned from previous
experiments and via the generator validation efforts in ABLand CMS, that help planning a
winning generation strategy:

e make sure to use the best available tools for the descrigtiche signal and the main
backgrounds. For high jet multiplicity signals it is of utstomportance to include higher
QCD corrections with now available ME generators.
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Fig. 7: Transverse momentum of thiesystem (left), transverse momentum of the top quark (righif)distributions
are normalised to unity.

e plan a very accurate MC tuning by using LHC data. All eventggators use models for
PS, fragmentation and UE/MPI, that need to be tuned. Moreimterfacing external NLO
or HLO generators to more standard PS tools opens new sosifiarithe MC tunings. The
PDF fits will also be enriched by the use of LHC data at highéwevaf @

o diversify the event generation and make it redundant, ith suway to compare different
tools in the interesting regions of the phase space, or pplaice parameter scans to un-
derstand possible systematic effects due to theory. BEatiattention has to be put to the
dependency of the analyses to chosen scales, PDFs and MEtEiSmg schemes.

e make the reference SM and BSM generation as much as possitdgent (same input
settings and cuts) and consistent (full coverage of phaaee$p This will help correctly
interpreting analyses’ results and in shortening the tianefy discovery claim

ATLAS and CMS are preparing at their best the start-up of thiCLfor what concerns

the Monte Carlo set-up and productions. New C++ event géorstaas well as more complex
HLO/NLO ME tools are used extensively in the analyses, aerddtiel of communication with
the theory communities, often a key to success in data irgterion, is constantly increasing.
The choices made now will certainly shape the way the cotkimms will be doing physics at
the start-up, and not only.
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Abstract

Recent developments in jet clustering are reviewed. We present a list
of fast and infrared and collinear safe algorithms, and also describe
new tools like jet areas. We show how these techniques can be applied
to the study of underlying event or, more generally, of any background
which can be considered distributed in a sufficiently uniform way.

1 Recent Developments in Jet Clustering

The final state of a high energy hadronic collision is inherently extremely complicated. Hundreds
or even thousands of particles will be recorded by detectors at the Large Hadron Collider (LHC),
making the task of reconstructing the original (simpler) hard event very difficult. This large
number of particles is the product of a number of branchings and decays which follow the initial
production of a handful of partons. Usually only a limited number of stages of this production
process can be meaningfully described in quantitative terms, for instance by perturbation theory
in QCD. This is why, in order to compare theory and data, the latter must first be simplified down
to the level described by the theory.

Jet clustering algorithms offer precisely this possibility of creating calculable observables
from many final-state particles. This is done by clustering them into jets via a well specified
algorithm, which usually contains one or more parameters, the most important of them being
a “radius” R which controls the extension of the jet in the rapidity-azimuth plane. One can
also choose a recombination scheme, which controls how partons’ (or jets’) four-momenta are
combined. The choice of a jet algorithm, its parameters and the recombination scheme is called a
jet definition [1], and must be specified in full (together with the initial particles sample) in order
for the process

jet d@)ition {jets}

{particles} (1

to be fully reproducible and the final jets to be the same.

While (almost) any jet definition can produce sensible observables, not all of them will
produce one which is calculable in perturbation theory. For this to be true, the jet algorithm
must be infrared and collinear safe (IRC safe) [2], meaning that actions producing configurations
that lead to divergences in perturbation theory, namely the emission of a very soft particle or a
collinear splitting of a particle into two) must not produce any change in the jets returned by the
algorithm.

The importance for jet algorithms to be IRC safe had been recognized as early as 1990 in
the ‘Snowmass accord’ [3], together with the need for them to be easily applicable both on the

42 MPIO8



Jet algorithm Type of algorithm, (distance measure) | algorithmic complexity
ke [5,6] SR, dij = min(kg;, k7;) ARZ; / R NInN
Cambridge/Aachen [7, 8] SR, d;; = ARZ-]» / R? NIn N
anti-k; [10] SR, dij = min(k;;”, k;;°)AR?; / R? N3/2
SISCone [9] seedless iterative cone with split-merge N2InN

Table 1: List of some of the IRC safe algorithms available in Fast Jet. SR stands for ‘sequential recombination’.

k; is a transverse momentum, and the angular distance is given by ARfj = Ayizj + Agi)?j.

theoretical and the experimental side. However, many of the implementations of jet clustering
algorithms used in the following decade and a half failed to provide these characteristics: cone-
type algorithms were typically infrared or collinear unsafe beyond the two or three particle level
(see [1] for a review), whereas recombination-type algorithms were usually considered too slow
to be usable at the experimental level in hadronic collisions.

This deadlock was finally broken by two papers, one in in 2005 [4], which made se-
quential recombination type clustering algorithms like k; [5, 6] and Cambridge/Aachen [7, 8]
fast, and one in 2007, which introduced SISCone [9], a cone-type algorithm which is infrared
and collinear safe. A third paper introduced, in 2008, the anti-k; algorithm [10], a fast, IRC
safe recombination-type algorithm which however behaves, for many practical purposes, like a
nearly-perfect cone. This set of algorithms (see Table 1), all available through the FastJet
package [11], allows one to replace most of the unsafe algorithms still in use with fast and IRC
safe ones, while retaining their main characteristics (for instance, the MidPoint and the ATLAS
cone could be replaced by SISCone, and the CMS cone could be replaced by anti-k;).

2 Jet Areas

A by-product of the speed and the infrared safety of the new algorithms (or new implementations
of older algorithms) was found to be the possibility to define in a practical way the area of a jet,
which measures its susceptibility to be contaminated by a uniformly distributed background of
soft particles in a given event.

In their most modest incarnation, jet areas can be used to visualize the outline of the jets
returned by an algorithm so as to appreciate, for instance, if it returns regular (“conical”) jets or
rather ragged ones. An example is given in Fig. 1.

Jet areas are amenable, to some extent, to analytic treatments [12], or can be measured
numerically with the tools provided by FastJet. These analyses disprove the common as-
sumption that all cone-type algorithms have areas equal to 7R2. In fact, depending on exactly
which type of cone algorithm one considers, its areas can differ, even substantially so, from this
naive estimate: for instance, the area of a SISCone jet made of a single hard particle immersed in
a background of many soft particles is 7R2 /4 (this little catchment area can explain why other
iterative cone algorithms with a split-merge step, like the MidPoint algorithm in use at CDF,
have often been seen to fare ‘well” in noisy environments). One can analyse next the k; and the
Cambridge/Aachen algorithms, and see that their single-hard-particle areas turn out to be roughly
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Cam/Aachen, R=1

Fig. 1: Typical jet outlines returned by four different IRC safe jet clustering algorithms. From [10].

0.817R2. Finally, this area for the anti-k; algorithm is instead exactly 7w R2. This fact, together
with its regular contours shown in Fig. 1, explains why it is usually considered to behave like a
‘perfect cone’.

Jet areas also allow one to use some jet algorithms as tools to measure the level of a
sufficiently uniform background which accompanies harder events. This can be accomplished
by following the procedure outlined in [13]: for each event, all particles are clustered into jets
using either the k; or the Cambridge/Aachen algorithms, and the transverse momentum p; ; and
the area A; of each jet are calculated. One observes that a few hard jets have large values of
transverse momentum divided by area, whereas most of the other, softer jets have smaller (and
similar) values of this ratio. The background level p, transverse momentum per unit area in the
rapidity-azimuth plane, is then obtained as

p = median Pty . )
i) jer
The range R should be the largest possible region of the rapidity-azimuth plane over which the
background is expected to be constant.

The operation of taking the median of the {p; ;/A;} distribution is, to some extent, arbi-
trary. It has been found to give sensible results, provided that the range R contains sufficiently
many soft background jets — at least about ten (twenty) of them, if only one (two) harder jets are
also present in R, are usually enough [14].
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Fig. 2: Determination of the background level p of a toy-model random underlying event, as a function of the radius
parameter R. Each point is the result of averaging over many different realizations. The parameters have been adjusted
to roughly reproduce the situation expected at the LHC.

3 Underlying Event Studies

To a certain extent, and within certain limits, the background to a hard collision created by the
soft particles of the underlying event (EU) can be considered fairly uniform. It becomes then
amenable to be studied with the technique introduced in the previous Section. This constitutes
an alternative to the usual and widespread approach (see for instance [15, 16]) of triggering on a
leading jet, and selecting the two regions in the azimuth space which are transverse to its direction
and to that of the recoil jet. These two regions are considered to be little affected by hard radiation
(in the least energetic of them it is expected to be suppressed by at least two powers of ), and
therefore one can expect to be able to measure the UE level there.

This way of selecting the UE can be considered a topological one: particles (or jets) are
classified as belonging to the UE or not as a result of their position. On the other hand, the
median procedure described in the previous Section can be thought of as a dynamical selection:
no a priori hypotheses are made and, in a way that changes from one event to another, a jet is
automatically classified as belonging to the hard event or to the background as a result of its char-
acteristics (namely the value of the p; ; /A, ratio). One can further show that this selection pushes
the possible contamination from perturbative radiation to very large powers of «: for a range R
defined by |y| < Ymaz. perturbative contamination will only start at order 7 ~ 3y4./R? [13].
This gives n ~ 24 for yq.: = 2 and R = 0.5, suggesting that the perturbative contribution is
minimal.

A sensible criticism of this procedure is that the UE distribution is not necessarily uniform,
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Fig. 3: Determination of the background level p in realistic dijet events at the LHC, with (right) and without (left)

pileup. Preliminary results.

and may for instance vary as a function of rapidity. A way around this is then to choose smaller
ranges, located at different rapidity values, and repeat the p determination in each of them. Of
course care will have to be taken that the chosen ranges remain large enough to satisfy the cri-
terion on the number of soft jets versus hard ones given in the previous Section: for instance, a
range one unit of rapidity large can be expected to contain roughly 27 /(0.557 R?) ~ 15 soft jets
for R = 0.5, which makes it marginally apt to the task!.

A final word should be spent on which values of the radius parameter R can be considered
appropriate for this analysis. Roughly speaking, R should be large enough for the number of
‘real’ jets (i.e. containing real particles) to be at last larger than the number of ‘empty jets’
(regions of the rapidity-azimuth plane void of particles, and not occupied by any ‘real’ jet). It
should also be small enough to avoid having too many jets containing too many hard particles.
Analytical estimates [13] and empirical evidence show that for UE estimation in typical LHC
conditions one can expect values of the order of 0.5 — 0.6 to be appropriate. Much smaller values
will return p ~ 0, while larger values will tend to return progressively larger values of p, as a
result of the increasing contamination from the hard jets. Fig. 2 shows results obtained with a

toy model where 100 soft particles with p?ﬁf " ~ 1 GeV are generated in a |y| < 4 region. Ten

hard particles, with p?‘”’d =~ 100 GeV, can be additionally generated in the same region. One
observes how, after a threshold value for R, p is estimated correctly for the soft-only case, while

when hard particles are present they increasingly contaminate the estimate of the background.

The same analysis can be performed on more realistic events, generated by Monte Carlo
simulations. Fig. 3 shows the determination of p in a simulated dijet event at the LHC, with
and without pileup. In both cases the general structure of the toy-model in Fig. 2 can be seen,
though it is worth noting that in the UE case (left plot) the slope can vary significantly from event
to event, and also according to the Monte Carlo tune used [14]. The larger particle density (and
probably higher uniformity) of the pileup case allows for an easier and more stable determination.

Once a procedure for determining p is available, one can think of many different appli-

'Tts performance can be improved by removing the hardest jets it contains from the {p; ;j/A;} list before taking
the median [14].
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Fig. 4: Distributions of p from the UE over many simulated LHC dijet events (pr > 50 GeV, |y| < 4), using different

Monte Carlos and different UE tunes. Preliminary results.

cations. One possibility is of course to tune Monte Carlo models to real data by comparing
rho distributions, correlations, etc. A preliminary example is given in fig. 4, where studying
the distribution of p can be seen to allow one to discriminate between UE models which would
otherwise give similar values for the average contribution (p). More extensive studies are in
progress [14].

Yet another use of measured p values is the subtraction of the background from the trans-
verse momentum of hard jets. Ref. [13] proposed to correct the four-momentum p,,; of the jet
j by an amount proportional to p and to the area of the jet itself (the susceptibility of the jet to

contamination):
sub

Puj = Puj = PAuj 3)
where A,,; is a four-dimensional generalization of the concept of jet area, normalized in such a
way that its transverse component coincides, for small jets, with the scalar area A; [12]. One
can show [13, 17] that such subtraction of the underlying event can improve in a non-negligible
way the reconstruction of mass peaks even at very large energy scales. A similar procedure is
also being considered [18] for heavy ion collisions, where the background can contribute a huge
contamination, even larger than the transverse momentum of the hard jet itself (partly because
of this, one usually speaks of ‘jet reconstruction’ in this context, rather than just ‘subtraction’).
Initial versions of this technique have already been employed at the experimental level by the
STAR Collaboration at RHIC in [19, 20], where IRC safe jets have been reconstructed for the
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first time in heavy ion collisions.

4 Conclusions

Since 2005 numerous developments have intervened in jet physics. A number of fast and infrared
and collinear safe algorithms are now available, allowing for great flexibility in analyses. Tools
have been developed and practically implemented to calculate jet areas, and these can used to
study various types of backgrounds (underlying event, pileup, heavy ions background) and also
to subtract their contribution to large transverse-momentum jets.

These new algorithms and methods (as well as the ones not mentioned in this talk, like
the many approaches to jet substructure, see e.g. [21-25], useful in a number of new-physics
searches) are transforming jet physics from being just a procedure to obtain calculable observ-
ables to providing a full array of precision tools with which to probe efficiently the complex final
states of high energy collisions.
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Soft and Hard Multiple Parton Interactions

Paolo Bartalini
National Taiwan University

In the years ’80, the evidence for Double Scattering (DS) phenomena in the high-pr phe-
nomenology of hadron colliders suggests the extension of the same perturbative picture to the
soft regime, giving rise to the first implementation of the Multiple Parton Interaction (MPI) pro-
cesses in a QCD Monte Carlo model by T.Sj ostrand and M.van Zijl. Such model turns out to be
very successful in reproducing the UAS charged multiplicity distributions and in accounting for
the violation of the sensitive Koba Nielsen Olesen scaling violation at increasing center of mass
energies.

The implementation of the MPI in the QCD Monte Carlo models is quickly proceeding
through an increasing level of sophistication and complexity, still leaving room for different
approaches and further improvements like the introduction of a dynamical quantum description
of the interacting hadrons providing a modeling of the diffractive interactions in the same context.
See the detailed discussion in the introduction of Section IV.

As deeply discussed both in Section I and Section II, considerable progress in the phe-
nomenological study of the Underlying Event (UE) in jet events is achieved by the CDF experi-
ment at the Tevatron collider, with a variety of redundant measurements relying both on charged
tracks and calorimetric clusters, the former being intrinsically free from the pile-up effects and
achieving a better sensitivity at low pr. Challenging tests to the universality features of the mod-
els are provided by the extension of the UE measurement to the Drell Yan topologies and by the
additional complementary measurements on MB events dealing with the correlations between
charged multiplicity and average charged momentum.

While preparing the ground for the traditional Minimum Bias (MB),Underlying Event
(UE) and Double Scattering (DS) measurements at the LHC along the precious Tevatron experi-
ence also complemented with the recent UE HERA results, new feasibility studies are proposed
which in perspective will constitute a challenge to the predictivity and to the consistency of the
models: the usage of jet clustering algorithms providing an automated estimation of the UE
activity, the measurement of large pseudo-rapidity activity correlations, the investigation of the
mini-jet structure of the MB events, the evaluation of the impact of the MPI on the total cross
section.

With the LHC data taking period approaching, the experiments put a lot of emphasis on
the physics validation and tuning of the models, in particular for what concerns the energy de-
pendency of the parameters. The tune of the MPI parameters is a very delicate issue which has
impact on the calibration of major physics tools like the vertex reconstruction and the isolation
techniques.

A significant fraction of the early measurements of ALICE, ATLAS, CMS, LHCb and
TOTEM will be affected by the MPI, with most of the LHC feasibility studies shown in these
proceedings turned into physics publications in a reasonably short time scale. In other words the
MPI will be one of the first features of the LHC physics which will be deeply tested with an high
degree of complementarity and redundancy, and we should be ready for possible surprises!
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Multiple Production of 1/ Bosons in pp and pA Collisions

E. Braidot, E. Cattaruzza, A. Taracchini, D. Treleanit
Department of Theoretical Physics, University of Trieste and INFN, Section of Trieste

Abstract

The production of equal sign W boson pairs, through single and dou-
ble parton collisions, are comparable in magnitude at the LHC. As a
consequence of the strong anti-shadowing of MPI in interactions with
nuclei, the double scattering contribution is further enhanced in the
case of hadron-nucleus collisions

1 Multiple production of 1V bosons in proton-proton collisions

Multiple parton interactions are a manifestation of the unitarity problem caused by the rapid
increase of the parton flux at small =, which leads to a dramatic growth of all cross sections with
large momentum transfer in pp collisions at the LHC [5]. The critical kinematical regime may
be identified by comparing the rate of double collisions with the rate of single collisions. When
the two rates become comparable multiple collisions are no more a small perturbation and all
multiple collisions become equally important, while the production of large p; partons becomes
a common feature of the inelastic event [10] [3]. In its simplest implementation [9] the double
parton scattering cross section o p is given by

2
_}US

ey

op =

20¢1f
where o is the single scattering cross section. The problem with unitarity becomes hence critical
in the kinematical domain where g and the scale factor o, s are of the same order.

The experimental indication is that the value of o.ff is close to 10 mb [1]. One might
hence conclude that one should worry about multiple parton collisions only when the single scat-
tering cross section becomes comparable with o.7;. On the contrary multiple parton collisions
may represent an important effect also in cases where the single scattering cross section is many
orders of magnitude smaller that o.¢¢. The consideration applies to the interesting case of the
production of equal sign W boson pairs. The leptonic decay channel of W bosons, which leads
to final states with isolated leptons plus missing energy, is in fact of great interest for the search
of new physics [2].

The production of two equal sign W bosons is a higher order process in the Standard
Model and two equal sign W bosons can be produced only in association with two jets [7]. At
the lowest order there are 68 diagrams at O(afy,) and 16 diagrams at O(a%a?,) (some of the
diagrams are shown in Fig.1) and, even though aug > oy, the strong and electroweak diagrams
give comparable contributions to the cross section, which is infrared and collinear safe and can
be evaluated without imposing any cutoff in the final state quark jets.

T speaker
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Fig. 1: Some of the three level diagrams which contribute to equal sign W pairs production

The resulting cross sections to produce W bosons and W boson pairs, by single parton
scattering in pp interactions, are shown in Fig.2 as a function of the c.m. energy. As apparent in
the figure (left upper panel) the cross section to produce two equal sign W bosons is five orders
of magnitude smaller with respect to the cross section to produce a single WW boson. The same
reduction factor is expected for the production of two equal sign W bosons through a multiple
collisions processes:

1 ow ow 10%nb
owwW = 50w ~

-5

O‘eff’ Oeff ~ 10mb =10 (2)

The argument above relies on the simplest expression of the double scattering cross sec-
tion, obtained by assuming a factorized expression for the the double parton distributions, which
is obviously inconsistent in the case of the valence because of the correlations induced by flavor
conservation. In the actual case, given the large mass of the W bosons, one may expect important
contributions of the valence also at the LHC. One may hence normalize the double parton dis-
tributions in such a way to satisfy the flavor sum rules and work out the double scattering cross
section accordingly. The effect on the cross section is shown in the left lower panel of Fig.2,
which shows that, at the LHC, the cross sections is reduced by about 20%.

The integrated rates of equal sign W boson pairs, by single and double parton collisions,
are hence comparable in pp collisions at the LHC. The distribution in phase space is however
rather different in the two cases.

In the right lower panel of Fig.2 we show the distribution of the produced W's, as a function
of their transverse momenta. The distribution in transverse momenta of the produced W's is
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Fig. 2: Upper left panel: W production cross sections by single parton scattering in pp interactions as a function of the
c.m. energy. Upper right panel: W and W pairs production cross sections in pp interactions by double and by single
parton collisions. Lower left panel: W pairs production cross sections by double parton collisions with correlated and
uncorrelated parton densities in the case of pp interactions. Lower right panel: W pairs densities in transverse space

in the case of single and of double parton collisions in pp interactions.
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obtained by following the recipe of the ”Poor Man’s shower model” of Barger and Phillips [4]
and using as a smearing function at low p; the expression in Eq.15 of [8]. The two contributions
may be separated with a cut of 15 GeV/c in the transverse momenta of the produced W's. In Fig. 3
we show how the W™ bosons (left panels) and their decay electrons (right panels) are distributed
in transverse momentum and rapidity. The case of double parton collisions is shown in the upper
panels, while the case of single parton collisions is shown in the lower panels. In the case of
a double parton collision, the W bosons are mainly produced with small transverse momenta,
while the rapidity distribution of the W boson reminds the momentum of the originating up
quarks. The distributions of the final state charged leptons is peaked at the same rapidity of the
parent W boson and at a transverse momentum corresponding to 1/2 of the W boson mass.

In the case of single parton collisions (lower panels of Fig.3) the W's and the corresponding
decay leptons have a much broader distribution in p; and rapidity and the characteristic peaks of
the double scatterings are completely absent. The two contributions are hence disentangled very

easily by adopting appropriate cuts in rapidity and transverse momenta of the finally observed
charged leptons.

WHW+ etet

2
1
1
1
1
1

d(sigma) / dy dpT (nb/GeV)

3
)
3
=
5
s
E
2
5

d(sigma)/ dy dpT (nb/GeV)
d(sigma)/ dy dpT (nb/GeV)

Fig. 3: WTW™ and ete™ pairs distribution in transverse momentum and rapidity, in the case of single parton

collision (upper panels) and of double parton collisions (lower panels) in proton-proton collisions.
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2 Multiple production of I/ bosons in proton-nucleus collisions

As pointed out in [11], a major feature of MPI in hadron-nucleus collisions is the strong anti-
shadowing. Double parton collisions may in fact be amplified by a factor 2 or 3 on heavy nuclei
as compared with the corresponding cross section in hadron-nucleon collisions multiplied by the
atomic mass number A. Notice that for, say, values of = of the order of 102 and for values of
Q? > 10 GeV?, the usual nuclear shadowing correction is a much smaller effect and corresponds
to a reduction of the cross section not larger than 10% even on heavy nuclei [6]. The effect
is schematically illustrated in Fig. 4, where non additive corrections to the nuclear structure
functions are neglected, in such a way that each nuclear parton may be associated to a given
parent nucleon. As shown in Fig.4, in proton-nucleus interactions one may hence distinguish
two different contributions to the double parton scattering cross section, depending wether the
two nuclear partons undergoing the interactions are originated by one or by two different target
nucleons.

Fig. 4: W production cross sections by single parton scattering in pp collisions as a function of the c.m. energy.

The cross section may thus be written as the sum of two terms

aézagh—i—agb 3)

and

1 o2 1
opl, = 2w /dsz(b) x A oply= 5ot /deTz(b) o A%/3

The anti-shadowing effect is apparent in Fig.5, where the W production cross sections in
proton-proton collisions are compared with the cross sections in proton-nucleus collisions (after
dividing by the atomic mass number A). In the upper panels one compares the cross sections
as a function of the c.m. energy, while in the lower panels one compares the distributions in
transverse momenta of the two W bosons. The region where double parton collisions dominate
now extends to transverse momenta of the order of 40 GeV/c.
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In the upper panels of Fig.6 (left and right respectively) we show the distributions in trans-
verse momentum and rapidity of the W™ bosons and of the decay leptons in pA collisions. The
W bosons are produced with a small transverse momentum, while the rapidity distribution of the
W boson reminds the momentum of the originating up quark. The asymmetry in rapidity is due
to the different content of up quarks in the proton as compared with the content of up quarks in
the pairs of nucleons of the target nucleus undergoing the process (pp, pn and nn). The distribu-
tions of the final charged leptons is peaked at the same rapidity of the parent W boson and, as in
the case of proton-proton interactions, at a transverse momentum corresponding to 1/2 of the W
boson mass.

1/A d(sigma) / dy dpT (nb/GeV)

;|i| wl\
: ".'.1.‘l'|"‘.'|"|.”.l|

1/A d(sigma) / dy dpT (nb/GeV)
d(sigma)/ dy dpT (nb/GeV)

i 5

Fig. 6: WTW™ and e*e™ pairs distribution in transverse momentum and rapidity, in the case of single parton

collision (upper panels) and of double parton collisions (lower panels) in proton-nucleus collisions.

The distributions of equal sign W bosons and of the decay leptons generated by single
parton collisions in pA interactions are shown in the lower panels of Fig.6 (left and right respec-
tively) as a function of rapidity and transverse momenta. The contribution of double collisions
is overwhelming when selecting leptons with transverse momenta of the order of one half of the

W mass.
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3 Concluding summary

Equal sign W boson pairs are produced by a higher order process in the SM. As a consequence,
the cross section to produce two W bosons with equal sign is more than two orders of magnitude
smaller in pp collisions at the LHC, as compared with the cross section to produce two W bosons
with opposite sign. An outcome is that the integrated cross sections, to produce two equal sign
W bosons through single and double parton collisions, are similar in magnitude. The equal sign
W bosons and the corresponding decay leptons are however distributed very differently in phase
space by the two production mechanisms, which allows to disentangle the two contributions
easily by looking at the distribution of the decay leptons.

As a consequence of the strong anti-shadowing of MPI in collisions with nuclei, the con-
tribution of double scattering is greatly enhanced in the case of hadron-nucleus collisions.
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Abstract

We discuss the role of the perturbative QCD inclusive dijess sec-
tion in describing multiple partonic collisions in high &gg pp scat-

tering. Assuming uncorrelated partons, we check for comsty be-

tween an impact parameter description of multiple hardsioths and
extrapolations of the total inelastic profile function. Wegghasize the
availability of parameterizations to experimental datatfee impact
parameter dependence of hard collisions.

1 Introduction

A satisfactory description of the complex hadronic finateteexpected at the LHC must certainly
incorporate a description of multiple partonic collisiofdowever, models of multiple collisions
necessarily use techniques that mix perturbative and manpative processes. It is therefore
important to incorporate as much experimentally availabpgit about the structure of the pro-
ton as possible. Information about the impact parameteem#gnce of hard collisions can be
obtained from parameterizations of generalized partotmibligion functions (GPDs). The gluon
GPD can be measured experimentally in electroproductidiglof vector mesons at small-x or
in photoproduction of heavy vector mesons. Because it isiersal objects, the gluon GPD
can then be used in the impact parameter description of phauliiard collisions irpp scattering.
Furthermore, it is possible to make direct use of the refetigp between inclusive and total cross
sections to obtain consistency constraints. In this doution, we give a summary of the steps
presented in [1] for comparing a description of multiple chacattering that utilizes GPDs with
extrapolations of the total inelastic cross section. Th@s us to obtain constraints on the min-
imum value of the lower transverse momentum cutoff in theéysbative QCD (pQCD) formula
for inclusive dijet production.

2 Total Indastic Cross Section in Impact Parameter Space

The standard way of describing the topal cross section in impact parameter space is to use the
profile function, defined in terms of the elastic amplitudlgs, t) as

5 /dgqeiq'bA(s,t). 1)

['(s,b) = W

fspeaker
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The optical theorem then allows the total, elastic, andastéd cross sections to be expressed in
terms of the profile function:

Otot(s) = 2/d2bReI‘(s,b), )
sals) = [ @bIrG b, ©
Oinai(s) = / de(QReI‘(s,b)—|I‘(s,b)|2> @)

- / d*b Tl (s b), (®)

The last line defines the inelastic profile functidi?!(s,b). If the amplitude is dominantly
imaginary, then unitarity requirds, I'"°! < 1.

Experimental measurements at currently accessible exsefgid a slow growth for the
total cross section and a slow broadening of the profile fancwith increasing energy (see
e.g. [2] and references therein). In a standard fit to the lprafinction of the form~ e—%*/2B(s)
with B(s) = By + o/ In s, comparisons with data then yield$ ~ 0.25 GeV~2, and a slope at
LHC energies (4 TeV) of aboutB ~ 21.8 GeV 2. As illustrated in [3], there are only small
variations between different model extrapolation.

In the next few sections, we will address the issue of comsist between such extrapola-
tions and descriptions of multiple hard collisions thalizgi GPDs. For the purpose of illustration
we will work with the model for the profile function obtained [4].

3 Inclusive Hard Callisionsin Impact Parameter Space
In most perturbative or semiperturbative treatments oftiplel collisions, the basic input is the
lowest order inclusive perturbative QCD (pQCD) expresdmrthe dijet production:

inc c > do
0%t (8;0F) = / , dp?d—pg fi/p (21506) @ £ /po (725 Pt).- (6)
21 t

Implicit but not shown are a sum over parton typeds dactor, and any necessary symmetry
factors. The hard partonic differential cross section isXo— 2 partonic scattering between
partons of typei andj. The symbol® represents convolutions in momentum fraction. The
parton distribution functions (PDFs) are evaluated at a tsmale which for dijet production
should be approximately equal to the relative transverseemiump; of the produced dijet pair.
For pQCD to be valid, the, integral in Eq. (6) must be cut off from below by some scgfle
Because Eq. 6) diverges at lgw, The value ob;‘;g%(s;pg) is quite sensitive to the precise value
of this cutoff. It should be chosen large enough for perttiodmatheory to be safe, but small
enough to incorporate the maximum possible range of kinemat

A description of where hard collisions take place in impaatgmeter space can be ex-
tracted directly from experimental measurements of themlGPD. The GPD describes non-
diagonal transitions in the target arising from the excleanigwot-channel gluons, as illustrated
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P P

Fig. 1: The basic graphical structure in heavy vector medwstgproduction (or light vector meson smallelec-
troproduction) with two gluons exchanged in thehannel. The lower bubble represents the GPD iAtand P’
labeling the different states that appear in the non-diaboorrelator.

in Fig. 1. Itis related to the standard gluon PDF via the refat

wfg(x,typ) = xfo(w; p)Fy(x,t; 1) (7)

whereF,(z, t; 1) parameterizes thiedependence and is referred to asttlie-gluon form factar
The GPD is evaluated at a hard scal@nd it reduces to the standard gluon PDE-at0. Fourier
transforming Eq. (7) into transverse coordinate spacesdiveimpact parameter dependent GPD,

Fowpi) = [ EAF ot e >0, 1=—a2 ®)
Because the GPD in Eq. (7) is a universal object [5], it candmelined directly with Eq. (6) to

yield a description of the impact parameter dependent siaudijet cross section ipp scatter-
ing. If we define the overlap function,

P (b, z1, 25 1) = /d2p1 Fo(@, |prl; w) Fo(a, b — prf; ), ©)
then the probability for a single hard collision with~ p; at impact parametds is
Na(s,b;pf) = 0%iers(5395) Pa(s, b; ). (10)

The subscrip® refers to the production of a dijet pair. Using a dipole fowrfit the two-gluon
form factor, one obtains an analytic expression for the lapeiunction,

mg(%:0§) (my(z;p9)b\
Pas i) = g (AR i g ), 11)

(See [1] and [6] for more details on the above steps.) Hegres z, ~ & = 2p§/\/s. The
parametein,(z; pf) is a mass that determines the radiug’s(s, b; pf) and may depend on both
the energy and on the hard scale. koy(z; pf) we will use the parameterization obtained in [6].
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Fig. 2: The solid line shows the model extrapolation of thaltmelastic profile function. The other three curves are
the contributions from dijets to the total inelastic profilection obtained using Eq. (14) with the generalized parto
distribution and three different values for the lower céitof transverse momentum.

4 MultipleHard Coallisions

For the case of uncorrelated partons, one can determingjgheahtribution to the total inelastic
profile function (the non-diffractive contribution) fromge(10) by simply using the definition of
the total inclusive inelastic cross section [7]. To see \gagerally how this works, we start with
the exact formula obtained in [1] for the total inelastic fdeofunction, written as a series of
contributions from higher numbers of collisions:

o0

Tiel (s, bipf) = D (—1)" ' Non(s, bspf) - (12)

n=1

Forn > 1, Na,(s,b;pf) is the probability function analogous to Eq. (10) but forraparton
collision. For collisions involving identical uncorretat partons

1
Non (5,b; ) = — N bs ). (13)
With this conjecture, Eq. (12) is a geometric series thabbezs simply,
T (s, b;pf) = 1 — exp [~ Na(s, b pf)] - (14)

Hence, the assumption of uncorrelated partons results it vghtypically referred to as the
eikonal model. In a complete model of multiple partonic istdins, the effect of soft interactions
is usually incorporated by including extra soft eikonaltéas in the exponential of Eq. (14).

Consistency between extrapolations of the total inelgstidile function in Eq. (5) and
Eg. (12) requires, ‘ .
Djets (s, b;pf) < T™¢l(s,b). (15)

Now we can check directly whether Eq. (15) is satisfied forfigaar extrapolation of the total
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profile function. As an example, we show in Fig. 2 the modeldfdt /s = 14 TeV. We com-
pare this with Eq. (14) calculated using the parametednrdir the two-gluon form factor taken
from [6] for the b-dependence of the hard collisions. The total inclusivesigection is calcu-
lated directly from Eq. (6) using the CTEQ6M parameterizasi [8] for the parton distribution
functions. The calculation is shown for three sample vabfas.

For very smallb it is not that surprising that Eq. (15) is violated since tisishe region
where at very high energies the gluon density becomes larg@anlinear gluon recombination
effects are expected to lead to taming of the gluon disidbut However, the plot in Fig. 2
shows that fopf < 3.5 GeV, there is even a problem with Eq. (15) at rather large 1.5 fm
where the uncorrelated assumption would naively be exddotbe a good approximation. This
implies that a rather large choice fpf is needed to maintain consistency between a description
of multiple hard collisions in terms of the gluon GPD and tb&k inelastic profile function. We
note that a value off between3 GeV and4 GeV is consistent with the parameter constraints
reported by the Herwig++ group [9].

We note that it is certainly possible that the actual highrgyéotal inelastic profile func-
tion is much different from current extrapolations. Whetthés is true will be answered as higher
energy data become available. However, as mentioned in Btwtre is little variation between
different extrapolations, and there would have to be a rdéige deviation from general theoret-
ical expectations in order to bring the total inelastic gedfiinction into agreement with Eq. (15)
with a small value forp§. Regardless of what the true form of the high energy extetjmi
profile function is, the consistency requirement of Eqg. (@&)uld somehow be enforced.

Assuming for now that we have a roughly correct descriptibthe total inelastic profile
function forpp scattering, a violation of Eq. (15) for a givefiimplies a breakdown of one of the
basic assumptions. Either the uncorrelated assumptiom ofiB) is badly violated, or Eq. (10)
is not an accurate description of the basic hard scattetihgnce, an improved description of
the lowy, region at large likely requires some modeling of correlations. A generalgadure
for including transverse correlations has recently beepgsed in [10]. An approach that goes
beyond the standard pQCD description of the hard part bymmesing soft gluons is suggested
in [11]. A characteristic of the second method is that thetkviof the hard scattering overlap
function becomes much narrower than what is expected fr@Rtgluon form factor at high
energies.

Using a narrower radius for the hard profile function ultigigitallows total and inelastic
cross sections to be fitted with smaller valuegfofsee, for example, [12]). We remark, however,
that a narrower width for the hard part implies the(s, b; pf) grows large with energy very
quickly at smalls. In deep inelastic scattering this would correspond to & vapid approach
to the unitarity limit. Thus, if the width of the hard part isat narrow, there is a danger that it
will violate constraints from HERA data on the approach ® $hturation limit. Furthermore, an
extremely narrow-distribution in the hard overlap function would corresgdn at-dependence
for the 2-gluon form factor that is too weak. As an alternatapproach, we suggest directly
modifying the uncorrelated assumption in Eqg. (13).
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5 Conclusion

We have illustrated that, by describing the hard profile fiomcin multiple collisions using pa-

rameterizations of the GPD and requiring consistency withdeh extrapolations of the total
inelastic profile functions, we may obtain constraints om dtiowed minimum transverse mo-
mentum cutoffp{ in the inclusive hard scattering cross section. For the ohsacorrelated hard

collisions, we find that a rather large value fgris needed.
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Abstract

We present the predictions of a model for proton-protonl totass-

section at LHC. It takes into account both hard partonic @sses and
soft gluon emission effects to describe the proper highggnleehavior

and to respect the Froissart bound.

1 Introduction

A reliable prediction of the total proton-proton cross gattis fundamental to know which will
be the underlying activity at the LHC and for new discoveirephysics from the LHC data. In
this article, we shall describe a model [1] [2] for the hadcawotal cross section based on QCD
minijet formalism. The model includes a resummation of ghfbn radiation which is necessary
to tame the fast high-energy rise typical of a purely pewtive minijet model. Itis called the BN
model from the Bloch and Nordsiek discussion of the infracathstrophe in QED. In the first
section, results are presented concerning the behavitredQCD minijet cross section. It will
then be explained how this term is included into an eikonahfdism where infrared soft gluon
emission effects are added. The last section is devotec tnthbetween the total cross-section
asymptotic high energy behavior predicted by our model hadriodel parameters. This relation
also shows that our prediction is in agreement with the limpposed by the Froissart bound.

2 Mini-jet cross section

Hard processes involving high-energy partonic collisidnige the rise of the total cross section
[3]. These jet-producing collisions are typical pertuibatprocesses and we can describe them
through the usual QCD expression:

AB( ) / s/2d /1 J /1 J Z ol 2 Q)d&fjl(g)

Tlet 1% Prmin = Pt o1 T3 X ila(T1,pp) f5 (T2, p :

jet P 4p?/s 4p2 /(1 5) ST | t)J 5] 7 i,
1)

with A, B = p,p. This expression depends on the paramgigk,, which represents the min-
imum transverse momentum of the scattered partons for wirehallows a perturbative QCD
treatment. Its value is usually around 1 — 2 GeV and it distinguishes hard processes (that
are processes for which a perturbative approach is usea)thie soft ones that dominate at low

tmin

tspeaker
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energy, typically for,/s < 10 =+ 20 GeV, i.e, well before the cross-section starts rising. The
Minijet expression also depends on the DGLAP evoluted Rartdensities Functiong; 4 for
which there exist in the literature different LO parametations(GRV, MRST, CTEQ [4]). We
obtain an asymptotic growth of;.; with energy as a power af As shown in figure 1, the value
of the exponent depends on the PDF used and one has

TE
GRV ., 0.4  MRST ., 03 CTEQ (0.3

a jet jet

jet
This result can be derived by considering the relevant dmutton to the integral in (1) in the
V8 >> pumin limit. In this limit, the major contribution comes from thensall fractions of
momentum carried by the colliding gluons with, << 1. In this limit we know that the relevant
PDF’'s behave approximately like powers of the momentumtiflacn:—J with J ~ 1.3 [5].

From the previous consideration and noting tg@k x We obtain from (1) the following
asymptotic high-energy expression toy.;

J—1
cwx#[ : ] @)

t min 4pt min

The dominant term is just a power efand the estimate obtained for the exponenrt
J —1 ~ 0.3 is in agreement with our previous results. We now need to nstaied how to
incorporate into a model for the total cross section thigy vast rise at very high energy, which
is present in the perturbative regime. Firstly it is impattto note that ., is an inclusive cross
section and therefore contains in itself a multiplicityttaclinked to the average numbern >
of partonic collisions that take place during the hadrorgattering. We can approximate the
energy driving term at high energy [€] » > as

<N >R et A 3)

where A is a function representing the overlap between the two medro

Now we can derive an expression for the total cross sectiarfasction of< n >. Assum-
ing that the number of partonic collisions follows a Poisdstribution, since each interaction is
indipendent from the other, the probability of havihgartonic collisions is:

<n >k e—<n>
k!

The average number of partonic collisions should dependerenergy and on the impact pa-
rameterb relative to the hadronic processn >=< n(b, s) >. From the previous expression it
is possible to obtain the inelastic hadronic cross section:

Oinelastic = /deZP k’ < n b 8 /d2 —<n(b 5)> } (5)

k=1

Pk,<n>)= 4)

which is the usual eikonal expression if we consider theliekveern< n(b, s) > and the eikonal

X(b, 5).
n(b,s) >= 2Imx(b, s) (6)

70 MPIO8



510000 ¢
3 r
b§ 9000 [ Tjet for various LO densities
F Pymin=1.15 GeV
8000 |-
7000 [ -- - CTEQ
6000 [ o GRV98
5000 [ ----- GRV
4000 F green band MRST
3000 |-
2000
1000
g R Ll e il
2 3 4
1 10 10 10 10
Vs (GeV)

Fig. 1: minijet cross section for different input parton dities.

3 Eikona model

The eikonal representation allows to implement multiplegascattering and to restore a finite
size of the interaction. Neglecting the real part of the méddunction, an acceptable approxima-
tion in the high energy limit, the expression for the totalss section is

Otot = 2/d2b [1 - e‘”(b’s)/ﬂ )

The average number of partonic collisions receives camtinhs both from hard and soft physics
processes and we write it in the form

n(ba 3) = nsoft(ba 3) + nhard(ba 5) (8)

where the soft term parameterizes the contribution of al phocesses for which the partons
scatter withp; < pumin. It is the only relevant term at low-energy and it establgstiee overall
normalization, while the hard term is responsible for thghkénergy rise. From (3), we approx-
imate this term with

nhard(bv 5) = A(bv S)Ujet(s) (9)
where the minijet cross section drives the rise due to theease of the number of partonic
collisions with the energy andl(b, s) is the overlap function which depends on the (energy
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dependent) spatial distribution of partons inside theidioly hadrons. In some older models
[6] a simpler factorized expression far(b, s) was used, with the overlap function depending
only onb. However, when up-to-date realistic parton densities asglusuch impact parameter
distributions, inspired by constant hadronic form factées to an excessive rise of,; with the
energy. In our BN model we include andependence in the overlap function that has to tame
the strong growth due to the fast asymptotic rise f [2].

We identify soft gluon emissions from the colliding partassthe physical effect respon-
sible for the attenuation of the rise of the total cross sectiThese emissions influence matter
distribution inside of the hadrons, hence changing thelaggunction. They break collinearity
between the colliding partons, diminishing the efficienéythe scattering process. The num-
ber of soft emissions increases with the energy and this siiddegr contribution important, also
at very high energy. The calculation of this effect uses aiclassical approach based on a
Block-Nordsieck inspired formalism [7] through which onbtains a distribution of the collid-
ing partons as function of the transverse momentum of thiegbodns emitted in the collision,
ie.

&*P(K,) = d®K (271T)2 /d2b KL D—h(b,gmaz) (10)

We have proposed to obtain the overlap function as the Fawaiesform of the previous expres-
sion of the soft gluon transverse momentum resummed disiviln, namely to put

K, b d*P(K)) e~ h(bsamaz)
_ 2 —iK b 1)
ABN(b, S) = N/d KJ_ € d2KJ_ - fd2b e—h(b,qmaz) (11)
with )
16 [dmar o (k2) dk 2qmax
B, ) = 0 [T Cxlhi) ke By gy (12)

3 0 m k‘t k‘t
This integral is performed up to a maximum value which is ¢éidko the maximum transverse
momentum allowed by the kinematicg,,. [8]. In principle, this parameter and the overlap
function should be calculated for each partonic sub-pchst in the partial factorization of
Eq.(9) we use an average valuegf,, obtained considering all the sub-processes that can hap-
pen for a given energy of the main hadronic process [2]:

e [ dzfi(a) fi(@e)Vaaz(l — 2)
max(S) = \/E -
! 2 Sl T g () f(r2)
1,]

(13)

1 z2

With 2., = 4p2.... /(sz122). Notice that consistency of the calculation requires thatRDF'’s
used in Eq. (13) be the same as those useddn

The integral in (12) has another relevant feature, it exdeshmivn to zero momentum val-
ues, and to calculate it we have to take an expressian, different from the perturbative QCD
expression which is singular and not integrable in (12). We a phenomenological expres-
sion [9], which coincides with the usual QCD limit for largg and is singular but integrable for

]{It — 0: 19
Sk = — P 14
as(kt) 33 — 2Ny In|1 —l—p(%)%] (14)
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This expression fory is inspired by the Richardson expression for a linear camdiotential
[10], and we find for the parametgrthat

e p < 1to have a convergent integral (unlike the case of the Ridwrgotential where
p=1)
e p > 1/2 for the correct analyticity in the momentum transfer valéab
Fig.2 [1] shows our predictions, obtained for the total srgsction using a set of phenomeno-

logical values fop,,,;, andp, and varying the parton densities. We also make a comparigton
data and other current models.

E 8 G.G.P.S. model, PRD 72, 076001 (2005)
5 140 - using GRV and MRST P.D.F. a
o | — G.G.P.S. model, using GRV P.D.F. DLhp/ /
i 0,=48.0 mb p=0.75 p,;,=1.15
| DLhp  Donnachie-Landshoff, PLB 595 393 (2004)
120 - @ Cudellet. al. hep-phi0612046
A, b Luna-Menon, hep-ph/0105076 b
C Block-Halzen  PRD 73054022 (2006)
d Donnachie-Landshoff, PRL B296 227 (1992) g
100
80
® UA5
A UAL
O UA4
60 11 ‘M * CDF
j ‘ A O E710
I v ES811
ik . ; proton-proton
40 - A proton-antiproton
k “Ml\‘\mm Ll Ll
2 3 4
10 10 10 10
Vs (GeV)

Fig. 2: Results from our total cross-section model (forefiéint parton densities) compared with data [11] and with
other models [12].

4 Restoration of Froissart Bound

The Froissart Martin Bound [13] states that; cannot rise faster than a function which is pro-

portional tolog?(s). In order to see see that in our model this bound is respestedpproximate
our total cross section at very large energies as

Utot ~ 27T/db2 |:1 — e_nhard(bys)/2i| (15)
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With npe,q(b, 8) & 0jet(s)Anara(b, s). We then take fob ., the asymptotic high energy expres-
sion:

s €
%d:“<aﬁﬁ
with oy =constant and ~ 0.3 — 0.4. Being

Aha'rd(ba 5) X e—h(b,s)
we can consider in (12) the infrared limiy — 0 where the integral receives the dominant
contribution. In this limit we have
AN
o) ~ (1)

ki

apart from logarithmic terms. Then, with(b, s) o (bA)?” [2] (again apart from logarithmic
terms), we have .
Ahard(b) X 6_(bA) i

and from this expression .
Nhard = 20(5)6_(bA) ’

with C(s) = % (#)E The very high energy limit of Eq. (15) then gives

00 _(bA)2 1/p
Otor A 27TA db2[1 N e—C(S)e (bA) P] — [5 In (#)] (16)

The asymptotic growth of,; in our model depends on the parametevhich fixes the asymp-
totic rise of the minijet cross section, and prwhich modulates the infrared behavior @f.
Notice thatl /2 < p < 1 and thus this approximated result links the restoratiorhefRroissart
bound in our model with the infrared behavior@f. We can now understand why a knowledge
of the confining phase of the strong interaction is neceséavg want to restore the finite size
of the hadronic interaction.
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Minimum Bias Studies at CDF and Comparison with MonteCarlo

Niccold Moggi (for the CDF Collaboration)
listituto Nazionale Fisica Nucelare, Bologna

Abstract

Measurements of particle production and inclusive difiéied cross
sections in inelastipp collisions are reported. The data were collected
with a minimume-bias trigger at the Tevatron Collider witket@DF 1
experiment. Previous measurements are widely extendexhgerand
precision. A comparison with ayTHIA prediction at the hadron level
is performed. Inclusive particle production is fairly we#produced
only in the low transverse momentum range. Final state lziioa
measurements are poorly reproduced, but favor models withipte
parton interactions.

1 Introduction

In hadron collisions, hard interactions are theoreticalgll described as collisions of two incom-
ing partons along with softer interactions from the remagnpartons. The so-called minimum-
bias (MB) interactions, on the contrary, can only be defifedugh a description of the experi-
mental apparatus that triggers the collection of the datah® trigger is meant to collect events
from all possible inelastic interactions proportionaliytiheir natural production rate. MB physics
offers a unique ground for studying both the theoreticatbpity understood softer phenomena
and the interplay between the soft and the hard perturbatfeeactions.

The understanding of the softer components of MB is intargstot only in its own right,
but is also important for precision measurements of hamraations in which soft effects need
to be subtracted (see, e.g. [1]). The observables that geriexentally accessible in the MB
final state represent a complicated mixture of differentgites effects such that most models
could readily be tuned to give an acceptable descriptionachesingle observable, but not to
describe simultaneously the entire set. Effects due toiptellparton parton interactions (MPI)
are essential for an exhaustive description of inelasticdifractive hadron interactions.

2 The CDF Detector and Data Samples
2.1 The Data Collection and Event Selection

This analysis is based on an integrated luminosity of 506goliected with the CDF |l detector
aty/s = 1.96 TeV during the first Tevatron stores in Run Il. CDF Il is a gel@urpose detector
that combines precision charged particle tracking withjgmtive geometry calorimeter towers.
A detailed description of the detector, with detailed imfi@ation about the transverse momentum
(pr) and transverse energyA) resolutions, can be found elsewhere [2].

Two systems of gas Cherenkov counters (CLC) [3], coverimgpbeudorapidity forward
regions3.7 < |n| < 4.7, are used to determine the luminosity. The MB trigger is ienpénted
by requiring a coincidence in time of signals in both forwardl backward CLC modules.
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Only runs with lower initial instantaneous luminosity hdaen used in order to reduce the
effects of event pile-up. The average instantaneous lusitinof the full MB sample is roughly
20 x 10%° cm~2s~!. For measurements where the calorimeter is involved, osiytssample of
average luminosity 7 x 10%° cm—2s~! was used.

Primary vertices are identified by the convergence of reitooted tracks along the—axis.
For vertices reconsructed from less than ten tracks a rexpgint that they be symmetric is added:
the quantity|(N*N)/(NT + N)|, whereN* is the number of tracks in the positive or negative
n hemisphere, cannot equal one. Only events that containapigeonly one, primary vertex in
the fiducial region/Z,.,| < 40 cm centered around the nominal CBF= 0 position are ac-
cepted. This fiducial interval is further restricted #,.,,| < 20 cm when measurements with the
calorimeter are involved.

2.2 The MonteCarlo Sample

A sample of simulated Monte Carlo (MC) events about twicedilze of the data was generated
with PYTHIA version 6.2 [4], with parameters optimized for the best oépction of minimum-
bias interactions. To model the mixture of hard and softratgons,PYTHIA Tune A [5] [6]
introduces a9 cut off parameter that regulates the divergence of the 2paston-parton per-
turbative cross section at low momenta. This parameteras aso to regulate the additional
parton-parton scatterings that may occur in the same wollig’]. Thus, fixing the amount of
multiple-parton interactions (i.e., setting tipe cut-off) allows the hard 2-to-2 parton-parton
scattering to be extended all the way dowmpidhard) = 0, without hitting a divergence. The
amount of hard scattering in simulated MB events is, theegfrelated to the activity of the so-
called underlying event in the hard scattering processé® fihal state, likewise, is subject to
several effects such as the treatments of the beam remmaht®kor (re)connection effects. The
pythia Tune A results presented here are the predictiortdijtao

A run-dependent simulation with a realistic distributiohnaultiple interactions was em-
ployed to compute corrections and acceptance. Events wilyesimulated through the detector
and successively reconstructed with the standard CDF sértation chain. All data is corrected
to hadron level. The definition of primary particles was tosider all particles with mean life-
timer > 0.3 x 10~'° s produced promptly in thgp interaction, and the decay products of those
with shorter mean lifetimes. With this definition strangelitns are included among the primary
particles, and those that are not reconstructed are ceddot. On the other hand, their decay
products (mainlyr* from K? decays) are excluded, while those from heavier flavor hadaoe
included.

3 Results
3.1 Efficiency and Acceptance Corrections

Reconstructed tracks are accepted if they comply with amahset of quality selections. Pri-
mary charged particles are selected by requiring that tmigynate in a fiducial region around
thepp vertex. In order to optimize the efficiency and acceptancalitions particles are required
to have a transverse momentum greater than 0.4 &Gawd pseudorapidityy| < 1.

The transverse energy sufn (Er) is computed in the limited regiom| < 1 as the scalar
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sum over the calorimeter towers of the transverse energi#isei electromagnetic and hadronic
compartments. The calorimeter response has been evalwdtetC. The region below about
5 GeV is the most critical. The reliability of MC in evaluagirthe calorimeter response was
checked against the single particle response measureddaten The simulation of the energy
deposition of neutral particles was assumed to be correct.

In the end, all data presented is corrected for the triggdnamtex efficiency, undetected
pile-up, diffractive background and event selection atanege. Charged particle measurements
are corrected also for the tracking efficiency, contamoratf secondary particles (particle in-
teraction, pair creation), particle decays and mis-idexttitracks. These quantties are evaluated
as a function ofpr, in different ranges of track multiplicity. The total coat@®n includes also
the smearing correction for very high- tracks, where the small curvature may cause a signif-
icant dispersion in the measure of the momentym E; measurements are corrected for the
calorimeter response and acceptance, and are unfoldedrézttthe dispersion due to the finite
calorimeter resolution.

3.2 The charged particlepy spectrum
We may write the single-particle invariapt differential cross section as:

Fo o Npaes/(e x A)
dp®  prA¢Aydpr  LprA¢Aydpr’

whereE, p, ¢, andy are the particle energy, momentum, azimuthal angle andlitgpirespec-
tively; Npqes is the raw number of charged particles that is to be correfctedll efficiencies £)

and acceptanced|. L is the effective time-integrated luminosity of the sampldne accepted
region in Ay is calculated from the for each charged track, always assuming the charged pion
mass. The differential cross section is shown in Fig. 1.

This measure was discussed in [8] and last published by tHed@Daboration in 1988 [9].
There is a scale factor of 2 between the 1988 and the new megasnot, due to different normal-
ization. Besides this, the new measurement is about 4% higha the previous one. At least
part of this difference may be explained by the increasedecari-mass energy of the collisions
from 1800 to 1960 GeV. The new measurement extends the mamesgtectrum from 10 to over
100 GeVE, and enables verification of the empirical modeling of minimbias production up
to the highp, production region.

We observe that modeling the spectrum with the power-lamnfased in 1988 to fit the
distribution, does not account for the high tail observed in this measurement (Fig. 1, left).
Nevertheless, in the limited region up tg- = 10 GeVle, we obtain, for the present data, a
set of fit parameters compatible with those published in 19B8our measurement, the tail
of the distribution is at least three orders of magnitudehbighan what could be expected by
extrapolating to higly, the function that fits the low region. In order to fit the whole spectrum,
we introduced a more complex parametrization by adding argkterm to the function used

in [9] (EqQ.2): . . s
=) G ?
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Fig. 1: Left: the trackpr differential cross section with statistical uncertairgyshown. A fit to the functional form
used in the 1988 analysys in the regionlof < pr < 10 GeVie is also shown (dashed line). The fit with the
more complex function (Eq.2) is shown as a continuous limethé plot at the bottom, the systematic and the total
uncertainties are showiRight: comparison wittPYTHIA Tune A simulation at hadron level. The ratio of data over
prediction is shown in the lower plot. Note that these disitions are cut off at 50 Ge¥kincePYTHIA does not
produce patrticles at all beyond that value.

With this empirical function, we obtain a goad but the data are still not well reproduced above
about 100 Gev/.

Figure 1 (right) shows a comparison wity THIA simulation at hadron level. Also in this

case, the data show a larger cross section at pjglktarting from about 20 Ge¥/ The MC
generator does not produce any particles at all beyond 50&eV

3.3 The dependence ofpr) on the particle multiplicity

The dependence of the particle transverse momentum onphiti ((pr)(N,p)) is computed
as the averaggr of all charged primary particles in events with the same gbamultiplicity
(Nen), as a function ofN,,. A study of (pr)(N.,) was already performed by CDF in Run |
and published in [10]. This new measurement benefits fronfiatiger statistics obtained with a
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dedicated "high multiplicity” trigger. Data from this triger are included by merging them into
the MB sample.

This is one of the variables most sensitive to the combinatfdhe various physical effects
present in MB collisions, and is also the variable most poeproduced by the available MC
generators. The rate of change (pfr) versusN,, is a measure of the amount of hard versus
soft processes contributing to minimum-bias collisiomssimulation the rate is sensitive to the
modeling of the multiple-parton interactions (MPI) [1].

— L4r
§ L st CDF Run Il Preliminary
5]
O 13- p=204Gevic = Data Run Il
A C
~1.2—
o T
Vo T
11— ‘ \iiji ‘
F Latf1T]
1=
0.9
osf A T _
C Pythia hadron level :
07 —— TuneA no MPI TuneAp =0
E TuneAp =15 ... ATLAS tune
0'6111111111l1111l1111111lllllllllllllllllllllllllll

10 15 20 25 30 35 40 45 50
charged particle multiplicity

Fig. 2: The dependence of the average charged pagiictn the event multiplicity is shown. A comparison with var-
ioUSPYTHIA tunes at hadron level is shown. Tune A witho = 1.5 GeV/c was used to compute the MC corrections
in this analysis (the statistical uncertainty is shown dolythe highest multiplicities where it is significant). TeiA
with po = 0 GeVlc is very similar top;o = 1.5 GeVie. The same tuning with no multiple parton interactions
allowed (“no MPI") yields an averager much higher than data for multiplicities greater than atiuThe ATLAS
tune yields too low an averagg- over the whole multiplicity range. The uncertainties shawe only statistical.

If only two processes contribute to the MB final state, one, said one hard (the hard
2-t0-2 parton-parton scattering), then demanding la¥gg would preferentially select the hard
process and lead to a higlpr). However, we see from Fig. 2 (Tune A, no MPI) that with
these two processes alone, the averagdncreases much too rapidly. MPI provide another
mechanism for producing large multiplicities that are learthan the beam-beam remnants, but
not as hard as the primary 2-to-2 hard scattering. By inttody this mechanismpYTHIA in
the Tune A configuration gives a fairly good description/f)(N,;) and, although the data are
guantitatively not exactly reproduced, there is great peg over fits to Run | data [10]. The
systematic uncertainty is always within 2%, a value sigaifity smaller than the discrepancy
with data.
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3.4 The}_ Er spectrum

The differential cross sectiod®c/(ApAndEr) for || < 1is shown in Fig. 3. The raw and
corrected event average transverse energiefiare= 7.350 + 0.001(stat.) and Er = 10.4 +
0.2(stat.) £ 0.7(syst.) GeV, respectively.

The measurement of the event transverse energy sum is néwe fielid, and represents a
first attempt at describing the full final state including malpatrticles. In this regard, it is com-
plementary to the charged particle measurement in desgribie global features of the inelastic
pp Cross section.

The PYTHIA simulation does not closely reproduce the data over the evhbE; spec-
trum. In particular the peak of the MC distribution is slighshifted to higher energies with
respect to the data.

L ool L ool
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Fig. 3: The differentialy " Er cross section ifiy| < 1 compared to @YTHIA prediction at hadron level. The ratio of
data toPYTHIA Tune A is shown in the lower plot.

3.5 Systematic Uncertainties

We have detected several possible sources of systematctaimties. The largest ones are the
uncertainties on the calorimeter response (up to 15% atrldWwé ), on the pile-up correction,
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on the diffractive background, and the uncertainty relatethe MC generator used to compute
the various corrections. These uncertainties are, in @érlarger in thed . E measurement than
in charged particle measurements.

There is an overall global 6% systematic uncertainty on ffeetive time-integrated lumi-
nosity measurement [11] that is to be added to all the crag®semeasurements.

4 Experimentl Hot Topics
4.1 The MB trigger

The acceptance of the MB trigger has been measured by camggatd a sample of zero-bias
events collected during the same period. The zero-biass#atia collected without any trigger
requirements, simply by starting the data acquisition afliavatron radio-frequency signal. The
results indicate that the acceptance depends on a numbaraibles, most of which are, in some
way, related to the number of tracks present in the detectamber of interactions, number of
tracks, instantaneous luminosity and the CLC calibratidfe parametrized the dependence on
these variables so that a correction could be applied oneamt-éy-event basis. The total trigger
acceptance therefore increases linearly with the ingtaotas luminosity. As a function of the
reconstructed number of tracks, the acceptance is welesepted by a typical turn-on curve
starting at about 20% (few tracks) and reaching its plateittu avalue between 97 and 99% for
about 15 tracks.

4.2 Pile Up

In spite of the low instantaneous luminosity, the selectath dample contains a contamination
of pile-up events. This is due to multiple interactions wiles separation betweem collisions
is less than the vertex resolution in the coordinate (about 3 cm).

CDF Run Il Preliminary

I
()]

RN RARR AR AR ARRNRARL
4
+
-+
—

L L L
10 20 30 40 50 60 70 80 98107
Inst. Lum. [cm?sY)

Fig. 4: The raw event average charged particle multipliesya function of the instantaneous luminosity. The line
represents a linear fit (with slope equal to 0.08220003). The uncertainty is statistical only.

The number of undetected events was estimated indirectlgldtying the averagéeV,,
as a function of the instantaneous luminosity (Fig. 4). lis flot, the increase i{N,;) is
due to the increase in number of pile-up events. We assuneithgally no pile-up is present
at a luminosity ofC = 1 x 1030 cm2s~!. The difference with respect to thgv,;) at the
average luminosity of the sample yields the estimated numbevents that went unobserved.

82 MPIO8



However, although the pile-up probability in the low lumgitly sample is small€ 1%), itis not
negligible. By assuming conservatively an uncertaintylfenB inelastic-non-diffractive cross
section used by the MC generator of 6 mb, we calculate thaifglgEquivalent to a variation in the
sample average luminosity 8f5 x 103° cm~2s~1. This, in turn, corresponds to an uncertainty
< 3% on the}_ Ep distribution and negligible on the charged particle disttions.

5 Conclusions

A set of high precision measurements of the final state innminn-bias interactions is provided
and compared to the best available MC model.

The former power-law modeling of the single partighe spectrum is not compatible with
the high momentum tailpf- > 10 GeVle) observed in data. The more recent tunings of the
PYTHIA MC generator (Tune A) reproduce the inclusive charged @arntir distribution in data
within 10% up top; ~ 20 GeV/e but the prediction lies below the data at high.

The Y~ Ep cross section represents the first attempt to measure th@hgarticle activity
in MB. PYTHIA Tune A does not closely reproduce the shape of the distoibuti

The mechanism of multiple parton interactions (with stréingl-state correlations among
them) has been shown to be very useful in order to reprodugte hultiplicity final states with
the correct particle transverse momenta. In fact, the datg much disfavor models without
MPI, and put strong constraints on multiple-parton intécgcmodels.

The data presented here can be used to improve QCD Monte i@adels and further our
understanding of multiple parton interactions. A detailewlerstanding of MB interactions is
especially important in very high luminosity environmefgsich as at the LHC) where a large
number of such interactions is expected in the same bundsiog
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Abstract

In lepton-hadron collisions an almost real phdtamteracts as a point-
like particle as well as a composite hadron-like system.nEgamples
with enriched direct- or resolved-photon events are setebly mea-
suring the photon energy fraction entering in the hard edatj,xgbs.
This allows the study of the Underlying Event (UE) and MU&ipar-
ton Interactions (MPI) with a new strategy not possible airba col-
liders. The H1 collaboration studied photoproduction ¢vemith at
least two jets withP/** > 5 GeV. The highest transverse momentum
jet (leading jet) defines four regions in azimuth: the towagion, de-
fined by the leading jet, the away region, in the opposite Bph@re
and two transverse regions between them, where a measurefiibe
charged particle multiplicity is performed and compareditadels.

1 Introduction
The Underlying Event (UE) can be defined as everything intaadto the lowest order process.

In ep
the photon

collisions at HERA the mediator boson is a virtual photonthH virtuality is high
interacts as a point-like particle (direct). @wlvirtualities the photon may fluctuate

into a quark-antiquark pair and even develop a hadronicttre. In this case, a parton from the

photon inte

racts with a parton from the proton and only atfoacof the energy from the photon

(resolved) enters in the hard scattefing\t HERA, these events can be selected by measuring

the photon

energy fraction entering in the hard scatteri:q@,.

Monte Carlo programs (MC) simulate collisions with a 2-to-2 parton scattering in lead-

ing orderag

. For direct photoproductionz;gbs > 0.7, boson-gluon fusion is the most important

contribution to dijet production. In the event generatioitial and final state parton radiation
and the contributions from the proton remnant are simulaktéatironisation models are applied

to produce

colourless particles. In this picture, the primavo hard partons lead to two jets

while the other parton emissions constitute the underlygvent.

Remnant-remnant interactions are only present when btsfeicting particles have a com-
posite structure. This can happen for resolved photon eye@ﬁé < 0.7, via multi-parton in-
teractions (MPI). By definition, these MPI are part of the Utserefore, selecting events with

! For the virtuality range considered here.

2 The dist

84

inction between direct and resolved is only unamnigly defined at leading order.
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direct (resolved) photons allows to exclude (include) MiBhf the UE. This is an advantage of
a lepton-hadron collider compared to a hadron-hadrondsmgili

At HERA, three- and four-jet events have been studied [1ilffferentn-jet invariant mass
regions. Comparisons with(«a«,) matrix element MC programs supplemented with parton
showers and with & (aa?) calculation show that the corrections due to MPI are needledder
to describe the data. The corrections from MPI are higheldfervalues of the invariant mass of
the jets.

The description of MPI in particular and in general of the keéry important for the LHC
physics: Higgs searches and multi-jet analyses like fotapajuark require a proper description
of the underlying QCD aspects. Different MPI models andgardynamics approaches, how-
ever, give very different predictions at higher energigs The strategy presented here consists of
separating the point-like from the resolved contributidres events with only one remnant from
those with two remnants where MPI are possible. &heollisions at HERA offer a cleaner en-
vironment to study MPI. They can be better separated fromeasieof the UE (parton dynamics,
hadronisation, etc) compared to hadron colliders.

2 Charged particle multiplicity in photoproduction

MPI and its contribution to the UE were studied by the H1 dmdiation [3, 4] using dijet pho-
toproduction. Events witl)? < 0.01 GeV? and 0.3< y < 0.65 were selected. The jets
were defined applying the inclusivg-jet cluster algorithm [5] in the laboratory frame. The jets
were required to have transverse momenth-ﬁts > 5 GeV and pseudo-rapidity’¢**| < 1.5.
Within these events, charged particles with transverse errmm%’"“c’f > 150 MeV in the range
Intreck| < 1.5 were selected.

The analysis procedure, inspired by the CDF collaborat@ni$ the following:

Four regions in the azimuthal angle, were defined with respect to the leading jet as
indicated in figure 1. The leading jet defines the azimuthglea® = 0. The region¢| < 60°
is defined as the toward region and is expected to contairagicfes from the leading jet. The
away region is defined blyp| > 120° which often contains the second leading jet and most of its
particles to balance the transverse momentum in the ewetite transverse regions, 6& |¢| <
12, the contribution from the primary collision is usually sitrend thus the effects from the
UE should be most visible.

In the transverse regions, a high activity and a low activitgion are defined event by
event depending on which region contains the higher scataraf the transverse momentum of
charged particlesP;"™ = mec’“s P%.. The high activity region is more affected by higher order
QCD contributions than the low activity region by definitiaghhigher order radiation is emitted
this will increase the”*"™ in that transverse hemisphere.

The average charged particle multiplicityVenargeq), @s a function of the transverse mo-
mentum of the leading jef?%ktl, for the different azimuthal regions is shown in figures ZFbe
measurement is performed for resolved and a direct photdohe events, i.e:z:gbs < 0.7 and
z%Ps > 0.7, respectively.

The (Nchargea) distributions are corrected to the level of charged stalldréns using

MPIO8 85



The Leading Jet

Toward| Region ‘(PD: 60

Transverse - .-~ %\ Transverst

Region '\ Region
'High activity==x. | .~~~ Low activity'
\,Rebg: Region |

7 PorE 120
Away Region\ .-

The Subleaai/ng J

Fig. 1: Definition of the four azimuthal regions. The towaegjion is defined by the leading jet and by this means
defines the away and transverse region. The scalar sum ohtis/erse momenta;“" = szc’“ Pl is calculated
event by event in each transverse region. This defines ttneamid low activity transverse region.

an iterative Bayes unfolding method (see [7]). They are ameg to two MC predictions:
PYTHIA [8] and CASCADE [9, 10], both implement leading order i, matrix elements. The
matrix elements are supplemented with initial and finalestatliation according to the DGLAP
evolution equations inYrHIA and the ones of CCFM inASCADE . In PYTHIA a model of MPI

is available forep collisions. QASCADE uses unintegrated gluon density functions (updf) and
off-shell matrix elements. It does not include the resolgethponent of the photon and has not
model for MPI implemented. InAHIA the CTEQ 6L [11] pdf was used while inASCADE set2
and set3 [12] were used.

In the toward and away regiofi8/.1,q4eq) iNCreases with thé’f]‘ﬂ61 by about 30; from the
lowest to the highestf‘ft1 bin. On the contrary, in the transverse regions the mutiifylitends
to decrease although the effect is much weaker. In the tovegidns the particle multiplicity is
slightly higher than in the away regions but in the transedrigh activity regions the multiplicity
is much higher than in the low activity regions. The multfly is higher for resolved enriched
than for direct enriched events.

In figures 2 and 3 the data are compared to different MC priedistin the toward and
away regions. TheHIA MC describes data quite well if contributions from MPI areluded
in the simulation (figure 2). The contributions from MPI dease asP%M1 grows according to
this model. The @scabe MC describes the data fairly well. For direct enhanced esgeﬁ?s >

0.7, CascADE describes the data perfectly. For resolved enhanced e\mﬂbﬁs< 0.7, however,

the predicted multiplicity is lower than in data, espegiait low Pf]e“.

Figures 4 and 5 show a comparison between data and the MCfoegiin the transverse
regions. Like in the toward and away regions, including Mfpioves the description of the
data in all bins for PTHIA 3. In both a;gbs > 0.7 transverse regions (b and dyTIA + MPI

3 PYTHIA describes the data only when including MPI. For more detaits[3, 4]
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Fig. 2: Average charged particle multiplicity as a functigfithe transverse momentum of the leading ,@ﬁf“, in
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and G\sCADE describe the data well. However, they somewhat underegtitha data in the re-
solved enriched transverse regions. Here, the shape mrddig BFrTHIA + MPI follows the data
distribution, although the absolute value of the multipids slightly too low. CASCADE pre-
dicts an even lower multiplicity in these regions but it ischibetter than PTHIA without MPI,
although @Q\scADE does not include a resolved component and any MPI model. &kerig-
tion of CASCADE is better in the high activity region, where higher orderreotions are more
important, than in the low activity region, which is expette be most sensitive to MPI. These
discrepancies decrease with increasif’! .

3 Conclusion

The average charged particle multiplicity in dijet photoguction has been measured as a func-
tion of Pf“ in four regions of the azimuthal anglg the toward, away, transverse high and
low activity regions. The data have been investigated fomaned photon point-like interactions
with the proton events and enhanced photon resolved evéhesdata have been compared to
predictions of the PTHIA and GASCADE MC generators.

PYTHIA without MPI does not produce enough particles, especiallgvaxgbs and in the
transverse regions. Including MPI leads to a good desoriptf the data.

CAsCADE provides a good description of the data in the higf’f regions. In the Iowr:g”s
regions it produces too few particles, especially in the éamtivity region.

CascaADE describes the data better thaniTRIA without MPI both at Iowcgbs and at high
x?YbS, where contributions from MPI are smaller. The discrepesaf GASCADE with the data
in the high activity region are smaller than in the low adjiviegion, the former is expected to
be more sensitive to higher orders and the later to MPI. Thistp to a possible better parton
dynamics approach in&SCcADE which could be important in the determination of the amodunt o
MPI. Reducing the amount of MPI needed to describe the dgiaroving the parton dynamics
in the pQCD regime, would reduce the theoretical uncerngdint the description of MPI. This
would have important benefits for physics predictions at Lét@rgies.
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Abstract

The early data from LHC will allow the first look at minimum ksip-

p collisions initially at the center-of-mass energies ofal@ later 14
TeV. The plans of the CMS collaboration to measure crossosecand
differential yields of charged particles (unidentified dentified) and
neutrals produced in inelastic p-p collisions at 14 TeV amsented.
The tracking of charged particles will be possible down towtl00
MeV/c, with good efficiency and negligible fake rate. Thelgief

charged kaons and protons can be extracted for total monbeifa
0.8 and 1.5 GeV/c, respectively. Comparisons of the resuliseoret-
ical models are also discussed.

1 Introduction

The CMS experiment at the LHC is a general purpose detecsigmied to explore physics at
the TeV energy scale [6, 8]. It has a large acceptance andetierooverage. The various sub-
detectors are: a silicon tracker with pixels and strips & 2.4); electromagnetic|f| < 3) and
hadronic (n| < 5) calorimeters; and muon chambefs|(< 2.4) [5]. The acceptance is further
extended with forward detectors: CASTORZ < |n| < 6.6) and Zero Degree Calorimeters
(IMneutrais| > 8.3). CMS detects leptons and both charged and neutral hadiidris.example
analysis uses 2 million inelastic p-p collisions. They hbeen generated by threrTHIA event
generator [10].

2 Minimum bias triggers

In case of very low initial intensity the events can be takgratspecial high level trigger, re-
quiring at least one or two reconstructed tracks in the pilatkctor. This trigger has very low
bias and an efficiency of about 88% for inelastic p-p collisioAnother type of trigger will be
based on counting towers, with energy above the detectserevel, in both forward hadronic
calorimeters (HF3 < |n| < 5). A minimal number of hits (1, 2 or 3) will be required on one or
on both sides [3]. The efficiency of this single-sided trigfpe inelastic p-p collisions is about
89%. The double-sided trigger is less efficient (about 53%),t is also less sensitive to beam-
gas background (Fig. 1-left). Once the luminosity is higbuagh, events can also be taken with
the so called zero-bias trigger based on a random clock eauthirrossing.

tspeaker
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Fig. 1: Left: The number of charged particles per unit pserafndity for minimum bias collisions compared to beam
gas collisions occurring at the center of the detector. Righarged particle/ N, /dn distributions from generated
(histogram) and reconstructed (symbols) p-p events at Y4Heor bars show the statistical errors corresponding to
5000 events.

3 Charged patrticle rapidity density

Charged hadrons withy larger than 30 MeW can leave hits in the layers of the pixel detector.
Its fine segmentation and small occupancies allow for thesoreanent of the distribution of
charged hadrons by counting the number of reconstructed[2{it With help of the length of
the pixel hit clusters in beam direction, the position of thieraction vertex can be estimated.
It also helps to remove background hits at highef their size is incompatible with the found
vertex position. The number of detected hits has to be cuefor non-primary origin: looping
particles, secondaries, decay products. A systematic efrt?o is expected (Fig. 1-right). The
method is attractive since it does not need particle trackimd it is insensitive to the alignment
of the tracker.

4 Charged particle spectra, particle identification

Both pixel and strip silicon tracker detectors are used ffigr teconstruction of charged parti-
cles. With a modified hit triplet finding algorithm the pixettdctor can be employed for the
reconstruction of lowp charged particles [1, 8, 9]. The acceptance of the methahdstdown
to 0.1, 0.2 and 0.3 GeV¥/in pr for pions, kaons and protons, respectively. The obtaingdl pi
tracks are used for finding and fitting the primary vertex atiees [4, 6, 7]. The found vertices
are reused, ensuring that the track comes from an interaptiint. This brings the fake track
rate down to per mille levels. The measured shape of tradkeishcompared to the dimensions
predicted from the local direction of the trajectory. Thisdi helps to eliminate incompatible tra-
jectory candidates at an early stage. At the end, the t@jed refitted with the primary vertex
constraint.

The hadron spectra are corrected for particles of non-pgiradgin. Their main source is
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Fig. 2: Selection of particle spectra. Left: Measured ifagiryields of charged hadrons in the raripe |n| < 2.4.
Right: Measured differential yields of identified chargedrs and protons in the range< |y| < 1.2. Measured
values and empirical fit functions are plotted, with a sedf8.2 unit wide bins. Values are successively multiplied

by 10 or shifted for clarity.

the feed-down from weakly decaying resonances. While tieection is around 2% for pions,
it can go up to 15% for protons withy ~ 0.3 GeV/c. The resonancng, A andA can be
extracted from the measured data.

Charged particles can be singly identified or their yields lsa extracted (identification in
the statistical sense) using deposited energy in the pincektip silicon tracker, with help of the
truncated mean estimator [1]. The distribution@f d £ /dx can be successfully fitted in slices of
momentum. The fit function is a sum of properly scaled Gausdiar each particle species: here
pions, kaons and protons are assumed. The relative resobftid £ /dx for tracks with average
number of hits £15) is around 5-7%. The yield of kaons can be extractedif0.8 GeV /c and
that of protons ifp < 1.5 GeV /c. Both limits correspond to approximatedy separation.

The measured invariant yields of charged hadrons are showigi 2-left, as a function
of pr, in narrown bins. (Results refer to the sum of positively and negatietlgrged particles.
Symmetric positive and negativebins are also added.) Measured differential yields of ifieat
charged pions and protons are shown in Fig. 2-right. Theimddainvariant yields were fitted
by the Tsallis function [11], a function that successfulymbines and describes both the Ipyw
exponential and the highy power-law behaviors. The pseudorapidity distribution baiged
hadrons is shown in Fig. 3-left. The energy dependence oésapasured quantities can also be
studied (Fig. 3-right). The curve shows a quadratic fit oragtints of other experiments [12].
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5 Conclusions

In summary, spectra and yields of charged and neutral pestignidentified and identified)
produced in inelastic proton-proton collisions can be mead with good precision with the
CMS tracker. They will help to improve the QCD understandifigp-p collisions.
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Abstract

A study of Underlying Events (UE) at Large Hadron Collider (LHC)
with CMS detector under nominal conditions is discussed. Using charged
particle and charged particle jets, it will be possible to discriminate be-
tween various QCD models with different multiple parton interaction
schemes, which correctly reproduce Tevatron data but give different
predictions when extrapolated to the LHC energy. This will permit im-
proving and tuning Monte Carlo models at LHC start-up, and opens
prospects for exploring QCD dynamics in proton-proton collisions at
14TeV.

1 Introduction

From a theoretical point of view, the underlying event (UE) in a hadron-hadron interaction is
defined as all particle production accompanying the hard scattering component of the collision.
From an experimental point of view, it is impossible to separate these two components. However,
the topological structure of hadron-hadron collisions can be used to define physics observables
which are sensitive to the UE. The ability to properly identify and calculate the UE activity, and
in particular the contribution from Multiple Parton Interactions MPI [1], has direct implications
for other measurements at the LHC. This work is devoted to the analysis of the sensitivity of UE
observables, as measured by CMS [2], to different QCD models which describe well the Teva-
tron UE data but largely differ when extrapolated to the LHC energy. MPI are implemented in
the PYTHIA simulations [3], for which the following tunes are considered: tune DW (reproduc-
ing the CDF Run-1 Z boson transverse momentum distribution [4]), tune DWT (with a different
MPI energy dependence parametrization [5]) and tune SO (which uses the new multiple interac-
tion model implemented in PYTHIA [6]). In addition, an Herwig [7] simulation has also been
performed, providing a useful reference to a model without multiple interactions.

2 Analysis strategy

Significant progress in the phenomenological study of the UE in jet events has been achieved
by the CDF experiment at the Tevatron [8,9]. In the present work, plans are discussed to study
the topological structure of hadron-hadron collisions and the UE at the LHC, using only charged
particle multiplicity and momentum densities in charged particle jets. A charged particle jet (re-
ferred to as a charged jet from now on) is defined using charged particles only, with no recourse
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to calorimeter information. The direction of the leading charged jet, which in most cases results
from the hard scattering, is used to isolate different hadronic activity regions in the 7-¢ space and
to study correlations in the azimuthal angle ¢. The plane transverse to the jet direction is where
the 2-to-2 hard scattering has the smallest influence and, therefore, where the UE contributions
are easier to observe. In order to combine measurements with different leading charged jet en-
ergies, events are selected with a Minimum Bias (MB) trigger [10] and with three triggers based
on the transverse momentum of the leading calorimetric jet ( Pffblo > 20, 60 and 120 GeV/c).
Charged jets are reconstructed with an iterative cone algorithm with radius R = 0.5, using charged
particles emitted in the central detector region |n| < 2. Two variables allow evaluating charged
jet performances: the distance AR = +/Ag¢? + An? between the leading charged jet and the
leading calorimetric jet, and the ratio of their transverse momenta Pr (transverse momenta are
defined with respect to the beam axis). The transverse momentum of the leading charged jet is
used to define the hard scale of the event.

Figure 1 presents, for the different trigger streams used , the density dN/dnd¢ of the

Sum

charged particle multiplicity and the density dp5*™ /dnd¢ of the total charged particle transverse
momentum p7*™ , as a function of the azimuthal distance to the leading charged jet. Enhanced
activity is observed around the jet direction, in the “toward” region (~ O degrees from the jet
direction), together with a corresponding rise in the “away” region (=~ 180 degrees), due to the
recoiling jet. The “transverse” region (~ =+ 90 degrees) is characterized by a lower activity and

almost flat density distributions, as expected.

3 UE observable measurement
3.1 Tracking

Tracks of charged particles with pr > 0.9 GeV/c are reconstructed in CMS following the proce-
dure described in [11]. The possibility to build the UE observables using tracks with pr > 0.5
GeV/c enhances sensitivity to the differences between the models. The standard CMS tracking
algorithm was, thus, adapted to a 0.5 GeV/c threshold, by decreasing the pr cut of the seeds
and of the trajectory builder, and adapting other parameters of the trajectory reconstruction to
optimize performance.

3.2 Results on density measurements

sum

The densities dN/dnd¢ of charged particle multiplicity and dp5*™/dnd¢ of charged p5*"™ are
presented in Figure2 for the toward region and in Figure3 for the transverse region. The data,
corresponding to an integrated luminosity of 10 pb~! , are presented at the reconstruction level,
using the DWT tune. In the toward region, the expected strong correlation between the transverse
momentum of the charged jet and the charged p7"™ density is clearly visible. In the transverse
region, two contributions to the hadronic activity can be identified: a fast saturation of the UE
densities for charged jets with Pr < 20 GeV/c, and a smooth rise for P > 40 GeV/c. The latter
is due to initial and final state radiation, which increases with the hard scale of the event. In Figure
4, the ratio between generated and reconstructed UE observables is presented as a function of the
charged jet Pr , for simulations performed with the PYTHIA DWT tune and the p7 > 0.9 GeV/c

tracking reconstruction parameter set. The average corrections for both the Pr scale and the UE
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observables are found to be independent of the particular model used for the simulations. Figure 5
presents the predictions for the transverse activity, as obtained using the PYTHIA DWT tune and
corrected following the results of Figure 4. The statistical precision and the alignment conditions
correspond to those achieved with an integrated luminosity of 100 pb—! . The curves represent
the predictions of the different PYTHIA (DW, DWT and SO tunes) and HERWIG simulations.
Lowering the pT threshold for track reconstruction to 0.5 GeV/c leads to an increase of about
50% of the charged particle multiplicity and of about 30% of the charged transverse momentum
density. As shown in Figure 6, this enhances the discrimination power between the different
models in the charged jet Pr region below 40 GeV/c, where the differences between models are
expected to be the largest. This is particularly clear when comparing the DWT and SO tunes.

3.3 Results using observable ratios

The ratios between (uncorrected) UE density observables in the transverse region, for charged
particles with pr > 0.9 GeV/c and with pr > 1.5 GeV/c, are presented in Figure 7, for an
integrated luminosity of 100 pb—! . Ratios are shown here as obtained after track reconstruction,
without applying additional reconstruction corrections; given the uniform performance of track
reconstruction, the ratios presented here at detector level are similar to those at generator level.
These ratios show a significant sensitivity to differences between different MPI models, thus
providing a feasible (and original) investigation method.

4 Conclusions

The predictions on the amount of hadronic activity in the region transverse to the jets produced
in proton-proton interactions at the LHC energies are based on extrapolations from lower energy
data (mostly from the Tevatron). These extrapolations are uncertain and predictions differ sig-
nificantly among model parameterisations. It is thus important to measure the UE activity at the
LHC as soon as possible, and to compare those measurements with Tevatron data. This will lead
to a better understanding of the QCD dynamics and to improvements of QCD based Monte Carlo
models aimed at describing ordinary events at the LHC, an extremely important ingredient for
new physics searches. Variables well suited for studying the UE structure and to discriminate
between models are the densities dN/dnd¢ of charged particle multiplicity and dp7*™ /dnd¢ of
total charged particle transverse momentum p7+*'™ , in charged particle jets. An original approach
is proposed, by taking the ratio of these variables for different charged particle py thresholds.
With 10 pb~! and a partially calibrated detector, it will be possible to control systematic uncer-
tainties on the UE observables, to keep them at the level of the statistical errors and to perform a
first discrimination between UE models. Extending the statistics to 100 pb~! and exploiting the
uniform performance of track reconstruction for pr > 1.5 GeV/c and pr > 0.9 GeV/c, the ratio
of observables will probe more subtle differences between models.
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Studies on Double-Parton Scattering
in Final States with one Photon and three Jets

Florian Bechtel (on behalf of the CMS collaboration)
Universitat Hamburg - Department Physik,
Luruper Chaussee 149, 22761 Hamburg - Germany

Abstract

We discuss the search for two hard scatters (double-parton scattering)
in final states with one photon and three jets (v 4 3 jet events) and its
feasibility at LHC energies. Hadron-level studies are performed with
the new event generators PYTHIA 8 and HERWIG++.

1 Signatures for Double High-pr Scatters at Hadron Colliders

The production of four high-pr jets is the most prominent process to directly study the impact
of multiple interactions: Two independent scatters in the same pp or pp collision (double-parton
scattering, DPS) each produce two jets. Such a signature has been searched for by the AFS
experiment at the CERN ISR, by the UA2 experiment at the CERN SppS and most recently by
the CDF experiment at the Fermilab Tevatron [1].

Searches for double-parton

scattering in four-jet events at Double-Bremsstrahlung .
. .. Double-Parton-Scattering
hadron colliders face signifi- Jot 1
cant backgrounds from other Jet 1
sources of jet production, in Jet2 + Jet 3

particular from QCD brems- g3 Jet 2

Jet 2
strahlung (Fig. 1-left). Typical \/ 7 JEtIQ +Jetd
thresholds employed in jet trig- Jet 347 fmbm <7
gers bias the event sample to-
wards hard scatterings. How- v+ Jet

ever, a high-pr jet parton is
more likely to radiate addi-
tional partons, thus producing Y Y

further jets. Thus, the relative
fraction of jets from final-state Fig. 1: CDF definition of azimuthal angle between pairs, together with typ-

showers above a given thresh- ical configurations of double-bremsstrahlung (left) and double-parton scat-

old is enlarged in jet trigger teringevents (right).

streams which is an unwanted

bias. On the other hand, looking for four jets in a minimum-bias stream will yield little statistics.
In a novel approach to detect double-parton scattering, the CDF collaboration therefore studied
final states with one photon and three jets looking for pairwise balanced photon-jet and dijet
combinations [2]. The data sample was selected with the CDF experiment’s inclusive photon
trigger, thereby avoiding a bias on the jet energy. The superior energy resolution of photons
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compared to jets purifies the identification of E7 balanced pairs. CDF found an excess in pairs
that are uncorrelated in azimuth with respect to the predictions from models without several
hard parton scatters per proton-proton scatter. CDF interpreted this result as an observation of
double-parton-scatters.

Analyses trying to identify two hard scatters in multi-jet events typically rely on methods
to overcome combinatorics as there are three possible ways to group four objects into two pairs:
Combinations are commonly selected pairwisely balanced in azimuth and energy. As an alterna-
tive, a final state without the need for pr balancing is of great interest to searches for two hard
scatters. One example of such a final state, that would not need pr balancing, are events with
two b jets together with two additional jets [3]. In this case, one pair would be composed of the
two b jets, and one pair would be composed of the two additional jets.

In order to discriminate double-parton scatters against double-bremsstrahlung events, we
study prompt-photon events with additional jets coming from multiple interactions, from the
parton shower, or from both. Observables A¢(~), employed by AFS, and A¢(*), employed by
CDF, probe the azimuthal angle between photon-jet pair and dijet pair (Fig. 1):

A6 = £ (pf -t it —PE) | (1)

A¢H) = £ (5] + 5t PR+ BE) 2)

where ﬁ% stands for the transverse momentum of the jet combined with the photon, and the
photon-jet pair is selected such that the term

57+ B | |+ P

67| + 1021 157 + |5

3)

is minimized. Thus, pairs are assigned based on pairwise pr balance. Additional jets produced
in double-bremsstrahlung typically point away from the photon and surround the jet balancing
the photon. Expectations for the above described variables are therefore Ap) ~ & /2 and
A¢(H) ~ 7 if additional jets come from double-Bremsstrahlung. Otherwise, i. e. if additional
jets come from multiple interactions, both variables should be distributed uniformly.

2 Simulation of Multiple Scatters

Hadron-level studies have been carried out employing the parton shower programs PYTHIA [4],
version 8.108, and HERWIG++ [5], version 2.2.0, which both implement new models for multiple
parton-parton scatters in non-diffractive events!.

Main features of PYTHIA’s multiple interaction framework are p | -ordering and interleav-
ing, small-p | -dampening of perturbative QCD cross sections, variable impact parameters, and
rescaling of parton density distributions [6]. The model is currently being expanded to include
the simulation of parton rescattering [7]. HERWIG simulates multiple scatters that are not ordered
and not interleaved with parton showering [8]. At small transverse momenta p | , no dampening
but a sharp cutoff on additional interactions is imposed. The matter distribution inside the pro-
ton follows the electromagnetic form factor, where the hadron radius is kept as a free parameter.

'In the remainder of this article, PYTHIA refers to PYTHIA 8.108 and HERWIG refers to HERWIG++ 2.2.0.
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Table 1: CDF selection of photon-three-jet events together with a suggested extrapolation to LHC energies.

CDF LHC extrapolation

Photon In| <1.1 In| <2.5
Er > 16 GeV Er > 50 GeV

Cone R = 0.7 k. D=04

In| < 4.2 In <5

Jets Er >5GeV Er > 20 GeV
Ery <5GeV Ery <10 GeV

ETQ, Ers < 7GeV ETQ, Ers < 30 GeV

Parton densities are not modified except for the exclusion valence contributions. Violations of
energy-momentum conservation are vetoed. Color-connections are included for all parton-parton
scatters.

The analysis considers 1.8 million prompt-photon events with event scales ranging from
5 GeV to 100 GeV, normalized to the total prompt-photon-production cross section.

3 Event Selection and Background Discrimination

Stable particles (except neutrinos) are clustered into jets using a longitudinally invariant & al-
gorithm with parameter D = 0.4 [9]. Table 1 summarizes the kinematic selection on photon
and jets as imposed by CDF [2] together with a suggested extrapolation of these cuts to LHC en-
ergies [10]. The suggested thresholds follow the CMS detector’s acceptance [11], but should
merely be seen as a first approximation to a final event selection. The threshold choices are
motivated in the following. The polar acceptances of the CMS electromagnetic and hadronic
calorimeters are reflected in pseudorapidity cuts of |n(y)| < 2.5 and |(jet)| < 5. Photon trans-
verse energies are required to be above Ep(photon) > 50 GeV, jet transverse energies have to
be above Er(jet) > 20 GeV, in order to ensure a sufficient purity in reconstruction [11]. Three
PYTHIA settings are studied:

Default: PYTHIA is used “out-of-the-box”. Parton showers and multiple interactions are in-
cluded in the event selection.

MI: The simulation of parton showers is switched off. Additional jets are produced exclusively
by the multiple interaction framework.

Shower: Multiple interactions are switched off. Additional jets come from initial- or final-state
radiation.

In the following, all comparisons between PYTHIA and HERWIG are carried out using PYTHIA

Default settings and HERWIG with its default underlying event tune. Specifically, the simulations

of multiple interactions and parton showers are switched on.
Differential cross section shape predictions for the variable suggested by AFS, A¢(~), are

shown in Fig. 2. HERWIG and PYTHIA predict similar cross section shapes for the default set-
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Fig. 2: Differential cross section shape as a function of Aqb(’) (Eq. 1). Predictions from PYTHIA (Default scenario)
and HERWIG (left panel) and from three different PYTHIA settings (right panel) shown.

tings which include multiple interactions and showering (Fig. 2-left). With multiple interactions
switched off, A¢(~) is indeed most likely to be AP ~ 7 /2. However, the correlation is weak
with a factor of 3 between first bin and last bin, i. e. between events with both pairs being aligned
in azimuth and events being orthogonal in azimuth. In fact, the difference between PYTHIA’s
Default and Shower scenarios is not significant within the available statistics (Fig. 2-right). Yet,
both pairs are more or less uncorrelated if additional jets come from multiple interactions (M[
scenario, Fig. 2-right).

Differential cross section shape predictions for the variable suggested by CDF, A¢(1),
are shown in Fig. 3. Differences between HERWIG and PYTHIA are especially pronounced for
small A¢(t), corresponding to the photon-jet pair and the dijet pair both pointing in the same
direction in azimuth (Fig. 3-left). PYTHIA predicts a larger fraction of uncorrelated pairs than
HERWIG does. Strong differences can also be seen when comparing PYTHIA’s different simu-
lation scenarios with each other (Fig. 3-right). As noted before, jets from initial- or final-state
showers dominantly point away from the photon and combinations with small A¢(*) are largely
suppressed. However, if additional jets come from multiple interactions (M scenario), the dijet
pair can have any orientation with respect to the photon-jet pair, thus the predicted distribution is
approximately flat. This large difference between the several simulation scenarios makes Ag(*+)
a promising observable to search for double-parton-scattering.

4 Conclusions

We have studied a possible approach to identifying double-parton scatters in proton-proton inter-
actions. Studies are performed on a final state composed of one photon and three jets, along the
lines of a previous study by the CDF collaboration [2]. Different predictions from HERWIG and

106 MPIO8



Pythia 8.108 (CTEQ5L)
‘ T

[ ‘ T T T T ‘ T T T T ‘ ] [ T T ‘ T T T T T T T ‘
pp - y+3jets+ X @ 14 TeV pp - y+3jets + X @ 14 TeV

10tF > 10F =
g r ; 1 F Default —
5 T Pythia 8.108 ] 5 T — M P
© | —— Herwig++2.2.0 1 O L Shower - i
g | =R —
—_—
~ 2 B ~ oL . _
8 107} | 8107 z
b [ 1 b [ : ]
— F 1 F . ) 1

-3 | | P B | -3 i | P I |
1070 2 3 1070 2 3

1
8¢ (vi).p_ (i) (rad)

1
2¢™(p (vi).p_ (i) (rad)

Fig. 3: Differential cross section shape as a function of AQS(H (Eq. 2). Predictions from PYTHIA (Default scenario)
and HERWIG (left panel) and from three different PYTHIA settings (right panel) shown. Note the logarithmic scale.

PYTHIA can in part be attributed to different default choices of parton densities in both programs.
However, in some observables, both models yield clearly different differential predictions, most
notably with respect to the A¢H) variable put forward by CDF. It should be noted, however,
that the imposed selection cuts were only a first approximation to an extrapolation to the LHC.
More studies will be needed to find the optimal selection cuts and to assess their experimental
feasibility. The one-dimensional variables under study try to describe correlations in four-object
final states. This is likely to be a too simplistic approach and higher-dimensional observables
might perform better to extract a double-parton-scattering signal at the LHC.

In addition, this analysis is one of the first to use the new event generators HERWIG++ and
PYTHIA 8 that will become standard in the near future. Further tests are foreseen, in particular
of the underlying event predictions of both models.
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Abstract

This paper presents the status of Minimum Bias physics aisalyith
the ATLAS detector [1]. The current uncertainties in mohgjl soft
p-p inelastic collisions at LHC energies are discussedearctintext of
primary charged track measurements. The selection andsgoation
of inelastic p-p interactions with the ATLAS detector at theC is
discussed. The charged track reconstruction performanegplored
using a GEANT4 [2] simulation of the ATLAS detector.

1 Introduction

The properties of inelastic proton-proton and proton @ndton interactions have previously
been studied over a wide range of energies [3—12]. Previoalyses have selected events with
minimal bias and illustrated their behaviour throu@N¢y, /dn, dN¢y, /dpr, KNO scaling [13],
and (pr) vs N¢y, distributions. These distributions are typically prodddeom a selection of
non-single-diffractive events, defined as a sample of stigl@vents, where the trigger acceptance
for single diffractive events is very low. Previous resditsm CERN and Fermilab experiments
have been used to tune [14] the PYTHIA [15] event generatoh sat the generator properly
describes previous measurements. In particular figureustitites the measured and predicted
charged particle density for non-single diffractive eens a function of the centre of mass
energy. There are clear differences in the predicted miglties of PYTHIA(ATLAS and CDF
tune-A [16]) and PHOJET [17, 18] at the Large Hadron ColliflddC) centre of mass energies
of /s =10 TeV andy/s = 14 TeV.

The first physics run of the Large Hadron Collider (LHC) is egfed to take place in late
2009. The LHC is expected to run first at a centre of mass engkgy- 10 TeV during 2009-
2010, and then at/s = 14 TeV following a shutdown. Data collected from the first plogsi
run at the LHC will allow models of soft QCD processes to best@ined. These studies are
vital to understand QCD within the LHC energy regime and talei@dditional proton-proton
interactions, which will be abundant at higher instantarselominosities.

2 Predicted Properties
The total p-p cross section can be expressed as a sum of thppoents parts,
Otot = Oclas T Osd + 0dd + Ond

where these cross-sections are elastig,(), single diffractive §¢,4), double diffractive ¢4,)
and non-diffractive ¢,,4), respectively. In this approximation the small centrdfrdctive com-
ponent of the cross section is ignored. Predictions for tlesscsections at 14 TeV are given
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Fig. 1. Central charged particle density for non-singldrddtive inelastigp-p collisions.

elsewhere [19]. 10 TeV cross sections are expected to beeadrtter of 10% lower. Using the
PYTHIA and PHOJET event generators the predicted propgeofithed Ny, /dn andd Ny, /dpr
distributions are illustrated in figure 2. This paper focusa thed N¢y,/dn anddN¢y, /dpr dis-
tributions, and the very first results expected from the AB_detector.

3 Event Selection

The LHC is expected to run with a range of different operatpagameters, providing different
mean numbers of interactions per p-p bunch crossing. Dimitigl running it is expected that the
mean number of inelastic interactions per p-p bunch crgssiti be much less than one. Within
this operating regime it is necessary to select the raretewemtaining inelastic interactions over
those where the beams do not produce such an interactionrdyde&tector noise is recorded.
Once the mean number of interactions approaches, or excagiysthe majority of inelastic

interactions will be selected by simply requiring the preseof two crossing proton bunches.

The ATLAS detector [1] is a multi-purpose detector desigtestudy all areas of physics
at the LHC. The key components for early Minimum Bias physiesasurements are the Inner
Detector (ID) and sections of the trigger system dedicaield selection of inelastic interactions
with minimal bias. The ID covers radii of 50.5 mm to 1066 mm as@¢omposed of a silicon
pixel system, a silicon micro-strip tracker (SCT), and a-based transition radiation detector
(TRT). The ID is housed inside a solenoid magnet which predwac2 Tesla axial magnetic field.
A summary of the active ID acceptance is given in table 1, wlikee silicon tracking detectors
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Fig. 2: Pseudorapidity (a) and transverse momentum (bjildisions of stable charged particles from simulated
14 TeVp-p inelastic collisions generated using the PYTHIA and PHO&#ant generators

and the TRT covefn| < 2.5 and|n| < 2.0 respectively.

Radius (mm) Length (mm)

Pixel Barrel (3 layers) 50.50 < R <1225 | 0< |z| <400.5
End-cap (2x3 disks) | 88.8 < R < 149.6 | 495 < |z| < 650.0

SCT Barrel (4 layers) 299 < R < 514 0 <|z| <749
End-cap (2x9 layers) 275 < R < 560 | 839 < |z] < 2735

TRT Barrel (73 straw planes) | 563 < R < 1066 0<|z| <712
End-cap (160 straw planes) 644 < R < 1004 | 848 < |z| < 2710

Table 1: A summary table of the ATLAS ID acceptance.

During initial low luminosity running, events will be seked with the Minimum Bias
trigger. For initial measurements based on charged tramt@nistructed in the ID, inelastic col-
lisions will be selected with either the Minimum Bias ID wigr or the Minimum Bias Trigger
Scintillators (MBTS). The primary Minimum Bias ID triggessas Pixel clusters and SCT space
point information and cover®)| < 2.5. The MBTS are situated at = £3560 mm and are
segmented into eight units in azimuth and two urt8% < |n| < 3.84, 2.09 < |n| < 2.82) in
pseudo-rapidity.
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The ATLAS detector has a three stage trigger to select evémtgel 1, Level 2 and the
Event Filter (EF). Inelastic events are selected if theisBabne of the Minimum Bias Level 1
triggers. Most of the events containing tracks within thealizeptance will be selected by either
the level 1 MBTS trigger or the random filled bunch trigger (RDO_FILLED). Events passing
the random filled bunch trigger will be filtered at Level 2 byngsID information.

A Level 1 MBTS trigger is formed by requiring a given numberBTS counters above
threshold. For the selection of inelastic interactionshwaitinimal bias it is necessary to require
a minimum number of MBTS counters. A requirement of just opanter is sensitive to the
electronic noise level, and therefore two counters aregpred. For minimum trigger selection
bias the number of MBTS counters above threshold from thesiades are summed. If this sum
is greater than or equal to 2 the primary physics triggeMBTS_2 fires.

L1_RDOFILLED simply requires the presence of two proton bunched arrandom
clock cycle. During the initial running period the lumintsiis expected to be too low for
L1 RDO.FILLED to be used without filtering at Level 2. At Level 2, ewsselected with
L1_RDOFILLED are passed to the Minimum Bias ID trigger, where th@attoaumber of Pixel
clusters and SCT space points are used to select p-p bunsbirge containing an inelastic
interaction. The SCT modules are made from pairs of silicemsers mounted in small angle
stereo with each other. A space point is formed from a strigdincidence of the pair of sen-
sors, reducing the sensitivity to noise. Pixel clustersfam@med from a cluster of pixels above a
time-over-threshold constraint. While the Pixel clustendy include one sensor plane the noise
occupancy is expected to be low enough [20, 21] for the tatahler of pixel clusters to be
used within the Minimum Bias ID trigger. Thresholds for theltiplicity constraints on Pixel
and SCT detectors were set by studying the simulated pegimcmof these detectors, where the
noise model contained random electronic noise occupatetes from detector measurements.
Events which pass the Pixel cluster and SCT space pointreggants are further filtered at the
EF by requiring a number of reconstructed tracks. For the &&ction of an event two tracks
were required to haver > 200 MeV and a nominalZy| < 200.0 mm, minimally biasing the
selection, but rejecting some beam background.

Inelastic single diffractive, double diffractive and ndiifractive events were generated
with the PYTHIA event generator af's = 14 TeV. These events were then passed through
a GEANT4 simulation and overlaid with simulated detectoisao In addition to the physics
samples, beam-gas was simulated with the HIJING event gemgR2] and events containing no
p-p interactions were also studied. The resulting MinimuiasBrigger efficiencies are illustrated
in figure 3, where the Pixel and SCT efficiencies were caledlatith the other multiplicity
requirement set to zero, the track trigger efficiency inelithe prior selection of Pixel and SCT
at Level 2, and the simulated noise in the MBTS is artificigligh within the beam-gas sample.

Using a nominal MBTS signal threshold of 40 mV from previoosmic studies, and SCT
and Pixel thresholds defined by the requirement of a maximetactbr noise trigger efficiency
of 5 x 1074, the trigger efficiencies were calculated and are listeclihet 2.
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Fig. 3: The trigger efficiency for: MBT2 as a function of the counter threshold (a), Pixel spacet@aia function
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required (c), and track trigger as a function of the requirathber of reconstructed tracks (d).

MBTS 11| MBTS 2| SP | SP &2 Tracks
Non-diffractive 99% 100% | 100% 100%
Double-diffractive 54% 83% 66% 65%
Single-diffractive 45% 69% 57% 57%
Beam-gas 40% 54% 47% 40%

Table 2: A table of trigger efficiencies for: an MBTS threghof 40 mV, requirements of 12 Pixel and> 3 SCT
space points (SP), and the requirement of two tracks withimainZ, < 200 mm andpr > 200 MeV after the SP
requirement.

4 Event Reconstruction

Initial Minimum Bias physics measurements involve the restouction of charged particle mul-
tiplicity distributions. Figure 2 clearly illustrates theedicted event properties, where the most
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probable particler is expected to be around 220 MeV. In high multiplicity enwingents, such
as expected in high energy hard scatter processes or higiéndsity running at the LHC, it is
necessary to normally requirepa cut-off of 500 MeV or higher within the track reconstruction
software. This cut-off is required to reduce the number ehbmations of track candidates and
improve the performance of the track reconstruction athors. For Minimum Bias events a
second lowpy track reconstruction step has been introduced.

The ATLAS track reconstruction software [23] is run over gikcon hits twice: finding
tracks withpr above 500 MeV and then reconstructing the remaining traoksdo a minimum
pr of 100 MeV. Hits that are attached to tracks reconstructethguhe first tracking pass are
tagged such that they are not used during the second pass.tigeecond reconstruction pass
runs with a wider azimuthal road size and looser track reftoason constraints. During both
the first and second pass of the track reconstruction tlesiliracks are projected into the TRT,
finding track extensions where present. The combined tngcgerformance was studied from
inelastic non-diffractive p-p events generated using P¥N&t /s = 14 TeV which were passed
through the ATLAS GEANT4 detector simulation.

Following previous tracking performance studies [24], ttaek reconstruction efficiency
was defined as the ratio of reconstructed tracks matched taeMoarlo particles, divided by all
stable charged primary Monte Carlo particles. The fakewatedefined as the ratio of all primary
reconstructed tracks not matched to a Monte Carlo partigidet by all primary reconstructed
tracks. For the measurement of tracking efficiency and fake, primary Monte Carlo particles
and primary reconstructed tracks were selected by reayirin

e ID Acceptance|| < 2.5)
e Primary Particle

— Not generated from the GEANT4 simulation.
— |do| < 2 mm with respect to the generated primary vertex.

e Stable charged particle PDG id.
e pr > 100 MeV
and
o |D Acceptancelp| < 2.5)
e N° Silicon Hits= 5, from 11 planes of silicon.

e Primary Track

— |do] < 2 mm with respect to the generated primary vertex.
— |Zpsin(6)] < 10 mm

e pr > 100 MeV

respectively. The resultant tracking performance is ithigd in figure 4.

5 Conclusion

The ATLAS Collaboration expects to record the first p-p isétacollisions later this year. A
trigger system to select inelastic events with minimal hiathin the tracking acceptance has
been developed. The trigger performance given in table 2atels good acceptance of inelas-
tic events suitable for minimum bias physics studies. Rsiraaotion of inelastic non-diffractive
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Fig. 4: Tracking performance: efficiency as a functionpef(a) and pseudo-rapidity (b), normalised track fakes as a
function ofpr (c) and pseudo-rapidity (d).

events has been explored with low momentum track recongirualgorithms. The performance
of these low momentum track reconstruction algorithms lissitated in figure 4, and clearly
demonstrates track reconstruction below the nominal 500 ke-off. Further improvements in
the track reconstruction efficiency and reduction of th@eisged fake rates are expected follow-
ing additional algorithm tuning. Previous studies [19] @dwund the systematic uncertainty on
an expected N /dn measurement to be of the order of 8% for a non-single-diffraaneasure-
ment, sufficient to distinguish between different theaadtimodels. The ATLAS Collaboration
therefore looks forward to the first LHC beam and the first jpdg/sesults.
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Underlying Event Studiesat ATLAS
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Abstract

This paper summarises the studies of the Underlying EveHi) (0
ATLAS and the impact of its uncertainties on early LHC phgsiEm-
phasis is given to the methods that are currently under figadon in
ATLAS to constrain the models of UE at the LHC. The recent AR.A
tune of the new PYTHIA model (PYTHIA version 6.416) for the UE
is described and extrapolated to the LHC energies. StudiedEdn
Drell-Yan and Top events will also be discussed.

1 Introduction

At the LHC essentially all physics will arise from quark andan interactions, giving rise to
both the small and the large transverse momenfuegimes. The hight regimes associated
with the hard parton-parton interactions are well desctimg QCD, whereas the loyr regimes,
i.e. soft or semi-hard interactions, which are the domimafirocesses at hadron colliders, are
only described by phenomenological models.

Great progress has been made at Tevatron in understandimiiémomenological aspects
of the soft and semi-hard interactions, however severalaisaate available and compatible with
Tevatron data. Since many of these models extrapolatedeta HHC energy provide strikingly
different predictions, we are confident that the LHC dat&bvihg new insight of the soft physics
and will provide stringent constraints on many aspectssafnodelling.

The Underlying Event (UE) is an important element of the soiti semi-hard physics in
the hadronic environment, which affects all physics, froigd4$ searches to physics beyond the
standard model. In a hard scattering process it can be ddfimedny ways, the most general
definition is that the UE is everything accompanying an ebethe hard scattering component
of the hadronic collision.

The correct modelling of the UE is a necessary condition fgoad understanding of the
high pt physics. For example the UE is important for the understandif event characteristics
such as the energy flow, the jet and the lepton isolation amikttlavour tagging.

The underlying event has been extensively studied by CDFcampared to predictions
from different models, such as PYTHIA [1], HERWIG [2] and JWW [3,4]. Several tunes of
these models to Tevatron and previous experimental da&lbeen investigated so far, however
all these models give different predictions for the amouhtU& activity at the LHC due to
the large uncertainties in extrapolating from the lowerrgpaedata. The large uncertainties on
the UE at the LHC strongly depend on the limited knowledgehef parton density functions
at the LHC energy regime, the amount of the initial and finatestQCD radiation (ISR and

t Speaker
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Figure 1: (a) Pictorial representation of a double partamieraction in a proton-proton collision. (b) The integrat
cross section for production of four jets with| < 3 as a function of minimum jepr cut. The continuous curve
is the leading single partonic interacti@n— 4, the dashed curve is the contribution of double parton sioltis
(2 —2)?[5].

FSR respectively) and the modelling of the Multi Partonitetactions (MPI). From previous
experiments, such as CDF and DO, there is strong experitngvitence for the occurrence of
more than one hard or semi-hard interaction in one protati)(aoton collision (MPI). Since
multi partonic interactions will be enhanced at the LHC gres we believe that the LHC and
the ATLAS experiment can provide stringent constraints los ¢urrent models and shed new
light on its underlying mechanism.

2 TheMulti Partonic Interaction at the LHC

The multi partonic interaction is critical for describingw-pr effects in the underlying event and
ATLAS plans to measure its contribution at the LHC by studyiow-pt Drell-Yan events and
jet-jet + jet«r(y) events, as done at Tevatron. The cross section for a doaltienic interaction,
op, i.e. the simultaneous occurrence of an hard and a semithtmdiction, A and B, can be
approximated as follows

cut OAOB

1
op(pt") 2ot (1)
whereo andog are the cross sections for the single partonic interactidrend B respectively,
ando.g is an effective cross section that contains the informatioiine parton correlation in the
transverse space (see the pictorial representation inlk&j). The double partonic interaction
op depends on the minimum transverse momentum cut appligd,

The double partonic cross sectiefy grows more rapidly than the single partonic cross
section as function of/s, the collider centre-of-mass energy. For this reason itgrimition
becomes more important at the LHC energy regime.

118 MPIO8



As Fig. 1(b) [5] shows for the 4-jet production, the doubletpaic cross sectioap de-
creases more rapidly than the single partonic cross sefioimcreasing values of the jetr
while it grows more rapidly ag+ — 0. In fact the double partonic cross section becomes
dominant at the LHC for the jetr < 20 GeV.

Multi partonic interactions are expected to have largeatdfeon various processes at the
LHC, for example HW, W/Z+jets ttand multi jet final state fopi® ~ 20, 30 GeV.

2.1 TheUnderlying Event Models

There are many models available for the underlying eventthedmulti partonic interaction
mechanism. These models can be well tuned at Tevtron esgeigié there is no well justified
way to extrapolate them to the LHC energies due to the lack fohdamental theory. Here
follows a short and non-exhaustive overview of some modetsised on those mentioned in the
following sections.

JIMMY [3, 4] implements the eikonal model, which derivesrfrahe observation that for
partonic scatters above some minimum transverse momerigih, the values of the hadronic
momentum fractiong, decrease as the centre-of-mass eney@y, increases. Since the parton
density functions rise rapidly at smal] the perturbatively-calculated cross section grows fgpid
with /s. At such high densities, the probability of more than onequac scattering in a single
hadron-hadron event may become significant. Allowing sucitipie scatters reduces the total
cross section, and increases the activity in the final sththeocollisions. The JIMMY model
assumes some distribution of the matter inside the hadripngact parametenj space, which is
independent of the momentum fractian, The multi partonic interaction rate is then calculated
using the cross section for the hard subprocess, the caomahparton densities, and the area
overlap function,A(b).

PYTHIA [1] introduces an effectivg" scale (of the order of 1.5-2.5 GeV), below which
the perturbative cross section is strongly damped and altbe possibility to use different mod-
els for the MPI. From PYTHIA version 6.3, a more advanced nhiglavailable. In this new
model, each multiple interaction is associated with itstddER and FSR and the ISR is inter-
leaved with the MPI chain, in one common sequence of decrgasi values. In other words, a
semi-hard second interaction is considered before a sBfti&nching associated with the hard-
est interaction. This is made possible by the adoption opthecale as the common evolution
variable.

3 TheATLASTunes

The current ATLAS tune for JIMMY version 4.3 has not changetts [6] , whereas the AT-
LAS tune for PYTHIA has changed considerably since the gation of the new MPI model
and parton shower in PYTHIA (MSTP(81)=21). Here the tune YT RIA version 6.416 will

be briefly discussed, for a more detailed description pleef® to the contribution by Arthur
Moraes [7]. The tunes are done using CTEQS6II (LO fit with bQ). In PYTHIA version 6.416

better agreement with CDF data is found by minimising thaltstring length in the colour re-
connection between the hard scatter and the soft system&R8S)=2, PARP(78)=0.3), slightly
increasing the cut-off (PARP(82)=2.1), increasing the fraction of maitethe hadronic core
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Figure 2: The ATLAS tunes of PYTHIA version 6.416 and JIMMYrsien 4.3 extrapolated to LHC energies. The
< Neng > distributions aty/s = 10, 14 TeV for PYTHIA (a) and JIMMY (b) and thex P3*™ > distributions at
\/s = 14 TeV for both PYTHIA and JIMMY (c).

(PARP(83)=0.8) and increasing the hadronic core radiufRf®84)=0.7) with respect to the de-
fault values.

In the contribution by Arthur Moraes we can see reasonableesgent between Tevatron
data and both JIMMY version 4.3 and PYTHIA version 6.416 AT&.AInes in jet events for the
leading jetpr > 6 GeV, in various observables sensitive to the UE and MPI.Heumore, both
PYTHIA and JIMMY extrapolated at low energies provide a galascription of the data from
pp collisions at,/s = 630 GeV.

3.1 Predictionsfor theLHC

The current plan to increase the LHC beam energy in disctefiss/s = 10, 14 TeV, offers
the opportunity to constrain the energy dependent paramitdJE models in the high energy
regime. For example, one major issue in extrapolating thedJBEHC energies is the possible
energy dependence of the transverse momentum cut-off batherd and soft scatterg2" in
the models.

It has been established by the CDF Collaboration that we efinaregions in they — ¢
space that are sensitive to the UE components of the hadiateiaction. In jet events the
direction of the leading jet is used to define regiong ef ¢ space that are sensitive to the UE, in
particular, the “Transverse Region”, defined @y < |¢ — ¢ jcading jet| < 120°, is particularly
sensitive to the UE.

Figures 2(a) and 2(b) show different LHC predictions for #verage density of charged
particles, < Ng,e >, in the Transverse Region for tracks withf < 1 andpt > 0.5 GeV
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versus the transverse momentum of the leading. jghe charged particle density is constructed
by dividing the average number of charged particles pertevenhe area i) — ¢ space. The
multiple parton interactions make the predictions riseédigpand then reach an approximately
flat plateau region.

Figures 2(a) and 2(b) show that the particle density in ttEn3verse Region grows sub-
stantially from the Tevatron energy to the LHC energies offé®¥ and 14 TeV, by the factors
~ 2.5 and= 3.0 respectively. The plots also show that ATLAS tunes for PYAlhd JIMMY
are in reasonable agreement at both LHC collision energiesiever, figure 2(c) shows that the
agreement between PYTHIA and JIMMY is not universal, in thely disagree considerably on
the < Py > distribution, i.e. the average scalay sum of charged particles per event divided
by the area im — ¢ space. This PYTHIA tune predicts harder particles than IV tune:
the < P{"™ > plateau predicted by PYTHIA is abo80% higher than JIMMY. This is a result
of the tuning of the colour reconnection parameters in PYA Mérsion 6.4 model, which has
been specifically adjusted to produce harder particles twefier the CDF data. This feature is
not available in JIMMY version 4.3.

It is interesting to notice that, whereas the discrepancy i®;™ > between the two
models is small at Tevatron, it becomes considerable whemtbdels are extrapolated to the
LHC energy regime. This gives us an estimate of the largertaiogy on the current UE models
for the LHC.

4 UE studieswith Z+jetsand top quark events

By measuring the UE in various Standard Model productiorc@sses like jet, Drell-Yan and top
guark events one can investigate the possible process diapen of the UE and partially isolate
the various components contributing to the UE.

Drell-Yan lepton pair production provides a very clean eoniment to study the UE: after
removing the lepton-pair from the event everything elselis The LHC will copiously produce
Drell-Yan events with and without associated jets and thgelatatistics available will allow an
important cross check of the jet results from early LHC rungni

Figure 3 shows the competing effects of the fragmentatiahthe UE on theyt distribu-
tion of the leading jet in Z+jets events. The impact of fragiag¢ion is to reduce the amount of
energy in the jet cone. Thus, from fragmentation effecta@lgets at the hadron level tend to
have lowerpt than jets at the parton level, see Fig. 3(a). The impact ofittuerlying event is
to add energy to the hadron level jet. In general, the unthgylgvent tends to add more energy
to the jet than that lost by fragmentation, see Fig. 3(b) thetexact ratio depends on the radius
of the jet: the effect of the UE increases for larger radii,endas the effect of fragmentation
becomes smaller for larger radii. The non-perturbativeaf become negligible for jets with
pr > 40 GeV in the PYTHIA tune used for this analysis.

Soft and semi-hard sub-processes in top production evesyyspatentially have a serious
impact on top reconstructed parameters, e.g. the top ni&ssirtgle top and tproduction cross
sections. Variations on the level of UE and ISR/FSR affeseotables on which selections cuts
are applied to identify the top quark, for example: the jettiplicity and the particle transverse

LATLAS Cone jet finders witlAR = 0.7
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Figure 3: Ratio of ATLAS ConeAR = 0.4 jet pr distributions (a) between standard PYTHIA version 6.408 an
PYTHIA version 6.403 without fragmentation and (b) betwstandard PYTHIA version 6.403 and PYTHIA version
6.403 without non-perturbative corrections.

momentum. It is important to estimate the uncertainties henreconstructed top parameters
from UE and ISR/FSR. These two contributions are stronglypted together. The ATLAS
collaboration has studied the effect of ISR/FSR by varyiome of their parameter values in
PYTHIA to maximise? and minimise® the reconstructed top mass. These two different settings
give a variation on thettevent selection efficiency of abou#% and contribute by about)% to

the systematic uncertainty of thedross section measurement with early LHC data.

5 Conclusions

In this paper we have discussed the importance of underky¥egt studies for the whole LHC
physics program. We have reported on the large uncertaifgiethe UE predictions at the LHC
and the opportunity for the LHC and the ATLAS experiment toyiie unprecedented constraints
on the current models.

The ATLAS tunes of JIMMY version 4.3 and the new PYTHIA modedysion 6.416, is
discussed and the extrapolations to the LHC collider ensrgre presented. The plateau in the
< Neang > distribution increases by a facter 2.5 and~ 3.0 from /s = 1.8 TeV to /s = 10
TeV and,/s = 14 TeV respectively. The tunes of PYTHIA version 6.416 and JIMMersion
4.3 are in good agreement in the Ng,, > prediction, but show a large discrepancy in the
< Pp*™ > distribution: PYTHIA predicts the level of the P;j"™ > plateau~ 30% higher than
JIMMY.

Drell-Yan processes at the LHC will provide an importantsss@heck of the results ob-
tained in jet events in early LHC data and offer a very cleavirenment to study the process

PARP(61)=0.384, MSTP(70)= 0, PARP(62)=1.0, PARJ(81)%0.0
3PARP(61)=0.096, MSTP(70)=0, PARP(62)=3.0, PARJ(81)80.2
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dependence of the UE mechanism. ATLAS has studied the camgpeftects of the fragmenta-
tion and the UE in the distribution of the leading jet in Z+jets events. This stugihows the
importance of non-perturbative physics in the lpwjet spectrum, below 40 GeV.

We have also shown that the UE and ISR/FSR can bring a signifocantribution to the
systematic uncertainty on the top mass reconstructioglestop and tt cross section measure-
ments. We have estimated an uncertainty of alhot¢ on the t event selection efficiency and a
contribution of aboul 0% to the systematic uncertainty of theaross section measurement, due
to the ISR/FSR uncertainty at the LHC.
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Modeling the underlying event: generating predictions for the LHC

Arthur Moraes' on behalf of the ATLAS Collaboration
University of Glasgow

Abstract

This report presents tunings for PYTHIA version 6.416 anfdMlY
version 4.3 to the underlying event. The MC generators areduo
describe underlying event measurements made by CDFpfaropi-
sions aty/s = 1.8 TeV. LHC predictions for the underlying event gen-
erated by the tuned models are also compared in this report.

1 INTRODUCTION

Over the last few years, the Tevatron experiments CDF anddv8 managed to reduce uncer-
tainties in various measurements to a level in which theeotions due to the underlying event
(UE) have become yet more relevant than they were in Run lyaesl Studies in preparation
for LHC collisions have also shown that an accurate desoripf the underlying event will be
of great importance for reducing the uncertainties in \aly all measurements dependent on
strong interaction processes. It is therefore very impanta produce models for the underlying
event in hadron collisions which can accurately describeaffen data and are also reliable to
generate predictions for the LHC.

The Monte Carlo (MC) event generators PYTHIA [1] and HERWE} §re widely used
for the simulation of hadron interactions by both Tevatrod RHC experiments. Both generators
are designed to simulate the event activity produced asgbdhte underlying event in proton-
antiproton () and proton-proton (pp) events. In this report we focustanfortran version of
HERWIG. This needs to be linked to dedicated package, nadi&tMY” [3, 4], to produce the
underlying event activity.

PYTHIA version 6.2 has been shown to describe both minimwam Ahd underlying event
data reasonably well when appropriately tuned [5-7]. Majuanges related to the description
of minimum bias interactions and the underlying event haaenkintroduced in PYTHIA version
6.4 [1]. There is a new, more sophisticated scenario foriplalinteractions, newr-ordered
initial- and final-state showers (ISR and FSR) and a newrtreat of beam remnants [1].

JIMMY [4] is a library of routines which should be linked toetHERWIG MC event
generator [2] and is designed to generate multiple part@ttesing events in hadron-hadron
events. JIMMY implements ideas of the eikonal model whiah discussed in more detail in
Ref. [3,4].

In this report we present a tuning for PYTHIA version 6.416iethhas been obtained by
comparing PYTHIA version 6.416 to the underlying event nuieasments done by CDF forpp
collisions at 1.8 TeV [8,9]. We also compare the ATLAS tuneH&ERWIG version 6.510 with
JIMMY version 4.3 to these data distributions [10].

fSpeaker
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2 MC predictionsvs. UE data

Based on the CDF analysis in Ref. [9], the underlying evedefined as the angular regiongn
which is transverse to the leading charged particle jet.
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Fig. 1: PYTHIA version 6.416 predictions for the underlyiegent compared to the Neng > (a) and< p*™ > (b).

Figures 1(a) and 1(b) show PYTHIA version 6.416 predictiforsthe underlying event
compared to the CDF data for the average charged particléiptizity, < Ncng > (charged
particles withpr > 0.5 GeV and|n| < 1) and average sum of charged particle’s transverse
momenta,< p*™ > in the underlying event [9], respectively. Two MC generadistributions
are compared to the data in these plots: one generated Wilifalilt settings in PYTHIA version
6.416 except for the explicit selection of the new multipkrtpn interaction and new parton
shower model, which is switched on by setting MSTP(81)=21 §hd a second distribution
with a tuned set of parameters. This particular PYTHIA vamsb.416 - tune was prepared for
use in the 2008 production of simulated events for the ATLASd@boration. The list of tuned
parameters is shown in Table 1.

The guiding principles to obtain the parameters listed iblgd were two: firstly the new
multiple parton interaction model with interleaved showwgrand colour reconnection scheme
was to be used and, secondly, changes to ISR and FSR pararsieted be avoided if at all
possible.

In order to obtain a tuning which could successfully repialthe underlying event data,
we have selected a combination of parameters that induceHPX preferably choose shorter
strings to be drawn between the hard and the soft systeme inatironic interaction. We have
also increased the hadronic core radius compared to thegsinised in previous PYTHIA ver-
sions, such as the ones mentioned in Ref. [6, 7]. As can beiséag. 1 PYTHIA version 6.416
- tuned describes the data.
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Table 1: PYTHIA version 6.416 - tuned parameter list for tinelerlying event.

Default [1] PYTHIAG6.416 - tuned Comments
MSTP(51)=10042
MSTP(51)=7 MSTP(52)=2 PDF set
CTEQS5L CTEQS6L (from LHAPDF)
MSTP(81)=1 MSTP(81)=21 multiple interaction model
(old MPI model) (new MPI model)
MSTP(95)=1 MSTP(95)=2 method for colour
reconnection
PARP(78)=0.025 PARP(78)=0.3 regulates the number of
attempted colour reconnections
PARP(82)=2.0 PARP(82)=2.1 DT, PArameter
PARP(83)=0.5 PARP(83)=0.8 fraction of matter in
hadronic core
PARP(84)=0.4 PARP(84)=0.7 hadronic core radius
= 8 - 8
=} L a JIMMY43-UE 2 L a JIMMY43-UE
g | g |
g [ s PYTHIA6.416 - tuned § m PYTHIA6.416 - tuned
36l CES
g g
: : e CDF data 7\. : e CDF data
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Fig. 2: PYTHIA version 6.416 - tuned and JIMMY version 4.3 - [gEedictions for the underlying event compared to
the < Neng > (@) and< pi*™ > (b).

Figures 2(a) and 2(b) show PYTHIA version 6.416 - tuned andMY version 4.3 -
UE [10] predictions for the underlying event compared to @eF data for< Ncyg > and
< p*™ >, respectively. Both models describe the data reasonahly Wewever, as shown in
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Fig. 3, the ratio< p3"™ >/< Ncng > is better described by PYTHIA version 6.416 - tuned. This
indicates that charged particles generated by JIMMY vardi@ - UE are generally softer than
the data and also softer than those generated by PYTHIAore6s#416 - tuned.
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Fig. 3: PYTHIA version 6.416 - tuned and JIMMY version 4.3 - WEedictions for the underlying event irpp

sum

collisions at 1.8 TeV compared to the ratiopT™ >/< Nchg >.

Another CDF measurement of the underlying event was madeefigidg two cones in
1 — ¢ space, at the same pseudorapiditgs the leadindgzr jet (calorimeter jet) and-7/2 in the
azimuthal directiong [8]. The total charged track transverse momentum insida e&the two
cones was then measured and the higher of the two valuesadefirie the “MAX” cone, with
the remaining cone being labelled “MIN” cone.

Figure 4 shows PYTHIA version 6.416 - tuned predictions Far tinderlying event infp
collisions at,/s = 1.8 TeV compared to CDF data [8] fer Nchg > and< Pr > of charged par-
ticles in the MAX and MIN cones. PYTHIA version 6.416 - tuneesdribes the data reasonably
well. However, we notice that the Pr > in the MAX cone is slightly harder than the data.

3 LHC predictions for the UE

Predictions for the underlying event in LHC collisions (pglisions at,/s = 14 TeV) have been
generated with PYTHIA version 6.416 - tuned and JIMMY vensib3 - UE. Figures 5(a) and
5(b) show< Neng > and < p3*™ > distributions for the region transverse to the leading jet
(charged particles witht > 0.5 GeV and|n| < 1), as generated by PYTHIA version 6.416 -
tuned (Table 1) and JIMMY version 4.3 - UE [10], respectivelyne CDF data (p collisions at
/s = 1.8 TeV) for the underlying event is also included in Figobcomparison.

A close inspection of predictions for the Nchg > in the underlying event given in
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tions) cones; (b) average tot&t of charged particles in MAX and MIN cones.

c 2 c 12
9 L A JIMMY43-UE 9 L A JIMMY43-UE
(S8 [ W PYTHIAG6.416 - tuned IS [ ® PYTHIAGA416- tuned
® 10 - ® 10 -
: . +
E 8 | @ CDFdata § 8 | @ CDF data “““...‘.ﬁ**¢#++++++ +++ ﬂ
1 1 [ ....
Ag . + /\E - ..I o 71,‘:‘:1“,
Zo 6r .‘.!A:A*A4A.‘.A.*.A’f.t.‘.7:.‘.‘-,- *ﬁ**ﬂjti*é 5 6 l. 47}:A:A:A:A”"‘:t A
v }‘, = —A—A=_ - o .'171—
i’ v - r
4 = 4 - {
- . '
[ . ¢+ L Cw bl Teeseshigattd +*++++
I 4 L. L DA e O
2 fif”“m +++++ +MM”+'+'+¢++0‘++”+ HHH 2 ff.ow# ++++ +
i". ATLAS LHC prediction ,‘I ATLAS LHC prediction
N N B R AR RN BN RN
0 10 20 30 40 50 0 10 20 30 40 50
P leadingjet [ GEV ] P leadingjet [ CEV ]
(@) (b)

Fig. 5: PYTHIA version 6.416 - tuned and JIMMY version 4.3 - WEedictions for the underlying event in pp
collisions at,/s = 14TeV for< Ncng > (a) and< p™ > (b).

Fig.5(a), shows that the average charged particle muiiplfor events with leading jets with
Pr,,, > 15 GeV reaches a plateau-at5.5 charged particles according to both PYTHIA version
6.416 - tuned and JIMMY version 4.3-UE. This corresponds tisze of a factor of~ 2 in the
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plateau of< Nchg > as the colliding energy is increased fropfs = 1.8 TeV to,/s = 14 TeV.

The < p™ > distributions in Fig. 5(b) show that PYTHIA version 6.416uned gen-
erates harder particles in the underlying event comparedMdY version 4.3-UE. This is in
agreement with the results shown in Fig. 3, although for thiCLprediction the discrepancy
between the two models is considerably larger than the vbdet the Tevatron energy.

The difference between the predictions for the chargedabeig pt in the underlying event
is a direct result of the tuning of the colour reconnectiorapeeters in the new PYTHIA version
6.4 model. This component of the PYTHIA model has been spatlifituned to produce harder
particles, whereas in JIMMY version 4.3 - UE this mechanismap alternative option) is not
yet available.

4 CONCLUSIONS

In this report we have compared tunings for PYTHIA versicfil®. (Table 1) and JIMMY version
4.3 [10] to the underlying event. Both models have shown, tihen appropriately tuned, they
can describe the data.

In order to obtain the parameters for PYTHIA version 6.416ned, we have deliberately
selected a combination of parameters that generate slstriteggs between the hard and the soft
systems in the hadronic interaction. We have also incretmetiadronic core radius compared
to the tunings used in previous PYTHIA versions (see Refg][®r example).

We have noticed that PYTHIA version 6.416 - tuned and JIMM¥sian 4.3 - UE generate
approximately the same densities of charged particlesaruttderlying event. This is observed
for the underlying event predictions at the Tevatron and Léh€rgies alike.

However, there is a considerable disagreement betweea theed models in their pre-
dictions for thept spectrum in the underlying event, as can be seen in Figs. S@)dPYTHIA
version 6.416 - tuned has been calibrated to describe tlieqap3"™ >/< Nchg >, which has
been possible through the tuning of the colour reconnegtamameters in PYTHIA. JIMMY
version 4.3 - UE has not been tuned to this ratio.

As a final point, we would like to mention that this is amfjoing” study. At the moment

these are the best parameters we have found to describetthebdaas the models are better
understood, the tunings could be improved in the near future
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Detecting multiparton interactions in minimume-bias events at
ALICE
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Abstract

The observed long tail of high-multiplicity events has questioned the
current modelizations for the charged-particle multiplicity distribution.
It has been interpreted as an indirect observation of multiparton in-
teractions becoming increasingly important at higher collision ener-
gies. The ALICE detector will measure the frequency of very high-
multiplicity events. The performance for measuring the charged-particle
multiplicity distribution in ALICE is presented.

1 Introduction

Being at LHC the heavy-ion dedicated experiment, ALICE — A Large Ion Collider Experiment
[1] — has some unique capabilities, complementary to those of the dedicated p-p experiments.
Its 18 detector systems have been designed to provide high-momentum resolution as well as
excellent Particle Identification (PID) over a broad momentum range (in particular with very low
pr-cutoff) and up to the highest multiplicities predicted for LHC.

Besides running with Pb ions, the physics programme includes collisions with lighter ions,
lower energy running and dedicated proton-nucleus runs. ALICE will also take data with proton
beams at varying energies, up to the top LHC energy, to collect reference data for the heavy-ion
programme and to address several QCD topics for which ALICE is complementary to the other
LHC detectors.

The charged-particle multiplicity distribution is among the measurements which are ex-
pected to shed light on the dynamics of multiparton interactions. We recall here the results of a
study for evaluating the performances of measuring the charged-particle multiplicity distribution
with the ALICE detector.

The frequency of non-jet events with very high multiplicity observed by CDF [2] has
questioned the models for multiparticle production. Multiparton scattering increases the number
of soft particles both in minimum-bias events and in the underlying event associated with high-p;
jets. It is expected that multiparton interactions are responsible for the high-multiplicity tails that
break Koba-Nielsen-Olesen (KNO) [3] scaling and become significantly more important at LHC
energies. The ALICE detector can make use of its very low-pr cutoff (pr ~ 100 MeV) and
of its high-multiplicity trigger to investigate the production of large numbers of soft particles in
minimum-bias events.

fspeaker (present affiliation: Universita di Padova, Italy)
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2 Multiplicity distribution and multiparton interactions at ALICE

For p-p and p-p collisions at low center-of-mass energies, KNO scaling describes well the multi-
plicity distribution. As was first observed by UAS (SPS) and E735 (Tevatron) experiments, thus
for energies /s > 200 GeV, increasing the energy of the collision system leads to increasingly
significant deviations from KNO scaling. This is shown in Figure 1, where it is assumed that the
part of the distribution obeying KNO scaling is due to single-parton interactions, while the devia-
tions are due to multiparton contributions. In this plot the number of particles n on the x-axis has
been scaled by the average number of particles (n;), calculated from the solid curve, obtained
by fitting the multiplicity at low energy using a polynomial fit in the quantity z = n/(n1).
Among the different explanations of this fact, it has been proposed in the framework of the
Dual Parton Model (DPM) [5] and the Quark Gluon String Model (QGSM) [6] of soft hadronic
interactions, that the parts of the distributions that do not scale are due to multiparton interactions

[7].

2.1 Multiplicity analysis

The ALICE detector will perform measurements of the multiplicity distribution in pseudorapidity
intervals up to || < 1.4. We expect that comparison of model predictions with these measure-
ments will provide valuable information for understanding multiple particle production and for
tuning the multiparton models included in different event generators. Figure 2 compares the nor-
malized multiplicity distribution for a PYTHIA [8] simulation ' to a QGSM model prediction

!The version used is 6.2.14 with the so-called "ATLAS tune” [9].
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showing the large inconsistency between the two predictions.

The initial estimate of the multiplicity distribution at ALICE will be determined by both,
counting the SPD tracklets (combination of two clusters in the two innermost pixel layers) in the
region |n| < 1.4, and counting the tracks reconstructed in the ALICE central barrel, in the region
|n| < 0.9. In both cases a set of cuts is applied for rejecting secondaries.

From full detector simulation one can determine the probability R,,; that a collision with
a true multiplicity ¢ is measured as an event with the multiplicity m and, by varying ¢, one can
fill the response matrix R, pictorially shown in Figure 3. In the ideal case of perfect knowledge
of the response matrix R, and assuming it to be non-singular, the true multiplicity spectrum 7T’
can be obtained from the measured spectrum M by:

T=R'M. (1)

In practice, the assumptions above do not hold and Eq. 1 generates severe artificial oscillations
in the true spectrum; thus unfolding procedures need to be applied. Two unfolding procedures
have been studied and evaluated for measurements of the multiplicity distribution in ALICE [10].
Bayesian unfolding [11] is an iterative procedure based on the following equation:

Rth t

Rim = =21 (2)
! Zt’ Rmt’Pt’

It relates the conditional probability Ry, of a true multiplicity ¢ given a measured value m to the
elements of the response matrix R,,; and to the a priori probability P; for the true value ¢; at each
iteration the a priori probability is obtained from the following equation:

1 -

As initial a priori distribution the measured one can be used.

The second method, X2 minimization, e.g. used in [12], consists of finding the unfolded
spectrum that minimizes a y? function measuring the distance between measured and guessed
spectra. It can be expressed by:

XQ(U) _ Z (Mm - Zt Rtht

m Em

2
) + BP(U) 4)

where e is the error on the measured spectrum M and SP(U) is a regularization term to prevent
high-frequency fluctuations.

2.2 Performance of the unfolding methods

The performance of the unfolding methods has been evaluated over a rich set of input distribu-
tions to check the behavior of unfolding for different shapes of the input spectra.

The performance is assessed by calculating the deviation between input and unfolded dis-
tributions in different regions of the distribution. The free parameters (e.g. the number of iter-
ations and the weight of the smoothing in the case of the Bayesian method) have been choosen
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such that the result is not sensitive to them. Furthermore the residuals are evaluated, i.e. the
difference between the measured distribution and the unfolded distribution convoluted with the
response matrix. Calculating the residuals is an important cross-check which can be performed
also on real data.
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Fig. 3: Detector response matrix visualized by the Fig. 4: Summary of the various systematic uncertainties as
number of tracklets found in the SPD vs. the number a function of multiplicity.

of generated primary particles in |n| < 1.

The comparison of unfolding results obtained with Bayesian unfolding and y? minimiza-
tion methods has shown that they agree within statistical errors; a similar comparison should also
be performed for real data as a crosscheck that the unfolding works successfully on the measured
data.

2.3 Systematic uncertainties

Unfolding using the response matrix is not sensitive to the shape of the multiplicity distribution,
while it might be sensitive to the internal characteristics of the events and thus to assumptions
made in the MC generator. Also effects like misalignment have an impact on the reconstruc-
tion and thus on the response matrix. Furthermore, the unfolding method itself causes a non-
negligible systematic uncertainty. An estimate of these uncertainties is summarized in Figure 4,
where they are shown as a function of the multiplicity; the values reported here refer to worst-case
scenarios and are thus expected to reduce improving the knowledge of the detector (in particular
through alignment and calibration) and of the characteristics of the event (like p; spectrum and
particle abundances). These uncertainties refer to a specific MC sample and distribution; they
will need to be re-evaluated for the real spectrum.

3 Summary and conclusions

The ALICE detector will be able to measure the multiplicity distribution with high sensitivity
in the central barrel rapidity range. Precise measurements for the different collision systems
and colliding energies included in the ALICE physics programme are expected to contribute
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clarifying the role of multiparton interactions in shaping the multiplicity distribution. We expect
also that the multiplicity distribution provided by ALICE will provide a reference against which
models for multiple particle production and their parameters can be validated. We have presented
a procedure for the measurement of the charged-particle multiplicity distribution with the ALICE
detector and the evaluation of its performance.
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Minimum Biasat LHCb
Proceedings
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Abstract

The LHCDb detector covers a rapidity region complementamjéoAT-
LAS and CMS central detectors. Through its measurements iair M
mum Bias events LHCb can contribute to determine the effefctise
Multi Partonic Interactions in proton-proton collisionstiae LHC cen-
tre of mass energy.

1 TheLHCb experiment

LHCb is a dedicated beauty physics experiment at the LHCla@ter [1]. Advantages of per-
forming a beauty experiment at the LHC proton collider atatezl to the high value of the quark
beauty production cross sections available,which is expeto be of the order d300ub at the
14 TeV energy of the colliding beams. Moreover, running &t ttHC accelerator LHCb will
have the opportunity to access all the b-hadronBas3, and B, being produced.

Due to the expected tracks multiplicity the challenge of thECb experiment is of performing
the exclusive reconstruction of the interesting B signald tne tagging of the B flavour in the
forward region. In fact, since the differential beauty protion cross section peaks at small
angles with respect to the beam line, with small relativenopg angles between the b quarks
pairs, the LHCDb detector has been instrumented to coverattveafd region between 15 mrad
< 6 < 300 mrad, covering a rapidity region complementary to th& A% and CMS central
detectors as shown in Figure 1.

The LHCb detector has been built as single arm spectroneqeipped with a vertex detector
(VELO) [2] and a tracking system [3], [4] for good mass resialn and very precise proper time
measurements of the B secondary vertexes. Excellent jeaidientification capabilities are pro-
vided instead by the two RICH detectors [5], by the calorenelystem [6] and by the muons
detector [7].

Due to the high rate of background events (the inelasticscsestion is estimated to be of the
order of 80 mb), the LHCb detector has been equipped withextet and efficient trigger sys-
tem, structured in two levels [8]. The first level, called thexel Zero Trigger (LO), implemented
on custom electronics, aims selecting those events pregdngh p; momentum particles in the
final state. The LO trigger will have to sustain an input ratel® MHz to select events at the
maximum output rate of about 1 MHz. The High Level Trigger {His a software trigger, run-
ning at the input rate of about 1 MHz, with event size of theeomf 50 kB/evt, and a max output
rate set to about 2 kHz. The HLT is implemented by means ot8etealgorithms running on
the on-line PC cluster [9], [10].

Tspeaker
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LHCDb will run at a reduced instantaneous luminosity withpexs to the max LHC capabilities,
in the range + 5 x 1032cm~2s~!, which will allow to maximise the probability of single inte
action per bunch crossing, easing the reconstruction dBtbecondary vertexes.

1.1 Multi Partonic Interactionstuningin Pythia and minimum bias events

Pythia is the main event generator used by the LHCb collaiooréo simulate primary proton-
proton collisions at the LHC energy. The composite naturdeftwo colliding protons implies
the possibility, modelled in Pythia, that several pairs aftpns can enter into separate and si-
multaneous scatterings, such that Multiple Partonic &ugons (MP1 in the following) can take
place (in particular at low transverse momentum) contiitguto the overall event.

Tuning of the Pythia MPI parameters has been carried out iGlh.ince Pythia version 6.1 up
to version 6.3, although LHCDb is currently using for its slations the new Pythia version 6.4.
Amongst the MPI models provided by Pythia LHCb selected thealed Pythia “model 3,
which simulates the proton-proton collisions by varying thpact parameter, assuming hadron
matter overlap consistent with a Gaussian matter distdbwind assuming a continuous turn-off
of the cross-section as a function of the transverse mormerdown to the minimum value of
transverse momentum cut-Qff iy, -

The transverse momentum cut-off plays a very important imldie model since it affects the
average number of interactions per collision, accordinthéorelation:

Ohard (pJ_min) (1)

nmean(s) = Jnd(s)

whereo,q4(p.1min) represents the hard interaction cross-section, whijlés) is the non-diffrac-

tive cross-section.

The charged multiplicities produced per collision alsodawstrong dependence pn,i,: low-

ering thep | iy iNncreases the average number of multiple interactions ievant and therefore
increases the average charged multiplicity.

The energy dependence pf .., is assumed to increase, in the same way as the total cross
section, to some power low as:

N

PARP(89) @

2PARP(90)
pJ_min(S) = PARP(82) ( )

where thep | 1,,;, dependence ofYs has been expressed in terms of the PARP Pythia parameters.
On the other end we also know that the energy dependence on¢he charged multiplicity
of minimum bias events at hadron collider phenomenololyidalwell described by a quadratic
logarithmic form:
chh(S)
dn - p<0.25

In order to estimate the average multiplicity of minimumsbevents at the LHC energy we tune
the value ob | i, to reproduce charged multiplicity data from establishedrba collider exper-
iments to then extrapolaie, i, to 14 TeV. We can rely on the measured values of the charged

= Aln®(s) + Bln(s) + C (3)
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particle densitieg., in the central region of pseudo-rapidity, measured in pratotiproton
collisions performed at energies up to 1.8 TeV, availabbenfthe UA5 and CDF experiments:
pexp(s) - dNCCZ:](S) |77:0 (4)
Table 1 shows the values of the charged multiplicities meakin the central pseudo-rapidity
region, corresponding to the range|gf < 0.25.
It is worth to mention that to properly set the value of thevaht Pythia parameters in LHCb we
also take into account the need of reproducing the productid-mesons through orbital exited
states. According to the measurements performed at LEP evatron many of the B-mesons
that will be produced in primary collisions at LHC are expetto be orbital exited states. Inclu-
sion of the B-meson exited states is important for LHCb ireoffdr studying and optimising the
tagging algorithms.
The parameters affecting the production of B-mesons exsi#es affect the average multiplicity
of minimum bias events, since some settings are shared éetthe heavy and light flavoured
mesons in the hadronization model. The addition of orbixaited meson states increases the
multiplicity produced by Pythia at all the energies at edod primary collisions would take
place. The parameters affecting the the production of Beme$iave been set to reproduce the
measured B-meson fraction and LEBP* spin counting, measured in the produced B-hadrons.
Pythia is then used to generate non-single-diffractivenevat the various centre of mass ener-
gies, corresponding to the centre mass energy values o#ilalale measurements of the UAS
and CDF collaborations listed in Table 1. At a given centrenalss energy the value of i,
parameter is varied over suitable ranges, such that thelaieaducharged multiplicities spreads
over two standard deviations around the measured valueliridas fit of the charged multiplicity
vs thep | min to determine the best value pf .., is performed using MINUIT.
An example of the best fit of the charged average track migliiplestimated with Pythia as a
function of p .,;, at the centre of mass energies of 546 Gev is shown in Figureh2. value
of p1min iS Obtained by inverting the fitted line. Sufficient eventsevgenerated such that the
uncertainty on the fitted values is unaffected by the MontdcCaatistical errors.
To extrapolate the value @f, ,.;, to the LHC energy a fit of thg | ,,,;, dependence on the centre
of mass energy is performed using the form suggested by&ythi

2e
i _ LHC \/g
pJ_mm(S) - pJ_mln (14 T€V> (5)

The best fit of thep | ,,;n @s a function of the centre mass energy is shown in Figure & Th
value of p ,in We got using Pythia version 6.4 is phll{ = (4.28 4+ 0.25) GeV/c?, with

e = (0.1194:0.009). By means of the extrapolated valuedtl$ itis then possible to use Pythia
to predict the distribution of the charged multiplicityethapidity and momentum distribution of
the particles produced in the interactions at the LHC energy

The LHCb collaboration plans to collect large samples ofiggered events, running at the
maximum rate of 2 kHz, sustainable by the data acquisitictesy.

Minimum Bias data-sets will be used to measure inclusivegduaparticles distributions, as for

instance:

dN dN dN dN ©)
dn 'dpy ' d¢ " dndpy
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The distributions of the charged multiplicity as a functafithe pseudo-rapidity, of the transverse
momentum and of the azimuthal angle, for both the chargessicgm be achieved in the early
measurements, even with small integrated luminosity sasiplAs an example the expected
charged multiplicity as a function of the pseudo-rapid#yshown in Figure 4. These results are
very important by themselves for the understanding of MRMahg checking the prediction of
the Monte Carlo generator used to describe high energysmmik at the LHC collider.

The synoptic table of the possible physics reach of LHCbugetbke integrated luminosity is
shown in Figure 5.

Pythia production cross section

pT of B-hadron

L 11 | 111 | L1 | 111
-2 0 2 4 [
eta of B-hadron

Fig. 1. Rapidity vs momentum region phase space coveredebyHHC detectors. LHCb covers the rapidity region
between 2 and 4.5, complementary to the ATLAS and CMS cedrtaictors.

| V/sGeV) | pexp |

Table 1: Measured values of the density of charged partinléise central region as a function of the energy in the

centre of mass reference fram.

MPIO8

53[UA5] | 1.96:0.10
200[UA5] | 2.48:0.06
546[UA5] | 3.05:0.03
630[CDF] | 3.18+£0.12
900[UA5] | 3.46+0.06
1800[CDF] | 3.95:0.13
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Abstract

The status of the TOTEM experiment is described as well agribspects
for the measurements in the early LHC runs. The primary gdal o
TOTEM is the measurement of the total p-p cross section,guain
method independent of the luminosity. A final accuracy of E%ex-
pected with dedicated* = 1540 m runs, while at the beginning a
5% resolution is achievable with & = 90 m optics. Accordingly

to the running scenarios TOTEM will be able to measure thstiela
scattering in a wide range ofand to study the cross-sections and the
topologies of diffractive events. In a later stage, physitalies will

be extended to low-x and forward physics collaborating V@t1S as

a whole experimental apparatus.

fspeaker
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1 Introduction

The TOTEM experiment at the LHC will measure [1, 2] the totalss section withv1% uncer-
tainty, by using the luminosity independent method, whifuires simultaneous measurements
of elastic p-p scattering down to the four-momentum transeiared—t ~ 1073 GeV? and of
the inelastic p-p interaction rate with an extended acecegtén the forward region. The extrap-
olation of the present data to the LHC energy together wighetkisting cosmic ray data give a
typical uncertainty oft-15% on the total cross-section. TOTEM will also measure thetielasp
scattering up to-t ~ 10 GeV? and study soft diffraction.

Moreover, in collaboration with CMS will study jets, W’s ahéavy flavour production in
single diffractive (SD) and double Pomeron exchange (DRE)&s, measure particle and energy
flow in the forward direction and study central exclusivetigde production and low-x physics.
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Fig. 1: Left: COMPETE predictions for total p-p cross sentiwith PS, ISR, SPS, Tevatron and cosmic ray data.
Right: elastic p-p cross section as predicted by the BSW intlietwo columns on the right side show the number
of events expected after 1 day running at®1and 162cm=2s~! luminosity.

The TOTEM experiment is designed to measaig with an accuracy which is sufficient
to discriminate between the current model predictions liertHC energy ranging between 90
and 130 mb (see Fig. 1 for COMPETE [3] fits). Using the optibalorem the total cross section

can be written as:
167 (dNel/dt)tz(]

Otot =
’ (1 + ,02) (Nel + Ninel)
whereN,; andN;,.; are respectively the elastic and inelastic rate.
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Fig. 2: The LHC beam line with the Roman Pots at 147 and 220 m.

Fig. 3: The TOTEM detectors T1 and T2 installed in the CMS fandvregion.

The precise measurement @f,; provides also an absolute calibration of the machine
luminosity:

_ (Nel + Ninel>2

~ 16m(dNy /dt)i—o

TOTEM needs to run with special running condition$* (= 1540 m and luminosityl =~
10%® cm~2s~1). The$ value at the interaction point requires zero crossing@ndle to the
increased beam size (proportionalp and then a reduced number of bunches which is com-
patible with the LHC injection scheme. Almost half of thealotross—section at the LHC is
predicted to come from elastic scattering, single, douhkd @entral diffractive processes. With
the TOTEM acceptance extending up to the pseudorapiditi@bpand with the efficient proton
detection capabilities close to the LHC beams, the diffvalbt excited states with masses higher
than10 GeV /c? are seen by the experiment. The precise luminosity indeggnueasurement
of the total cross section requires the measuremeditQf/ dt down to—t ~ 1073 GeV?, which
corresponds to a proton scattering anglé pfad, and the extrapolation afo.; /dt to the optical
point (¢ = 0). The leading proton will be detected by silicon detectdexed inside movable
sections of the vacuum pipe (Roman Pots), located symralyriwith respect to the interaction
point (IP) (Fig. 2). In order to measure the inelastic rabg teparate forward telescopes will
be installed on both sides, with a rapidity coverage3df < |n| < 6.5 (Fig. 3). With these
additional detectors, a fully inclusive trigger, also fargle diffraction, can be provided with an
expected uncertainty on the inelastic rate of the order ofdf¥ér corrections.

(14p%)
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2 LHC optics

The detection of forward protons from elastic or diffraetigcattering at LHC energies requires
the measurement of very small scattering angles (5+&0). These particles remain close to
the beam and can be detected on either side of the IP if thiEadépent at the detector location

is large enough. The beam divergence at the IP must be snmafiared to the scattering angle.

To obtain these conditions, a special highinsertion optics is required. A large value (O(km))

of the g-function at the IP §*) and a smaller beam emittance reduce the beam divergence. A
large effective lengtiL¢// at the detector location ensures a sizeable displacemerfiact the
displacement«A(s), y(s)) of a scattered proton at distaneérom the IP can be described by the
following formula, whered; , is the scattering angle at the interaction poiitt// the effective
length,v the magnification andD the dispertion of the machine:

A
2(s) = vp(s) - x* + LeIF . gr + 2P

-D(s) and y(s) =wvy(s) y" + szf -0,

The LHC optics with3* = 1540 m, limited by the strength of the insertion quadrupolesyjates
large L. ;s values and parallel-to-point focusing conditions in batbjgctions at 220 m from the
IP. This is the ideal scenario for TOTEM to measure the tatad€ section and to study minimum
bias events and soft diffraction.

This large$™* optics requires an injection optics different from the ortd@ak will be used at the
starting runs of LHC. For this reason, an intermedidtesptics (3*=90 m), which can use the
standard LHC injection optics and can thus be operated itfisteperiod of physics runs, has
been proposed [4]. This optics provides parallel-to-péacusing only in the vertical plane and
a measurement afdown to—t ~ 3-10~2 GeV?, about one order of magnitude higher than with
the nominal TOTEM optics, but nevertheless very useful.

3 Theexperimental apparatus

The TOTEM experiment uses precision silicon microstripedgdrs inserted in Roman Pots, mov-
able sections of vacuum chamber (Fig. 4), installed in thehim tunnel, at 147 and 220 m from
the IP, to measure the elastically and diffractively scatteprotons close to the beam direction.
Each Roman Pot station consists of 2 units with a distancefof 220 m station) and 1.5 m (for
147 m station). Each unit consists of 3 roman pots, 1 hor&@and 2 vertical (top and bottom).
The lever arm among different units allows local track restaiction and a fast trigger selection
based on track angle. In order to measure the elastic doatter the smallesit| values, the
detectors should be active as close to their physical edgmssble. In particular the detec-
tors will have to be efficient up to a few tens of microns to tleglge. These are planar silicon
detectors with a current terminating structure, which ¢sissin replacing the commonly used
voltage terminating guard rings (usually 0.5-1 mm wide)haat 5Q:m wide structure of rings
which strongly reduces the influence of the current gendratehe detector edge on the active
detector volume [5]. The detectors inside the 220 m statigiide installed during year 2009.

The telescopes for the detection of the inelastic events hayood trigger capability, pro-
vide tracking with a good angular resolution and allow theasueement of the trigger efficiency.
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Fig. 4: Left: horizontal and vertical roman pots. Right: mted silicon detectors.

To discriminate beam-beam from beam-gas events, the ¢glesavill identify the primary inter-
action vertex with an accuracy at the level of a cm in the trarse plane by reconstructing a few
tracks from each side of the interaction point; the knowtedgthe full event is not needed.

The T1 telescope (Fig. 5) is made of 5 planes of 6 trapezoid#idile Strip Chambers (CSC) [6]
and will be placed in the CMS end-caps in the rapidity raBde < |n| < 4.7 with a2 az-
imuthal coverage. It will provide a spatial resolution-ol mm. T2 (Fig. 5) is made of 20 half
circular sectors of triple-GEM [7] (Gas Electron Multipf)edetectors mounted back-to-back and
which will provide a spatial resolution ef 100.m in the radial direction; it will be placed in the
shielding behind the CMS Hadronic Forward (HF) calorimétesxtend the coverage at larger
With the present dimension of the vacuum pipe, the T2 tefesedll cover with good efficiency
the rangeb.3 < |n| < 6.5.

Both telescopes will be ready for the installation duringry2009.

Fig. 5: Left: T1 quarter ready for the installation. Righ® §uarter ready for the installation.
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4 TOTEM programme and early physics
4.1 Elagtic scattering
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Fig. 6: Left: elastic cross section for different theoratimodels and acceptance fof* = 90 and 2 m optics. Right:
elastic cross section zoomed in the exponential regiontiie exponential behavior is plotted as reference) and t
acceptance fof* = 1540 m and 90 m optics.

The measurement of the elastic cross-section is one of thregoals of TOTEM. Different
theoretical models [8-11] predict different behaviors e tifferential cross-sectiodo /dt, as
shown in Fig. 6. All these ranges can be accessed by TOTEM using different runningasiosn
In particular, for what concerns the nuclear regiaf (¢ < ¢ < 0.5 GeV?), it can be accessed
with high and intermediat@* optics (Fig. 6). Due to the high cross-sections involvechese
very low luminosities (0% < £ < 10*'cm~2s~!) enough statistics can be accumulated in a few
runs (at least for low-values). The measurement in the nuclear region, which srétieally
described by the exchange of a single Pomeron, is crucidhéextrapolation oflo.;/dt to the
optical point ¢ = 0), needed for the measurement of the total p-p cross-seciibis can be
done fitting and extrapolating the measured rate with a géimed exponential function?®.
The early LHC runs will be characterized by Igy optics with a reduced number of bunches and
a lower number of protons per bunch, with respect to the nahanes. Under these conditions
only elastic events witht| values between 2 Gévand 10 GeV will be at reach, allowing
TOTEM to study hight elastic scattering. The exponential region will be acdsesonly if a
high/intermediates* optics will be included in the early physics LHC programme.

4.2 Inelastic rate and total cross-section

The measurement of the inelastic rate will be done using@ITEM detectors and using various
trigger and offline analysis strategies, depending on theahcunning scenario. At low lumi-

nosities a single arm trigger which requires activity in aige of T1 or T2 can be utilized to
have very high efficiency; it misses only low mass singlerdifive events but it would suffer
from beam-gas interactions, which strongly depend on ttambeurrent. With a double arm
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T1/T2 trigger the beam-gas background can be suppressedrbtite other hand, the efficiency

in detecting single diffractive events is quite reducedlimd, the sample purity can be enhanced
reconstructing the primary interaction vertex. Moreovbg rate of low mass diffractive events

which escape detection can be partly recovered extrapgldtie measured cross-section with
theoretical assumptions alor/dM?.

Combining the uncertainties that come from the measurewifethie inelastic and elastic
rate and from the extrapolation of the diffractive crosst®a to the optical point, it results that
a 1% error on the total cross-section is achievable with trdiahteds* = 1540 m optics and a
5% can be reachable in an earlier stage with the interme8iéata optics (see Table 1).

With T1 and T2 detectors minimum bias events can be studigdhlynfocusing on the
charged multiplicity in the covereglrange.

Uncertainty p*=90m f*=1540m
dNg/dt — 0 4% 0.2%
Ny 2% 0.1%
Ninel 1% 0.8%
p 1.2% 1.2%
Otot 5% 1-2%

Table 1: Contributions to the total cross-section for twibedent LHC optics.

4.3 Diffraction

During the early runs with lows* beams, diffractive protons with = % in the range 0.02-0.2
will be detectable by the Roman Pots at 220 m (Fig. 7). Thikalldbw TOTEM to measure the
differential cross-section for single diffractive eve(s>" /dM) for masses from 2 to 6 TeVic
(M = /€s) with a mass resolution of 10% or better. Also double Pomexchange events
(DPE) can be detected with sufficient statistics and thedfitial cross section can be measured
in the range.25 < M < 2.8 TeV/c® with a mass resolution of 10% or better. Using a highier
optics a much larger fraction of diffractive protons can bserved £ 65% for 5* = 90 m and

~ 95% for 3* = 1540 m). Since with these optics protons wighvalues down tal0~2 can be
detected, all the mass spectrum for SD and DPE events candstigated.

5 Conclusion

The TOTEM detectors will be operational for the first physiaas of the LHC. The accessible
physics is strongly dependent on the running condition efattcelerator. At the beginning, with
a low-3* optics, diffraction at large masses and elastic scatteatrigrget can be studied. The
use of an intermediaté* = 90 m optics will allow even at an early stage to measure, eveiitfif w
a ~5% precision the totah — p cross-section, which the main goal of the experiment. Adbett
precision will be achieved only when the TOTEM nominal opt{g* = 1540 m) is available.
Moreover, at a later stage, a common physics progamme abetk Bnd forward physics will
be brought on with CMS [12].
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Fig. 7: Left: acceptance itvgiot andlogio€ for diffractive protons at RP220 for different optics. Righcceptance
for DPE protons for different optics (both protons detegted
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Small x Physics and Diffraction

L. Frankfurt! H. Jung?
1Tel Aviv University,
2 Deutsches Elektronen Synchrotron, Hamburg and Physicaraegent, University Antwerp

Measurements of structure functions and parton densitilERA and the Tevatron have
provided much insights into the high energy behavior of emections. The structure functions
and parton densities increase rapidly with increasing@esy consistent with pQCD calcula-
tions. However, this increase with energy is much more rdpéh for the total cross sections
of vp andpp collisions. Vector meson and diffractive dijet productiorep provide an effective
method to measure the energy dependence of the generalimaddistribution of the proton as
well as the impact parameter dependence of the gluon distib

At sufficiently smallz achievable at LHC new QCD regimes are expected. In particula
within the double logarithmic approximation the transeemsomenta of radiated partons in the
current fragmentation region begin to increase with insie@energy. Besides this, the interpre-
tation of parton distributions as probability distributibecomes in conflict with the probability
conservation at the kinematics to be achieved at LHC. Therethe challenging question is
to quantify the boundaries of this kinematical regime anttielate properties of the new QCD
regime of strong interaction with small coupling constant.

At the high energies of the LHC multjet cross sections wittdie more and more impor-
tant. For the detailed calculation of multi-jet cross satsi of moderate transverse momentum,
integrated single parton density functions are no longércgent. Multi-parton densities in im-
pact parameter space are needed.

Whereas in principle the relation between diffraction andti¥parton interaction is given
by the AGK rules, the details in terms of QCD are not yet fulhdarstood. The topic of creation
of rapidity gaps (diffractive processes) and the influenfcgbsorptive effects, which can destroy
the rapidity gap, is currently under detailed investigasioboth theoretically and experimentally.
These effects are directly related to multi-parton intdcacin non-diffractive processes.

The separation of soft and hard processes in impact parasgaee will tell whether
multi-parton interactions are dominated by the soft - ggrooupling regime, or whether signif-
icant contributions come also from the weak coupling - pédtive region. Indications, that
hard perturbative processes are in the regime of strongaictien with weak running coupling
constant come from the diffractive jet (vector meson) patdun but also from investigations of
multiparton interactions with Monte Carlo event generstofo avoid too large particles multi-
plicities in pp collisions at LHC energies the standard approaches arécapla to the regions
of p? % 6GeV2. Below this value multi-parton interactions probably canhe considered as
independent. The issue of separating soft from hard presesan be also investigated by the
transverse momentum distribution of jets close to the igpighp and by the standard forward
and Mueller-Navelet jets. At LHC energies it becomes pcattio separate experimentally pe-
ripheral and central collisions. Smallphysics of hard processes, new heavy patrticle production
are concentrated at centnab collisions, soft QCD is mostly peripheral. Hard (soft) daftion
are dominated by central(peripheral) collisions
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The topics of the sessiamall x and diffraction were grouped around these major areas.

Much progress has been achieved in the last years, bothiexgreally and theoretically, which
is reflected in the presentations in this session. Howevtill anderstanding ofmall x and
diffractive processes is still far ahead. We mention a few of the majon gsies:

154

how well do we understand PDFs at small x ?

how well do we understand the properties of new regime of digisity QCD in the weak
coupling constant limit ?

what is the relation between diffraction and multipartoreraction in the region of high
gluon density in smalt QCD where coupling constant is small but the interactionreng

2

what is the interplay between soft and hard processes ?

how can diffraction and saturation be consistently impletae in Monte Carlo event gen-
erators ?

what are the impact parameter distributions of partons laadarrelations between partons
within the wave functions of the colliding hadron in case afltiparton interactions ?
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Low-x physics at LHC

Ronan McNulty®
School of Physics, University College Dublin, Dublin 4, Ireland.

Abstract

Collisions at the LHC sample a broad range of values in the z — Q?
plane. Each of the LHC experiments have different acceptances and in-
strumentation that give them sensitivity to low-x physics through vari-
ous experimental measurements: the cross-section for W and Z boson
production; low mass Drell-Yan production; exclusive particle produc-
tion in the forward region; and forward jet production. Measurements
of these quantities will test the Standard Model, and constrain the par-
ton distribution functions. Measurements of = as low as 1075 appear
possible that would allow tests of QCD in which saturation effects may
be observed.

1 Introduction

Proton proton collisions at the LHC are fundamentally collisions between the constituent partons
whose distribution, f, can be described as functions of z, the fractional momentum carried by
the parton, and ()2, the energy scale of the partonic collision. The cross-section, o, for a process
pp — X is a summation over all kinematically possible partonic processes ab — X:

1
ox(Q*) = Z/o daydza fo(a1, Q) fo(w2, Q)b ab—x (21, 22, Q) (1)
a,b

The kinematic region accessible by the LHC operating at an energy of 14 TeV is shown
by the largest shaded region in Figure 1. Experimentally, it is often easier to deal with rapidity,
y = 3 In( gfg =) of a particle with energy E or pseudo-rapidity, n = : ln(if—gi) = —Intan(0/2)
where the z axis is coincident with the beam and p, = pcos . The coverage of the four LHC
experiments is compared in section 2: ATLAS and CMS are fully instrumented in the central
rapidity region, |n| < 2.5 with some detectors in the forward region; LHCb is fully instrumented
in the forward region, 1.9 < 7 < 4.9; while ALICE has forward muon coverage and full tracking

and calorimetry in the most central region |7| < 0.9.

In order to produce an object of mass () at a rapidity of y, one requires partons with
11 = QeY/\/s and 2o = Qe Y/\/5. A rapidity axis is superimposed on the z — Q? axes in Fig-
ure 1 which, at least for light particles where y ~ n, allows the sensitivity of the LHC detectors
to low-x physics to be judged. The central detectors can only access the low-x region by observ-
ing the production of low-Q? objects, while LHCb can access equivalent z-regions at higher Q2.
The dark shading in Figure 1 shows the regions where previous experiments have made measure-
ments. The central LHC detectors, for the most part, overlap with previous experiments and in

The author wishes to acknowledge the support of Science Foundation Ireland through grant 07-RFP-PHYF393
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Fig. 1: Main figure: The region in  — Q? that is kinematically accessible to the LHC. Regions surveyed by previous

experiments are indicated by darker shading. The insert shows the region that the LHCb experiment samples.

particular HERA, while LHCb samples one parton at high-x where many previous measurements
exist, and one at very low-z where either no current data exists or DGLAP evolution [1] from
lower Q> measurements at HERA is required.

Consequently the low-z region can be probed by the central detectors through low mass
Drell-Yan production and the production of low mass resonances while LHCb and the forward
components of ATLAS, CMS and ALICE can also look at forward resonances, forward jets, and
higher mass Drell-Yan processes including W and Z production. These physics channels are
examined below after making a brief survey of the different LHC detectors.

2 The LHC detectors

Figure 2 attempts to summarise, schematically, the coverage of the sub-detectors classified by
function, of each of the LHC experiments. A brief description follows which includes an overview
of the relevant triggers required to access the physics channels above.

The ATLAS [2] detector has tracking chambers inside || < 2.5, electromagnetic and
hadronic calorimeters in |n| < 4.9, and muon chambers in || < 2.7. In addition they have
counters (LUCID), primarily for luminosity measurements, in 5.6 < |n| < 6.0, and counters and
hadronic calorimeters (ZDC) in the far forward regions |n| > 8.3. They can trigger on muons
and electrons with transverse momenta down to 4 GeV/c.

The CMS [3] detector’s primary tracking also covers |n| < 2.5, however TOTEM [4]
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Fig. 2: A schematic representation of each of the LHC detectors where the horizontal axis is pseudorapidity. The
functionality of the subdetectors is indicated by the shading as labelled.

extends the coverage into the forward region with tracking stations at 3.1 < |n| < 4.7 and
5.2 < |n| < 6.5. Electromagnetic and hadronic calorimetry are present in || < 6.5. Muon
chambers are present in the central region: || < 2.5. They can trigger on muons and electrons
down to transverse momenta of 3.5 GeV/c.

ALICE [5] has tracking, electromagnetic and handronic calorimeters inside || < 0.9.
However, muon chambers occupy the region —4 < 1 < —2.5 and counters exist in the extended
region —3.4 < 7 < 5. They can trigger on muons down to transverse momenta of 1 GeV/c.

LHCD [6] is fully instrumented with tracking, calorimetry, muon chambers and particle
identification through RICH detectors, between 1.8 < 1 < 4.9. They can trigger on muons down
to transverse momenta of 1 GeV/c and hadrons of 2.5 GeV/c.

3 Forward W and Z production

The production of vector bosons is not what one would first consider to be low-x physics, and
indeed in the central region the = of both partons are roughly similar, z; ~ z2 ~ 0.005 and the
scattering occurs between sea quarks. However, in the forward region in which LHCb is sensitive,
x1 lies between 0.04 and 0.8 while x5 is between 4 x 107 and 8 x 10~ and the scattering is
more likely to occur between valence and sea quarks. The partonic cross-section for W and Z
production is known to about 1%, so most of the uncertainty in the cross-section calculation
resides in the knowledge of the PDFs at low z values. PDFs in the region Q? ~ 10* GeV?,
4 x107° < < 8 x 10~ have never been directly measured before so a measurement of W and
Z production is also a test of the DGLAP evolution from experiments at lower Q.
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Fig. 3: The 90% confidence level band on the Z cross-section
as a function of rapidity and W+,W- cross-sections as a function
of the daughter lepton pseudorapidity. The cross-sections were
calculated using the MCFM generator with the NNPDF parton
distribution set.

The effect of current knowledge of
the parton distribution functions (PDFs)
on the vector boson cross-section predic-
tions is shown in Fig 3 which was pro-
duced using the MCEM generator [7] with
the NNPDF [8] parton distribution func-
tions and shows the percentage uncertain-
ties on the vector boson distributions as a
function of Z boson rapidity, and the pseu-
dorapidity of the lepton coming from the
W.

LHCb have studied the sensitivity
of their detector to this physics [9]. Z
bosons can be reconstructed in the chan-
nel Z — pp. The efficiency for trigger-
ing and reconstructing two high transverse
momentum muons is high: > 90%. The
Z can easily be isolated from competing
backgrounds, predominantly semileptonic
B decays, by requiring high muon trans-
verse momentum, isolation of each muon,
and compatibility with the primary ver-
tex. Less than 0.5% background remains
in a window of 20 GeV/c? around the Z
mass. The high efficiency and large cross-
section mean that a statistical precision of
2.5% will be obtained with just 10 pb~! of
data, falling to below 1% after 100 pb~1.
Thus the measurement quickly becomes
dominated by systematic uncertainties. It

seems likely that detector effects influencing the efficiency estimate can be controlled to bet-
ter than 0.5% leaving the dominant uncertainty to be the estimation of the machine luminosity
which may reach a precision of 1 to 2% using channels such as the elastic production of exclusive

dimuon events. [10, 11]

W bosons can be identified by LHCb in the channel W — pv and can be triggered with
high efficiency, (> 90%), by the requirement of a single high transverse momentum muon. Back-
ground processes are reduced by requiring that apart from the muon, there is little other activity
in the event. The largest backgrounds come from Z events where only one muon enters the LHCb
acceptance, and from high momentum pions or kaons which are misidentified as muons either
because they decay in flight or they punch-through to the muon chambers. With suitable cuts on
the muon momentum and the rest of the activity in the event, a signal efficiency of about 35% can
be obtained with a purity of 85%. A statistical uncertainty better than 1% can thus be obtained
after 10 pb—! of data. Apart from the luminosity determination, the largest systematic is likely to
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be due to the estimation of the background; however one is not overly reliant on the simulation
in calculating this since background test samples can be produced from the data itself. It is ex-
pected that a systematic uncertainty below 1% can be attributed leaving the dominant systematic
uncertainty, as for the Z analysis, coming from the luminosity determination.

One way to remove the luminosity uncertainty is to look at ratios of cross-sections. Rather
than comparing oz, ow 4, o — to theory, one can consider the combinations [12, 13]:

(ow+ + UW7)7 R, =Wt a4 _ (ow+ —ow-) @

oz ow-— (ow+ +ow-)

The experimental uncertainty on these quantities will be less than 1% while Figure 4
(from [13]) shows the theoretical uncertainty coming from knowledge of the PDFs, as a function
of rapidity. Ry is insensitive to the PDFs and the most sensitive test of the Standard Model
occurs between 2 < y < 3. However R, _ in the LHCb range, is dominated by the uncertainty
on the d-valence quark distribution, and A _ is dominated by the uncertainty on the difference
in the u-valence and d-valence distributions. An experimental measurement at the 1% level will
thus signficantly improve our knowledge of the PDFs.
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4 Central and Forward Drell-Yan production

The production of muon or electron pairs through the
Drell-Yan production of a virtual photon allows one to
access a lower range in x: Figure 1 shows that moving
to lower Q2 for a given rapidity, moves one to smaller
2. Thus the x range accessible to LHCb at a () cor-
responding to the Z mass is accessible to ATLAS and
CMS when looking at a photon of about 5 GeV/c2. The
cross-section for such processes is very much larger
than for the Z; however the backgrounds are even big- ;
ger meaning that the overall experimental uncertainties 10°
in this channel will be greater.
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ATLAS have examined the production of elec-
tron pairs [14] and have sensitivity down to photon 10°
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masses of 8 GeV/c?, this limit being determined by the 02 A I‘v? ?G ev-’r]

threshold on the transverse momentum of their electron

trigger. They require two oppositely charged electrons
in events where the missing transverse energy is less
than 30 GeV. Figure 5 shows the signal well separated
from the background coming from tau pairs, top events,
W pairs, and dijets. This last background has the largest
uncertainty due to finite Monte Carlo statistics. A sta-
tistical precision of 7% is expected in the mass range from 8 to 60 GeV/c? with 50 pb~! of
data.

Fig. 5: Signal and estimated background for
electron pairs produced by Drell-Yan interac-
tions as a function of the invariant mass of the

electrons, for the ATLAS experiment.

CMS have examined the same channel [15] but

16 in the very forward region using the TOTEM detec-
2 o4 2 <M< 66 tor. They trigger on events that deposit more than 300
Fot [ GeV in the electromagnetic calorimeters and less than
Ew. N gf;i"__ 5 GeV in the hadronic calorimters with one or more
S f I charged particles between 5.2 < |n| < 6.5. Events
o with a di-electron invariant mass above 4 GeV/c? are

02 selected. This signal probes values of = down to 10~6

T L I and is potentially sensitive to saturation effects as can

o,,z L| be seen in Figure 6 (from [15]) where the cross-section
wé l—f I'|_ has been computed with one of the standard CTEQ [16]
L'LH_ PDF sets, and with a particular saturation scheme as

SF T s e s ;;m—-l;ﬁ( 3‘ described by EHKQS [17]. The effect of background
S events is being evaluated.

LHCb [9] have performed a study in the chan-
nel with two muons in the final state. Very low trig-
ger thresholds can be placed on muons in LHCb; the
summed transverse momenta of both muons must only
exceed 1.6 GeV/c and thus very low Q? are accessible.

Fig. 6: Differential cross-section for electron
pairs selected by CMS and TOTEM using two

PDF sets, with and without saturation effects.
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The problem however lies in extracting a clean signal at such low invariant masses due to the
overwhelming background coming from semi-leptonic b and ¢ quark decays, as well as detector
effects in mis-identifying pions and kaons as muons. A multi-variate selection has been em-
ployed in order to select events which have little missing energy and little other activity apart
from the two muons.

Reasonably pure samples appear

possible; > 70% for photon masses above W
5 GeV/c? which would access  values of
2% 1075, A full systematic study is ongo-
ing and is likely to be limited by the preci-
sion with which the efficiency and purity
of the selection can be determined, since
the multi-variate selection is quite sensi-
tive to the details of the simulation, and in
particular, the underlying event.

-
o

However, a very precise experi-
mental value is not required in order to
improve the current theory, particularly in
the forward region. Figure 7 (from [13])
shows the theoretical uncertainty on the
Drell-Yan cross-section due to the PDFs
as a function of rapidity, for two differ- : do(DY)dMdy
ent masses. Even a total experimental un- . at LHC using MSTW2007NLO

% pdf uncertainty

1k pdi uncertainty on

FETEE |

certainty of 10% in measuring the cross- — L . .
section for masses of 8 GeV/c? will im- o ' ¢ » "
prove the current theory. At lower masses
and high rapidities, there is essentially no
theoretical prediction because there is no
HERA data at such low x values to evolve
from.

Fig. 7: The percentage uncertainty at the 90% confidence
level on the cross-section as a function of rapidity for the
Drell-Yan process at two mass scales, calculated using the
MSTW2007NLO parton distribution set.
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5 Exclusive Particle Production

The exclusive production of dimuons at the LHC is interesting both in terms of the physics that it
accesses and the uses to which these channels can be put. CDF recently published results for this

final state [18]. Two distinct processes are seen: firs
duced through ~+ interactions. and secondly the pres
production through photon-pomeron interactions.

60 .
CMS preliminary
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Fig. 8: Preliminary CMS result showing the expected resolu-
tion with which exclusive bottomonium production could be
observed with 100pb~! of data.

tly a continuum where the muons are pro-
ence of resonances indicating charmonium

The former process is of particu-
lar interest in measuring the LHC lumi-
nosity since it is theoretically known to
better than 1% and several studies have
been performed by CMS, ATLAS and
LHCb [10, 11]. The latter process is im-
portant in describing the pomeron and in
searches for odderons. The low thresh-
olds on the muon trigger at LHCb mean
they will quickly be able to see the J/¥
and U’ resonances that CDF have already
observed, and in addition make observa-
tions of exclusive bottomonium produc-
tion. ALICE, making use of their for-
ward muon detectors, should be able to
observe J/W [19] which will probe x re-

gions down to 1075, CMS have made a preliminary study of bottomonium production [11], and
some results are shown in Figure 8 which indicates that clear Y, Y/, Y signals will be visible

with 100pb~—! of data.

6 Forward jet production

Accessing the low-x region through jet produc-
tion requires excellent calorimetry in the forward
region. CMS have investigated the number of
events they would be able to see with a transverse
energy threshold of 10 GeV using their calorime-
ters in the range 3 < |n| < 5. Figure 9 from [11]
shows the largest number of events occurs at the
energy threshold and for 1 ~ 10™!, 2o ~ 1072,
Such events have the potential to probe x down
to 107°. A full systematic study is underway as
confronting data with theory will require a good
understanding of the effects of hadronisation and
the underlying event on the definition of the jet
energy.

E, (GeV)

162

PYTHIA 6.4: p+p-> jet.+jet,, Js=14Tev

ie‘,,i" 3.0<nl <50 -

[

-1
log, (x )

10'71,2

Fig. 9: The relationship between the Er of a forward
jet produced in CMS and the x values that are probed.
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7 Conclusions

The four LHC experiments are instrumented to cover a wide range of the kinematically available
x — @Q? plane. Low-z physics is possible at central rapidities through low-Q? Drell-Yan pro-
duction and in the forward region through Drell-Yan production of photons, W and Z, as well
as through the production of jets and exclusive final states. These measurements will test the
Standard Model and constrain the PDFs which is essential for the understanding of many puta-
tive New Physics signals. They will also allow further investigations of QCD and may be in a
position to observe the onset of saturation effects.
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Small x PDFsat HERA: Inclusive, Unintegrated, Diffractive

Victor Lendermann’
Kirchhoft-Institut fur Physik, Universitat Heidelberg, Im Neuemer Feld 227, 69120
Heidelberg, Germany

Abstract

The present status of HERA measurements of the proton pdisen
tribution functions (PDFs) in the low domain is presented. PDFs
extracted from DIQp data within the standard factorisation ansatz, as
well as unintegrated PDFs and those describing tffeadtive compo-
nent of theep scattering cross section are discussed.

1 Inclusive Analyses
1.1 Combination of H1 and ZEUS Data

Deep inelastic scattering cross sections measured at HE®Adp the major input for the de-
termination of the proton structure at low Using the standard QCD factorisation ansatz, the
parton distribution functions are extracted from the dgutitferential neutral (NC) and charge
(CC) current cross sections measured as a function of thééjo and of the four-momentum
transfer square®?. Over the past two decades, global fit procedures have beetoged which
determine the quark and gluon PDFs of the proton using QCD A’Sevolution equations at
increasingly higher orders of perturbation theory (seef@t]an overview). The QCD fits are
applied to data sets from a number offdient experiments and consider correlations among the
experimental data points.

This traditional extraction procedure however has certhiawbacks in the treatment of
systematic uncertainties. In particular, correlation®tigh common systematic uncertainties,
both within and across data sets, represent a significatienba. The treatment of these cor-
relations is not unique. In the Hessian method [2], eachesyatic error source is treated as
an additional fit parameter, and the parameters are fittaghdsg the model, as provided by
(N)NLO QCD, to optimise the uncertainties and to constréi@ PDFs. In the @set method
(seeeg. [3,4]) the data sets are shifted by tHeeet of each single systematic error source before
fitting, and the resulting fits are then used to form an envefapction as an estimate of the PDF
uncertainty. All analyses face the problem of data sets mayes leading to consistent results.
Some global QCD analyses therefore inflate the PDF uncaésin

The drawbacks mentioned can be significantly reduced byagirey the cross section data
from the diferent data sets in a model independent way prior to perf@maiQCD analysis. The
H1 and ZEUS collaborations presented preliminary resdltsombining their HERA | data [5],
where one averaged value of the cross section is providegaicht measured kinematic point at
a given &, Q?, y). Using a method introduced in Ref. [6], the correlated esysttic uncertainties
are floated coherently allowing each experiment to cakbtla¢ other. This reduces significantly

*On behalf of the H1 and ZEUS Collaborations
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Fig. 1: DIS NCe'p scattering cross section from the HERAI data taking perisdltained by combining the
published H1 and ZEUS measurements. The predictions of BERAPDF 0.1 fit are superimposed.

the correlated uncertainties for much of the kinematic @laim addition, a study of the global
¥?/ndf of the average and of the pull distributions provides aleiondependent consistency
check between the experiments.

Prior to the combination, the H1 and ZEUS data were transédrto a common grid of
(x, @) points using ratios of cross sections calculated basedaitahle PDF parameterisations.
The NC and CC data collected with the proton beam enerdi,of 820 GeV were corrected to
920 GeV and then combined with the measuremenis, at 920 GeV.

As an example, the resulting N& p cross section data are shown in Fig. 1. A precision
better than 2% is reached in the I&¢ region. Comparisons with the fits previously performed
by H1 and ZEUS to their own data have shown an excellent agreem

At the time of this workshop, H1 presented preliminary reswif the analysis of their
HERAI e" p data collected in 1999-2000 in the ranged 2? < 150 GeVf and 210* < x < 0.1.
The data have been combined with the previously publisheddttiin this region using a similar
averaging procedure. The accuracy of the combined measutestypically in the range of
1.5-2%.
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1.2 PDF Fit of the Combined HERA Data

The HYZEUS combined data set has been used as the sole input for NIbeviDGLAP PDF

fit [7]. The consistency of the input data enables a calcutatif the experimental uncertainties
of the PDFs using thg? tolerance Ay? = 1. This represents a significant advantage compared
to the global fit analyses using both HERA and fixed target,dateere increased tolerances
Ax? = 50— 100 are used to account for data inconsistencies. Othentalyes of using solely
HERA data are: the absence of heavy target corrections whigtt be applied to the-Fe and

uD fixed target data, and no need to assume isospin symmetrythat d distribution in the
proton is the same asdistribution in the neutron.

For the new HERAPDF 0.1 fit, the importance of correlatedesysttic uncertainties is no
longer crucial, since they are relatively small. This eesuthat similar results are obtained using
either Ofset or Hessian method, or by simply combining statistical systematic uncertainties
in quadrature.

A DGLAP PDF fit analysis depends on a humber of model parameli&e the choice
of the starting scal@% for the evolution, the form of th& dependence for PDFs at the starting
scale, the minimun®? for the data to fit,Qrzmn, the treatment of heavy flavours etc. There are
differences in the choices made byteiient groups, and in particular, by H1 and ZEUS in their
fits to their own data. In this analysis, both collaborati@ggseed on a common set of choices,
and variations in the choices were taken to estimate maglgbntlent uncertainties (see [7] for
details).

The predictions of the fit for the NC cross section are supgosed in Fig. 1 on the com-
bined HERA NC data set. The yellow band shows the total uaitgyt including those due to
the model dependency. The total uncertainties of the HERA®D PDFs are much reduced
compared to the PDFs extracted from the analyses of theatepdt and ZEUS data sets, as can
be seen in Fig. 2, where the new PDFs are compared to the ZEDSahd H1PDF2000 PDFs.

1.3 Measurementsof F|

At high inelasticitiesy = Q?/(xs), wheres s theep centre-of-mass energy squared, the inclu-
sive DIS cross section is sensitive to the size of the stradiunction F| which describes the
exchange of longitudinally polarised bosons. In the Quankdh ModelF, is zero, since due to
helicity and angular momentum conservation a quark with épiannot absorb a longitudinally
polarised photon [8]. In QCDE differs from zero, receiving contributions from quarks and
from gluons [9]. At lowx (which corresponds to higl) the gluon contribution greatly exceeds
the quark contribution. Therefofé, is a direct measure of the gluon distribution to a very good
approximation. An independent measuremenkpfat HERA, and its comparison with predic-
tions derived from the gluon distribution extracted frore dGLAP fits, thus represents a crucial
test on the validity of perturbative QCD at low Furthermore, depending on the particular theo-
retical approach adopted, whether it be a fixed order pQCeutation, a re-summation scheme,
or a colour dipole ansatz, there appear to be significdfgrénces in the predicted magnitude of
FL at low Q% mainly due to a large uncertainty of the gluon PDF. A measergrnfF, may be
able to distinguish between these approaches.

A direct measurement @, requires several sets of data taken at the samed Q? but
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Fig. 2: Left: PDFs from the ZEUS-JETS and H1PDF2000 fits. RiglERAPDF 0.1 PDFs from the analysis of the
combined data set.

with differenty values. Due to the relationship = Q?/xs this requires data to be collected
at different centre-of-mass energies, which was done in the lastofeHERA running, when
dedicated runs were performed with lowered proton beamgeesenfE, = 460 and 575 GeV.

The first HERA measurement & (x, Q%) was reported by H1 [10] in the range K2

Q? < 90Ge\? and 00002 < x < 0.004. In this analysis, the scattered electron is recontstiuc
in the H1 backward calorimeter SpaCal. Preliminary resubtge presented by ZEUS in a similar
kinematic range [11]. Both measurements show a nonEgrmnd are consistent with each other
and with the prediction of (N)NLO QCD fits. Further prelimmgaresults were presented by H1
in an extended range @? up to 800 GeV, where the scattered electron is found either in the
SpaCal or in the Liquid Argon calorimeter covering the cahaind forward region of the H1
detector [12]. These results are shown in Fig. 3.

2 Unintegrated PDFs

Using the QCD factorisation theorem, PDFs extracted froi® @dta are applied for the calcula-
tion of various scattering processes at hadron colliderparticular at the LHC. In practice, the
interpretation of experimental data relies for many sigral analytical calculations performed
at a fixed order of perturbation theory, typically NLO or NNL(®ee [13] for a recent review),
as well as on Monte Carlo (MC) event simulations. The major pd@yrams, PYTHIA [14] and
HERWIG [15], include leading order matrix elements for a tn@mof processes, whildtects of
higher orders of pQCD are simulated using parton shower teode

For some signatures, especially those with high multigliof final state objects, the com-
plex kinematics and the large phase space available at higigies to be reached at the LHC
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H1 Preliminary FL

o H1(Prelim) - 3%582%000 Fig. 3: Preliminary results of the H1 measurement of the
E, = 460, 575, 920 GeV - MSTW proton structure functioff, shown as a function a@? at
the given values of. The inner error bars denote the sta-
tistical error, the full error bars include the uncorretate
systematic errors. The solid curve describes the expecta-
tion onF_ from the H1 PDF 2000 fit using NLO QCD.
The dashed (dashed-dotted) curve depicts the expecta-
tion of the MSTW (CTEQ) group using NNLO (NLO)
L QCD. The theory curves connect predictions at the given
10° (x, @?) values by linear extrapolation.
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make them potentially sensitive téfects of QCD initial state radiation arising from the tail of
finite transverse momentg of partonic distributions. In perturbative fixed-order @ahtions
finite-kt contributions are partially accounted for. This is usuallificient for inclusive cross
sections, but likely not for more exclusive final state olables. As an illustration, Fig. 4 (left)
from an H1 study oD*+jet photoproduction at HERA [16] shows the cross sectiortti pro-
cess as a function of theftBrence in the azimuthal anghe (D", jet) between th®* and the jet.
The lowerAg tail is significantly underestimated by the analytical NL©@grams FMNR [17,18]
and ZMVENS [19, 20].

On the other hand, the standard MC programs are based oneaollevolution of the
initial state partons, supplemented by colour coherefieets for soft gluon emission. It is un-
known whether the approximations involved in these metheitilsprovide suficient precision
at the LHC energies, as thdéfects of not collinearly ordered emissions become incrghsin
important at lowx. A theoretical framework including the finite- contributions makes use of
generalised QCD factorisation technique which involve$B Dnintegrated not only in the longi-
tudinal but also in the transverse momenta [21] and couples twith suitably definedftishell
matrix elements. Although MC generators based on this fveorie[22—25] are generally not as
developed as the standard parton shower programs, setgi@shave demonstrated their po-
tential advantages over collinear approaches for spedaficdmic final states. This is illustrated
in Fig. 4 (right) in which the same distribution of the azirnakangle diferenceA¢(D*, jet) from
the H1 study [16] is compared to the prediction of the MC pamgrCASCADE [22]. A good
agreement with the data is observed in the whole angulaetang

Another example is shown in Fig. 5 in which the azimuthal safian between the two
leading jet$y¢ is plotted for dijet and three-jet production studied by Z&id DIS at HERA [26]
and compared to HERWIG and CASCADE predictions [27]. CASEABsuperior to HERWIG
both in the normalisation and in the shape of the distrilputio

3 Diffractive PDFs

A significant fraction, of the order of 10%, of DIS events atRicare characterised by a large
rapidity gap between hadrons found in the main detector hachadronic remnant escaping
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Fig. 5: Dijet (left) and three-jet (right) production crossction measured by ZEUS in DIS at HERA as a function
of the azimuthal angl&¢ between the two leading jets inffirentx intervals and compared to the prediction of
HERWIG and CASCADE.

through the forward beam pipe. Inclusiveffdictive processes are analysed employing various
techniques:(i) explicitly selecting events with a large rapidity gafp;) extracting the dirac-

tive contribution from a fit to the invariant mad8yx of the reconstructed hadronic systeiii)
tagging the scattered proton in the dedicated forward spmeters located far away from the
main detectors and very close to the beam pipe (FPS in H1, hEZ&EWUS) and vetoing the pro-
ton dissociation. The flierent analyses are based offefient statistics and are characterised
by different systematicfiects. All H1 and ZEUS analyses are broadly consistent withén
guoted uncertainties, and the possibility of creating cioiedth H1-ZEUS data sets, similar to the
inclusive HERA data, is currently being considered.
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Diffractive events at HERA are successfully described witherRbgge framework [28], in
which the rapidity gap is explained by the exchange of a atdgs object lying on the Pomeron
trajectory. The description of the cross section is based two-step factorisation approach.
The first step is the standard QCD factorisation, descrilir@gcross section as a convolution
of the matrix element for the hard scale boson-quark intemaavith a PDF in the proton. The
second step describes the PDF as a product of the universarBio flux in the proton with
the difractive PDF (DPDF). The Pomeron flux is described by the @metrajectory and
depends solely on the fraction of the proton momentum chtoe the Pomerorxp and the
four-momentum transfer squared at the proton vettékhe DPDF provides, at a give®?, the
parton content of the Pomeron for a given longitudinal momenfractiong = x/xp carried by
the struck quark. Additionally, a small additional term fretsecond factorisation describes the
Reggeon exchange component.

The second factorisation is an empirical assumption whéchat proven theoretically.
Various experimental studies at HERA have shown this arneatork to a good approximation.
However, a recent ZEUS study [29] revealed violation of faistorisation, as shown in Fig. 6.
Looking in particular at thexp intervals in the central column, one observes a clear chemfye
Q2 slope of the structure functi(mszD(xp,ﬁ, Qz) which is defined similarly to the conventional
structure functionF, in inclusive DIS. The ffect is rather mild, as compared to the typical
precision of the diractive measurements, and thus should not strondigceQCD analyses of
diffractive PDFs which are based on this assumption.

The difractive PDFs, defined in this framework, were extracted frodlusive ditractive
data by H1 [30] in an NLO DGLAP QCD analysis. While the singjetark distribution is well
constrained by the fit, there is a significant uncertaintyhefdgluon distribution especially at high
zp. Here,zp is the longitudinal momentum fraction of the parton entgiine hard sub-process
with respect to the dlractive exchange, such thap = g for the lowest order quark-parton
model process, whereas B < zp for higher order processes. An additional constraint was
obtained from the analysis offtliactive dijet production in DIS at HERA [31]. The dijet data
which are sensitive to the gluon distribution at higp have shown a remarkable consistency
with the predictions from a fit of inclusive fifaction. Including these data into a combined
analyses resulted in a set of the most preciséaditive PDFs currently available. Examples of
the H1 2007 Jets DPDF fit predictions for the singlet quarkglndn ditractive PDFs at dierent
factorisation scaleﬁ% squared, wherp? = Q? in inclusive difraction, are shown in Fig. 7.
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Abstract

This talk describes the measuremenfafand inclusive and exclusive
diffractive cross sections in the low+egion by HERA experiments.
The abundance of diffractive reactions observed at HERAc#ids
the presence of perturbative multi-ladder exchanges. Kokisive
diffractive vector-meson and diffractive dijet productiare discussed
in terms of dipole models which connect the measuremerit afith
diffractive processes and in which multiple exchanges atdration
processes are natural.

1 Fj5 and Diffraction at HERA

The HERA machine is a large electron-proton collider, inathi
electrons with energy of 27.5 GeV scatter on protons of 920.Ge _
The collision products are recorded by the two large, muitip
pose experiments ZEUS and H1. The detectors consist of'in- -
ner tracking detectors surrounded by large calorimeterasure ==
ing the spatial energy distribution, event by event. Therwale-

ters are in addition surrounded by muon detector systengs.1Fi
shows, as an example, a picture of a high DIS event mea- :
sured by the H1 and ZEUS detectors. From the amount and - '
positions of energy deposited by the scattered electronttzad éi?g’ [
hadronic debris, the total*p CMS energy,W, and the virtual- E?- ij s
ity of the exchanged photor§)?, are determined. Counting the T

2R Vi

tal cross section for the collisions of the virtual photorthwine

proton,a.+,(W?2,Q?%), and in turn the structure function, Fig. 1. Two examples of DIS
events seen in the H1 (left) and
Q? ZEUS (right) detector.
F2(x7 QQ) = 4270-7*27(W27 Q2)
T Qem

with = ~ Q%/W? whenQ? < W?2.

Deep inelastic scattering and the structure functigrhave a simple and intuitive inter-
pretation when viewed in the fast moving proton frame. Theming electron scatters on the
proton by emitting an intermediate photon with a virtualidy. The incoming proton consists
of a fluctuating cloud of quarks, antiquarks and gluons. &the lifetime of the virtual photon
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is much shorter than the lifetime of tlag-pair, the photon scans the “frozen” parton cloud and
picks up quarks with longitudinal momentumsee Fig. 2.F, measures then the density of par-
tons with a size which is larger than the photon siz&), at a givenz. Fig. 3 shows the structure
function F, as measured by H1, ZEUS and fixed target experiments fortedl€Z values [1].

In the low« regime, F, measured at HERA exhibits a
striking behavior. At low@? values,Q? < 1 GeV?, where the
photon is large,F, rises only moderately with diminishing,
whereas a%)? increases, i.e. the photon becomes smaller, the
rise of F, accelerates quickly. The rise & at low Q2 values,

i.e. when the photon is of similar size as a hadron, corredpem Fi9. 2: Schematic view of deep in-
the rise of the hadronic cross sections with energy. Therigest elastic scattering (DIS).

at large@? indicates the strong growth of the cloud of partons in thegroThe onset of the fast
growth at@? values larger than 1 GeMndicates that these partons are of perturbative origin.

For sufficiently largeQ? perturbative QCD
provides a set of leading-twist linear evolution

equations (DGLAP) which describe the variation 2l S .
of the cross section as a function@f; see Fig. 4. 17 b o e o ceerner
Moreover, a closer look at the-dependence of the sl

parton splitting functions has led to the prediction s b oo cvorcom
that the gluon density, at small should rise with N B

1/z. This rise should translate into a growth with
energy of the totah*p cross section or, equiva-
lently, of £ with diminishingx. The data show
that the growth ofF, starts in the lowz regime
which indicates that this is mainly due to the abun-
dant gluon production. This is confirmed by all deFig. 3: The structure functiod, as a function of: as
tailed theoretical investigations of HERA data. Aseasured by H1, ZEUS and fixed target experiments
an example Fig. 5 shows the results of the ZEU& selected)? between 0.1 and 150 GV

and MRST analyses of parton densities. Both anal-

yses show that in the low-region the gluon density dwarfs all quark densities withepton of
the sea quarks. The sea quarks, in perturbative QCD, areajeddrom the gluon density.

One of the most important observations of the
HERA experiments is that, in addition to the usual DIS e e B— 1Y
events, in which the struck proton is transformed into
a swarm of particles, there are also events in which the i
proton remains intact after collision. Whereas the usual P —— P

DIS events are characterized by large energy depq:slg—. 4: lllustration of the pOCD description of

tions in the forward (proton) direction, see Fig. 1, tht%e total cross section] . The gluon ladder

eyents Wlth_ intact protons show no activity in this re-, presents the linear OCD evolution equations.
gion; see Fig. 6.

By analogy to the absorption of light waves on a black disk, ¢hents of this type are
called diffractive events and the process in which they apelyiced is called diffractive scatter-
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ing. The intact forward proton corresponds in optics to tivard white spot observed in the
center of the disc shadow. The measurement of diffracti@etrens requires the determination of
two additional variables: the diffractive masd,x, and the square of the four-momentum trans-
ferred by the outgoing protom, The variableM x, which is equal to the invariant mass of all par-
ticles emitted in the reaction with exception of the outgoimoton (or the proton dissociated sys-
tem),

ZEUS

T
2
Q*=10Gev?
— ZEUS-O (prel.) 94-00
uncorrelated error
[ correlated error
model dependence error

is determined from energy depositions recorded by thg o=
central detectors of the H1 and ZEUS experiments. The vari- o
ablet is determined by forward detectors, which measure the os;
momentum of the outgoing diffractively scattered protamn. | ost
exclusive diffractive vector-meson production theariable
can also be determined from the precise measurement of thees} x
momenta of the vector-meson decay products measured inc;

AR

MRST 2001
N\ ZEUSS

the tracking chamber systems of central detectors.
The analysis of the observdd M% distribution al- e )
lows a separation of diffractive and non-diffractive ewent x

as indicated in Fig. 7. The plateau like structure, mq_st , »

bl highei | is d diff 19. 5: Quark and gluon densities at
r!Ota y Seen_ at .Ig g_ﬁ V_a ue]ff, IIS Ml“;e to d raC_Q2 = 10 Ge\® as determined from
tve e\{ents since in di rQCtlord [dIn X o~ const. HERA data. Note that the gluon and sea-
The high mass peaks in Fig. 7, which are due to i ) o

. . . Lark densities are displayed diminished

non-diffractive events, have a steep exponential fall-o l, a factor 0.05
dN/dIn M%  exp(\In M%), towards smalleln M% val- o
ues. This exponential fall-off is directly connected to &éxponential suppression of large rapid-
ity gaps in a single gluon ladder exchange diagram, Fig. 4¢twiepresents the dominant QCD

contribution.

In the ZEUS investigation [2, 3]
the diffractive contribution was there- :
fore identified as the excess of events || = T s
at smallMx above the exponential fall- HHU g mﬂ] =
off of the non-diffractive contribution i
in In M%. This selection procedure is ==
callgd theMX method. . In the_ H1 ”,q_ Fig. 6: Two examples of diffractive events seen in the ZEUS
vestigation [4] the selection of diffractive detector
events was performed by the requirement of a large rapidify ig the event. The ZEUS/x

and the H1 rapidity gap methods allow only to measure theadiffve cross section integrated
over the square of the four-momentum trangfer

The measured diffractive cross sections show a clear rigeingreasing energyy’ in all
Mx regions. It is interesting to note that the increase of tifferdintial diffractive cross sections
with W is very similar to the increase of the total inclusive DISsgections, i.eoy;rs /0%,
is approximately independent of energy in @ and My regions as seen in Fig. 8. The ratio
of the diffractive to the total DIS cross section integrategr the whole accessibl&/x range,
Myx < 35 GeV, was evaluated at the highest energyiof~ 220 GeV. At Q? = 4 Ge\?,
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o4ifs/ol, reachesv W = 55 GeV W = 100 GeV W = 221 GeV

16%. It decreases £ 103 . - 0
. . . |
slowly with increas- 3 . I
ing @2, reaching ~ 10° : s . e N
A ¢ i' —
10% at Q* = 27 10 m’""" Ly f A L
GeV-. | ! ||Iil | |IIIHH i ©
The observation 0 5 10 o© 5 0 o 5 ko,
n(M, )

of such a large frac-
tion of diffractive eventBig. 7: Distribution of M x in terms of InM% . The straight lines give the non-diffractive

was unexpected sincecontribution as obtained from the fits. Note that thé 3 distribution can be viewed
according to the intu- as a rapidity gap distribution sin@eY” = In(W?/M%) for M% > Q°.

itive interpretation of DIS the incoming proton consistsagbarton cloud and at least one of the
partons is kicked out in the hard scattering process. Inahguage of QCD diagrams, at low-
and not so small)?, the total cross section @ is dominated by the abundant gluon emission as
described by the single ladder exchange shown in Fig. 4;aithéelr structure also illustrates the
linear DGLAP evolution equations that are used to deschiéd} data. In the region of smatl
gluonic ladders are expected to dominate over quark laddéescut line in Fig. 4 marks the final
states produced in a DIS event: a cut parton (gluon) hadesrand leads to jets or particles seen
in the detector. It is generally expected that partons predurom a single chain are unlikely
to generate large rapidity gaps between them, since lange @@ exponentially suppressed as a
function of the gap size. This is a general property of QCDwgian equations of the DGLAP,
BFKL or other types.

In the single ladder contribution of

ZEUS

Fig. 4, diffractive final states can, there- s e, I gzaeeyw
fore, only reside inside the blob at the B os[ ~ — Swurvod withevol

. . T ~ L My <3 Gev
Iogver (_and, i.e. lie below the initial s_ca!e %b 004 44 + & # N
Q§ which separates the parton description 0o2f -
from the non-perturbative strong interaction, I s —, r{
as shown in Fig. 9. The thick verti- T VRS STV
cal wavy lines denote the non-perturbative . % # % ; 2 #
Pomeron exchanges which generate the ra- 0'04? ey ;
pidity gap in DIS diffractive states. The 002 .
- . oy N
diagram of Fig. 9 exemplifies therefore the 0
[ H H ” . 0.06 - . x
Regge factorization” approach to diffrac- i
tive parton densities as description of diffrac- 0.04 ¢ T ﬁ: s
tive phenomena in DIS. In this approach 0.02 [
the diffractive states are essentially of non- I TR

turbati ain but th | q 40 60 80 100 120 140 160 180 200 220
pe urpative origin ' u ey evo VF.,‘ accord- W(GeV)
ing to the perturbative QCD evolution equa-

tions. Note, however, that the effecFig. 8: The ratio of the inclusive diffractive and total DIS

tive Pomeron interceptop, extracted from cross sections versus thép energyiv.

It is customary to call the exchange of a colourless systescittering reactions a Pomeron. The simplest
example of a (perturbative) Pomeron is given by the laddagrdim of Fig. 4.
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diffractive DIS data lies significantly above the ‘soft’ Peron intercept, indicating a
substantial contribution to diffractive DIS from pertutbve Pomeron exchange [3, 5].

The properties of special diffractive reactions at HERA,
like exclusive diffractive vector-meson and jets prodoictigive
clear indications that the diffractive processes could &l land
of perturbative origin. A significant contribution from per-
bative multi-ladder exchanges should be present, in peatic
from the double ladder exchange of Fig. 10. This diagram pro-°
vides a potential source for the harder diffractive statdse
cut blob at the upper end may contajg and qgg states which
hadronize into harder jets or particles. The evidence ferpites-
ence of multi-ladder contributions is emerging mostly freme
interconnections between the various DIS processes: sSnelu
~*p reaction, inclusive diffraction, exclusive diffractiveestor-
meson production and diffractive jet-jet production. Tdés-
terconnections are naturally expressed in the dipole atidur
models, which have been shown to successfully describe HERAata in the lows re-
gion. These models are explicitly built on the idea of sumgnaver multiple exchanges of
single ladders. In the following we will discuss the exchasiand inclusive diffractive DIS
processes and their connection with the total DIS crossosedh terms of dipole models.

Fig. 9: Diffractive final states as
part of the initial condition to the
evolution equation inF,. The
thick vertical wavy lines denote
the non-perturbative Pomeron ex-
changes which generate the rapid-
ity gap in DIS diffractive states.

2 DipoleModels

In the dipole model, deep inelastic scattering is viewecheeraction
of a colour dipole, i.e. mostly a quark-antiquark pair, witie proton.

The size of the pair is denoted byand a quark carries a fractianof

the photon momentum. In the proton rest frame, the dipatetiihe is o
much longer than the life-time of its interaction with theget proton.
Therefore, the interaction is assumed to proceed in thagest first Fig- 10: The double gluon
the incoming virtual photon fluctuates into a quark-antityusair, then !adder contribution to the in-
the ¢g pair elastically scatters on the proton, and finally tijepair clusive diffractivey"p cross
recombines to form a virtual photon. The amplitude for theptete Section.

process is simply the product of these three processes.

p

The amplitude of the incoming virtual photon to fluctuateoiat quark-antiquark pair is
given by the photon wave function, which is determined from light cone perturbation theory
to leading order in the fermionic charge (for simplicityetindices of the quark and antiquark
helicities are suppressed). Similarly the amplitude far ¢ip to recombine to a virtual photon
is ¢*. The cross section for elastic scattering of tlgepair with squared momentum transfer
A? = —tis described by the elastic scattering amplitudg(x, r,A), as

dogg _ qq
Wit - AT, A @

To evaluate the connections between the total cross seamibwvarious diffractive reactions it is
convenient to work in coordinate space and define the S-xneliement at a particular impact
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parameteb
SO) =1+ [ A explit- ) Atz 1, ) @)

This corresponds to the intuitive notion of impact parametieen the dipole size is small com-
pared to the size of the proton. The Optical Theorem thenetsrthe total cross section of the
qq pair to the imaginary part aofA,;

Ouql, ) = SiAY (2,7, 0) = / d2b2[1 — RS(H)]. @3)

The integration over the S-matrix element motivates thendifin of the elastig;g differential
Cross section as

% = 2[1 — RS(b)]. 4)

The total cross section for*p scattering, or equivalently?s, is obtained by averaging the dipole
cross sections with the photon wave functionsr, z):

« d
o’ P = /d%"/ﬁﬂ)* Ogq(x, 7). (5)

In the dipole picture the elastic vector-meson productippears in a similarly transparent way.
The amplitude is given by

Ay (8) = [P [ Z—; [ @it exp(=it- K211 - SO (6)

We denote the wave function for a vector meson to fluctuateant pair by . Assuming that
the S-matrix element is predominantly real, we may sulistit{it — S(b)] with do,;/d?b. Then,
the elastic diffractive cross section is

doVP=Vp 1 9 dz 9 = oo dogg |?
dt 167 ’/d T/zm/d byt exp(=ib- A) 5y (7)

The equations (5) and (7) determine the inclusive and exelusffractive vector-meson produc-
tion using the universal elastic differential cross settio,;/d*b which contains all the interac-
tion dynamics.

The inclusive diffractive cross section can be obtainedhftbe eq. (7) summing over all
(generalized) vector-meson states as

B 1 9 dz . o
—ﬁ/dr/gzb o2, ®)

t=0
Thus, properties of inclusive diffraction are also deteredai by the elastic cross section only and,
contrary to vector-meson production, are not dependentenvave function of the outgoing
diffractive state.

Y*p
dadif

dt
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2.1 Dipole Cross Section and Saturation

The dipole models became an important tool in investigatioihdeep inelastic scattering due to
the initial observation of K. Golec-Biernat and M. Wisth@BW) [6] that a simple ansatz for
the dipole cross section integrated over the impact paerhget 4, is able to describe simulta-
neously the total inclusive and diffractive DIS cross saudi

U%BW = op[l — exp(—r2/4R3)] 9
whereo is a constant and, denotes the: dependent saturation radii& = (x/xo) BW -
(1/GeV?). The parameters, = 23 mb, A\gpw andzy = 3 - 10~* were determined from a fit
to the data. Although the dipole model is theoretically viestified for small size dipoles only,
the GBW model provides a good description of data from medsizaQ? values (30 Ge\?)
down to lowQ? (~0.1 Ge\?). The inverse of the saturation radifg is analogous to the gluon
density. The exponent;pzy determines therefore the growth of the total and diffractivoss
sections with decreasing For dipole sizes which are large in comparisorRpthe dipole cross
section saturates by approaching a constant wajuahich becomes independent Xtz . It
is a characteristic of the model that a good description td dadue to large saturation effects,
i.e. the strong growth due to the factdr/z)*s5w is, for large dipoles, significantly flattened by
the exponentiation in eq. (9).

The assumption of dipole saturation provided an attradtieeretical background for in-
vestigation of the transition from the perturbative to rparturbative regime in the HERA data.
Despite the appealing simplicity and success of the GBW iribdeffers from clear shortcom-
ings. In particular it does not include scaling violatiore.iat largeQ? it does not match with
QCD evolution (DGLAP). Therefore, Bartels, Golec-Bierrsatd Kowalski (BGBK) [7] pro-
posed a modification of the original ansatz of eq.( 9) by r@&pta1/R3 by a gluon density with
explicit DGLAP evolution:

Ouq = 0o[1 — exp(—m?r?a,(p?)xg(x, u?)/300)] (10)

The scale of the gluon density?, was assumed to e’ = C/r? + 2, and the density was
evolved according to DGLAP equations.

The BGBK form of the dipole cross section led to significatugtter fits to the HERA
data than the original GBW model, especially in the regioteajer Q2. The good agreement
of the original model with the DIS diffractive HERA data was@preserved, as seen from the
comparison of the predictions of the model with data for thigorof the diffractive to the total
cross section, Fig. 8.

The BGBK analysis found, surprisingly, that there exist thigtinct solutions giving very
good description of HERA data, depending on the quark magkamhoton wave function.
The first solution is obtained assuming, = 140 MeV and leads to the initial gluon density
distribution with the value of exponerX;, = 0.28, which is very similar to the\gpw. As in
the original model, the good agreement with data is due tstankial saturation effects. In the
second solutionyn, ~ 0, and the value of the exponent is very differeRt, = —0.41 . The
initial gluon density no longer rises at smal) it is valence-like, and QCD evolution plays a
much more significant role than in the first solution.
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The DGLAP evolution, which'is .
generally used in the analysis of HERAg o
data, may not be appropiate wherap-
proaches the saturation region. There-
fore, lancu, Itakura and Munier (IIM) [8]
proposed a new saturation model, the
Colour Glass Condensate model, in,
which gluon saturation effects are incor-
porated via an approximate solution of

the Balitsky-Kovchegov equation. Later,

also Forshaw and Shaw (FS) [9] proEig. 11: LHS: The~*p cross section as a function Gf*. RHS:
posed a Regge type model with saturdhe differential cross section for exclusive diffractiv¢ pro-
tion effects. The IIM and FS modelguction as a function of the four-momentum trangteFhe solid

provide a description of HERA", and line shows a fit by the IP saturation model (KT).
diffractive data which is better than the original GBW modeld comparable in quality to the
BGBK analysis. Both models find strong saturation effectslERA data comparable to the
GBW model and the first solution of the BGBK model.

All approaches to dipole saturation discussed so far igharpossible impact parameter
(IP) dependence of the dipole cross section. This deperdeas introduced by Kowalski and
Teaney (KT) [10], who assumed that the dipole cross sectiarfuinction of the opacit{2:

- J/v
’Y'Pn,_o/P

B
u

ZEUs
170 <W < 230Cev  e'e”
© 70<W<B80Cev e'e”

v 70<W<30GeV wu
4 30<W<50GeV  wu
— IP—Sot

(b} (s

4 02). 040 ¢
o

do/dt (nb/GeV?)

[
2
X

02 04 06 08 1 12 14 1.6

t (Gev®)

dogq Q
At smallz the opacitys2 can be directly related to the gluon density(z, 112), and the transverse
profile of the proton;l'(b):

2

Q= —r*a,(u?) xg(z, 1u?) T(b). (12)
Ne

The transverse profile is assumed to be of the form:

T(b) exp(—b?/2Bg), (13)

- 27 Bg

since the Fourier transform @f(b) has the exponential form:

da%&
dt
The formula of eq. (11) and (12) is called the Glauber-Mueldipole cross section. The diffrac-
tive cross section of this type was used around 50 years agfoidy the diffractive dissociation
of the deuterons by Glauber and reintroduced by A. Muell&t {&@ describe dipole scattering in
deep inelastic processes.

The parameters of the gluon density are determined from the the total inclusive DIS
cross section, as shown in Fig. 11 [10]. The transverse pnafils determined from the exclusive

= exp(—Bglt]) (14)
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diffractive J/W cross sections shown in the same figure. In this approachhémencquark was
explicitly taken into account with the mass. = 1.25 GeV.

For a small value of) the dipole cross section, eq. (11), is equaktand therefore
proportional to the gluon density. This allows one to idiritie opacity with the single Pomeron
exchange amplitude of Fig. 4.

The KT model with parameters determined in this way has ptedi properties which go
beyond the models discussed so far; it allows a descriptidheoother measured reactions, e.qg.
the charm structure function [12] or elastic diffractivg¢ ¥ production [13] shown in Fig. 12.

o s 7o 2 Jfvp
The initial gluon - ——"pemeiscw ~ ¢-0
distribution determined | 7 ¢ * ’ gii:
in the model is valence- S AN éws 1
like, with A, = —0.12 | B E— 50 b
and the fit pushes the \i’\ 125
quark mass to small val- \ : 0o b
ues,m, ~ 50 MeV. The S E—— 7L
resulting gluon distribu-  °* \{\ \\ x so b
tion is therefore similar  ** \ )
to the second solution — Mg 0 50 100 150 200 250 300
of the BGBK model. x W (GeV)

The first solution of the Fig. 12: LHS: Charm structure functiorfs. RHS: Total elasticJ/¥ cross section.
BGBK model was dis- The solid line shows the result of the IP saturation model)(KT

favoured by the data. This behaviour is presumably due t@$lsemption of the Gaussian-like
proton shape, eqg. (13). In the tail of the Gaussian, the gligmsity is low, but the relative contri-
bution of the tail to the cross section is large. The satonadiffects cannot therefore be as large
as in the GBW-like models (i.e. BGBK-1, IIM, FS). In additioas noted in the KT paper and
also in the Thorne analysis [14], the introduction of chamthie analysis of HERA data lowers
the gluon density and therefore diminishes the saturatif@tts. Nevertheless, the KT analysis
shows that in the center of the protan £ 0) the saturation effects are similar to the ones in
the GBW-like models in which charm is properly taken into@aut. This can be seen from the
evaluation of the saturation scale in the center of the protahe KT paper and the comparison
to the value of the saturation scale evaluated with charrherotiginal GBW paper.

3 Exclusive Diffractive Vector-M eson Production

The exclusive diffractive vector-meson production is veteresting because, in the lawre-
gion, it is driven by the square of the gluon density. It wémréfore, investigated by many
authors [10,15-20]. In addition, the information containethe?, W and¢ dependence of the
cross sections allows to determine vector-meson waveiimgtogether with the proton shape.
The analysis can also be performed separately for the latigél and transverse photons.

The recent analysis of vector-meson production by Kowalkityka and Watt (KMW) [21]
shows that it is possible to describe the measured diffiadezross sections making simple as-
sumptions about the vector-meson wave functions [15, 18 dnalysis shows that using the
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gluon density determined from the total cross sections hadize of the interaction region de-
termined from thet distribution of theJ/¥ meson aQ? = 0, it is possible to simultaneously
describe not only the shape of various differential crossises as a function of)?, W andt
but also their absolute magnitude. In this analysis therapian that vector-meson size should
be much smaller than proton size was relaxed. Following thwf Bartels, Golec-Biernat and
Peters [22] the Fourier transform of eq. (7) was modified ke timto account the finite size of
the vector meson:

exp(—ib- A) — exp(—i(b+ (1 — 2)7) - A). (15)

In this way, the information about the size of the vector nmesontained in the wave function,
is contributing to the size of the interaction regidtp, together with the size of the proton.
As an example Z

of results obtained g°
in this analysis °
Fig. 13 shows 10}
the comparison
of KMW model
predictions for the
total exclusive diffrac- 1k
tive vector-meson o BT Wi Ty
cross section and @y (©2V) @+, (e QM (Gev)
the size of the in- 7
teraction region
with data. Here,
the profile func- st } l o

tion is assumed s ’\w\l o

I g 2|
¥p - Jgp Si0
« H199-00 ¢}

= ZEUS 98-00

o (nb)

Yp - op

Yp - pp
+ H195-96

« ZEUS 98-00

10

10

o
vp - Iy p > VP~ @p o Y'p - pp
+ H199-00 )
e I . H195-96

B, (GeV?)

«  ZEUS 96-97,98-00 s « ZEUS 98-00 -

to have a Gaus-
sian form (13), ¥ |
with the param- A . d

_ 10 10 1 10
eter Bo = 4 Q°+ M, (Gev) Q'+ M (GeV) Q°+M (Gev))

Iy

GeVv2. The

boosted GaUSSIaﬁig. 13: (Top) The exclusive diffractive cross sections Hhv, ¢ andp vector-meson pro-
VeCtO_r'meson WaVction as a function aD? + MZ. (Bottom) The interaction sizBp defined bydo /dt o
functions [19] are exp(Bpt), extracted fromy distributions ofJ/¥, ¢ andp vector meson as a function of

used. The light Q? + MZ. The solid line shows predictions of the KMW model. (Prefiaiy results)
quark masses are

mg = 140 MeV, withm, = 1.4 GeV.

4 Conclusions

One of the most important results of HERA measurements isliBervation of the large amount
of diffractive processes. Inclusive diffraction, diffta@ jet process and exclusive diffractive
vector-meson production are connected to inclusive deelastic scattering and, in the dipole
picture, can be successfully derived from the measiitedn the dipole approach, the Pomeron

182 MPIO8



is essentially of the perturbative type, since the dipolelet® are explicitly built on the idea of
summing over multiple exchanges of single ladders.

Inclusive diffraction and diffractive dijet productioneaalso well described in the diffrac-
tive parton density approach, in which the Pomeron couldfo®o-perturbative origin. How-
ever, the effective Pomeron intercept extracted from aliffive DIS data lies significantly above
the soft Pomeron intercept [3, 5], indicating a substart@itribution to diffractive DIS from
perturbative Pomeron exchange. In addition, the initialeschosen for the analysis is relatively
high, Q3 = 3 GeV2. At this scaleF}, exhibits a clear growth with diminishing indicating that
the exchanged Pomeron should be of perturbative type.

The good agreement between the diffractive parton densityd#pole model analysis in
the description of diffractive dijets indicates that bofipeoaches, although seemingly different,
are not really distinct. An attempt to combine these two apphes is recently discussed in
Ref. [23].
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CDF experimental results on diffraction
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Abstract

Experimental results on diffraction from the Fermilab Tewa col-
lider obtained by the CDF experiment are reviewed and coethaie
report on the diffractive structure function obtained frdijet produc-
tion in the range < Q? < 10,000 GeV?, and on thet| distribution in
the region0 < |t| < 1 GeV? for both soft and hard diffractive events
up to Q? =~ 4,500 GeV2. Results on single diffractive W/Z produc-
tion, forward jets, and central exclusive production oftbdijets and
diphotons are also presented.

1 Introduction

Diffractive processes are characterized by the presentarg# rapidity regions not filled with
particles (“rapidity gaps”). Traditionally discussed ariins of the “Pomeron”, diffraction can be
described as an exchange of a combination of quarks andsgyttasrying the quantum numbers
of the vacuum [1].

At the Fermilab Tevatron collider, proton-antiproton ¢sittns have been used to study
diffractive interactions in Run | (1992-1996) at an enerdy,( = 1.8 TeV and continue in
Run Il (2003-present) with new and upgraded detectorg/at= 1.96 TeV. The goal of the
CDF experimental program at the Tevatron is to provide tsdwelp decipher the QCD nature of
hadronic diffractive interactions, and to measure exgkigroduction rates which could be used
to establish the benchmark for exclusive Higgs productiaihe Large Hadron Collider (LHC).
The study of diffractive events has been performed by taggirents either with a rapidity gap
or with a leading hadron. The experimental apparatus irdudset of forward detectors [2] that
extend the rapidity [3] coverage to the forward region. Thmiplug (MP) calorimeters cover
the regior3.5 < |n| < 5.1; the Beam Shower Counters (BSC) surround the beam-pipeiatisa
locations and detect particles in the region < |n| < 7.4; the Roman Pot spectrometer (RPS)
tags the leading hadron scattered from the interactiont @diar losing a fractional momentum
approximately in the range03 < £ < 0.10.

2 Diffractive dijet production

The gluon and quark content of the interacting partons canvastigated by comparing single
diffractive (SD) and non diffractive (ND) events. SD eveais triggered on a leading anti-proton
in the RPS and at least one jet, while the ND trigger requirdg a jet in the calorimeters. The
ratio of SD to ND dijet production ratesV;,) is proportional to the ratio of the corresponding

fnow at LIP Lisbon, Portugal
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. _ NPP@@et) | FRP (@Rt
structure functionsKj;;), R%(x,f,t) = N~ e and can be measured

as a function of the Bjorken scaling variabte= xp; [4]. In the ratio, jet energy corrections
approximately cancel out, thus avoiding dependence on &Gatlo (MC) simulation. Diffrac-
tive dijet rates are suppressed by a factor of O(10) witheespp expectations based on the
proton PDF obtained from diffractive deep inelastic scatgeat the HERAep collider [1]. The
SD/ND ratios (i.e. gap fractions) of dijets, W, b-quatk/ production are all approximately
1%, indicating that the suppression factor is the same f@ratesses and it is related to the gap
formation.

In Run Il, the jetEr spectrum extends tEjTet ~ 100 GeV, and results are consistent with
those of Run | [5], hence confirming a breakdown of factoraat Preliminary results indicate
that the ratio does not strongly depend BA = Q? in the rangel00 < Q% < 10,000 GeV?
(Fig. 1, left). The relative normalization uncertainty cats out in the ratio, and the results
indicate that the)? evolution, mostly sensitive to the gluon density, is simita the proton and
the Pomeron. A novel technique [6] to align the RPS is useddasure the diffractive dijet cross
section as a function of thieslope in the range up @? ~ 4,500 GeV/¢ (Fig. 1, right). The
shape of the distribution does not depend on th¥ value, in the regio) < [t| < 1 Ge~.
Moreover, thejt| distributions do not show diffractive minima, which coulé baused by the
interference of imaginary and real parts of the interacpagons.

CDF Run Il Preliminary

CDF Run Il Preliminary & F -
o 10g = = = Fstatistical uncertaintiesionly | —®— RPSinclusive
g F Q= 10cer’ S .0 —=— RPS+Jet5 (Q*~225GeV?)
=~ f o amee 210 E RPS+Jet20 (Q°~900GeV’
w ot -+ Q% 1600GeV 8 S =20 Q V)
< 1E --Q% 3000Gev’ =] r N —=— RPS+Jet50 (Q°~4,500GeV°)
o E -~ Q%= 6,000 Gev? 2 Sos
@ = B % -+ Q% 10,000 GeV* S, 10°k
Eaxn ia { . T E < e
o Aa 3] g F s
B E e =S S ¢ 3 ke P R Yo
©F paHE F Lot =
C I E I 102: B —
10'2 CAL: " E - “%t + ﬁ—_
E0:03< & <0:09 PR C mﬁa i
F QP=<E>t, <E>=(EF+E), H 0.05< £27°<0.08 \f«#\it
[ overall syst. uncertainty: + 20% (norm), + 6% (slope) I 10 EQP=KE:>? <E;>=(EF+E)) ‘F :f;
-3 . N N N G T T T A A A A 1l
1010,3 10° o 0 01 02 03 04 05 06 07 08 09 .1
X |t| (GeV/c)

Fig. 1: Left: Ratio of diffractive to non-diffractive dijet event ratas a function of: z; (momentum fraction of struck
parton in the anti-proton) for different values &fr> = Q2; Right: Measured|t|-distributions for soft and hard
diffractive events.

3 Diffractive W/Z production

Studies of diffractive production of the W/Z bosons are adigahal handle to the understanding
of diffractive interactions. At leading order (LO) diffriece W/Z bosons are produced by a
quark interaction in the Pomeron. Production through amlcan take place at NLO, which is
suppressed by a factas; and can be distinguished by the presence of an additional jet

In Run |, the CDF experiment measured a diffractiveboson event rat®y, = 1.15 +
0.51 (statH-0.20 (syst)%. Combining theRy, measurement with the dijet production event
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rate (which takes place both through quarks and gluons) atidtiae b-production rate allows
the determination of the gluon fraction carried by the P@anewhich can be estimated to be
54715% [7].

In Run Il, the RPS provides an accurate measurement of thedinal energy losséj of
the leading hadron (Fig. 2, left), removing the ambiguitytleé gap survival probability. The
innovative approach of the analysis [8] takes advantagdeffull W~ — (v event kinemat-
ics including the neutrino. The missing transverse enerfjy)(is calculated as usual from
all calorimeter towers, and the neutrino direction (i.g,) is obtained from the comparison
between the fractional energy loss measured in the Romasgeatrometer {#%) and the
same value estimated from the calorimeteg&/: ¢iPS — geal — E—\/Tg - e~™. The recon-

structedW mass (Fig. 2, right) yields\fyy = 80.9 & 0.7 GeV/&, in good agreement with
the world average value affy; = 80.398 + 0.025 GeV/E [9]. After applying the correc-
tions due to the RPS acceptance, trigger and track recatistiuefficiencies, and taking into
account the effect of multiple interactions, bd#h and Z diffractive event rates are calculated:
Ry = 0.97 £+ 0.05(stat) & 0.11(syst) %, andRz=0.85+0.20 (statx0.11 (syst)%.

Entries 360
W— elny CDF Run Il Preliminary CDF Run Il Preliminary | Mean g2z
;] [ RMS 1332
£ _[-= AP track L=0681b"| "u30F W—eluv Piedt zesi0
3103 RP track, &,RP:-E_,EHI d o = F E_.G",:E_lnp Prab 08174
v —&— BP track, BD a G a5 P Constant  21.89+1.67
M.<120 2 o L=0.6 b Mean 509 +07
e e El':I Hﬁ N Sigma 1211+ 0.68
10°L = € 20F
EWWED:I g L
& o [
a 15[
@ %
102— ; * 10f
s 5:_
1 + -
Ml | r—.| PP P | L 1

. Loy | | N s o
25 2 -15 -1 -05 0 05 1 36"30"80""80 100 120 140 16
log,o(& ) M,, (GeVic?)

0
Fig. 2: Calorimete“® distribution in W events with a reconstructed Roman Pot trdek) Due to the neutrino,
gel < ¢BP5 s expected. The differenad”® — ¢°° is used to determine tHé boson massr{ght).

4 Forward jets

An interesting process is dijet production in double diftree (DD) dissociation. DD events are
characterized by the presence of a large central rapidipyaga are presumed to be due to the
exchange of a color singlet state with vacuum quantum nusni¥estudy of the dependence of
the event rate on the width of the gap was performed using Rlatd with small statistics. In
Run Il larger samples are available. Typical luminositiés{ 1 + 10 x 103'cm™2sec!) during
normal Run Il run conditions hamper the study of gap “formiatidue to multiple interactions
which effectively “kill” the gap signature. Central rapigigap production was studied in soft
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and hard diffractive events collected during a special lomihosity run € ~ 10>?cm=2sec™1).
Figure 3 (left) shows a comparison of the gap fraction raéssfunction of the gap width (i.e.
An) for minimum bias (MinBias), and MP jet events. Event rat&cfion is calculated as the
ratio of the number of events in a given rapidity gap regiovidgid by all events:R,,, =
Ngap/Nay- The fraction is approximately 10% in soft diffractive et@rand approximately 1%

in jet events. Shapes are similar for both soft and hard gs®® and gap fraction rates decrease
with increasingAn. The MP jets of gap events are produced back-to-back (Fiigi).

Gap Fraction in events with a CCAL gap Agfor MPp-MPE jets with CCAL*PCAL gap
@ [ CDF Il Preliminary —e— MinBias £ 6o CDF Il Preliminary
é— 1 —— MP,MP; Jets, EX%> 2Gev % s
é [ Rgap=Ngap Ny —+— MP-MP; Jets, Ef"*> 4GeV 5 50—
210'1 = 00000 3.5<| 2 |<5.1 S r gap,
Z E CCALgap - haac Ny .g 0f- -3.3<n%®<3.3
:C F required * o =} r
%;Iﬁof I T e R Z b
% Y-, _|_—I— _H_-y-_'_ gy e o F
: T :
N d T 20—
10° E T r
g ][ 1 1of-
-4 - r
= I I I I I I o1 I I I
0 1 2 3 4 5 7 0 0.5 1 1.5

6 2 25 3
AN=N 0 Ninin Ag=lQ, - @y, | (rad)

Fig. 3: Left: Event rate gap fraction defined &4, = Ngap/Nau, for minimum bias (MinBias) and MP jet events
with E7 > 2(4) GeV; Right: Azimuthal angle differencé\¢ distribution of the two leading jets in a DD event with
a central rapidity gap|?°?| < 3.3).

5 Exclusive production

The first observation of the process of exclusive dijet paotidim can be used as a benchmark to
establish predictions on exclusive diffractive Higgs proiibn, a process with a much smaller
cross section [10]. A wide range of predictions was attechpoeestimate the cross section for
exclusive dijet and Higgs production. In Run I, the CDF expent set a limit on exclusive jet
production [11]. First observation of this process was rmiadRun Il. The search strategy is based
on measuring the dijet mass fractioR(;), defined as the ratio of the two leading jet invariant
mass divided by the total mass calculated using all caldentewers. An exclusive signal is
expected to appear at large;; values (Fig. 4, left). The method used to extract the exadusi
signal from theR;; distribution is based on fitting the data to MC simulationbe Tjuark/gluon
composition of dijet final states can be exploited to provédelitional hints on exclusive dijet
production. TheR;; distribution can be constructed using inclusive or b-taigdget events.
In the latter case, as thgy — ¢q is strongly suppressed fon,/M? — 0 (J, = 0 selection
rule), only gluon jets will be produced exclusively and hg#lavor jet production is suppressed.
Figure 4 (center) illustrates the method that was used &rae the heavy-flavor composition
of the final sample. The falling distribution at large value#fsR;; (R;; > 0.7) indicates the
suppression of the exclusive b-jet events. The CDF resuitr$athe model in Ref. [12] (Fig. 4,
right). Details can be found in Ref. [13].
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Fig. 4: Left: Dijet mass fractiorR;; in inclusive DPE dijet data. An excess over predictions @daR;; is observed
as a signal of exclusive dijet productioGenter: Ratio of b-tagged jets to all inclusive jets as a functionhaf mass
fraction R;;. The error band corresponds to the overall systematic taiogy; Right: The cross section for events
with R;; > 0.8 is compared to predictions.

Exclusivee™e™ and di-photon production were studied using a trigger tegtiires for-
ward gaps on both sides of the interaction point and at leasénhergy clusters in the electromag-
netic calorimeters with transverse enetgy > 5 GeV. All other calorimeter towers are required
to be below threshold. In the di-electron event selectibg,ttvo tracks pointing at the energy
clusters are allowed. The CDF experiment reported the firsevation of exclusive™ e~ pro-
duction [14]. A total of 16yy — eTe~ candidate events are observed, consistent with QED
expectations. Exclusive di-photon events can be produtedgh the procesgsg — ~~. Three
candidate events were selected, where one is expected fackgtound sources (i.er®rY).

A 95%C.L. cross section limit of 410 pb can be set [15], abeuttimes larger than expecta-
tions [16].

6 Conclusions

The results obtained during the past two decades have ledheo the identification of striking
characteristics in diffraction. Moreover, they have sigaintly contributed to an understanding
of diffraction in terms of the underlying inclusive partorstlibution functions. The regularities
found in the Tevatron data and the interpretations of thesunegnents can be extrapolated to
the LHC era. At the LHC, the diffractive Higgs can be studied ot without challenges, as
triggering and event acceptance will be difficult. Stillfute research at the Tevatron and at the
LHC holds much promise for further understanding of diffrae processes.

7 Acknowledgments

My warmest thanks to the the people who strenuously congibto the diffractive multi-year
project and to INFN for supporting my participation at therighop.

References

[1] K. Goulianos, “Diffraction and exclusive (Higgs?) pmxtion from CDF to LHC”,
arXiv:0812.2500v1[hep-ph].

188 MPIO8



[2] M. Gallinaro, “Prospects for Diffractive Physics witine CDF Forward Detectors at the
Tevatron”, hep-ph/0407255, and references therein.

[3] The terms rapidity and pseudorapidity are used intengkably. The pseudorapidityis de-
fined as— Intan(6/2), whered is the polar angle with respect to the proton beam direction.
The azimuthal angle is denoted by and the transverse energy of a j&ty, is defined as
Er = FE -sinf.

[4] For each eventyp; is evaluated from thés; andn of the jets using the equations; =

[5] A. Affolder et al. [CDF Collaboration], “Diffractive dijets with a leading #@proton in pp
collisions at\/s = 1800 GeV,” Phys. Rev. Lett34, 5043 (2000).

[6] M. Gallinaro, “Diffractive and exclusive measurementsCDF”, arXiv:0606024v1[hep-ex].

[7] A. Affolder et al. [CDF Collaboration], “Observation of diffractive beautyopluction at the
Fermilab Tevatron”, Phys. Rev. Le&4, 232 (2000).

[8] M. Convery, “Diffractive and exclusive production attfTevatron,” Fermilab-Conf-08-431-
E.

[9] C. Amsleret al., “Review of Particle Physics”, Phys. Rev. Laé®667, 1 (2008).

[10] V. Khoze, A. Kaidalov, A. Martin, M. Ryskin and W. Sting, “Diffractive processes as a
tool for searching for new physics,” hep-ph/0507040, aridresnces therein.

[11] A. Affolder et al. [CDF Collaboration], “Observation of diffractive beautyogluction at the
Fermilab Tevatron”, Phys. Rev. Le&4, 232 (2000).

[12] V. Khoze, A. Martin, M. Ryskin, “Prospects for new phgsiobservations in diffractive
processes at the LHC and Tevatron,” Eur. Phys. 23311 (2002).

[13] T. Aaltonenet al. [CDF Collaboration], “Observation of exclusive dijet pration at the
Fermilab Tevatromp collider,” Phys. Rev. D77 (2008) 052004.

[14] A. Abulenciaet al. [CDF Collaboration], “Observation of exclusive electroosfiron pro-
duction in hadron-hadron collisions,” Phys. Rev. L8, 112001 (2007).

[15] T. Aaltonenet al. [CDF Collaboration], “Search for exclusivey production in hadron-
hadron collisions,” Phys. Rev. Lef9, 242002 (2007).

[16] V. Khoze, A. Martin, M. Ryskin, W.J. Stirling, “Diffrative gamma-gamma production at
hadron colliders,” Eur. Phys. J. 8, 475 (2005).

MPIO8 189



Diffraction at LHC
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Abstract

Rapid increase with energy of cross sections of QCD prosdeads to
the change of QCD environment for new particles productidnHC,
to the new QCD phenomena. It follows fratpfactorization theorems
that transverse momenta of partons are increasing witleifrétgmen-
tation region, that regime of 100% absorption dominatebénscatter-
ing at zero impact parameters. Biconcave form of rapid hadral two
phase structure of hadronic final states are explained. \Weaeulere
impact of understood QCD phenomena on the probability ofgsees
with large rapidity gaps.

1 Introduction

The main challenge of LHC physics is to discover new pasi¢léiggs boson, supersymmetric
particles...) and novel QCD phenomena. One of barriers feuch study is the necessity to
model QCD environment. Usually this is made within MontelGapproaches which accounts
for the understood properties of QCD (see also [1,2] at thiderence). The main origin of com-
plications is evident: cross sections of QCD processesapidly increasing with energy. Really
data on the cross sections of soft QCD processes can belmseass o (s/s,)2*P(=0)-2 j e,
as due to the exchange by Pomeron with the interagit = 0) = 1 + § wheres = 0.08 — .01.
Similarily cross sections of DIS processes with the viityal)? observed at FNAL and at HERA
can be fitted as the exchange by hard "Pomeron” with the iefgrep (¢t = 0) = 14 dperq Where
Snard(Q* = 10GeV?) =~ 0.2 and increasing with increase @°. pQCD formulae are more com-
plicated but in the important kinematical domain can bedittethis form also. Different energy
dependence of soft and hard QCD processes leads to changepoftpns between soft and
hard QCD contributions, to the energy dependence of QCD@amvient.

Rapid increase with collision energy of the radius of softmi@teractiont? = B, +
2a/»In(s/s,) allows experimental separation of peripheral and cenwodisions (¢? ~ B, at
LHC, see review [3]. Feasibility of the separation of pp collision into periplieand central
impact parameters collisions using different triggerso(t# jet production at central rapidities)
is practically important. Really collision at central ingigparameters is dominated by the novel
QCD regime (QCD environment for new particles productiomjich is characterized by unbro-
ken chiral symmetry and certain remnants of conformal sytnyé@ his is in contrast with the
peripheral pp collisions where hadronic states are in thasglof spontaneously broken chiral
symmetry and no conformal symmetry.

[l

'Here B is the slope of t dependence measured in the elastiollgians
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In spite of the fact that at energies of LHC the total contiiiu of hard processes into
otot(pp) is not large but both hard processes as well as heavy paptiottuction are concen-
trated at central impact parameters. So QCD environmentdar particles production strongly
depends on collision energy making difficult the separatibimadronic products of new particles
decays from the background from hadronic processes. Thisgm is especially important for
establishing quantum numbers of new particles.

Another important feature of QCD physics which makes maodebf QCD processes at
LHC difficult is that observed increase cross sections wallisson energy comes to conflict with
probability conservation at given impact paramete{s, b) oc (5/5,)% < o01(s,b) o (5/5,)°.
This restriction has simple interpretation: absorptionagid particle can not excedd0%, cf.
discussion in the text. This condition restricts region pplecability of pQCD approximations
which were successful at lesser energies.

In the new regime of strong interaction with small couplimmnstant pQCD is inappli-
cable. However regime of complete absorption where pasté@ales achieve maximum allowed
by probability conservation some important properties arfdhprocesses like total cross section,
disappearance of leading hadrons, jets at zero impact gdeasn cross sections of diffractive
processes can be evaluated legitimately. In the new QCDneegaultiparton interactions are
not suppressed by powers of virtuality and observation efrtlwill be most effective method
of probing novel QCD regime. Measurement of diffractivectieproduction of vector mesons
at HERA helped to establish gluon GPD, i.e. gluon distritnutin impact parameter spacd [
which is important for the analysis of new particles produtt

In the second section we will discuss nontrivial featuresrgdact parameter distribution.
In the third section we formulate restrictions which folldvam probability conservation and
found two phase regime. In the section 4 we discuss depeadaegnenergy of QCD environment.
In section 5 we consider impact of discussed above phenoorettee gap survival probability.

2 Impact parameter distribution for soft and hard interactions

To formulate probability conservation it is convenient seumpact parameter representation for
the scattering amplitude:

T(s,t) = (is/47) / eap(igib)T (s, b)d% L

One may easily reconstruttfor the soft QCD interactions using parametrizations fassgt pp
collisions.

I‘soft($> b2) = (O-tot(pp)/ﬂ’)exp(_b2/2B) (2)
Here B is the slope of t dependence of elastic cross section.

The impact parameter distribution of gluons can be recaottd from gluon GPD mea-
sured in the hard exclusive processes like diffractiveted@coduction of vector mesons +p —
V + p. Itis important that according to QCD factorization theuaref [4] such processes are cal-
culable in terms of generalized parton distributions(GPTHus impact parameter dependence
of gluon distribution can be reconstructed using two gluomf factor of a nucleon see review
and references in [3] and new calculation in [5]:
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Lgtuon(,0) = (o) (1b) K1 (1b) 3)
Here K is function of Hankel of imaginary argument. Expentadly A ~ 0.2 and increasing
with virtuality, © ~ 1GeV and slowly decreasing with energy.

Comparison between Eq.2 and Eq.2 allows to establish impbproperties of QCD en-
vironment:

e Knowledge of the slop® for the soft QCD interactions andfor hard interactions allows
to derive novel and important property: impact parametstrithution characteristic for
soft processes is significantly wider than for hard processel its radius is increasing
with energy.

e According to QCD factorization theorem hard processes a&mwd particles production are
dominated by convolution of gluon distributions. So theyéalose impact parameter
distributions.

e Amplitudes of hard processes are significantly smaller et for soft ones (Bjorken
scaling) but more rapidly increasing with energy.

e Existence of correlations between partons suggest thdiparbn interactions may be
characterized by more narrow distribution in impact parenspace. [1]

3 Conservation of probability and two phase picture

In a quantum theory cross sections of hadron collisions eaediculated in terms of profile
functionT'(s, b) as

M:/ﬁ&@w2 (4)
UMd:/ﬁ%u—u—r@¢W] )
amt::/}ﬂbzRer@,w ©6)

Above equations are applicable also for the scattering atialy small dipole of a hadron
target if to neglect by the increase of the number of corestitsi within this dipole with the
increase of virtuality. Evaluation of radiative correctsto the impact factors in [6] indicates
that these corrections seems to be small.

It follows from these equations that :
e I'(s,b) is restricted from above by the conditiohi(s,b) < 1. Upper boundary -

[(s,b) =1 (7)

is equivalent to the requirement that absorption can nadexd.00%. Since amplitudes of
soft and hard interactions are increasing with energy se2 & Eq.2 each projectile will
be absorbed with 100% probability. Thus at given impact peterl’ = 1 at sufficiently
large energies. This condition does not includes any degrezedon virtuality.
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e Thus Bjorken scaling completely disappears at large eegrgn the limit of fixedQ? but
x — 0. Numerical evaluations show that onset of this this noveDQ€gime atb = 0
requiresr < 1073 — 10~%. See review [3].

¢ Another important novel effect to reveal itself at LHC : aftydles of hard processes should
exceed amplitudes of soft QCD processes for the scatteringraimpact parameter since
amplitudes of hard interactions are increasing with energye rapidly than soft one.
Moreover at given impact parameter soft interactions gieap with increase of energy for
the the review and references [3].

e Two phases QCD picture emerges for high energy collisiomsthé scattering at large
impact parameters -peripheral collisions- nonpertuvea@CD interactions would dom-
inate. Here interaction chooses familiar phase of spontasig broken chiral symmetry
and conformal symmetry is broken. On the contrary -for thettecing at central impact
parameters hard interactions with unbroken chiral symyngtuld dominate.

4 Change of hadron environment

To visualize dependence of hadron environment on energyagairom the consideration of
scattering of small dipole off a hadron target. The charatie feature of hard processes is
the approximate Bjorken scaling for the structure fundiaf DIS, i.e. the two dimensional
conformal invariance for the moments of the structure fiomst. In this approximation as well as
within the leadindog(z¢/x) approximation, the transverse momenta of quarks withirdtpele
produced by the local electroweak current are restrictethbyirtuality of the external field:

A? <pf < Q%/4. (8)

HereA = Agcp = 300 Mev is a QCD scale. However it follows from the QCD factoriaat
theorem proved in Refs. [7] that within this kinematical garthe smaller transverse sideof
the configuration (the transverse distance between thditargs of the dipole) corresponds to
a more rapid increase of its interaction with the collisioeryy:

o= as(c/dQ)F2%2d2xGT(x,c/dQ), 9)

here F2 = 4/3 or 9/4 depends whether the dipole consists of color triplet or icotdet con-
stituents,Gr is an integrated gluon distribution function ands a parametee = 4 = 9. It is
well known in the DGLAP approximation that the structuredtion G (z, Q?) increases more
rapidly with 1/z at largerQ?. This property agrees well with the recent HERA data. Welshal
demonstrate using; factorization that the transverse momenta of the (antrjqoéthe ¢g pair
produced by a local current increase with the energy andrbedarger tharf)? /4 at sufficiently
large energies. In other words the characteristic trasgveromenta in the fragmentation region
increase with the energy. Technically this effect followsnfi the more rapid increase with the
energy of the pQCD interaction for smaller dipole and dpéactorization theorem.

It is worth noting that this kinematics is very different nothe central rapidity kine-
matics where the increase pf was found in the leading log(zo/z) BFKL approximation:
log?(p? /p3) o log(s/so). Indeed, the latter rapid increase is the property of thedadthe
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further we go along the ladder, the larger are characterisinsverse momenta, i.e. we have a
diffusion in the space of transverse momenta . On the othret tiee property we are dealing here
with is the property of a characteristic transverse momanthe wave function of the projectile.

The dipole approximation provides the target rest frameidigion which is equivalent to
the Infinite Momentum Frame (IMF) description of DIS in LO D&P and BFKL approxima-
tions. To achieve equivalence with the IMF description im O approximation it is necessary
to calculate radiative corrections to cross section in thgrhentation region, i.e. to take into ac-
count the increase of the number of constituents and retatearmalization of the dipole wave
function. Recent calculations [6] suggest that these ctares are small. Consequently we will
neglect these corrections.

Our main result [5] is that the median transverse momeéptaf the leading;g pair in the
fragmentation region grows as

K~ a(Q?)/(x/zo)N@) (10)

(The median means that the configurations with the momemassges less than the median one
contribute half of the total crosssection). The exponériéietors A and \y; are both approx-
imately ~ 0.1. These factors are weakly dependent on the external viigu@P. The exact
values also depend on the details of the process, i.e. whetheonsider the DIS process with
longitudinal or transverse photons, as well as on the mauklagpproximation used. The exact
form of A\(Q?), and\y(Q?) are given below.

The rapid increase of the characteristic transverse saali®e fragmentation region has
been found first in Refs. [3, 8-10], but within the black disigime (BDR). Our new result is
the prediction of the increase with energy of the jet tramsvanomenta in the fragmentation
region/the rise of the transverse momenta in the impaoofacith the energy, in the kinematical
domain where methods of pQCD are still applicable. Thisatft®uld be considered as a pre-
cursor of the black disk regime indicating the possibilifyttee smooth matching between two
regimes.

Our results can be applied to a number of processes. Firsbn&der the deeply virtual
Compton scattering (DVCS) process, he+ p — v* + p.

We also find that at sufficiently large energies

or(z, Q%) /or(z, Q%) o (Q*/4p}) o (1/2)*. (11)

Hence ther;, /o ratio should decrease as the power of energy instead of li&ing).

Our results have an implication for the space structure efwiave packet describing a
rapid hadron. In the classical multiperipheral picture obBv a hadron has a shape of a pancake
of the longitudinal sizd /u (wherey is the scale of soft QCD) which does not depend on the
incident energy [11]. On the contrary, QCD predicts [5] tieobcave shape for the rapid hadron
in pQCD with the minimal longitudinal length (that corresls to small impact parametéy
decreasing with increase of energy and being smaller fdentitan for the nucleons.
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5 Gap survival probability
Evaluation of a number of a number processes with large itgpi@p likep +p — p + H +
p,p+p — p+ 2jet + p etc requires evaluation of survival factSf. It has been shown ir?]

that screening effects related to nonperturbative QCD eaevaluated relyably on the basis of
new QCD factorization theorem.

52 = [ dbPuralt =T ) (12)

Here Py,,.q is impact parameter distribution of hard processes cabbeilen terms of two gluon
form factor of a nucleon. There is no need to model multi P@amezxchanges by applying
eikonal approximation which has in QCD problems with ac¢amfrenergy-momentum conser-
vation.

More tricky is evaluation of screening factor because oflssnhard QCD phenomena
-this job is in progress.

| am indebted to my coathors M.Strikman and B.Blok for therilinating discussions of
the phenomena considered in the paper.
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Abstract

Diffractive dijet photoproduction and leading neutron alateasured
with the H1 and ZEUS detectors at HERA are presented. Thdse da
allow to study rescattering and gap survival probabilityeininterac-
tions.

1 Introduction

The role of rescattering and gap survival probabilityjninteractions at HERA has been studied
by the H1 and ZEUS Collaborations looking at diffractiveetliphotoproduction and leading
neutron production.

Diffractive ep events,ep — eXp, are characterized by the presence in the final state
of a fast forward proton, scattered at a very small anglermost only a small fraction of
the incoming proton energy, and a large rapidity gap (LRGhwio particle flow between the
scattered proton and the hadronic system X from the distgatighoton. This event topology is
ascribed to the absence of colour flow between the protonhenslyistem X, due to the exchange
of an object with vacuum quantum numbers, historicallyezhlbomeron. Both characteristics
have been used at HERA to select diffractive events, eitphendasuring the fast scattered proton
with detectors placed along the proton beamline at diseabetween 20 and 90 m from the
interaction point, or by searching for LRG in the centraled#ors. The diffractive samples for
the dijet photoproduction analyses presented here wegetsdl by both Collaborations using the
LRG method.

Leading neutron eventsp — eXmn, are characterized by the presence in the final state
of a fast forward neutron carrying a relevant fraction of theoming proton beam energy. This
neutron escapes along the beamline and is detected by bt#b&ations by means of forward
neutron calorimeters placed at about 100 m from the intenagqtoint.

2 QCD factorization in diffraction

According to the quantum chromodynamics (QCD) factoraatiheorem [1], the cross section
for diffractive processes in deep inelastic scattering)Ddan be expressed as a convolution of
partonic hard scattering cross sections, which are cditailia perturbative QCD (pQCD), and
universal diffractive parton density functions (DPDFs}lué proton, which are analogous to the
usual proton PDFs under the condition that the proton stagsti in the interaction.

At HERA, various sets of DPDFs [2] have been determined froBDdits to inclusive
diffractive cross section measurements in DIS. It was foilnad most of the momentum of the
diffractive exchange is carried by gluons.

The DPDFs extracted from inclusive data have been used foulating next-to-leading
order (NLO) predictions of semi-inclusive DIS diffractii@al states, in particular dijet and open
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Fig. 1: Left panel: Direct-photon diagram for diffractiv§et photoproduction. Right panel: Resolved-photon dia-
gram for the same process.

charm production, for which the presence of hard scalesreaghat the partonic cross sections
are perturbative calculable. Both H1 and ZEUS data on thediffactive production of open
charm [3] and dijets [4, 5] agree with NLO predictions withire uncertainties, which represents
an experimental proof of the validity of QCD factorizationdiffractive DIS. This also allowed
to include dijet data in the QCD fits to better constrain thédPB, in particular the gluon one [5].

QCD factorization is not expected to hold in diffractive haathadron interactions. Ac-
tually, QCD calculations with HERA DPDFs as input overestienthe cross section for single
diffractive dijet production inpp collisions at the Tevatron by approximately a factor 10 [6].
This violation of factorization has been understood in ®ohsecondary interactions and rescat-
tering between spectator partons, which may fill the rapidip, leading to a breakdown of
hard-scattering factorization and causing a suppresditimeadiffractive cross section. Models
including rescattering corrections via multi-pomeronlexeges are able to describe the suppres-
sion observed [7], which is often quantified by a rapiditypgaurvival probability’. This is also
of great interest for the forthcoming LHC data analyses.

The increasing role of rescattering in the transition frof® B hadron-hadron interactions
can be studied at HERA by comparing processes in DIS and itopfaduction (PHP), since in
photoproduction the quasi-real photon, with virtualigy ~ 0, can develop a hadronic structure.

At leading order (LO) two types of processes contribute td’Rdents (see Fig. 1), direct-
and resolved-photon processes. When the photon pargsighitectly in the hard scattering as
a point-like probe the processes are expected to be siriketDIS ones and diffractive QCD
factorization is expected to hold as in DIS. In contrast,cpsses in which the photon is first
resolved into partons which then engage in the hard saagteesemble hadron-hadron interac-
tions. In this latter case, the additional photon remnamngpup the possibility of secondary
remnant-remnant interactions and diffractive QCD faatatibn is not expected to hold.
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H1 Diffractive Dijet Photoproduction
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Fig. 2: Differential cross sections for the diffractive pbproduction of dijets. H1 data are compared to NLO calcu-
lations by Frixione et al.

3 Diffractive dijetsin photoproduction: gap survival probability and its £ dependence

Diffractive photoproduction of dijets has been studied gy H1 and ZEUS Collaborations as
an interesting process to test the QCD factorization hyggithand measure a possible rapidity
gap survival probability irep interactions. A reasonably high transverse enef@y, of the
jets provides the hard scale, ensuring the applicabilitp@CD at the small photon virtualities
considered. The variable,, which is the fraction of the photon momentum entering intthed
scattering, is used to separate direct- and resolved-prexents, where the latter have < 1.

A first sample of H1 diffractive data [8] has been analyzechia kinematic regior)? <
0.01 GeV?, zpp < 0.03, wherezp is the fraction of the proton momentum carried by the
pomeron, 5" > 5 GeV andE3*” > 4 GeV. Since the data were selected with the LRG
method, where the diffractive proton is not measured, tmepsa includes events in which the
proton dissociates into low mass states, ugfp < 1.6 GeV, that escape detection going into
the beampipe. Figure 2 shows a few differential distritngioneasured with this sample. The
H1 data, corrected to the hadron level, are compared with NalGulations obtained assuming
factorization with a program by Frixione et al. [9]. H1 2006 B DPDFs have been used as
input and one can see that the NLO predictions, also coddot¢he hadron level, agree with
the data if scaled by a factor 0.5. Two conclusions can bemtr&iizO calculations overestimate
the measured cross sections by a faet@rboth in the direct and in the resolved region, in con-
trast to the expectation the only resolved-photon procesiseuld be suppressed; as expected the
suppression irp events is much smaller than i interactions.
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Fig. 3: Left panel: a) Differential cross section:ir for the diffractive photoproduction of dijets; b) ratio ohth to
NLO prediction. ZEUS data are compared to NLO calculatiopnKtasen and Kramer. Right panel: Cross section
double ratio of H1 data to NLO predictions for PHP and DIS agfion ofz.,.

In Fig. 3, left panel, the ZEUS measurement [10] of the déffetial cross section in, and
the ratio of data to NLO calculation are shown. NLO predicsidnave been obtained assuming
factorization with a program by Klasen and Kramer [11]. THEUS data were selected in the
kinematic regionQ? < 1 GeV?, zpp < 0.025, EJ"! > 7.5 GeV andE3™" > 6.5 GeV. Cross
sections were corrected to the hadron level and the cotitibdue to proton dissociative events
(16 4+ 4%) was subtracted. A correction for the proton dissociatioetribution was also applied
when using the H1 DPDFs, since these are extracted fromsineldiffractive samples including
proton dissociation witi/y- < 1.6 GeV. As in the H1 analysis presented above, data do not show
any difference between the resolved and the direct phogionreHowever, the ZEUS data show
a very weak, if any, suppression, which mainly originatesrfrthe IowerEjTEt1 region. NLO
calculations tend to overestimate the measured crossosedbut within the large theoretical
uncertainties the data are still compatible with QCD faetdion.

The discrepancy between H1 and ZEUS has been attributec tdiffierent £ regions
of the two analyses. Indeed, both H1 and ZEUS data have arhakdalistribution than in
NLO. The possibleEr dependence of the suppression can be better seen in thesduatilbl
shown in Fig. 3, right panel, obtained by dividing the ratfareeasured to predicted cross section
in photoproduction by the corresponding ratio in DIS. Irstbibuble ratio many experimental
errors and also theoretical scale errors cancel to a largméx The plot gives a clear signal that
the rapidity gap survival probability might increase wiikh-.
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Fig. 4: Differential cross section im for the diffractive photoproduction of dijets and ratio ofLHiata to NLO
predictions. Left panel: 'LowEr’ sample. Right panel: 'HighEr' sample.

To better study théZ; dependence, a more recent H1 analysis [12] has been pedprme
based on a three times higher integrated luminosity withgesto the previous one. This allowed
selecting two samples with differeftr cuts: for the first sample (Low'r one) all the cuts were
the same as in the previous H1 analysis, in particigf' > 5 GeV andEJ"* > 4 GeV, to be
able to cross check the results; instead, the second sahtigle £ one) covered a kinematical
region similar to that of the ZEUS analysis, wilf™"' > 7.5 GeV andE}™ > 6.5 GeV. Two
independent NLO calculations have been compared to theursraents, that by Frixione et al.
and that by Klasen and Kramer, using three sets of DPDFs, B Bid A and Fit B and H1 2007
Fit Jets. Figure 4, left panel, shows thedistribution and the ratio of data to theory expectation
for the 'Low Ep’ sample, while Fig. 4, right panel, shows the same plots fer 'High E7’
sample.

In both cases, data confirm that there is no sign of a depeadeng, of the rapidity gap
survival probability, as already observed in the previodsdtd ZEUS analyses. The survival
probabilities measured with the 'Low " sample are in the range 0.43-0.65, depending on the
DPDFs but always compatible within uncertainties, and alsmpatible with the one of the
previous H1 analysis. The survival probabilities measwvét the 'High £ sample are in the
range 0.44-0.79, that is slightly higher than in the 'Lé&Ww’ case and closer to the ZEUS results,
confirming a possiblér dependence of the suppression.
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H1 data have also been compared to NLO calculations assuiahgrization breaking
and suppression of the resolved component only. The resaliniuch worse agreement in the
x~, distribution. Awaiting for more theoretical work, the expaental data seem to prefer an
unexpected global suppression.

4 Leading neutron production: rescattering and absor ption

The measurement of leading neutron (LN) production at HERAarticularly interesting for
studying rescattering effects #p collisions. Although the production mechanism of leading
neutrons is not completely understood, exchange modets ggireasonable description of the
data. In this picture, the incoming proton emits a virtuattise which scatters on the photon
emitted from the beam electron. In particular, one-pionhexge is a significant contributor to
LN production for large values of, [13], wherex, is the fraction of the beam proton ener-
gy carried by the leading neutron. In exchange models, aewbsorption can occur through
rescattering [15-18], which can thus be studied measuringran yields and distributions.

Figure 5, left panel, shows the measurement with the ZEUS [d4f of the ratio of the
normalized cross section for LN photoproduction as a fumctf x;, to the same distribution
in DIS. The ratio is below 1 at low:;, values and rises with increasing,. As shown by the
comparison with the theoretical curves, data are congistith am-exchange model by D’Alesio
and Pirner, which includes absorption via a geometricalupgc[16]. In this picture, if the size
of then — 7 system is small compared to the size of the photon, besides dfso the neutron
can scatter on the photon, escaping then detection, whictbeaseen as neutron absorption.
Since the size of the virtual photon is inversely related)fg more absorption is expected in
photoproduction than in DIS. Moreover, since parametiazat of the pion flux in general show
that the mean value of the— 7 separation increases wiil},, less absorption is expected at high
x, than at lowz ;. Both behaviours are confirmed by the data. Figure 5 also siiost the data
are reasonably consistent with a Regge-based model witti-paurheron exchanges [15].

The presence of a forward neutron tracker, a scintillataldsgope installed in the calorime-
ter at a depth of one interaction length, allowed the measent of neutron transverse momenta
in the rangepr < 0.69 x 1, GeV. Thep% distributions in the different;, bins are all compatible
with a single exponential distribution. In Fig. 5a, rightngd is shown the measurement of the
exponential slopesin DIS, while in Fig. 5b is presented the difference of theangntial slopes
for photoproduction and DIS. Data are compared toechange model with enhanced neutron
absorption based on multi-pomeron exchanges, which alsouats for the migration of neu-
trons in @1, p%) after rescattering [18]. Including secondary exchangess allows the model
to give a good description of thieslopes. Finally, since the size of the— = system is inversely
proportional to the neutropy, rescattering removes neutrons with lagge Thus rescattering
results in a depletion of highy neutrons in photoproduction relative to DIS.

A possible suppression has also been looked for by H1 in alsashphotoproduction dijet
events with a leading neutron [19]. Jets were selected vattsterse energie@{,?tl > 7 GeV

andE%“2 > 6 GeV. No suppression has been observed since NLO calcudabprKlasen and
Kramer [20], which assume factorization, agree with thendacorrections to the hadron level
are introduced. A more recent analysis by Klasen and Kra2rdoncludes instead for the
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observation of factorization breaking.

5 Summary and conclusions

Diffractive dijet photoproduction has been studied at HEfRAest possible QCD factorization
breaking, expected for resolved-photon processes oniyg, @scollisions at the Tevatron. Rapi-
dity gap survival probabilities have been measured in thgea.4-0.9, higher than ipp. Both
H1 and ZEUS data, in contrast to the expectation, prefer bagleuppression for direct and
resolved components of the photon, with a possibledependence of the suppression factor.

Leading neutron data show the effects of rescattering tirdbe neutron absorption ob-
served at lowr;, and highpy in photoproduction with respect to DIS-exchange models with
enhanced absorptive corrections, including migration sewbndary exchanges, are able to de-
scribe the data. Absorptive effects may equally be desgiilbéerms of gap survival probability.

It is worth to note that the HERA data can be used to get raipl#dictions for the gap survival
probability inpp interactions [22], which is a crucial input to calculaticsfdiffractive processes

at the LHC.

References

[1] J.C. Collins, Phys. Rev. D 57 (1998) 3051 and Erratum.iBid1 (2000) 019902;
J.C. Collins, J. Phys. G 28 (2002) 1069.

202

MPIO8



(2]

(3]

[4]
[5]
(6]
[7]
(8]
[9]

[10]
[11]
[12]

[13]

[14]
[15]
[16]
[17]
(18]
[19]
[20]
[21]
[22]

ZEUS Collaboration, S. Chekanov at al., Eur. Phys. J. (2884) 43;
H1 Collaboration, A. Aktas et al., Eur. Phys. J. C 48 (2006).71

ZEUS Collaboration, S. Chekanov et al., Nucl. Phys. B @@03) 3;
H1 Collaboration, A. Aktas et al., DESY-06-164, acceptedy. Phys J. C. [hep-ex/0610076]

ZEUS Collaboration, S. Chekanov at al., Eur. Phys. J. @Q2807) 813.
H1 Collaboration, A. Aktas et al., JHEP (2007) 0710:042.

CDF Collaboration, T. Affolder at al., Phys. Rev. Letd 000) 5043.
Kaidalov at al., Eur. Phys. J. C 21 (2001) 521.

H1 Collaboration, A. Aktas et al., Eur. Phys. J. C 51 (20B649.

S. Frixione, Z. Kunzst and A. Signer, Nucl. Phys. B 4679@P399; S. Frixione, Nucl. Phys. B 507 (1997) 295;
S. Frixione and S. Ridolfi, Nucl. Phys. B 507 (1997) 315.

ZEUS Collaboration, S. Chekanov at al., Eur. Phys. J5@2008) 177.
M. Klasen and G. Kramer, Eur. Phys. J. C 38 (2004) 93.

H1 Collaboration, H1prelim-08-012, submitted to th&'Xnternational Workshop on Deep Inelastic Scattering
(DIS 2008), April 7-11, 2008, London.

ZEUS Collaboration, M. Derrick et al., Phys. Lett. B 3g895) 388;
H1 Collaboration, C. Adloff et al., Eur. Phys. J. C 6 (1999Y58

ZEUS Collaboration, S. Chekanov et al., Nucl. Phys. B {Z007) 1.

N.N. Nikolaev, J. Speth and B.G. Zakharov, KFA-IKP(FiE)97-17 [hep-ph/9708290].
U. D’Alesio and H.J. Pirner, Eur. Phys. J. A7 (2000) 109.

A.B. Kaidalov et al., Eur. Phys. J. C 47 (2006) 385.

V.A. Khose, A.D. Martin and M.G. Ryskin, Eur. Phys. J. € @006) 797.

H1 Collaboration, A. Aktas et al., Eur. Phys. J. C 41 (20273.

M. Klasen and G. Kramer, Phys. Lett. B 508 (2001) 259.

M. Klasen and G. Kramer, Eur. Phys. J. C 49 (2007) 957.

V.A. Khose, A.D. Martin and M.G. Ryskin, JHEP (2006) G6036;
V.A. Khose, A.D. Martin and M.G. Ryskin, Phys. Lett. B 643 (&) 93.

MPIO8 203
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Abstract

The feasibility is discussed of rediscovering hard diffraic at the
LHC with the first 10-100 pb! collected by the CMS detector. Studies
are presented of single-diffractive di-jet productionpimcollisions at
/s = 14 TeV, single-diffractivel’ boson production, and exclusivée
photoproduction. The prospects of assessing the rapi@ipysurvival
probability are discussed.

1 Introduction

A substantial fraction of the total proton-proton crosstigercis due to diffractive reactions of the
typepp — XY, whereX, Y are either protons or low-mass states which may be a resenanc
or a continuum state. In all cases, the energy of the outgpintpns or the stateX, YV is
approximately equal to that of the incoming beam partidesyithin a few per cent. The two
(groups of) final-state particles are well separated in @lspsice and have a large gap in rapidity
between them (“large rapidity gap”, LRG). Diffractive hadrhadron scattering can be described
within Regge theory (see e.qg. [1]). In this framework, difftion is characterised by the exchange
of a specific trajectory, the “Pomeron”, which has the quantwumbers of the vacuum and
notably no colour (hence the LRG).

The effort to understand diffraction in QCD has received @agboost from the seminal
studies of diffractivepp collisions with the UA8 experiment at CERN [2] and more relefrtom
studies of diffractive events igp collisions at HERA angp collisions at Fermilab (see e.g. [3-9]
and references therein). A key to this success are factiomstheorems foep diffractive scatter-
ing, which allow to express the cross section in terms ofalitive parton distribution functions
and generalised parton distributions. These functionsbeaextracted from measurements and
contain information about small-partons that can only be obtained in diffractive processes.
To describe hard diffractive hadron-hadron collisions isrenchallenging since factorisation is
broken by rescattering between spectator partons. Thesattering effects, often quantified in
terms of the so-called “rapidity-gap survival probabilifyLO, 11], are of interest in their own
right because of their relation with multiple parton scattig.

This paper summarises some recent feasibility studiegedaout by the CMS Collabora-
tion, aiming at “rediscovering” hard-diffraction with trearly LHC data and at quantifying the
rapidity-gap survival probability at LHC energies by meahthe single-diffractive (SD) reaction
pp — Xp, in which X includes either & boson or a di-jet system. This reaction is sensitive

Tspeaker
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to the diffractive structure function (dPDF) of the prot@pecifically its gluon component (see
e.g. [3]). Itis also sensitive to the rapidity-gap survigabbability, (|S?|); to first approximation,
the cross section is directly proportional {&?|), independent of kinematics. This process has
been studied at the Tevatron, where the ratio of the yieldSEand inclusive di-jet production
has been measured to be approximately 1% [8, 12, 13]. Theareixpectations for LHC are
at the level of a fraction of a per cent [11, 14-18]. There hmyever, significant uncertainties
in the predictions, notably due to the uncertainty(isf?|). While there is some consensus that
(]S?]) ~ 0.05 [16, 17] for hard diffractive processes at LHC energiesugalof(|S?|) as low
as 0.004 and as high as 0.23 have been proposed [18]. Exxhtsdtoproduction o mesons,
pp — pYp is also briefly discussed. This reaction is sensitive to theture of the proton, no-
tably the generalised (or skewed) gluon density, but th&ligpgap survival probability should
in this case be close to unity [19].

The CMS apparatus is described in detail elsewhere [20]. @wxerimental scenarios
are considered here. In the first, no forward detectors bedyoa CMS forward calorimeter HF
are assumed. In this case the pseudo-rapidity coveragmiigdi to|n| < 5. In the second,
additional coverage at6.6 < n < —5.2 is assumed by means of the CASTOR calorimeter. HF
and CASTOR are briefly discussed in the next section.

For more details on the analyses presented here, the reagdeired to [21-23].

2 TheHF and CASTOR calorimeters

The forward part of the hadron calorimeter, HF, is located2Irh from the interaction point.

It consists of steel absorbers and embedded radiation hadzgfibers, which provide a fast
collection of Cherenkov light. Each HF module is constrdadé 18 wedges in a nonprojective
geometry with the quartz fibers running parallel to the beaims along the length of the iron

absorbers. Long (1.65 m) and short (1.43 m) quartz fiberslace@ alternately with a separation
of 5 mm. These fibers are bundled at the back of the detectoasnrbad out separately with
phototubes.

CASTOR is a sampling calorimeter located~at14 m from the interaction point, with
tungsten plates as absorbers and fused silica quartz @atestive medium. The plates are
inclined by45° with respect to the beam axis. The calorimeter has the shiape octagonal
cylinder. Particles passing through the quartz emit CHererphotons which are transmitted
to photomultiplier tubes through air-core light-guidesheTelectromagnetic section is 22 radi-
ation length deep with 2 tungsten-quartz sandwiches, aadd#dronic section consists of 12
tungsten-quartz sandwiches. The total depth is 10.3 ictieralengths. The calorimeter read-
out has azimuthal and longitudinal segmentation (16 ance@dents, respectively). There is no
segmentation im.

3 SD W and di-jet production

The analyses described here are planned for the first LHG dathcan be carried out on data
samples with integrated luminosities of 10-100-pkand with negligible pile-up. A centre-of-
mass energy of 14 TeV is used. No near-beam proton taggesusnasi, and the selection of
diffractive events has therefore to rely on the observatiba rapidity gap.
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The single diffractive signals were simulated with themwIG Monte Carlo genera-
tor [14]. Non-diffractive events were simulated witly THIA [24] or MADGRAPH [25].

3.1 Event selection
311 W — pw production

The selection of the events with a candid&te decaying touv is the same as that used for
inclusive W — pv production [26]. Events with a candidate muon in the psenaghadity range

In| > 2.0 and transverse momentupr < 25 GeV were rejected, as were events with at least
two muons withpr > 20 GeV. Muon isolation was imposed by requiridgpr < 3 GeVin a
cone withAR < 0.3. The transverse mass was required talbge > 50 GeV. The contribution
from top events containing muons was reduced by rejectimgtewith more than 3 jets with
Er > 40 GeV (selected with a cone algorithm with radius of 0.5) anelnts with acoplanarity

(¢ = ™ — A¢) between the muon and the direction associatelXé® greater than 1 rad.

3.1.2 Di-jet production

At the trigger level, events were selected by requiring aste? jets with average uncorrected
transverse energy greater then 30 GeV. Offline, jets wemnstructed with the SiSConeb [27] al-
gorithm and jet-energy scale (JES) corrections were agphe¢least two jets withr > 55 GeV
were required. All plots shown in this paper are for energyrected jets.

3.1.3 Diffractive selection

The left panel of Fig. 1 shows the generated energy-weightéidtribution for stable particles
in single-diffractive and non-diffractivél” production events; only diffractive events with the
scattered proton at positive rapidities (the pealyai0) are included in the plot. Diffractive
events have, on average, lower multiplicity both in the @megion and in the hemisphere that
contains the scattered proton, the so-called “gap sideih thon-diffractive events. The right
panel of Fig. 1 shows the multiplicity distribution in thenteal tracker forjn| < 2 after the di-jet
selection cuts. Diffractive events have a multiplicitytdizution that peaks at low values, unlike
that of non-diffractive events. Diffractive event candelawere therefore selected on the basis
of the multiplicity distribution in the central tracker, the HF as well as in CASTOR.

The gap side was selected as that with lower energy sum in Enélkls selection was
made for all events though the concept is relevant only fifraditive events.

In addition, for the di-jet analysis, the two leading jetsreveequired to be betweend <
n < 1 for events with the gap side at positive rapidities antl < n < 4 for events with the
gap side at negative rapidities. When CASTOR is used, oréptswyith the gap on the negative
side are considered, since CASTOR will be installed on tluh Brst. The rapidity separation
between the two leading jets was required tabe< 3.

Finally, a cut was applied on the track multiplicity in thent®l tracker. The plots shown
in this paper were obtained with maximum multiplicity fef < 2, N[5, of 1, 5 and no cut at

all. For the events passing this cut, multiplicity disttibas in the HF and CASTOR calorimeters
were studied, from which a diffractive sample can be exéa.ct
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Fig. 1: Left panel: Generated energy-weightgdistribution for stable particles (excluding neutrinos)diffractive
(PomMWIG, continuous line) and non-diffractiveYTHIA, dashed line)/ production events. The HF coverage and
that of the CASTOR calorimeter are also shown. The diffi@otivents were generated with the gap side in the positive
n hemisphere. The peaka& 10 is due to the scattered proton. The area under the histogsamesmalised to unity.
Right panel: Track multiplicity distribution in the centiaacker after thd¥” selection cuts for diffractiveROMWIG,
continuous line) and non-diffractivee{THIA, dashed line) events. The track corresponding to;tteandidate is
excluded. The area under the histograms is normalised tg uni

4 Results
41 SD W — uw production

Figure 2 shows the HF tower multiplicity for the low{“central slice”,2.9 < n < 4.0) and
high-y HF (“forward slice”, 4.0 < n < 5.2) regions for events with central tracker multiplicity
Nuack < 5. In the figure, the top left and top right plots show the dmttions expected for the
diffractive W events with generated gap in the positive and negafiwtirection, respectively,
they exhibit a clear peak at zero multiplicity. Conversdhe non-diffractivel’ events have on
average higher multiplicities, as shown in the bottom Iddt;this distribution is interesting in
its own right as it is sensitive to the underlying event in fabifractive interactions. Finally, the
bottom right plot shows the sum of tlreOMwIG andPYTHIA distributions — this is the type of
distribution expected from the data. The diffractive sigatalow multiplicities is visible. The
significance is highest when thé.... cut is most strict (see [21]).

The HF tower multiplicity vs CASTOR sector multiplicity was also studied for the gap
side. Since CASTOR will be installed at first on the negatide ®f the interaction point, only
events with the gap on that side (as determined with the prealiscussed above) were consid-
ered. The CMS software chain available for this study didinciude simulation/reconstruction
code for CASTOR,; therefore, the multiplicity of generatetifons with energy above a 10 GeV
threshold in each of the CASTOR azimuthal sectors was usiggird=3 shows plots analogous
to those of Fig. 2 for the combination of HF and CASTOR. Theytmis show theeoMwiIG dis-
tributions; the few events in the top left plot are those fdiiah the gap-side determination was
incorrect. The signal to background ratio improves greaibh respect to the HF only case since

1The Z axis is along the beam direction.
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Fig. 2: Low= (“central slice”) vs highy (“forward slice”) HF tower multiplicity distributions foevents with track
multiplicity in the central trackeN;,.cx < 5. Top left: POMWIG events with gap generated in the posit&elirection.
Top right: POMWIG events with gap generated in the negativdirection. Bottom left:;PYTHIA events. Bottom right:
Sum of thePYTHIA andPoOMWIG distributions.

a widern coverage suppresses non-diffractive events, where thésgiye to statistical fluctu-
ations in the rapidity distribution of the hadronic finaitst. Here as well, the significance is
highest for small central tracker multiplicity cuts butlsticceptable even when no cut is applied
(see [22]). The plots also indicate that if only the CASTORItiplicity is used, the diffrac-

tive signal is further enhanced. The accepted events with imeiltiplicity in both the HF and
CASTOR, i.e. the events with a candidate rapidity gap extendver HF and CASTOR and
Niack < 5, typically have¢<s0.01, and thus populate the region where Pomeron exchange is
expected to dominate over sub-leading exchanges. Heardicates the fractional momentum
loss of the proton. Thé coverage for differentVy,..« cuts is similar and so is that of the HF only
case.

A sample of diffractive events can be obtained by using thie-maultiplicity bins, where
the diffractive events cluster and the non-diffractive kzgound is small. As an example, when
an integrated effective luminosity for single interactoof 100 pb! becomes available, SO
production can then be observed wift§{100) signal events if CASTOR is used.

4.2 SD di-jet production

Figure 4 shows the HF-only and HF vs CASTOR gap-side mutfigldistributions for different
cuts on the central tracker; these plots are the equivafehedoottom right ones of Figs. 2 and 3.
The size of the enhancement in the zero-multiplicity birlatiee to the rest of the distribution
increases monotonically when thg"2} cut is tightened — the opposite of what would happen if
the enhancement were a statistical fluctuation. The relat&e of the enhancement also increases
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POMWIG SD W - pv (gap in n-plus side) POMWIG SD W - puv (gap in n-minus side)

Fig. 3: HF tower multiplicity vs CASTOR sector multiplicitglistribution for events with track multiplicity in the
central tracketNiack < 5. Top left: POMWIG events with gap generated in the positi¥alirection (opposite side
to CASTOR). Top right:POMWIG events with gap generated in the negat&elirection (same side as CASTOR).
Bottom left: PYTHIA events. Bottom right: Sum of they THIA andPOMWIG distributions.

when going from the HF-only coverage to the HF plus CASTORecage: again, a widey
coverage suppresses non-diffractive events, where thésghpe to statistical fluctuations in the
rapidity distribution of the hadronic final-state. Plotstbfs type, along with others presented
in [22], can be used to demonstrate the existence of a SO digreal in a data-driven, model-
independent way.

Once the existence of the signal is established, here agaiample of diffractive events
can be obtained by using the zero-multiplicity bins, whére diffractive events cluster and the
non-diffractive background is small. For example, whenraedrated effective luminosity for
single interactions of 10 pld becomes available, SD di-jet production can then be obdewith
O(300) signal events.

4.2.1 Sensitivity to the value of the rapidity-gap survival probability

Table 1 gives the expected SD di-jet signal and backgroueldyin the zero-multiplicity bins
also for values of the rapidity-gap survival probabilifys|?) = 0.004 and(|S|?) = 0.23. In the
former case, the observable signal becomes marginal, eitbrihg widest possible coverage
(HF+CASTOR). Conversely{|S|?) = 0.23 gives rise to a very prominent signal, also in the
HF-only case.

In order to assess the significance of these yields, a praiyi conservative estimate of
the systematic uncertainties was obtained by summing inirgtizre the contributions due to
the sensitivity to the HF threshold-(5%), the jet-energy scalet30%), the use of different jet
algorithms 20%) and a+30% contribution due to proton dissociation (see [22]), yielfia
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events with no cut on the track multiplicity in the centradker (left column), N 2% = 5 (central column) and
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+2096 systematic uncertainty.
Observation of an event yield @86 + 15(stat.) ga° (syst.) (cf. Table 1,N22% = 1 and

track

HF+CASTOR) 01094 20(stat.) 2% (syst.) (cf. Table 1,N22% = 5 and HF+CASTOR) would
exclude(|S|?) = 0.004, for which no signal is visible.

5 7T photoproduction

An important term of comparison for the early determinatafrthe rapidity-gap survival proba-
bility is exclusiveY photoproductionpp — pYp, in which one of the protons radiates a quasi-
real photon which interacts, via colour-singlet exchang#) the other proton. This reaction has
been studied at HERA, and can be investigated at CMS withdhg EHC data [23]. A few
hundred events events are expected in 100! plhis process is interesting in its own right as a
window on the generalised parton distribution functionshef proton. In addition, the rapidity-
gap survival probability in this case is expected to be ctoaaity [19]. The yield of exclusiv&
photoproduction should thus be essentially unsuppressedi-ean be used to further constrain
the understanding of the rapidity-gap survival probayilit

6 A look at thefuture: near-beam proton taggers

CMS (and ATLAS [28]) will be able to carry out a forward andfdiictive physics program also
at the highest LHC instantaneous luminosities if the FP42@nam [29] is approved. FP420
at CMS aims at instrumenting the420 m region. This addition will allow measuring forward
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Table 1: Diffractive and non-diffractive di-jet event yilsl expected with (1) zero HF multiplicity, (2) zero HF and
CASTOR multiplicity, as a function ofV;22% . The signal yields are given fd}S|?) = 0.05 (nominal) as well as
(|SI?) = 0.004 and(|S|?) = 0.23. The uncertainties are computedsV.

Nyr=0| N5 Naifr Naifr Nuift | Nnon—diff
(IS]2) = 0.05 | (|S|2) = 0.004 | (|S[2) = 0.23

no cut 1047 + 32 84 +9 4816 =69 | 1719 +£41

5 803 £+ 28 64 £ 8 3694 + 61| 943 £31

1 362 £ 19 20+ 5 1665 =41 | 276 =16

Nyr = 0, Ncastor = 0

no cut 504 + 22 40+6 2318 £+ 48 67 £8

5 409 + 20 33+4 1881 £ 43 31+£6

1 236 + 15 194+4 1086 + 33 8+3

protons with values of the fractional momentum loss of theqn0.002<£<50.02.

An articulate joint CMS-TOTEM research program is also f&en [5, 30], with coverage
in the region0.02<£<0.2, complementary to that of FP420.

7 Summary and outlook

In summary, CMS has detailed, quantitative plans to reedschard diffraction with the early
data by means of the rapidity-gap signature. The simple oneagent of event yields may give
early information on the rapidity-gap survival probalilitAlso, the shape of the background is
sensitive to the underlying event in non-diffractive imtetlions. Once a hard-diffractive signal is
established, the plan is to move on to the measurement adtilbeor diffractive to inclusive yields
a la CDF and DO. Significant improvements are expected as asdorward proton coverage
becomes available via TOTEM and FP420.
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Preparation for forward jet measurements in Atlas

Mario Campanelli'f
!University College London

Abstract

The Atlas collaboration is defining the strategies for famvphysics
analyses with the first data. Most of the cross section at th€ will
involve production of particles in the forward directiomdathe large
rapidity coverage of Atlas allows the study of several iagting QCD
channels, both in the framework of diffraction and for sasdbf un-
derlying event and QCD evolution.

1 Introduction
1.1 Forward physics at the LHC

The first LHC data will mainly be used for commissioning andleation, but even with small
luminosity a large number of events with forward jets will fleeorded. The LHC detectors aim
at covering values of rapidity up to 5, much larger than CDHE B®, allow to say something
new about forward physics. Still, most of the particles amtpced in the rapidity regions above
5, so far uninstrumented. A vast program [1] is however urvday to extend the coverage of
both ATLAS and CMS detectors to rapidities of 10 or more, gsihe LHC dipoles as giant
spectrometers to measure protons that remain intact aétiffractive interaction.

1.2 Forward jet production

Most of the LHC interactions will involve forward jets finatages. In most of QCD events,

jets are produced by fragmentation of coloured quarks andng, and also coloured objects are
produced between the jets. So, in events with forward-bactvjets, quite a strong hadronic

activity is present in the forward region.

In some cases, final-state jets are produced through thearegehof colourless parti-
cles, like vector bosons, or gluons combining to form a cokinglet state (often referred as
a pomeron, or odderon depending on its parity quantum nushbExchange of colourless ob-
jects has a much smaller cross section than the exchangéafed ones, but their characteristic
signature is the presence of a rapidity gap, i.e. a zone ofi¢ector with very little or absent
hadronic activity. Not all events produced by the excharfgmmur singlets will have a rapidity
gap: initial and final state radiation will destroy the gaghe majority of the cases, and in the
literature we usually define the gap survival fraction aspgiabability that a colour-singlet event
will have a real rapidity gap. The interesting point is tHastfraction is independent of the gap
size, while for events with exchange of coloured objects, ghesence of rapidity gaps is sup-
pressed exponentially as a function of the gap size. Lookintarge rapidity intervals between
jets increases the likelihood of finding events with largpsggdhence the interest in looking for
events with very forward and very backward jets.

On behalf of the Atlas collaboration
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Fig. 1: A Feynman diagram showing a gluon ladder

1.3 QCD evolution

In most of the QCD calculations, the evolution from the haattering, usually calculated using a
matrix element, and the soft scale, is done using the DGLABd@ation, where gluon splittings
are ordered irk7 andz, and sums orn(Q?). The BFKL equation [3] performs ordering in
(and random walk irky) and resummation ifn1/x, therefore it is more suitable to describe
low-x processes like forward-backward jets.

The resulting description is often depicted as a gluon laddanecting quarks from the
initial proton (see figure 1. When no gluon lines are emitteshf the ladder, the gluon ladder
behaves as a colour singlet, and these events will have ditsapap in the final state, i.e. a
region of the detector with very little or absent hadronitaty.

2 Previous measurements on hard colour singlet

Events with two jets separated by rapidity gaps have alrbagy measured at the Tevatron and at
HERA, where events with pure colour singlet exchange (withoitial- or final-state radiation)
were measured to be about 1% of the total hadronic interactim particular a paper from DO [4]
studied the evolution of the fraction of events with a ragyidiap as a function of thAr, between
the two jets, up to a rapidity interval of 6, getting highesults to what expected from Herwig,
that also incorporates the BFKL approach. It was sugge&iethqt having a fixed value afg

(as opposed to a running one) at the vertex between the paraatbthe quark does a better job
in fitting the data, but more data are needed to solve thigissu
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3 First predictions for the LHC

The extrapolation of the Tevatron measurements to the LHEg&rs is not obvious, but most of
the present models foresee an increase of the survivalrfgbt® probability that a rapidity gap
event remains intact also after initial- and final-stataaton) at LHC energies. This increase
is expected to be even larger for large gaps, and cross ssdi@ such that a few pb of data
will be sufficient to have a measurement of the survival faetothe percent level, at least for
values of|An| < 8. The analysis of rapidity gap events is not easy from the raxgatal point
of view. To properly define a rapidity gap one should combialeigmeter clusters with Et above
a certain threshold into mini-jets using the kt algorithnheh the total transverse energy in the
gap is summed up, and clusters coming from obvious pileupts\age discarded. The analysis
of these events in ATLAS is still ongoing, so the effect of kground and pileup in “soiling”
the gap is under study. Potentially, the fact that the fomcof rapidity gap events on the total
of hedronic ones has to be independent on instantaneousdaityi (therefore on the amount of
pileup) can be a very powerful tool to determine the efficjeatpileup corrections. One could
in fact plot the fraction of gap events as a function of théantaneous luminosity, expecting this
fraction to be decreasing as effect of pileup. Applying yileorrections, this slope is expected
to reduce, and the amount of this reduction will provide a sneament of the efficiency of these
corrections.

4 Beyond gaps, Miller-Navelet jets

The gluon ladder does not only predict an increase of eveitslarge rapidity gaps. In case the
gluon ladder also has additional external gluon lines, glets will be emitted in the central part
of the detector, between the two main jets. This emissiohresult in interesting QCD radiation
patterns, and this additional radiation will spoil the backback nature of the two leading jets.
The de-correlation of the azimuthal angle between the taditg jets is expected to be one of
the first measurements with LHC data, since it does not reqow detailed energy calibration.
These de-correlation effects should be already visiblevédnes of An accessible in the LHC
experiments, as discussed in [6].

So far, BFKL has been approximated in MonteCarlo by a Colapo® Model (CDM) [7],
available since years in ARIADNE [8], widely used at HERA.

A third approach to QCD evolution, the CCFM equation [9] isdwh on kt factorisation,
angular ordering (instead of kt as for DGLAP), and is a goodraximation of the DGLAP
approach at high-®and of BFKL for low x. This equation is currently implementedthe
CASCADE [10] code. Comparison of CDM and CCFM approachesE®RHA data did not give
conclusive results, that could on the other hand be obtaied a few days of LHC running.
For instance, the cross section for dijet events separateshjof at least 2 is of the order of the
pbarn. A recent advance has been the availability of a Momte@ade implementing the BFKL
formalism [11], even if a proper comparison with data wowduire interface with hadronisation,
not yet available.
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5 More diffractive topologies

So far we have considered events with forward-backward jeith or without a rapidity gap
in the middle. There are however many more diffractive tog@s presently under study for
the first period of data-taking in ATLAS. The most studied anegle diffraction, where one
proton remains intact (and undetected), and a rapidity gapésent on the same side of the
detector. Another interesting topology is the Central Hgile Production (CEP), where the
exchange of two colour singlets lead to a final state wherl pobtons stay intact, and two
rapidity gaps are present, in the forward and backward regidhe detector. The central activity
is present in the form of dijets or exclusive final states.&klergy lost by the protons goes in the
mass of the central system, and a precision measuremengipftbmentum would allow high
precision in the determination of the mass of the centralesys A detailed discussion of the
detector upgrades ATLAS (and CMS) are planning to instaltiie determination of the proton
momentum loss will be discussed in the next session.

Lacking, at least for the first phase, a dedicated protongiagige main problem to observe
CEP with the first LHC data is a valid trigger strategy. Theasliable system is quite soft, and
the production of jets, dominated by QCD, will be heavilygmaled at trigger level. Requiring
the presence of rapidity gaps at L1 trigger level is possil&TLAS using a detector designed
to trigger on minimum-bias events at low luminosity, the Miam- Bias Trigger Scintillators
(MBTS). They are a set of 32 scintillators, arranged in twceells, each covering the rapidity
region between 2 and 4. The aim of this detector is to providasaand simple trigger for
minimum bias events, and due to radiation damage it will Havee removed after a few years
of data taking. In this case, since we are looking at rapigétgs, the MBTS are used as a veto,
to select events where no particles are present in a givadifiapegion. It was shown that a
veto on both sides of the MBTS can reduce the QCD rate by arfaé@00, while keeping the
efficiency to CEP of around 65%. In realistic data-takingditons, the MBTS rate is expected
to be higher, due to the more radioactive environment, skistigally both rejection factor and
efficiency are expected to be smaller than these simulataceig

The distribution of the energy lost by the incoming protate(efore, the mass of the cen-
tral system) is on average much smaller than? for diffractive events, while typical values for
non-diffractive interactions are in the 0.1-0.5 range.dfdedicated proton detector is present, we
can estimate the resolution on this variable of the orde0&b,lonly using the information from
the central calorimeters. Such a resolution is inadequatkstinguish a narrow resonance from
a much larger background (as it would be the case for a diffrelg-produced Higgs boson), and
due to the steeply falling behaviour of this distributiolsceleads to a shift in the measured mean
value. In order to make a precise measurement of CEP pre;asse necessary to equip the
LHC detectors of high-precision proton taggers, like thpegposed to both ATLAS and CMS
by the FP420 collaboration [1].

6 Forward detectors at the LHC

Both LHC general-purpose detectors will be equipped bydets in the forward region, ex-
tending far beyond the coverage of the calorimeters of abotr Atlas, the luminosity monitor
Lucid, based on detection of Cerenkov light, will cover (@vewith limited azimuthal coverage
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for the first period) a rapidity region down to 6.2, while a @elegree calorimeter, located at
about 150 meters from the interaction point, will measuretrag particles emitted almost par-
allel to the beam direction. None of these detectors will berdver incapable of tagging or
measuring the momentum of protons scattered off diffraciévents. Since measuring them is
quite important, and can be done in an elegant way using the aybiics as a giant spectrometer,
a group of physicists, most of whom from the fp420 collabiorafl], is proposing to install two
detectors at 220 and 420 meters from the Atlas interactiontpdhe goal is to measure with
high precision the position of the protons diffracted frdm beam (and from that their momen-
tum, using the LHC dipoles as a giant spectrometer), as wdheir time of flight, in order to
distinguish particles coming from different vertexes inighhpileup situation.

The stringent radiation hardness and speed requiremettie pbsition detectors required
the development of a new technology. 3D silicon detect@s {igure 3), the result of along R&D
work, have several advantages with respect to the planangiep. they work with a smaller
depletion voltage, are more radiation hard and are fasteesihe drift is shorter. They can
operate at few mm from the beam line, in both the 220 and 42@mtation. The requirements
on the timing detectors are also very stringent. The proltemes from the fact that at high-
pileup conditions a Central Exclusive Production eventlwaiperfectly faked by the overlap of
a soft-QCD production event plus two single-diffractiveéeiractions. The only way to separate
them is due to the fact that these overlapping events comedifierent vertexes, so if the vertex
position can be determined with a resolution of 2-3 mm, a defiit background rejection can
be obtained. While such a resolution is easy to reach usauksrfor the central system, the
only way to have good vertex resolution for the forward prstés to have a very precise (10 ps
resolution) time of flight detector. So far, two technol®leave been proposed, a gas tube with
a mirror at the end to detect Cerenkov light, and an array aftgudetectors, that also can focus
Cerenkov light into a multi-channel plate photomultipliSo far, test-beam results indicate that a
resolution of 10-20 ps can be obtained by the gas approadte 28130 ps can be reached by the
gas detector, that on the other hand has a higher light yredcan be spatially segmented. R&D
for timing detectors is still going on, and maybe a combimaif the two technology can offer
the advantages of both. To see how timing resolution can Iperiant for the whole project,
figures 2 show the expected peak of a possible MSSM Higgs bagen, = 120 GeV, ta=40,
o(h — bb) = 17.9 fb) with time resolutions of 10 and 5 ps.

6.1 Conclusions

Diffractive and forward physics, due to their large crosst®on and need for a low-pileup envi-
ronment, will play a large role in the LHC startup. The maisaarch topics will be:
¢ the study of forward jets, both with and without rapidity gaf he first analysis will mea-
sure the soft survival factor, and help understanding fodwets and rapidity gaps, while
the second will discriminate between different QCD evantschemes. These studies will
require a few tens of pt' of data
e single diffraction, with one undetected proton and a maighapidity gap, will provide
complementary measurements on the interface betweentshane the gap. Its study will
require a few hundreds of pB.

e Central exclusive production, with two rapidity gaps ando# sentral system, will also
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help understanding diffractive PDF’s, Sudakov suppresfaotors, and discriminate among
theoretical models. A few hundreds of phare needed for a complete study of these events

For the future, ATLAS is planning to install a four-statiorofpn tagger station to measure the
momentum loss of the forward protons, therefore the madseoééntral system, and the accurate
time of flight, to distinguish genuine diffractive eventsiin pileup background. Installation of
these detectors, still under approval, is foreseen by Z3t.
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Abstract

We demonstrate the fundamental property of pQCD: smaller the size
of the colorless quark-gluon configurations, the more rapid is the in-
crease of its interaction with energy. In the limit of fixed Q? and 2 — 0
we find the increase with the energy of the transverse momenta of the
quark(antiquark) within the gg pair produced in the fragmentation re-
gion by the strongly virtual photon. Practical consequences of discov-
ered effects is that the ratio of DVCS to DIS amplitudes should very
slowly tend to one at very large collision energies, that a rapid projec-
tile has the biconcave shape, which is different from the expectations
of the preQCD parton model where a fast hadron has a pancake shape.
We found dominance of different phases of chiral and conformal sym-
metries in the central and peripheral pp, pA, and AA collisions.

1 Introduction.

A leading order dipole approximation Ref. [1-5], provides the solution of the equations of QCD
in the kinematics of fixed and not too small z = Q2 /v but Q® — oo. The characteristic feature
of this solution is the approximate Bjorken scaling for the structure functions of DIS, i.e. the two
dimensional conformal invariance for the moments of the structure functions. In this approxima-
tion as well as within the leading log(xo/z) approximation, the transverse momenta of quarks
within the dipole produced by the local electroweak current are restricted by the virtuality of the
external field:

A <pf < Q4 (1)

Here A = Agcp = 300 Mev is a QCD scale. It follows from the QCD factorization theorem
proved in Refs. [6, 7] that within this kinematical range the smaller transverse size d of the
configuration (the transverse distance between the constituents of the dipole) corresponds to a
more rapid increase of its interaction with the collision energy:

2
o= as(c/dQ)FQ%dszT(x,c/dz), 2)

here F?2 = 4/3 or 9/4 depends whether the dipole consists of color triplet or color octet con-
stituents, G is an integrated gluon distribution function and c is a parameter ¢ = 4 < 9. It is

T speaker
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well known in the DGLAP approximation that the structure function G7(x, Q?) increases more
rapidly with 1/z at larger Q2. This property agrees well with the recent HERA data. The aim
of the present talk is to demonstrate that the transverse momenta of the (anti)quark of the ¢g pair
produced by a local current increase with the energy and become larger than Q2 /4 at sufficiently
large energies. In other words the characteristic transverse momenta in the fragmentation region
increase with the energy. Technically this effect follows from the more rapid increase with the
energy of the pQCD interaction for smaller dipole and the k; factorization theorem.

It is worth noting that this kinematics is very different from the central rapidity kinemat-
ics where the increase of p? was found in the leading os log(zo/x) BFKL approximation [8]:
log?(p? /p7y) o log(s/so). Indeed, the latter rapid increase is absent in a fixed order of pertur-
bation theory, and is the property of the ladder: the further we go along the ladder, the larger
are characteristic transverse momenta, i.e. we have a diffusion in the space of transverse mo-
menta [8]. On the other hand the property we are dealing here with is the property of a charac-
teristic transverse momenta in the wave function of the projectile.

The dipole approximation provides the target rest frame description which is equivalent to
the Infinite Momentum Frame (IMF) description of DIS in LO DGLAP and BFKL approxima-
tions. To achieve equivalence with the IMF description in the NLO approximation it is necessary
to calculate radiative corrections to cross section in the fragmentation region, i.e. to take into ac-
count the increase of the number of constituents and related renormalization of the dipole wave
function. Recent calculations [9, 10] suggest that these corrections are small. Consequently in
the talk we will neglect these corrections.

Our main result is that the median transverse momenta k7 and invariant masses of the
leading gq pair in the fragmentation region grow as

K~ (@) (@/mo) @),
M2~ Q%) ()@,

3)

Here k2 and M? are the median squared transverse momentum and invariant mass of the quark-
antiquark pair in the fragmentation region. (The median means that the configurations with
the momentum/masses less than the median one contribute half of the total crosssection). The
exponential factors A and Ay are both approximately ~ 0.1. These factors are weakly dependent
on the external virtuality Q2. The exact values also depend on the details of the process, i.e.
whether we consider the DIS process with longitudinal or transverse photons, as well as on the
model and approximation used. The exact form of A(Q?), and \\;(Q?) are given below.

The rapid increase of the characteristic transverse scales in the fragmentation region has
been found first in Refs. [11-14], but within the black disk regime (BDR). Our new result is
the prediction of the increase with energy of the jet transverse momenta in the fragmentation
region/the rise of the transverse momenta in the impact factor with the energy, in the kinematical
domain where methods of pQCD are still applicable. This effect could be considered as a pre-
cursor of the black disk regime indicating the possibility of the smooth matching between two
regimes.
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Our results can be applied to a number of processes. First we consider the deeply virtual
Compton scattering (DVCS) process, i.e. v+ p — 7* + p.

We also find that at sufficiently large energies
or(a, Q%) /or(z, Q%) o (Q*/4p}) o (1/2) . )

Hence the o, /o ratio should decrease as the power of energy instead of being O(a).

Our results have the implication for the space structure of the wave packet describing a
rapid hadron. In the classical multiperipheral picture of Gribov a hadron has a shape of a pan-
cake of the longitudinal size 1/u (where p is the scale of soft QCD) which does not depend on
the incident energy [17]. On the contrary, we find in section 5 the biconcave shape for the rapid
hadron in pQCD with the minimal longitudinal length (that corresponds to small impact param-
eter b) decreasing with increase of energy and being smaller for nuclei than for the nucleons.

Finally, in the last section we discuss the possible applications of our results to pp, pA
collisions at the LHC.

2 The target rest frame description.

Within the LO approximation the QCD factorization theorem allows to express the total cross
section of the scattering of the longitudinally polarized photon with virtuality —@Q? > AQQC p off
a hadron target as the convolution of the square of the virtual photon wave function calculated in
the dipole approximation and the cross section of the dipole scattering off a hadron [1, 18, 19].
In the target rest frame the cross section for the scattering of longitudinally polarized photon has
the form :

e2

[ 2z (1 (o0, 2) 792 [ (0.2 5)
Here o is the dipole crosssection operator:
o =F% ma,(4p})(—Ay) - 2G(7 = (M?* + Q%) /s, 4p}), (6)

here A, is the two dimensional Laplace operator in the space of the transverse momenta, and
M? = (p? + mg) /z(1 — z) is the invariant mass squared of the dipole. In the coordinate rep-
resentation o is just a number function, and not a differential operator as in the momentum
representation.

Integrating by parts over p; it is easy to rewrite Eq. 5 with the LO accuracy in the form

where the integrand is explicitly positive:
o + T = X) = 1o [ @)z (Vi (o 2)| £52,08) [V (n2)) . D)

here
f = (4m*/3)as(4p})xG(z, 4p7). ®)
In the derivation we use the boundary conditions that follow from the fact that the photon wave

function decreases rapidly in the p? — oo limit and that the contribution of small p; is the higher
twist effect.
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Eq. 7 can be explicitly rewritten in terms of integration in k7 and z as
k?
(R +Q%(1—2)" 7

om 2F2 2
o1, Q2) = b %;q @ /dkfas(4k§)z2(1—z)2 (%, 4k2).

)
where 7 is given by (kZ/((2(1 — 2) + Q?)/s. Here we take into account explicitly the (rather
weak) z-dependence of the integrand.

The similar derivation can be made for the scattering of transverse photon in configura-
tions of spatially small size. In this case the contribution of small p; region (Aligned Jet Model
contribution) is comparable to the pQCD one. The main interest in this paper is in the region
of high energies (HERA and beyond) i.e. sufficiently small Z, and small 2, where pQCD con-
tribution dominates because of the rapid increase of the gluon distribution with the decrease of
x. We include a contribution of the aligned jet configurations by imposing a cutoff in transverse
momenta (see below for the details).

The pQCD contribution into the total cross section initiated by the transverse photon has
the form:
TOlem. ) 62 F?
D e

oar = 12

1 4 4,201 _ )2
x /0 dz / k2o, (4k2) (22 + (1 —z)Q)((’Z;i%QZ ((11_ Z)))4) . g(&, 4k2).

(10)

In the numerical calculations using Eq. 10 we introduced a cutoff in the space transverse mo-
menta M?z(1—2) > u,u ~ 0.35 GeV2. The contribution of smaller k7 in the total crosssection
was calculated using the AJM model.

3 The characteristic transverse momenta in hard fragmentation processes in LO approx-
imation.

Here we carry out the calculations for realistic energies and realistic structure functions. The
numerical results indicate that the effects discussed above are manifest even at the energies of
the order s ~ 10° + 107 GeV2. We want to draw attention that our main qualitatively new
result-the increase of the parton transverse momenta in the current fragmentation region should
be valid in NLO, NNLO approximations as well because its derivation uses specific property of
DGLAP approximation to pQCD -a larger virtuality leads to a more rapid increase of amplitude
with energy. We will also consider the extrapolation of our results to energies of the order s ~
107GeV?2. These energies are unattainable at existing facilities. The proposed e-p collider at
LHC may reach the invariant energies of order 106 GeV2. However these results are interesting
from the theoretical point of view- probing the limits of the pQCD. The relation of our results to
the processes at the LHC will be discussed in the last section.

Challenging and unresolved problem is how to use resummation methods at extremely
small x [20,21] to evaluate dependence on energy of parton distribution in the current fragmen-
tation region. At x achieved at HERA account of the energy-momentum conservation restricts
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the number of possible gluon emissions by one-two. Such emissions are correctly accounted for
within NLO, NNLO DGLAP approximation. One can substantiate this point by evaluation of
the number of radiated gluons in the multiRegge kinematics [13]. At extremely small x where
number of gluon radiations would be sufficiently large and therefore essential impact parame-
ters would exceed radius of a nucleon the intercept of pQCD Pomeron may become independent
on (2 as a result of diffusion in the space of transverse momenta. This interesting problem is
beyond the scope of this paper.

3.1 The longitudinal photons.

In the case of longitudinal photons we have considered the characteristic median/average trans-
verse momenta scale, that corresponds to the half of the total crosssection or,. This scale is deter-
mined from Eq. 9 by first integrating over z for given k;, and then analyzing the corresponding
jet distribution. In Figure 1 we present the characteristic graphs for the ratio
2
o (ki)

R(k}) = p—_— (an

where o (k?) corresponds to the result of integration of Eq.9 over transverse momenta < k7. We
see from Fig. 1, that for fixed k; R(k;) slowly increases with the increase of the energy. The
results based on using CTEQS parametrization are qualitatively similar, although the increase of
median k? with the energy is more rapid. The energy dependence of median k7 can be described
with a very good accuracy by an approximate formula (z/0.01)0-04+0.02510g(Q*/Q5) Here Q2 =
10 GeV2,zy ~ 0.01. The power increases from ~ 0.04 at Q? ~ 5 GeV?, to 0.09 at Q% ~ 100
GeV2. For CTEQS this power increases to 0.1 at Q> = 100GeV? instead of 0.09. This is
consistent with the enhanced rate of the increase of CTEQS structure functions as compared to
the CTEQG ones (see below).

These results allow us to estimate the scales, where one expects the appearance of the new
QCD regime, i.e. one has to use the k; factorization approach. Indeed, the DGLAP approxi-
mation is based on the strong ordering in all rungs of the ladder, in particular in the first rung
(the impact factor in the 4k; factorization language ) we must have 4A3op < 4k7 < Q. Itis
clear, this ordering can not hold, once the median 4k2,, becomes of order ?>. Then we obtain
the condition (using CTEQ6 distribution functions):

4a(Q?)/(x/0.01)0-04+0025108(Q%/Q5) )2, (12)

Here the function a corresponds to the transverse momenta at x = 0.01.

The numerical calculations show that for Q> = 5 GeV? one gets from eq. 12 2 ~ 1074,
for Q? = 10 GeV? one gets © ~ 107, which may be reached at LeHC. For larger Q? we are
however beyond the realistic energies: say for Q% ~ 20 GeV? we need  ~ 10~°. The use of
CTEQS gives qualitatively the same results (for Q% = 30 GeV? we obtain x ~ 10~8. Thus we
may hope to observe the onset of the new regime for the k; dependence analyzing small x jet
distributions at LeHC/LHC. rations.
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3.2 Transverse photons

We performed the numerical analysis for the transverse photons using eqs. 9,10 in the same fash-
ion as for the longitudinal photons. In Figure 2 we depicted the characteristic function R(k?)
given by Eq. 11 that gives the characteristic momenta as a function of x for several different val-
ues of Q2. The characteristic energy dependence for median k2 is (x/0.01)0-09+0.014 log(Q?/Q3)
where 9 = 0.01, Q% = 10 GeV?. The curves in Fig. 2 clearly show that the characteristic
momenta increase with the increase of 1/x, as the corresponding curves slowly shift to the right.

We see that the average transverse momenta for longitudinal photons is significantly larger
than for transverse photons. On the other hand, the invariant masses for transverse photons
are always significantly larger than 4k?. This is due to the large contribution of the AJM type
configurations with z ~ 0,1 (z is the fraction of the total momentum of the dipole carried by
one of its constituents). Since M? = k?/(z(1 — z)), a more slow increase of M? than of k?
is consistent with the slow increase of average z towards 1/2, i.e. the symmetric configurations
become dominant, but only at asymptotically large energies.

Once again, we can estimate the boundary of the region where the direct DGLAP ap-
proach stops being self-consistent. Assuming k? ~ ?/4, we obtain that the boundary for
Q? = 3,5,10 GeV? is reached at = ~ 1073,107%,107°. For higher Q? this boundary lies at
unrealistically high energies. The use of the CTEQS parametrization gives qualitatively the same
results.

So far we considered only perturbative QCD contribution, and the median transverse mo-
mentum was determined relative to the total perturbative crosssection, i.e. the one starting from
the cut off u = 0.35 GeV?2. It is well known that even at HERA energies the contribution of
AJM into the total crosssection is significant. The corresponding AJM contribution to the total
crosssection is given in fig. 3a. Note that the median k? at small virtualities at HERA energies
significantly decreases if we calculate it using the crosssection that includes both the pQCD and
soft (AJM) contributions. For example, at Q? ~ 10 GeV? the median transverse momentum
squared decreases by almost a factor of two down to k? ~ 0.65 GeV?.

4 Deeply virtual Compton scattering.

As the application of the formulae obtained in this paper we shall consider the DVCS processes
v 4+ p — v* + p. We shall show that the slow increase in the median transverse momenta leads
to the slow decrease of the ratio R = Apycs/Acs with energy to the limiting value equal one.

The DCVS amplitude is described in pQCD by the same formula 10 as the amplitude
describing total cross section of DIS at given 2, Q2 but with the substitution in Eq.7 of the wave
function of virtual photon by wave function of a real photon, i.e. Q% = 0.

As aresult in pQCD R has the form :

Ji dz [ dMPag(M22(1 = 2))(1/ (M2 + Q%)?) - g(&, M?).
Jo dz [ dMPay(M2(1 — 2))(M* + Q1) (M2 + Q%)) - (7, M?).

Ryqep = (13)

Let us note that strictly speaking, we must use the generalized parton distributions (GPD)
in Eq. 13. However the difference between gluon GPD and gluon pdf is not large in this case
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because fractions carried by gluons in GPD differ by the factor ~ two at moderate x and tend to
one at extremely large energies as the consequence of increase of parton momenta with energy.
(In fact most of the non-diagonal effect in this approach is included in the wave functions of the
initial and final photons.) As a result we may neglect the difference between GPD and distribution
functions in the considered kinematics. The numerical analysis of Eq. 13 shows that indeed the
ratio R very slowly decreases with the increase of energy due to a slow increase of a ratio M? /(Q?
discussed in the previous section, and X ~ 1.6 for HERA energies.

The result Eq. 13 is however not complete since we neglected the contribution of the AJ
configurations. In this paper we take them into account using the AJM model [37] (and references
therein, see also Appendix B of this paper). Indeed as we see from Fig. 3a, the AJ configurations
give a substantial contribution to the total crosssection of the DIS of the transverse photons. We
refer the reader to appendix B and ref. [24] for the discussion of main properties of the AJM.
We see that the AJM contribution to the total crosssection is of order 70% at Q> ~ 1 GeV?,
x ~ 0.01.

Rough estimate gives
Rajm = 2, (14)
since the major difference in the amplitudes describing total cross section of DIS and DCVS is in
Q252J\42
But in the essential region of integration M? ~ Q2. In the framework of the AJM model the
ratio of amplitudes of the DVCS to DIS can be calculated within the leading twist approximation

as:
Q@imp @

Here the parameter m% = 0.3 — 0.5 GeV? is the cut off parameter m3 < mz, m,, is the p meson
mass.

~ 2.

the difference between the wave functions of the virtual and real photons-the factor

). (15)

Rayv =

Combining the pQCD and AJ model contributions we have

Ryqopor + Ragmoaim
oT + 0AJM

R=

(16)

Here the pQCD contribution into the total crosssection o is given by Eq. 10 and the
contribution of AJ to the total crosssection is given by AJM - Eq. 15. The results of numerical
calculation as a function of z for several values of Q2 are depicted in Fig. 3b. The ratio R is close
to 2 at HERA energies and increases with Q? (from 5 to 100 GeV? by ~ 40%). This result is in
a good agreement with the analysis of the H1 and ZEUS data in Ref. [15] (see in particular Table
4 in Ref. [15]). Our main prediction is that the ratio R should decreases with the rise of energy.
It tends to one at asymptotically large energies in agreement with the result for the BDR [25].
However the onset of this regime is very slow. This prediction can be checked experimentally in
the study of DVCS processes at LHeC.

Our conclusion on the important role of AJM contribution in DVCS at HERA energies is
in the qualitative agreement with the recent experimental data [16] that shows the important role
of soft QCD in the diffractive processes in DIS at HERA.
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We want to draw attention that agreement between experimental results and theoretical
prediction is rather good. This is due to the fact that the interaction of dipole effectively includes
the NLO corrections since parton distributions were obtained by fitting the experimental data.
Consequently one may hope that NLO corrections to impact factors are relatively small.

Let us stress that the current calculation is preliminary. More detailed calculation should
account for the contribution of c-quark, and study in detail the dependence of R on the AIM
parameters).

S The shape of the fast nucleon and nuclei.

The coherence length [, corresponds to the life-time of the dipole fluctuation at a given energy
in the rest frame of the target. Within the parton model approximation the coherence length is
lc ~ 1/2mpyx [26] i.e. it linearly increases with energy. In pQCD as a result of QCD evolution
coherence length increases with energy more slowly [27,28]:

l. = (1/2mnx)(s0/s)>. (17)

Such energy dependence of the coherence length shows that the wave function of a fast hadron
differs in QCD from that in the Gribov picture [17] .

Let us consider the longitudinal distribution of the partons in a fast hadron. In the parton
model the longitudinal spread of the gluonic cloud is L, ~ 1/u for the wee partons (where p
is the soft scale) and it is much larger than for harder partons, with L, ~ 1/x P, for partons
carrying a finite x fraction of the hadron momentum [17]. The picture is changed qualitatively
in the limit of very high energies when interactions reach BD regime for k; > p. In this case
the smallest possible characteristic momenta in the frame where hadron is fast are of the order
k:(BDR) which is a function of both initial energy and transverse coordinate, b of the hadron.
Correspondingly, the longitudinal size is ~ 1/k;(BDR) < 1/u. There is always a tail to the
much smaller momenta all the way down to k; ~ g which corresponds to the partons with
much larger longitudinal size (a pancake of soft gluons corresponding to the Gribov’s picture).
However at large energies at the proximity of the unitarity limit the contribution of the gluons
with k; < kyy, is strongly suppressed. In the BDR this tail is suppressed by a factor k2 /k;( BDR)?
[12,30]. In the color glass condensate model the suppression is exponential [31].

Since the gluon parton density decreases with the increase of b the longitudinal size of the
hadron is larger for large b, so a hadron has a shape of biconcave lens, see Figs. 4(a),4(b)

In the numerical calculation we took
|l.| = 1/k:(BDR), (18)

neglecting overall factors of the order of one (typically in the Fourier transform one finds (z) ~
ﬁ). We calculated k;(BDR) for fixed external virtuality Q% ~ 40GeV2. Our results are not
sensitive to the value of Q2, as the value of Q? only enters in the combination ' = (Q2+M?)/s,
and the k7 we found were comparable or larger than Q2 /4. Indeed, the direct calculation shows
that for small b the change of 1/k; if we go between external virtualities of 60 and 5 GeV? is
less than 5%. Such weak dependence continues almost to the boundary of the picture Fig. 4a,
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where k; ~ 1 GeV. Near the boundary the uncertainty increase to ~ 25%, meaning that for large
b (beyond those depicted in Fig. 4a) the nucleon once again becomes a pancake and there is a
smooth transition between two pictures ( biconcave lens and pancake). We want to emphasize
here that the discussed above weak dependence of k:(BDR) on the resolution scale indicates
that the shape of the wave function for small x is almost insensitive to the scale of the probe.

We depict the typical transverse quark structure of the fast nucleon in Fig. 4a. We see that
it is drastically different from the naive picture of a fast moving nucleon as a flat narrow disk with
small constant thickness. (Similar plot for the gluon distribution is even more narrow). Note also
that for the discussed small x range k; > 1GeV/c for b < 1fm. Since the spontaneous chiral
symmetry breaking corresponds to quark virtuality x> < 1GeV?, probably ~ 0.7GeV? [33],

corresponding to k; ~ 1/% p? ~ 0.7GeV/c the chiral symmetry should be restored for a large
range of b in the proton wave function for small x.

Let us consider the DIS on the nuclei for the case of external virtualities of the order of
several GeV. In this case the shadowing effects to the large extent cancel the factor A'/3 in the
gluon density of a nucleus for a central impact parameters, b [32], and the gluon density in the
nuclei is comparable to that in a single nucleon for b ~ 0. Consequently over the large range of
the impact parameters the nucleus longitudinal size is approximately the same as in the nucleon
atb ~ 0.

However for very small z we find large k;(BDR) corresponding to 4k?(BDR) > 40
GeV?2. This is a self consistent value as indeed for such Q? the leading twist shadowing is small.

Accordingly we calculated the shape of the nucleus for the external virtuality Q% > 40
GeV2. We should emphasize here that taking a smaller virtuality would not significantly change
our result for k;(BDR) (at the same time LT nuclear shadowing reduces a low momentum tail
of the k; distribution as compared to the nucleon case).

In the discussed limit of the small leading twist shadowing, the corresponding gluon den-

sity unintegrated over b is given by a product of a nucleon gluon density and the nuclear profile
function:

T(b) = / dzp(b, ), (19)

where the nuclear three-dimensional density is normalized to A. We use standard Fermi step
parametrization [34]

A

Ry = 1.1AY3fm, a = 0.56fm. 20
[+ oxp((r — Ra)ja) m, @ m (20

p(r) = C(4)

Here r = /22 + 1%, and A is the atomic number. C(A) is a normalization factor, that can
be calculated numerically from the condition [ d3rp(r) = A. At the zero impact parameter
T(b) ~ 0.5A/3 for large A.

The dependence of the thickness of a fast nucleus as a function of the transverse size is
depicted in Fig. 4b for a typical high energy s = 10" GeV2, Q? = 40 GeV?. We see that the
nuclei also has a form of a biconcave lens instead of a flat disk. The dependence on the external
virtuality for the nuclei is qualitatively very similar to the case of the nucleon. For small b the
dependence is very weak (of order 5%) and increases only close to the boundary of the biconcave
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lens region where it is of order 20% ( and k; ~ 1 GeV). For larger b we smoothly return to the
pancake picture.

Note that this picture is very counterintuitive: the thickness of a nucleus is smaller than
of a nucleon in spite of ~ A'/3 nucleons at the same impact parameter. The resolution of the
paradox in the BD regime is quite simple: the soft fields of individual nucleons destructively
interfere cancelling each other. Besides for a given impact parameter b, the longitudinal size
of a heavy nucleus 1/ kEA) (BDR) < 1/ kt(p ) (BDR) since the gluon distribution function in the
nuclei G4(x,b) > Gn(z,b). So a naive classical picture of a system build of the constituents
being larger than each of the constituents is grossly violated. The higher density of partons leads
to the restoration of the chiral symmetry in a broad b range and much larger x range than in the
nucleon case.

6 Experimental consequences.

The current calculations of the cross sections of the hard processes at the LHC are based on the
use of the DGLAP parton distributions and the application of the factorization theorem. Our
results imply that in the kinematical region of sufficiently small x it is necessary to use the k;
factorization and the dipole model, instead of the direct use of DGLAP.

A similar analysis must be made for the pp collisions at LHC. It has been understood long
ago that the probability of pp collisions at central impact parameter is close to 100% (total I is
close to 1) even for soft QCD, i.e. at lesser energies than those necessary to achieve BDR for the
hard interactions. The compatibility of probability conservation with the rapid increase of hard
interactions with energy, predicted by QCD, requires the decrease of importance of soft QCD
contribution with energy [36]. As a result the hadronic state emerged in pp, pA, AA collisions
at sufficiently large energies consists of two phases. Central collisions would be dominated
by the strong interaction with small coupling constant - the phase with unbroken chiral and
conformal symmetries. On the contrary, the peripheral collisions are dominated by the more
familiar phase with broken chiral and conformal symmetries. At these energies the QCD phase
at central collisions - with the unbroken chiral and conformal symmetries -will be different from
that for the peripheral collisions. This new phenomenon may appear especially important for the
central heavy ion collisions at LHC and at RHIC. Quantitative analysis of this problem will be
presented elsewhere.

The hard processes initiated by the real photon can be directly observed in the ultraphe-
ripheral collisions [35]. The processes where a real photon scatters on a target, and creates two
jets with an invariant mass M2, can be analyzed in the dipole model by formally putting Q% = 0,
while M? is an invariant mass of the jets. In this case with a good accuracy the spectral density
discussed above will give the spectrum of jets in the fragmentation region. Our results show that
the jet distribution over the transverse momenta will be broad with the maximum moving towards
larger transverse momenta with increase of the energy and centrality of the v A collision.

We have seen that our results can also describe DCVS processes. The ratio R of DCVS
v* — ~* and forward amplitudes at ¢ = 0 is of order 2 at HERA energies at small external
virtualities, and rapidly growing with Q2. This ratio slowly decreases with the decrease of .

Finally, our results can be checked directly, if and when the LHeC facility will be built at
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CERN.
More detailed version of this work can be found in Ref. [38]
One of us, B.Blok, thanks S.Brodsky for the useful discussions of the results obtained

in the paper. This work was supported in part by the US DOE Contract Number DE- FG02-
93ER40771 and BSF.
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Monte Carlo Models
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| ntroduction to the Monte Carlo M odels session

Jonathan M. Butterworth Torbjorn Spstrand
IDepartment of Physics and Astronomy, University Collegadan
2Department of Theoretical Physics, Lund University

There is hardly any area of hadron collider physics wheratgenerators play such a
central a role as they do for the exploration of MPI. One raasdhat MPI, although extending
well into the perturbative region, have their biggest intgose to, or inside, the nonperturbative
regime. Another is that MPI studies by necessity prathéhe main physics aspects of hadron
colliders in an nontrivial admixture, including multipleagionic collisions, initial- and final-
state radiation, beam remnant structure, colour flow isstiesimpact-parameter picture, and
hadronization.

If the study of MPI has for the first time become fashionabléhimithe particle physics
community, it is in large part owing to the interplay betwestperimental studies and Monte
Carlo modelling and tuning in recent years. Specificallg @DF studies, already reviewed by
Rick Field, have largely relied on the availability of geaters that could provide a framework
for the interpretation of the data. One case in point is thatiBied description of mimimum-bias
and underlying-event physics comes about quite natunalPl-based Monte Carlo implemen-
tations. Conversely, the renewed interest in improving taméhg models that have lain dormant
for many years would not have happened without the influx of data to digest.

The session on Monte Carlo Models collects talks within tnema. Firstly presentations
of several of the main generators, with an overview of nevasdend current status. Secondly
presentations of new tunes of these generators, whichrtisaluce new tools that allow a more
systematic approach to the whole tuning effort. But it sHdad emphasized that event generators
are central to many other studies presented at this medatipgticular in sessions | and II.

Since itis all too easy to get carried away by the “Yes, we cgirit that exists in the MPI
community nowadays, in this introduction we would stilldiko remind the reader that many
tough issues remain poorly understood and modelled. There tils still scope for significant
improvements in the future, driven both by theoreticalghss and experimental studies. Several
such topics made for corridor talk during the meeting, betraaybe not so well represented in
the individual writeups, so here are a few examples:

e How to model and measure multi-parton density functiorat depend on multiple flavour
choices and multiple and@? scales?

e How does close-packing of partons in the initial state, eigflg at smallz, tie in with the
functioning of the colour screening mechanism?

e Currently implemented MC models of MPI assume a factonsdbetween the-dependence
and impact-parameter profile of the incoming hadrons. Ciaragsumption be relaxed, and
if so how large would the effect be?

e Can the presence of rescattering events, i.e. where an ingguarton scatters twice or
more, be established experimentally, given that the nbsigaal of three outgoing jets
competes with a large QCD bremsstrahlung background?
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e Can the initial-state branchings intertwine sev&al 2 processes that are seemingly
separate, and if so how?

o Alarge amount of colour reconnection is favoured by the $uwféPy THIA t0 (p 1 ) (Ncharged)
data; but is this the correct interpretation and, if so, wkahe physics and what are the
rules that govern colour reconnection?

e To what extent can colour reconnection also affect the pati€ perturbative QCD radi-
ation? Can e.g. two dipoles each stretched between a fatal{sarton and (the hole left
behind by) an initial-state one transform into a single tépoetween the two final-state
partons?

e Does the dense-packing of colour-field “strings” in centrallisions induce states that
border on a quark-gluon plasma?

e Does the hadronization of these topologies give rise to aal@adron gas within which
final-state rescatterings occur?

¢ Given the above uncertainties, can we still assume thaoimposition of different particle
species should be the same in hadronic collisions asém ones?

e How big a baryon-flow from the beam remnants to the centrabreghould we expect?

e How far can eikonal models be trusted to correctly relatéetéht event topologies, in-
cluding diffractive ones? |Is maybe instead colour recotioeahe proper way to think
about the emergence of diffractive topologies?

e When tuning, how should the relative importance of varioatade judged? When are
discrepancies due to poor physics or to poorly documenttfddow can we avoid over-
tuning, i.e. avoid forcing the model to fit the data even if the data contdigisics not
included in the model? (Many experimental working groups applications apply pres-
sure to fit the data at any cost.)

e Can meaningful uncertainties be attached to MC tunes, ticpér for MPI? How far can
particular physical effects be ruled out, or shown unambigly to be present, based upon
such tunes?

In summary, the pride of recent successes should not blitad the challenges ahead. The
LHC may well have surprises in store for us.
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Soft interactionsin Herwig++
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Abstract

We describe the recent developments to extend the mulippan-
teraction model of underlying events liferwig++ into the soft, non-
perturbative, regime. This allows the program to descrilse aini-
mum bias collisions in which there is no hard interactiom, tfe first
time. It is publicly available from versions 2.3 onwards afekcribes
the Tevatron underlying event and minimum bias data. Thepat
lations to the LHC nevertheless suffer considerable anityigas we
discuss.

1 Introduction

In this talk, we will summarize the development of a new mddethe underlying event ikler-
wig++, extending the previous perturbative multi-parton intéicmm (MPI) model down into the
soft non-perturbative region. This allows minimum biadis@ns to be simulated bijerwig++
for the first time.

We begin, though, by mentioning a few of the features thabmganied it in the re-
lease oHerwig++ [1] version 2.3 [2] in December 2008, which include NLO catiens in the
POWHEG scheme for single W and Z production [3], and Higgslpation [4]. Lepton—hadron
scattering processes have been included for the first tirhe.simulation of physics beyond the
standard model (BSM) has been extended to include a muclr veidge of 3-body decays and
off-shell effects [5]. The treatment of baryon decays hanbextended to match the sophistica-
tion of meson and tau decays, including off-shell and forotdaeffects and spin correlations.
Finally, in addition to the soft interactions discussedeh¢he MPI model has been extended
to include the possibility of selecting additional scadtef arbitrary type, which can be impor-
tant backgrounds to BSM signatures for which the singldétsgag backgrounds are small, for
example two like-sign Drell-Yan W productions [6].

The semi-hard MPI model was implementedHerwig++ version 2.1 [7]. It allows for
the simulation of underlying events with perturbative seratwithp, > p™* according to the
standard QCD matrix elements with standard PDFs, dressgautbyn showers that, in the ini-
tial state, account for the modifications of the proton gtrcee due to momentum and flavour
conservation. It essentially re-implemented the exisfimymy algorithm [8] that worked with
the fortran HERWIG generator [9], but gave a significantlytéedescription of the CDF data
on the underlying event [10], in part due to a more detailebagl tuning [11]. However it was

Tspeaker
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only able to describe the jet production part of the datayvalabout 20 GeV, and not the min-
imum bias part, owing to a lack of soft scatters belgit". A possible extension into the soft
regime was first discussed in Ref. [12], but we have providedfirst robust implementation

of it, described in detail in Ref. [6]. It is somewhat compkmtary to the approach used in
Pythia [13, 14], where the perturbative scatters are exérto the soft region through the use
of a smooth non-perturbative modification. However, we maké&onger connection with infor-

mation on total and elastic scattering cross sectionsladlaithrough the eikonal formalism, to
place constraints on our non-perturbative parameters [15]

In the remainder of this introduction, __ s

we recap the basics of the eikonal model’z [ —"gi 31
. gl - Otot:
and recall the results of the perturbative MP1 ® L oo o, wogey

model that we had previously implemented in ~ *°[ g

Herwig++, before showing how to extend it
into the soft region. In Sect. 2 we discuss the 150}
constraints that can be placed on the model by i
the connection with hadronic scattering, and
in Sect. 3 we show the predictions for final
state properties.

The starting point for the MPI model is 50F

the observation that the inclusive cross section i
for perturbative parton scattering may exceed o= . . Ll
the total hadron-hadron cross section. We 1 10° \/_“’é v
show an example in Fig. 1, with two of the to- 5(GeV)
tal cross section parameterizations we will be , , ]
. .. . Fig. 1: Total cross sections (black) in the two parameteri-
using. The origin of the steep rise in the par-~ _

. . . . . zations of Donnachie and Landshoff [16, 17]. In blue the
tonic cross section is the proliferation of par- D et broducti ion above 2 GeV is <h
tons expected at small. The excess of theQ Jet production cross section above £ eV IS shown.
partonic scattering cross section over the total
cross section simply implies that there is on average mae time parton scattering per inelas-
tic hadronic collision,n = ojet/oinel. Since the majority of scatters come from very small
partons, they consume relatively little energy and it is adyapproximation to treat them as

guasi-independent.

From the optical theorem, one derives a relationship betvee Fourier transform of the
elastic amplitude:(b, s) and the inelastic cross section via #ikonal functiony (b, s),

100

a(b,s) = 2% [e_X(b’s) - 1} — Tinel = /d2b {1 — e~ 2x(bs) } . (1)

One can construct a QCD prediction for the eikonal functigrabsuming that multiple scatters
are independent, and that the partons that participatesin tire distributed across the face of the
hadron with some impact parameter distributiGiib) that is independent of their longitudinal
momentum,

xaen (b, ) = 5 A(b) oy (), Ab) = [ B GH)IGH-b), @
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wherecsit® | is the inclusive partonic scattering cross section, whiciven by the conventional
perturbative calculation.

In the original Jimmy model and itderwig++ reimplementation, these formulae are im-
plemented in a straightforward way, with the hard crossiseatefined by a strict cup; > pi*i®
and the matter distribution given by the Fourier transforfithe electromagnetic form factor,

d2k etkb
6= [ G T3 e )

with, to reflect the fact that the distribution of soft parsomight not be the same as that of
electromagnetic chargg? considered to be a free parameter and not fixed to its eleagostic
value0.71 GeV2. Compared to a Gaussian of the same width, this distribitasrboth a stronger
peak and a broader tail so it is somewhat similar to the deGalassian form used in Pythia [18].
In Ref. [15], we explicitly showed that the two result in siamidistributions, if their widths are
fixed to be equal, except very far out in the tajié.andp™™ are the main adjustable parameters
of the model and, allowing them to vary freely, one can get adgdescription of the CDF
underlying event data, as shown in Fig. 2. The choice of padtstribution function can also be
seen to have a small but significant effect.

The main shortcoming of this model is that it does not consaft scatters and hence
cannot describe very low; jet production or minimum bias collisions. In Ref. [12] it wa
proposed to remedy this, by extending the concept of indég@npartonic scatters right down
into the infrared region. One can therefore write the eikdunaction as the incoherent sum of
the QCD component we already computed and a soft component,

Xiot(B, 5) = XQe (B, 8) + Xeot (b, 5) = 3 (A(b) 24 (5) + Aot (b) o5, (5)),  (4)

whereqZ¢ is an unknown partonic soft scattering cross section. Assagimplest model, we
assume that the matter distributions are the samgy(b) = A(b), although we relax this
condition later. By taking the eikonal approach seriouslg, can trade the unknown soft cross
section for the unknown total hadronic cross section,

Tnls) =2 [ @b [1 = e HABICA L0 . )

Knowing the total cross section, for a given matter distitou and hard cross section (implied
by pi*in and the PDF choice) the soft cross section is then determilredrder to make pre-
dictions for energies higher than the Tevatron, we condidiexe predictions of the total cross
section: 1) the standard Donnachie—Landshoff paramatenz[16]; 2) the latter for the energy
dependence but with the normalization fixed by the CDF measent [21]; and 3) the newer
Donnachie—Landshoff model with a hard component [17]. Qifrse once we have an experi-
mental measurement from the LHC we would use that for ourigtieds. In this way, our simple
hard+soft model has no more free parameters than our harélrand we can tung? andp{™i®.
Before doing this, we present the results of Ref. [15], inckihwe considered the theoretical
constraints that could be put on these parameters.
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Fig. 2: Multiplicity andpi"™ in thetransver se region. CDF data are shown as black circlderwig++ without MPI

as magenta dots, with MPI using MRST [19] PDFs as solid redratidCTEQG6L [20] as cyan dashed. The lower plot
shows the statistical significance of the disagreementdestwhe Monte Carlo predictions and the data. The legend
on the upper plot shows the totaf for all observables, whereas the lower plot for each obsgevaas itsy? values.

2 Analytical constraints
21 Simplemodd

Within our model we want, to correspond to a physical cross section. It must thereere
positive. This therefore places constraints on tiep™™ plane: a lower bound op™™ for a

given value ofu2. These are shown for the Tevatron on the left-hand side ofFag the solid
lines for three different PDF sets: the two shown previowsig MRST LO* [22]. Since in the
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Fig. 3: Left: The parameter space of the simple eikonal matitie Tevatron. The solid curves come frofis, > 0

for three different PDF sets. The horizontal lines come figm= 16.98 4 0.25 GeV~2 [21, 23]. The excluded
regions are shaded. The dashed lines indicate the prefperineter ranges from the fit to Tevatron final-state
data [11]. Right: The equivalent plot for the LHC. The aduithl (dashed) constraints come from requiring the total
number of scatters to be less than 10.

eikonal model the total and inelastic cross sections aega@lto the elastic one, we can also
place constraints from the elastic slope parameter, whashbieen measured by CDF [21, 23]:

ba(s) = [i (m d"elﬂ _ / @b p? [1— x| = (17 +0.25) GeV 2. (6)
dt dt t=0 Otot

This rather precise measurement directly constramis our simple model and rules out all but
a very narrow strip of the parameter space. Finally, we aw@rsihe parameter space of the fit
to final-state data. Although there is a preferred point enfghrameter space, the tuning of both
the hard-only model [11] and the hard+soft model shown betwlicates a strong correlation
between the two parameters and there is a broad region optatte parameter values, which
we show in Fig. 3 by the region edged by red bands. Betweenifftegetht constraints we have
only a very small allowed region of parameter space.

At the LHC the picture is similar, although the constraifft;, > 0 is considerably more
restrictive (note the difference in range of thaxes of the two plots). Different models predigt
in the range 19 to 22 GeV translating into a slightly wider horizontal band. Finalthough
we do not have final-state data to compare to, in order to sitawdelf-consistent final states at
all we find that we must prevent the multiplicity of scatteexbming too high. While precisely
where we place this cut is arbitrary, we indicate it by shgdime region in which the mean
number of scatters is greater than 10. This plot is shownhercentral of the three total LHC
cross section predictions we consider — it is qualitativaiyilar for the other two, although the
different constraints move somewhat.
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Comparing the two plots in Fig. 3, we come to the realizatluat,tfrom these theoretical
constraints together with the fit to the Tevatron data, weatseady rule out the possibility that
the parameters of this simple model are energy-independémre is no region of the plot that
is allowed at both energies.

While it could be that the parameters of the MPI model are o émergy dependent, as
advocated by the PYTHIA authors [24], we prefer to let the LHi&Ia decide, by proposing a
model that is flexible enough to allow energy-independentdiependent parameters. The sim-
plest generalization of the above model that achieves shagtually well physically motivated,
and we call it the hot-spot model.

2.2 Hot-Spot model

The simple model has other shortcomings, beyond our aestbretference to allow the possi-
bility of energy-independent parameters. The values!fff extracted from the predictions of
otot [15], have rather strange energy dependence, being quititise to precise details of the
matter distribution, parameter choice, cross sectioniptied and PDF set and, in most cases,
having a steeply rising dependence on energy, much steleperane would like to imagine
for a purely soft cross section. Moreover, the valueudfextracted fromb,; is in contradic-
tion with that extracted from CDF's measurement [25] of detfmarton scattering, which yields
p? = 3.0+ 0.5 Ge\2,

All of these shortcomings can be circumvented by allowing riiatter distribution to be
different for soft and hard scatters. As a next simplest magde keep the same form for each,
but allow they? values to be different. We again fix the additional free pagtam this time to a
fixed value ofb,. That is, oncer;,; andb, are measured at some energy, the non-perturbative
parameters of our modet1$, andy2 ;, are known. Since it will turn out that our preferred value
of 2 is significantly larger than the extracted valueigf,,, we call this a hot-spot model: soft
partons have a relatively broad distribution, actuallyikimo the electromagnetic form factor,
while semi-hard partons (typically still small but probed at momentum scales abp{é") are
concentrated into smaller denser regions within the proton

Having used one constraint to fix an additional parametanretlis only one constraint
in the parameter space, shown in Fig. 4 for the Tevatron an@.LFhe model has much more
freedom than the simple one, with much of the parameter spidmeed, and with ample overlap
between the allowed regions at the two energies.

Another nice feature of this model is the energy-dependefiee’, it implies, shown in
Fig. 5. At least for the standard Donnachie—Landshoff eneependence, it corresponds to a
very slow increase, almost constant, in-keeping with oagfgectations of a soft cross section.

3 Final states

We have implemented this model inkberwig++. There are many additional details that we
do not go into here [6], but wherever possible, the treatnoérsoft scatters is kept as similar
as possible to that of semi-hard scatters, to make for a $mmatching. In particular, for the

transverse momentum dependence, we make the distributiph aGaussian centred on zero,
whose integral over the range zerop™" is given bysn¢ and whose width is adjusted such
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Fig. 4. Parameter space of the improved eikonal model forTdwatron (left) and LHC (right). The solid curves
impose a minimum allowed value pf, for a given value op™™™ by requiring a valid description af;., andbe; with
positivesil¢.. The excluded regions are shaded. We used the MRST 2001 J®[IRs for these plots.

thatdo /dp; is continuous api™". pi™i™ is therefore seen to be not a cutoff, as it is in the Jimmy
model, but a matching scale, where the model makes a rdjatveooth transition between
perturbative and non-perturbative treatments of the sanem@mena, in a similar spirit to the
model of Ref. [26] for transverse momentum in initial-steddiation.

The model actually exhibits a curious feature inpigslependence, first observed in Ref. [12].
With the typical parameter values that are preferred by #te,do/dp; is large enough, anef"¢,
small enough, that the soft distribution is not actually ai§&an but an inverted Gaussian: its
width-squared parameter is negative. The result is thatrdmsverse momentum of scatters is
dominated by the region around™ and not by the truly non-perturbative regipn— 0. This
adds to the self-consistency of the model, justifying treeafsan independent partonic scattering

picture even for soft non-perturbative collisions.

With the model in hand, we can repeat the tune to the CDF datheoanderlying event.
Unlike with the semi-hard model, we now fit the data right ddwezero leading jet momentum.
The result is shown in Fig. 6, which is qualitatively simitarthe one for the semi-hard model.
The description of the data in the transverse region is shiowFig. 7. It can be seen to be
reasonable in the lower transverse momentum region, atheertainly still not as good as at
higher transverse momenta.

The discrepancy in the lowest few bins may be related to anatéficiency of our model.
According to the eikonal model, the inelastic cross sectibauld include all final states that
are not exactly elastic, while our simulation of them getesaonly non-diffractive events in
which colour is exchanged between the two protons and hersignéicant number of final-
state hadrons are produced. While single-diffractivesaiisation events would not be triggered
on experimentally, double-diffractive-dissociation etg in which both protons break up but do
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Fig. 5: /¢ as a function of energy. Each of the thré&ég. 6: Contour plots for the? per degree of freedom
different curves shows the soft cross section that wofddthe fit to the CDF underlying event data. The cross
appear when the respective parameterization for the tioidicates the location of our preferred tune and the white
cross section is used. Curves that do not reach out tai®@& consists of parameter choices where the elastic
TeV correspond to parameter choices that are unablslépe and the total cross section cannot be reproduced
reproducero; andbe correctly at these energies. simultaneously.

not exchange colour across the central region of the evenildyand would lead to extremely
quiet events with low leading jei; and low central multiplicity, which are not present in our
sample. In Ref. [6] we have checked that these bins are nbhguwur tune significantly by
repeating it without them. The overall chi-squared is digantly smaller, but the best fit point
and chi-squared contours are similar.

4 Conclusions

We have reviewed the basis of the semi-hard MPI model that negiqusly implemented in
Herwig++, and motivated its extension to a soft component. Throughctmnection with the
total and elastic cross sections provided by the eikonalahadd optical theorem, we have
placed significant constraints on the simplest soft moded. have shown that these constraints
can be relaxed by invoking a hot-spot model in which the spdistributions of soft and semi-
hard partons are different. Finally, we have implementesl todel and shown that it gives a
reasonable description of the minimum bias data, for thetfiree in Herwig++. Nevertheless,
there is still room for improvement, particularly in the ydow p, region and several avenues for
further study present themselves, not least the diffractmmponent already mentioned, and the
role of colour correlations, which were argued to be veryamgnt in Ref. [14], but which seem
to be less so in the curreRrterwig++ implementation [6].

Despite the successful description of Tevatron data, thragolation to the LHC suffers
from considerable uncertainty. The unknown value of thaltotoss section, which determines
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Herwig++ with the improved model for semi-hard and soft additionaltisrs using the MRST 2001 LO [19] PDFs
for three different parameter sets. The lower plot showsr#ie Monte Carlo to data and the data error band. The
legend shows the total® for all observables.

the non-perturbative parameters in our model, plays a aruole, but even once this and the
elastic slope parameter have been directly measured,dglomref allowed parameter space is still
large. Although we prefer a model in which the parameterseaergy independent, ultimately

only data will tell us whether this is the case. Finally, eegrce the underlying event data have
been measured, the parameters will not be fully tied dowse, tduheir entanglement with the

PDFs. We eagerly await the LHC data to guide us.
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Multiple Interactionsin PYTHIA 8

Richard Corke!
IDept. of Theoretical Physics, Solvegatan 14A, S-223 62 | Gweeden

Abstract

Modelling multiple partonic interactions in hadronic et&rs vital for

understanding minimum-bias physics, as well as the uniderlgvent
of hard processes. A brief overview of the curremrRiA 8 multiple

interactions (MI) model is given, before looking at two adzhal ef-

fects which can be included in the MI framework. With reseaiiy,

a previously scattered parton is allowed to take part intarosubse-
quent scattering, while with enhanced screening, the tsfigovarying

initial-state fluctuations are modelled.

1 Introduction

The run-up to the start of the LHC has led to a greatly incréasterest in the physics of multiple
parton interactions in hadronic collisions. Existing misdegre used to try to get an insight into
what can be expected at new experiments, extrapolatingofitgevatron and other data to LHC
energies [1]. Such extrapolations, however, come with & feégel of uncertainty; within many
models are parameters which scale with an uncertain enepgndlence. There is, therefore,
also the exciting prospect of new data, with which to furtbenstrain and improve models.

In terms of theoretical understanding, Ml is one of the leasit understood areas. While
current models, after tuning, are able to describe manyildigions very well, there are still
many others which are not fully described. This is a clean $iat new physical effects need to
be modelled and it is therefore not enough to “sit still” veaiting for new data. It is with this
in mind that we look at two new ideas in the context of Ml andrtpetential effects.

With rescattering, an already scattered parton is able tiergo another subsequent scat-
tering. Although, in general, such rescatterings may batikely soft, even when compared
to normal2 — 2 MI scatterings, they can lead to non-trivial colour flows whichange the
structure of events. Another idea is to consider partonictdlations in the incoming hadrons
before collision. In such a picture, it is possible to getirmg amounts of colour screening on an
event-by-event basis. The question then is, what effects saw ideas would have on multiple
interactions and how can they be included in thePIA framework?

In Section 2, a brief introduction to the existing Ml modeRmTHIA 8 is given. For more
comprehensive details about what is contained in the moeatiers are directed to [2] and the
references therein. In Sections 3 and 4, an initial look st¢atering and enhanced screening is
given. A summary and outlook is given in Section 5.

t speaker; richard.corke@thep.lu.se; work done in collation with T. Sjostrand (torbjorn@thep.lu.se) and in
part with F. Bechtel (florian.bechtel@desy.de)

Work supported by the Marie Curie Early Stage Training paogr “HEP-EST” (contract number
MEST-CT-2005-019626) and in part by the Marie Curie RTN “M{€n(contract number MRTN-CT-2006-035606)
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2 MultipleInteractionsin PYTHIA 8

The MI model in FTHIA 8 [3] is a model for non-diffractive events. It is an evolutiof
the model introduced in YrHIA 6.3 [2], which in turn is based on the model developed in
earlier versions of PTHIA. The earliest model [4] was built around the virtuality-ereld parton
showers available at the time and introduced many key festwhich are still present in the later
models, such ag, ordering, perturbative QCD cross sections dampened at smah variable
impact parameter, PDF rescaling, and colour reconnection.

The next-generation model [5, 6] was developed after thedoiction of transverse-mo-
mentum-ordered showers, opening the way to have a compmeawolution scale for initial-state
radiation (ISR), final-state radiation (FSR) and MI emissioT he second key ingredient was the
addition of junction fragmentation to the Lund String hadsation model, allowing the handling
of arbitrarily complicated beam remnants. This permittee M| framework to be updated to
include a more complete set of QCD— 2 processes, with the inclusion of flavour effects in the
PDF rescaling.

The PrTHIA 8 MI framework also contains additional new features whia rzot found
in previous versions, such as
e aricher mix of underlying-event processes J4), Drell-Yan, etc.),
¢ the possibility to select two hard interactions in the saneng and

o the possibility to use one PDF set for hard processes andhenfur other subsequent
interactions.

2.1 Interleaved p; Ordering

Starting in FTHIA 6.3, ISR and MI were interleaved with a commpn evolution scale. In
PYTHIA 8, this is taken a step further, with FSR now also fully ireaxled. The overall proba-
bility for the i*" interaction or shower branching to take place at= p ; is given by

dpP < dPur dPisr dPrsr )
dpy dpy 2 dpy 2 dpy
PLi-1 [ APy dPisr dPrsr /
X exp | — / — 4 + dp] |, 1
( pL (dpl 2 dp’y 2 dp’, ) L> W

with contributions from MI, ISR and FSR unitarised by a Sunakke exponential factor.
If we now focus on just the MI contribution, the probabilityrfan interaction is given by

dp 1 do /Pu—l 1 do
= —— exp|— ———dp/, |, 2
dpi;  opadpy P ( p. Onadp| pl) @)

wheredo /dp is given by the perturbative QC®— 2 cross section. This cross section is dom-
inated byt-channel gluon exchange, and diverges roughlytz&s/p* . To avoid this divergence,
the idea of colour screening is introduced. The concept dréupbative cross section is based
on the assumption of free incoming states, which is not tlse eghen partons are confined in
colour-singlet hadrons. One therefore expects a colourgeht be screened by the presence
of nearby anti-charges; that is, if the typical charge s&jpam isd, gluons with a transverse
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wavelength~ 1/p, > d are no longer able to resolve charges individually, leadiing reduced
effective coupling. This is introduced by reweighting théesraction cross section such that it is
regularised according to

a5 oAR) | ady+pd)

dpf — pl (P +p1)? 7
wherep, , (related tol /d above) is now a free parameter in the model.

®)

2.2 Impact Parameter

Up to this point, all parton-parton interactions have bessumed to be independent, such that
the probability to have: interactions in an event?,,, is given by Poissonian statistics. This

picture is now changed, first by requiring that there is asii@me interaction, such that we have

a physical event, and second by including an impact paranbefhe default matter distribution

in PYTHIA is a double Gaussian

1-p § B §

such that a fractior of the matter is contained in a radius, which in turn is embedded in a
radiusa; containing the rest of the matter. The time-integrated lapeof the incoming hadrons
during collision is given by

O(b) = /dt/d% p(x,y,2) plx + by, z+t), (5)

after a suitable scale transformation to compensate fdydabsted nature of the incoming hadrons.

Such an impact parameter picture has central collisionsgbgenerally more active, with
an average activity at a given impact parameter being ptiopad to the overlapO(b). While
requiring at least one interaction resultsfy being narrower than Poissonian, when the impact
parameter dependence is added, the overall effect isRhas broader than Poissonian. The
addition of an impact parameter also leads to a good deweripf the “Pedestal Effect”, where
events with a hard scale have a tendency to have more unugrgtivity; this is as central
collisions have a higher chance both of a hard interacti@hairmore underlying activity. This
centrality effect naturally saturatesat;,,,.; ~ 10GeV.

2.3 PDF Rescaling
In the original model, PDFs were rescaled only such thataderomentum was conserved. This
was done by evaluating PDFs at a modifiedalue

/ Ly

€T ="
7 i—1 ’
=30

where the subscript i refers to the current interaction dredsum runs over all previous inter-
actions. The original model was affected by a technicaltition in fragmentation; it was only
possible to take one valence quark from an incoming hadrbrs meant that the MI framework

(6)
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was limited toqq andgg final states and that it was not possible to have ISR from skErgn
scatterings. By introducing junction fragmentation, weher central junction is connected to
three quarks and carries baryon number, these limitatiare wemoved. This allowed the next-
generation model to include a more complete set of Ml praessd flavour effects in PDF
rescaling.

ISR, FSR and MI can all lead to changes in the incoming PDFghdrcase of FSR, a
colour dipole can stretch from a radiating parton to a bearmint, leading to (a modest amount
of) momentum shuffling between the beam and the parton. E&Raind Ml can result in large
values being taken from the beams, as well as leading to flay@unges in the PDFs. If a valence
quark is taken from one of the incoming hadrons, the valeri2E B rescaled to the remaining
number. If, instead, a sea quaxk) is taken from a hadron, an anti-sea companion quaek (
is left behind. Ther distribution for this companion quark is generated from aybative
ansatz, where the sea/anti-sea quarks are assumed to hagérom a gluon splittingg — qsqe.
Subsequent perturbative evolution of tipedistribution is neglected. Finally, there is the issue of
overall momentum conservation. If a valence quark is rerddk@m a PDF, momentum must be
put back in, while if a companion quark is added, momentumtriesaken from the PDF. This
is done by allowing the normalisation of the sea and gluon $#Fluctuate such that overall
momentum is conserved.

2.4 Beam Remnants, Primordial £; and Colour Reconnection

When thep, evolution has come to an end, the beam remnant will consighteofemaining
valence content of the incoming hadrons as well as any compajuarks. These remnants
must carry the remaining fraction of longitudinal momentuyTHIA will pick x values for
each component of the beam remnants, according to distntsusuch that the valence content is
“harder” and will carry away more momentum. In the rare cédmsgt there is no remaining quark
content in a beam, a gluon is assigned to take all the rengamomentum.

The event is then modified to add primordial. Partons are expected to have a non-zero
k, value just from Fermi motion within the incoming hadrons. dugh estimate based on the
size of the proton gives a value of 0.3 GeV, but when comparing to data, for instance the
distribution ofZ° at CDF, a value ofv 2GeV appears to be needed. The current solution is to
decide & value for each initiator parton taken from a hadron based Gawassian whose width
is generated according to an interpolation

0(Q) = max (omm, oo @)

1
1+ Q%/Q> ’
where @ is the hardness of a sub-collision,,,;,, is @ minimal value £ 0.3 GeV), 0 is a
maximal value that is approached asymptotically ghdis the@ value at whichr(Q) is equal
2
to half o.. The recoil is shared among all initiator and remnant patfsom the incoming
hadrons, and the, given to all daughter partons through a Lorentz boost.

The final step is colour reconnection. In the old MI framewdgick Field found a good
agreement to CDF data if 90% of additional interactions poad two gluons with “nearest
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(@) (b)

Fig. 1: (a) Two2 — 2 scatterings, (b) & — 2 scattering followed by a rescattering

neighbour” colour connections [9]. InYRHIA 8, with its more general Ml framework, colour
reconnection is performed by giving each system a proltgbdireconnect with a harder system

2
Pl Rec

= —5 PLpec = RR*ply, (8)
(pJ_%{ec _‘_pi) Rec 0

where RR, ReconnectRange, is a user-tunable parametepapds the same parameter as in
eg. (3). The idea of colour reconnection can be motivated dityng that Ml leads to many
colour strings that will overlap in physical space. Movimgrh the limit of No — oo to No =

3, it is perhaps not unreasonable to consider these strings tmnnected differently due to a
coincidence of colour, so as to reduce the total string lergid thereby the potential energy.
With the above probability for reconnection, it is easier¢oonnect low | systems, which can
be viewed as them having a larger spatial extent such thataleemore likely to overlap with
other colour strings. Currently, however, given the laclkadirm theoretical basis, the need for
colour reconnection has only been established within timéext of specific models.

3 Rescattering

A process with a rescattering occurs when an outgoing stae dne scattering is allowed to be-
come the incoming state in another scattering. This istitiisd schematically in Figure 1, where
(a) shows two independedt— 2 processes while (b) shows a rescattering process. An dstima
for the size of such rescattering effects is given by PaverBeleani [7], where a factorised
form is used for the double parton distribution, giving thelgbility of finding two partons of
givenz values inside an incoming hadron. Their results show thae@atron energies, rescat-
tering is expected to be a small effect when compared aghi@shore dominant case of multiple
disconnected scatterings.

If we accept MI as real, however, then we should also allowattsrings to take place.
They would show up in the collective effects of MI, manifesgtithemselves as changes to mul-
tiplicity, p, and other distributions. After a retuning pf , and other model parameters, it is
likely that their impact is significantly reduced, so we slidotherefore ask whether there are
more direct ways in which rescattering may show up. Is themhgps a region of low, jets,
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Tevatron LHC

Min Bias | QCD Jets | Min Bias | QCD Jets
Scatterings 2.81 511 5.21 12.20
Single rescatterings 0.37 1.20 0.93 3.64
Doublerescatterings 0.01 0.03 0.02 0.11

Table 1: Average number of scatterings, single rescatierand double rescatterings in minimum bias and QCD jet
events at Tevatron(s = 1.96 GeV, QCD jetpmin = 20GeV) and LHC (/s = 14.0TeV, QCD jetpimin =
50GeV) energies

where an event is not dominated by ISR/FSR, where this eatracs of three-jet topologies will
be visible? A further consideration is that such rescattgriwill generate morg, in the pertur-
bative region, which may overall mean it is possible to redie amount of primordiat; and
colour reconnections necessary to match data, as discusSedtion 2.4.

3.1 Rescatteringin PYTHIA 8

If we begin with the typical case of small-anglkehannel gluon scattering, we can imagine that
a combination of a scattered parton and a hadron remnanthagiély match one of the incoming
hadrons. In such a picture, we can write the complete PDF liadzaon as

f($7 Q2) - frescaled(x7 Q2) + Z(S(.T - xn) = fu(xa QQ) + fﬁ(xa Q2)7 9)

where the subscript di/is the unscattered/scattered component. That is, eachdisuatter-
ing occurs, one parton is fixed to a specifi¢ value, while the remainder is still a continuous
probability distribution. In such a picture, the momentummsshould still approximately obey

/01 x [frescaled(xa Q2) + 2(5(.% - xn) dz = 1. (10)

Of course, in general, it is not possible to uniquely idgnéfscattered parton with one
hadron, so an approximate prescription must be used inssemth as rapidity based. If we
consider the original MI probability given in egs. (1) and,(%e can now generalise this to
include the effects of rescattering

dPMI R d-,Puu + dpué + dp&u + dp66
dpL dp;,  dpy  dpr  dpy’

(11)

where the uu component now represents the original Ml pridibalthe ué andéu components
a single rescattering and tkié component a double rescattering, where both incomingsstate
an interaction are previously scattered partons.

Some indicative numbers are given in Table 1, which showsateeage number of scat-
terings and rescatterings for different types of event agffen and LHC energies. The average
distribution of such scatterings per event is also shownigurde 2 for Tevatron minimum bias
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Fig. 2: Average distribution of scatterings, single retarittgs and double rescatterings per eveyit = 1.96 GeV,
minimum bias). Double rescattering is not visible at thigledn thed N /d(log p? ) plot, but is visible in the ratio

events. In the upper plot @fN/d(log p? ), the suppression of the cross section at spralis
caused mainly by the regularisation outlined in eq. (3),ibatiso affected by the scaling viola-
tion in the PDFs. Below? ~ 1GeV?2, the PDFs are frozen, giving rise to an abrupt change in
slope. Normal scatterings dominate, but there is a cleatribotion from single rescatterings.
In the upper plot, it is not possible to see the effects of tmubscattering, but this is (barely)
visible in the ratio plot below. Given the overall small cabation from double rescatterings,
we neglect these in the following. As previously predictescattering is a small effect at larger
p, scales, but, when evolving downwards, its relative impuréagrows as more and more par-
tons are scattered out of the incoming hadrons and beconialdgao rescatter. Note that here,
we classify the original scattering and the rescattering bybut make no claims on the time
ordering of the two.

3.2 Mean p, vsCharged Multiplicity

While a preliminary framework is in place which allows fordranic final states, there are non-
trivial recoil kinematics when considering the combinatf rescattering, FSR and primordial
k) . With the dipole-style recoil used in the parton showersnalfstate radiating parton will

usually shuffle momenta with its nearest colour neighbouith®\t rescattering, colour dipoles
are not spanned between systems, and individual systeirieagilly conserve momentum. With

rescattering enabled, you instead have the possibilityotifur dipoles spanning different scat-
tering systems and therefore the possibility of an indigidgystem no longer locally conserving
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Fig. 3: Meanp_ vs Charged Multiplicity|n| < 1 andp, > 0.4 GeV /c, CDF Run Il data against Pythia 6.418 (Tune
A) and Pythia 8.114 (default settings) with and without defé FSR

momentum. When primordid, is now added through a Lorentz boost, these local momentum
imbalances can lead to global momentum non-conservationrder to proceed and be able to
take an initial look at the effects of rescattering on colmgonnection, a temporary solution of
deferring FSR until after primordidt, is added has been used, as is donevimHA 6.4.

We begin by studying the mean vs charged multiplicity distribution(p, )(n.), from
PYTHIA 6.418 (Tune A) and PTHIA 8.114 (default settings), compared to the CDF Run Il data
(In] < 1andp; > 0.4 GeV/c) [10]. For each run, the , , parameter of the MI framework is
tuned so that the mean number of charged particles in theateegion is maintained at the Tune
A value. This is shown in Figure 3, where we can see thatH?A 6, using virtuality-ordered
showers and the old Ml framework, does a reasonable job afitdésy the data. PTHIA 8 does
not currently have a full tune to data, but does qualitagiveproduce the shape of the data when
colour reconnection is turned on, up to an overall normtabsashift. It is clear that without
colour reconnection, the slope of the curve is much too shadind unlikely to describe the data,
even given an overall shift. The same results with deferr8& fare also shown; the slope is
marginally steeper, but still in the same region as withaieded FSR.

Figure 4 now shows the results when rescattering is enaSitdting without any colour
reconnection, we see that when rescattering is turned erg th a rise in the mean,, but also
that this is in no way a large gain. This is also the case whéucwoeconnection is turned on
and tuned such that the curve qualitatively matches theesbfthe Run Il data. The amount
of colour reconnection used is given in the fofR = p, ,, as described in eq. (8). That a rise
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Fig. 4: Meanp, vs Charged Multiplicity, RTHIA 8.114 (deferred FSR), effects of rescattering

in the mearp | is there with rescattering, but small, is something that alaserved already in

an early toy model study. Now, when the full generation fraumik is almost there, it is clear

that rescattering is not the answer to the colour reconmegiroblem. Other potential effects of
rescattering remain to be studied.

4 Enhanced Screening

The idea of enhanced screening came from the modelling tidlisiates using dipoles in trans-
verse space [11]. A model using an extended Mueller dipat@aétism has recently been used
to describe the total and diffractive cross sectiongprand~*p collisions and the elastic cross
section inpp scattering [8]. In such a picture, initial-state dipoles avolved forwards in rapid-
ity, before two such incoming states are collided. In the ehods the evolution proceeds, the
number of dipoles with small transverse extent grows fabtan that of large dipoles. The dipole
size,r, determines the screening length, which appears in theattten cross section aspa
cutoff, p, o ~ 1/r. Smaller dipoles imply a larger effective cutoff, and an @mted amount of
screening. A rough calculation shows that this screenifegkis expected to grow as the square
root of the number of dipoles.

To model this in RTHIA, we consider the, , parameter of the MI framework that en-
capsulates colour screening, as given in eq. (3). By sc#tisg/alue by an amount that grows as
the amount of initial-state activity grows, this enhanceksning effect can be mimicked. Such
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Fig. 5: Meanp, vs Charged Multiplicity, RTHIA 8.114, effects of the enhanced screening ansatz

a change can be achieved by adjusting the weighting of thes @ection according to

de oZ(i,+pt) E(,+p7)
dp? — (»3,+p2)? (np2, +p3)?

(12)

wheren takes a different meaning for two different scenarios. Wiith first scenario, ES, is
set equal to the number of multiple interactions that hakertglace in an event (including the

current one). In the second, ES2js set equal to the number of MI+ISR interactions that have
taken place in an event.

4.1 Mean p, vsCharged Multiplicity

We again study thép | ) (n.y) distribution, this time with the enhanced screening ansehe re-
sults are given in Figure 5. Looking at the curves withouboolreconnection, it is immediately
apparent that both scenarios give a dramatic rise in the meaalthough not quite enough to
explain data on their own. With colour reconnection now éedland tuned, again so that the
curves qualitatively match the shape of the Run Il data, assible to noticeably reduce the
amount of reconnection needed. With colour reconnecticdheste levels, there is still perhaps
an uncomfortably large number of systems being reconngbigidhe results are definitely en-
couraging. There are many more areas to study in relationharced screening, but from these

initial results, it is worth checking if it may play a role ieducing colour reconnections to a more
comfortable level.
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5 Conclusions

PYTHIA 8, the C++ rewrite of the PTHIA event generator has now been released. It has been
written with a focus on Tevatron and LHC applications, sdriret that is evident given the so-
phisticated MI model present in the program. The originalnivtidel, introduced in the early ver-
sions of FTHIA, has been well proven when compared to experimental dagan&w FYTHIA

8 MI framework, based on this original model, now generalife physics processes available,
as well as adding entirely new features.

We have also taken an early look at rescattering and enhawedning, two new ideas
for modifying the physics inside the M| framework. There igrently a preliminary framework
for rescattering, although fully interleaved ISR, FSR anHdid/still to come. It appears, at this
early stage, that rescattering is not the answer to the coémonnection problem, but there is
still much more to investigate, such as three-jet multifdis and other collective effects. The
idea of enhanced screening leads to a simple ansatz that lgrgee changes when looking at
the (p1)(n.) distribution. Again, there are still many questions to bieeds including how this
modification affects other distributions.
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Abstract
We discuss the multiple scattering approach in EPOS anditse:
quences in particular for proton-proton scattering at thiCL

1 Introduction

It has been known since a long time that very high energy msdexperience multiple scat-

terings when they hit protons or neutrons. Concerning Bigiicross sections, the situation
becomes quite simple due to the fact that different multgaattering contributions cancel due
to destructive interference (AGK cancellations). The esponding formulas are simple and can
be expressed in terms of parton distributions functionsgtiaon evolutions equations (DGLAP,
BFKL, BK).

To get more detailed information, one needs partial crostsmses, since individual hadronic
interactions are of a particular multiple scattering typmgle, or double, or triple...) and con-
tribute differently to certain observables. Even if thelusive cross sections were perfectly
known, one still would need addition information concemthe treatment of multiple scatter-
ing. Here, Gribov-Regge theory provides a solution, inipalar when energy sharing is properly
taken into accound, as in the EPOS approach.

An important issue is the concept of remnants, based on thethgsis that in a hadron-
hadron collision there are three sources of particle probdoc (1) hadrons from partons which
are due to the parton evolution, (2) hadrons from projecél®ant excitations, and (3) hadrons
from target remnants. Remnants are meant to be the speptatons from the incident hadrons,
representing hadron excitations. In the language of cygrdims such contributions must exist.
There is not much guidance from theory, how to define a “rerhmaodel”. However, we expect
the remants to be rather energy independent, so one maynrgéheownealth of data at relatively
low energies {/s ~ 20 — 1800GeV) to test the model assumptions.

Concerning the partons from the parton evolution (sour¢en(the previous paragraph),
we expect that low momentum fraction (lasy partons do not simply evolve following linear
evolution equations (like DGLAP or BFKL). There are nonknesffect becoming more and
more important (with decreasing and increasing nuclear mass number in case of collisions
with nuclei), finally leading to saturation. Apart of the thetical reasoning discussed earlier,
one needs such “nonlinear effects” to tame the hadron-hazhass sections at very high energies
(which would otherwise “explode”). So any realistic modeleds to deal with saturation, in a
more or less sophisticated way.

Finally, if one wants to make precise predictions concegtine hadron chemistry, a crucial
ingredient is the fragmentation procedure. Concerningldiretransverse momentum hadrons
(representing the overwhelming majority of all particlegje preferred procedure is the string
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approach. Using fragmentation functions is certainly dulssncept for jet fragmentation, but
not necessarily for soft particle production.

2 Parton evolution in EPOS
An elementary scattering in EPOS [1] is given by a so-calfgtton ladder”, see fig. 1, representing

nucleon -

quasi longitudinal
color electric field

nonlinear effects "flux tube"
(screening)
gluons =
transverse

kinks

decay
via pair
production

nucleon -

Fig. 1. Elementary interaction in the EPOS model.

parton evolutions from the projectile and the target sideatols the center (smatl). The evo-
lution is gouverned by an evolution equation, in the simptase according to DGLAP. In the
following we will refer to these partons as “ladder partgns’ be distinguished from “spectator
partons” to be discussed later. It has been realized more2fayears ago that such a parton
ladder may be considered as a longitudinal color field, coiergly treated as a relativistic string
when it comes to hadronization. The intermediate gluongraesged as kink singularities in the
language of relativistic strings. A string decays via theduction of quark-antiquark pairs, cre-
ating in this way string fragments — which are identified witldrons. Such a picture is also in
qualitative agreement with recent developments concegrtia CGC.

Important in particular at moderate energies (RHIC): owartpn ladder” is meant to con-
tain two parts [2]: the hard one, as discussed above (fatigwin evolution equation), and a soft
one, which is a purely phenomenological object, parameddrin Regge pole fashion. The soft
part essentially compensates for the infrared cutoffsctvhiave to be employed in the perturba-
tive calculations.

As discussed earlier, at high energies one needs to wormyt atom-linear effects, due to
the fact that the gluon densities get so high that gluon fusecomes important. In our language
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this means that two partons ladders fuse (or split, if we ook inside to outside [1]). Nonlinear
effects could be taken into account by using BK instead of BBlevolution. What we try to
realize here is a phenomenological approach, which (hdgefirasps the main features of these
non-linear phenomena, and still remains technically do@lvk should nor forget that we finally
have to generalize the treatment in order to take into aatoowmitiple scatterings, as discussed
earlier).

Our phenomenological treatment is based on the fact theg tre two types of nonlinear
effects: a simple elastic rescattering of a ladder partoa projectile or target nucleon (elastic
ladder splitting), or an inelastic rescattering (inelaséidder splitting), see fig. 2. The elastic
process provides screening, therefore a reduction of &otdlinelastic cross sections. The im-
portance of this effect should first increase with mass nurtibecase of nuclei being involved),
but finally saturate. The inelastic process will affect jgdatproduction, in particular transverse
momentum spectra, strange over nonstrange particle ratosBoth, elastic and inelastic rescat-
tering must be taken into account in order to obtain a realstture.

nucleons nucleons

ladder partons ladder partons

Fig. 2: Elastic (left) and inelastic (right) “rescatteringf a ladder parton. We refer to (elastic and inelastic) part
ladder splitting.

To include the effects of elastic rescattering, we first pagterize a parton ladder (to be
more precise: the imaginary part of the corresponding aog#i in impact parameter space)
computed on the basis of DGLAP. We obtain an excellent fit ef firm a(z*z7)%, where
xt andx~ are the momentum fractions of the “first” ladder partons mpeetively projectile
and target side (which initiate the parton evolutions). Paeametersy and 5 depend on the
cms energyy/s of the hadron-hadron collision. To mimick the reduction lo# increase of the
expressions(z )7 with enegy, we simply replace them byz*)%+er (xz=)%+e7 where the
values of the positive numbets - will increase with the nuclear mass number amgls.

The inelastic rescatterings (ladder splittings, lookingnf insider to outside) amount to
providing several ladders close to projectile (or targédeswhich are close to each other in
space. They cannot be consider as independend color figdiotg$3, we should rather think of
a common color field built from several partons ladders. ka $tring language one used the
term “string fusion”, where the fused string is still an odieaensional longitudinal object, but
with a modified string tensior. Also this string tension is expected to increase with thelear
mass number antbg s (for more details see [1]). This affects hadronizationcsithe flavor
dependence af — g string breaking is given by the probabilitiesp(—wmg//@), with m, being
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the quark masses. Also mean transverse momenta are affeaied they are proportional to

N

3 Remnantsin EPOS

Still the picture is not complete, since so far we just coesdd two interacting partons, one
from the projectile and one from the target. These partoagedehind a projectile and target
remnant, colored, so it is more complicated than simplygqmtie/target deceleration. One may
simply consider the remnants to be diquarks, providingiag®nd, but this simple picture seems
to be excluded from strange antibaryon results at the SPSN8]therefore adopt the following
picture: not only a quark, but a two-fold object takes dieg@art in the interaction, namely a
quark-antiquark or a quark-diquark pair, leaving behinadldess remnant, which is, however,
in general excited (off-shell). If the first ladder partoreig/luon or a seaquark, we assume that
there is an intermediate object between this gluon and thjegiile (target), referred to as soft
Pomeron. And the “initiator” of the latter on is again the a®anentionned two-fold object.

So we have finally three “objects”, all of them being whitee tfwo off-shell remnants,
and the parton ladder in between. Whereas the remnantstrgatmainly to particle production
in the fragmentation regions, the ladders contribute pesfitally at central rapidities.

We showed in ref. [4] that this “three object picture” canveothe “multi-strange baryon
problem” of ref. [3]. In addition, we assembled all avaikaldata on particle production in pp
and pA collisions between 100 GeV (lab) up to Tevatron, ireofy test our approach. Large
rapidity (fragmentation region) data are mainly accessdillower energies, but we believe that
the remnant properties do not change much with energy, aptine fact that projectile and target
fragmentation regions are more or less separated in rgpBiitt even at RHIC, there are remnant
contribution at rapidity zero, for example the baryon/aatyon ratios are significantly different
from unity, in agreement with our remnant implementation.e8en central rapidity RHIC data
allow to confirm out remnant picture.

4 Factorization and Multiple Scattering

An inclusive cross section is one of the simplest quanttiiesharacterize particle production.
Often one need much more information, for example when ¢riggpnditions play a role. Also
in case of shower simulations one needs information abatltgixe cross sections (the widely
used pQCD generators are not event generators in this siwegeare generators of inclusive
spectra, and a Monte Carlo event is not a physical event). igesised earlier, inclusive cross
section are particulary simple, quantum interferencehegrovide simple formulas referred to
a “factorization”. Although factorization is widely usesfyict mathematical profs exist only in
very special cases, and certainly not for hadron produdtigm scattering.

To go beyond factorization and to formulate a consistentiplalscattering theory is diffi-
cult. A possible solution is Gribov’'s Pomeron calculus, eéhtan be adapted to our language by
identifying Pomeron and parton ladder. Multiple scattgnneans that one has contributions with
several parton ladders in parallel. This formulation isieglent to using the eikonal formula to
obtain total cross sections from the knowledge of the inctusne.

We indicated several years ago inconsistencies in thisoagpt proposing an “energy
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conserving multiple scattering treatment” [2]. The maieadis simple: in case of multiple

scattering, when it comes to calculating partial crossieestfor double, triple ... scattering, one
has to explicitly care about the fact that the total energy thabe shared among the individual
elementary interactions. In other words, the partons lexidéich happen to be parallel to each

Fig. 3: Multiple scattering with energy sharing.

other share the collision energy, see fig. 3.

A consistent quantum mechanical formulation of the mudtiptattering requires not only
the consideration of the usual (open) parton ladders, gssmliso far, but also of closed ladders,
representing elastic scattering. These are the same dideelrs which we introduced earlier in
connection with elastic rescatterings. The closed laddersot contribute to particle production,
but they are crucial since they affect substantially thewations of partial cross sections. Ac-
tually, the closed ladders simply lead to large humbers tfriaring contributions for the same
final state, all of which have to be summed up to obtain theespwnding partial cross sections.
It is a unique feature of our approach to consider expliaihergy-momentum sharing at this
level (the “E” in the name EPOS). For more details see [2].

5 Hadronization

As mentionned already, the fragmentation procedure is @alringredient of our model. Here,
we employ the string approach. Using fragmentation fumstits certainly a useful concept for
jet fragmentation, but not necessarily for soft particledarction.

We will identify parton ladders with classical strings. ldewe consider only stringswith
piecewise constant intial conditiongo) = dx/d7(o, 7 = 0), which are called kinky strings.
So the string is characterized by a sequence dfitervals [0y, 0%+1], and the corresponding
velocitiesv,. Such an interval with the corresponding constant valueisteferred to as “kink”.
Now we are in a position to map partons onto strings: we ifietiie ladder partons with the
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kinks of a kinky string, such that the length of thenterval is given by the parton energies, and
the kink velocities are just the parton velocities. Thergfrévolution is then completely given
by these initial conditions, expressed in terms of partomm@iata. Hadron production is finally
realized via string breaking, such that string fragmentsidentified with hadrons. Here, we
employ the so-called area law hypothesis: the string breatkén an infinitesimal are@ A on

its surface with a probability which is proportional to ttasea,dP = pp dA,wherepp is the
fundamental parameter of the procedure.

6 Coallective expansion

Recent developments in EPOS concern the hydrodynamic sijmaof matter in case of heavy
ion collisions — or high multiplicity events in very high egg proton-proton scattering, for
example at the LHC.

The elementary scatterings as discussed above lead tathatfon of strings, which break
into segments, which are usually identified with hadrons. ewh comes to high multiplicity
events in very high energy proton-proton scattering, trec@dure is modified: one considers
the situation at an early proper timg, long before the hadrons are formed: one distinguishes
between string segments in dense areas (more than soncala#nsitypy of segments per unit
volume), from those in low density areas. The high densigaarare referred to as core, the
low density areas as corona [5]. Let us consider the core fiagtimportant to note that initial
conditions from EPOS are based on strings, not on partonsedan the four-momenta of the
string segments which constitute the core, we compute theggrdensity=(r, #) and the flow
velocity ¥(7o, Z).

Having fixed the initial conditions, the system evolves adow the equations of ideal
hydrodynamics, see fig. 4, until the energy density reache <ritical value (usually expressed
in terms of a critical temperature). In the simplest caseigas freeze out immediately at this
freeze out hypersurface, based on the Cooper-Frye préeorip

Fig. 4. Sketch of a hydrodynamic evolution in space timertistg from the hyperbola representing the initial proper
time.

The interesting question arises whether such “collectiygagsion effects” matter for pp.
There are several signs which suggest this, for examplerntrease of the mean transverse
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Fig. 5: The mean transverse momentum of (from top to bott@mpldas, kaons, and pions, in pp collisions at 1800
GeV. A “hydro-inspired” EPOS simulation is compared to daten CDF.

momentum of hadrons in pp collisons observed at the Tevatwbider [6], see fig. 5. Here, one

sees the typical “flow pattern”, namely a considerably laigerease of the mean pt’s in case
of heavier hadrons. The EPOS calculations are, howeve(yett based on a hydrodynamical
evolution, they are based on a statistical hadronizatidh wnposed collective flow, the latter

one introduced by hand. Real hydrodynamical calculatioitidoe/ performed soon.

7 Summary

To summarize: we have discussed multiple scattering azeeaby the EPOS model, which is
expected to be a very important issue for proton-protontegag) at the LHC.
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Abstract

We present the Monte Carlo generator tuning strategy followed, and
the tools developed, by the MCnet CEDAR project. We also present
new tuning results for the Pythia 6.4 event generator which are based
on event shape and hadronisation observables from e e~ experiments,
and on underlying event and minimum bias data from the Tevatron.
Our new tunes are compared to existing tunes and to Peter Skands’

new “Perugia” tunes.

1 Introduction

With the LHC starting soon, collider based particle physics is about to enter a new energy regime.
Everybody is excited about the possibilities of finding new physics beyond the TeV scale, but the
vast majority of events at the LHC will be Standard Model QCD events. The proton will be
probed at low Bjorken x where current PDF fits have large uncertainties, jets above 1 TeV will
be seen, and the behaviour of the pp total cross-section and multiple parton interactions will be
measured at values of /s where extrapolation from current data is challenging. No discoveries
of new physics can be claimed before the Standard Model at these energies is measured and
understood.

Monte Carlo event generators play an important role in virtually every physics analysis
at collider experiments. They are used to evaluate signal and background events, and to design
the analyses. It is essential that the simulations describe the data as accurately as possible. The
main point here is not to focus on just one or two distributions, but to look at a wide spectrum
of observables. Only if the Monte Carlo agrees with many complementary observables can we
trust it to have predictive power, and from disagreements we can learn something about model
deficiencies and the underlying physics.

As Monte Carlo event generators are based on phenomenological models and approxima-
tions, there are a number of parameters that need to be tweaked if the generator is to describe the
experimental data. In the first part of this talk we present a strategy for systematic Monte Carlo
parameter tuning. In the second part two new tunes of the Pythia 6.4 generator [1] are presented
and compared to other tunings.

2 MC tuning

Every Monte Carlo event generator has a number of relatively free parameters which must be
tuned to make the generator describe experimental data in the best possible way. Such parame-

Tspeaker
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ters can be found almost everywhere in Monte Carlo generators — all the way from the (perturba-
tive) hard interaction to the (non-perturbative) hadronisation process. Naturally the majority of
parameters are found in the non-perturbative physics models.

While all the parameters have a physical motivation in their models, there are usually only
rough arguments about their scale. Other parameters are measured experimentally (like «5), but
as the Monte Carlo event generators use them in a fixed-order scheme (unlike nature) they need
to be adjusted, too.

Going through the steps of event generation and identifying the most important parameters,
one typically finds ©O(20-30) parameters of particular importance to collider experiments. Most
of these parameters are highly correlated in a non-trivial way. We can group the parameters in
approximately independent sets e. g. in flavour, fragmentation, and underlying event parameters,
to reduce the number to be optimised against any single set of observables. Nevertheless, the
number of parameters to be simultaneously tuned is O(10). A manual or brute-force approach to
Monte Carlo tuning is not very practical: it is very slow, and manual tunings in particular depend
very much on the experience of the person performing the tuning (at the same time there is a
strong anti-correlation between experience and willingness to produce a new tune manually).

2.1 A systematic tuning strategy

In this talk, we describe the Professor tuning system, which eliminates the problems with manual
and brute-force tunings by parameterising a generator’s response to parameter shifts on a bin-
by-bin basis, a technique introduced by the Delphi-collaboration [2, 3]. This parameterisation,
unlike a brute-force method, is then amenable to numerical minimisation within a timescale short
enough to make explorations of tuning criteria possible.

2.1.1 Predicting the Monte Carlo output

The first step of any tuning is to define the parameters that shall be varied, together with the vari-
ation intervals. This requires a thorough understanding of the generator’s model, its parameters
and the available data — all the relevant parameters for a certain model should enter the tuning, but
none of the irrelevant ones. A fragmentation tune for example must include the shower cut-off
parameter, while a tune of the flavour composition had better not be dependent on it.

Once we have settled on a set of parameter intervals, it is time to obtain a predictive
function for the Monte Carlo output. Actually we generate an ensemble of such functions. For
each observable bin b a polynomial is fitted to the Monte Carlo response MCy, to changes in the
parameter vector p = (p1, ..., pp) of the P parameters varied in the tune. To account for lowest-
order parameter correlations, a polynomial of at least second-order is used as the basis for bin
parameterisation:

MG, () ~ fO ) = of + > B8 pi+ > 4 piy (1

i<y

We have tested this to give a good approximation of the true Monte Carlo response for real-life
observables.
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The number of parameters and the order of the polynomial fix the number of coefficients
to be determined. For a second order polynomial in P parameters, the number of coefficients is

N =14 P+ P(P+1))2 )

since only the independent components of the matrix term are to be counted.

Given a general polynomial, we must now determine the coefficients «, 3, for each bin
so as to best mimic the true generator behaviour. This could be done by a Monte Carlo numerical
minimisation method, but there would be a danger of finding sub-optimal local minima, and au-
tomatically determining convergence is a potential source of problems. Fortunately, this problem
can be cast in such a way that a deterministic method can be applied.

One way to determine the polynomial coefficients would be to run the generator at as many
parameter points, [V, as there are coefficients to be determined. A square N x N matrix can then
be constructed, mapping the appropriate combinations of parameters on to the coefficients to
be determined; a normal matrix inversion can then be used to solve the system of simultaneous
equations and thus determine the coefficients. Since there is no reason for the matrix to be
singular, this method will always give an “exact” fit of the polynomial to the generator behaviour.
However, this does not reflect the true complexity of the generator response: we have engineered
the exact fit by restricting the number of samples on which our interpolation is based, and it is safe
to assume that taking a larger number of samples would show deviations from what a polynomial
can describe, both because of intrinsic complexity in the true response function and because of
the statistical sampling error that comes from running the generator for a finite number of events.
What we would like is to find a set of coefficients (for each bin) which average out these effects
and are a least-squares best fit to the oversampled generator points. As it happens, there is a
generalisation of matrix inversion to non-square matrices — the pseudoinverse [4] — with exactly
this property.

As suggested, the set of anchor points for each bin are determined by randomly sam-
pling the generator from N parameter space points in the P-dimensional parameter hypercube
[ Pmin, Pmax| defined by the user. This definition requires physics input — each parameter p; should
have its upper and lower sampling limits pminmax Chosen so as to encompass all reasonable val-
ues; we find that generosity in this definition is sensible, as Professor may suggest tunes which
lie outside conservatively chosen ranges, forcing a repeat of the procedure. On the other hand the
parameter range should not be too large, in order to keep the volume of the parameter space small
and to make sure that the parabolic approximation gives a good fit to the true Monte Carlo re-
sponse. Each sampled point may actually consist of many generator runs, which are then merged
into a single collection of simulation histograms. The simultaneous equations solution described
above is possible if the number of sampled points is the same as the number of coefficients be-

tween the P parameters, i.e. N = N F) _ N £LP). The more robust pseudoinverse method

min
applies when N > Néfn): we prefer to oversample by at least a factor of 2. The numerical
implementation of the pseudoinverse uses a standard singular value decomposition (SVD) [5].
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2.1.2  Comparing to data and optimising the parameters

With the functions f(®) (p) we now have a very fast way of predicting the behaviour of the Monte
Carlo generator. To get the Monte Carlo response for any parameter setting inside the defined
parameter hypercube it is not necessary anymore to run the generator, but we can simply eval-
uate the polynomial. This allows us to define a goodness of fit function comparing data and
(approximated) Monte Carlo which can be minimised in a very short time.

We choose a heuristic y? function, but other goodness of fit (GoF) measures can certainly
be used. Since the relative importance of various distributions in the observable set is a subjective
thing — given 20 event shape distributions and one charged multiplicity, it is certainly sensible
to weight up the multiplicity by a factor of at least 10 or so to maintain its relevance to the GoF
measure — we include per-observable weights, we for each observable O, in our x? definition:

CH =Y wo S U@ —R)? 3)
(@]

2
beO A

where Ry, is the reference (i. e. data) value for bin b and the total error Ay is the sum in quadrature
of the reference error and the statistical generator errors for bin b. In practice we attempt to
generate sufficient events at each sampled parameter point that the statistical MC error is much
smaller than the reference error for all bins.

It should be noted that there is unavoidable subjectivity in the choice of these weights, and
a choice of equal weights is no more sensible than a choice of uniform priors in a Bayesian anal-
ysis; physicist input is necessary in both choosing the admixture of observable weights according
to the criteria of the generator audience — a b-physics experiment may prioritise distributions that
a general-purpose detector collaboration would have little interest in — and to ensure that the end
result is not overly sensitive to the choice of weights.

The final stage is to minimise the parameterised x? function. It is tempting to think that
there is scope for an analytic global minimisation at this order of polynomial, but not enough
Hessian matrix elements may be calculated to constrain all the parameters and hence we must
finally resort to a numerical minimisation. This is the numerically weakest point in the method,
as the weighted quadratic sum of hundreds of polynomials is a very complex function and there
is scope for getting stuck in a non-global minimum. Hence the choice of minimiser is important.

The output from the minimisation is a vector of parameter values which, if the param-
eterisation and minimisation stages are faithful, should be the optimal tune according to the
(subjective) criterion defined by the choice of observable weights.

2.2 Tools

We have implemented the tuning strategy described above in the Professor software package.
Professor reads in Monte Carlo and data histogram files, parameterises the Monte Carlo response,
and performs the x? minimisation.

The Monte Carlo histograms used as input for Professor are generated with Rivet [6]. Rivet
is an analysis framework for Monte Carlo event generator validation. By reading in HepMC event
records, Rivet can be used with virtually all common event generators, and this well-defined in-
terface between generator and analysis tool ensures that the physics analyses are implemented
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Parameter Pythia 6.418 default Final tune

PARIJ(1) 0.1 0.073  diquark suppression
PARIJ(2) 0.3 0.2 strange suppression
PARIJ(3) 0.4 0.94  strange diquark suppression
PARIJ(4) 0.05 0.032  spin-1 diquark suppression
PARIJ(11) 0.5 0.31 spin-1 light meson
PARIJ(12) 0.6 0.4 spin-1 strange meson
PARJ(13) 0.75 0.54 spin-1 heavy meson
PARJ(25) 1 0.63 7 suppression

PARJ(26) 0.4 0.12 7/ suppression

Table 1: Tuned flavour parameters and their defaults.

in a generator-independent way. A key feature of Rivet is that the reference data can be taken
directly from the HepData archive [7] and is used to define the binnings of the Monte Carlo his-
tograms, automatically ensuring that there is no problem with synchronising bin edge positions.
At present, there are about 40 key analyses mainly from LEP and Tevatron, but also from SLD,
RHIC, PETRA, and other accelerators. More analyses are constantly being added.

3 Tuning Pythia 6.4

For the first production tuning we chose the Pythia 6.4 event generator, as this is a well-known
generator which has been tuned before and which we expected to behave well. Naturally the first
step in tuning a generator is to fix the flavour composition and the fragmentation parameters to
the precision data from LEP and SLD before continuing with the parameters related to hadron
collisions, for which we use data from the Tevatron.

3.1 Parameter factorisation strategy

In Pythia the parameters for flavour composition decouple well from the non-flavour hadronisa-
tion parameters such as a, b, o, or the shower parameters (o, cut-off). Parameters related to
the underlying event and multiple parton interactions are decoupled from the flavour and frag-
mentation parameters. In order to keep the number of simultaneously tuned parameters small,
we decided to follow a three-stage strategy. In the first step the flavour parameters were opti-
mised, keeping almost everything else at its default values (including using the virtuality-ordered
shower). In the second step the non-flavour hadronisation and shower parameters were tuned —
using the optimised flavour parameters obtained in the first step. The final step was tuning the
underlying event and multiple parton interaction parameters to data from CDF and D@.

3.2 Flavour parameter optimisation

The observables used in the flavour tune were hadron multiplicities and their ratios with respect to
the 7 multiplicity measured at LEP 1 and SLD [8], as well as the b-quark fragmentation function
measured by the Delphi collaboration [9], and flavour-specific mean charged multiplicities as
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measured by the Opal collaboration [10]. For this first production we chose to use a separate
tuning of the Lund-Bowler fragmentation function for b-quarks (invoked in Pythia 6.4 by setting
MSTIJ(11) = 5) with a fixed value of r, = 0.8 (PARJ(47)), as first tests during the validation
phase of the Professor framework showed that this setting yields a better agreement with data
than the default common Lund-Bowler parameters for ¢ and b quarks.

For the tuning we generated 500k events at each of 180 parameter points. The tuned
parameters are the basic flavour parameters like diquark suppression, strange suppression, or
spin-1 meson rates. All parameters are listed in Tab. 1 together with the tuning results.

Since the virtuality-ordered shower was used for tuning the flavour parameters, we tested
our results also with the p, -ordered shower in order to check if a separate tuning was necessary.
Turning on the p, -ordered shower and setting Agcp = 0.23 (the recommended setting before
our tuning effort) we obtained virtually the same multiplicity ratios as with the virtuality-ordered
shower. This confirms the decoupling of the flavour and the fragmentation parameters and no
re-tuning of the flavour parameters with the p | -ordered shower is needed.

3.3 Fragmentation optimisation

Based on the new flavour parameter settings the non-flavour hadronisation and shower parameters
were tuned, separately for the virtuality-ordered and for the p -ordered shower. The observables
used in this step of the tuning were event shape variables, momentum spectra, and the mean
charged multiplicity measured by the Delphi collaboration [3], momentum spectra and flavour-
specific mean charged multiplicities measured by the Opal collaboration [10], and the b-quark
fragmentation function measured by the Delphi collaboration [9].

We tuned the same set of parameters for both shower types (Tab. 2). To turn on the p -
ordered shower, MSTJ(41) was set to 12 — in the case of the virtuality-ordered shower, this
parameter stayed at its default value. For both tunes, we generated 1M events at each of 100 pa-
rameter points.

During the tuning of the p, -ordered shower it transpired that the fit prefers uncomfortably
low values of the shower cut-off PARJ(82). Since this value needs to be at least 2 - Agcp, and
preferably higher, it was manually fixed to 0.8 to keep the parameters in a physically meaningful
regime. Then the fit was repeated with the remaining five parameters.

The second issue we encountered with the p | -ordered shower was that the polynomial
parameterisation f(®) for the mean charged multiplicity differed from the real Monte Carlo re-
sponse by about 0.2 particles. This discrepancy was accounted for during the x? minimisation,
so that the final result does not suffer from a bias in this observable.

In Fig. 1 some comparison plots between the Pythia default and our new tune of the
virtuality-ordered shower are depicted. Even though this shower has been around for many years
and Pythia has been tuned before, there still is room for improvement in the default settings.

Fig. 2 shows comparisons of the p -ordered shower. This shower is a new option in Pythia
and has not been tuned systematically before. Nevertheless, the Pythia manual recommends to set
Aqcp to 0.23. This recommendation is ignored by the ATLAS collaboration, so our plots show
our new tune, the default with Aqcp = 0.23, and the settings currently used by ATLAS [11].
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Parameter Pythia 6.418 default Final tune (Q2) Final tune (p )

MSTI(11) 4 5 5 frag. function
PARJ(21) 0.36 0.325 0313 oy

PARJ(41) 0.3 0.5 049 a

PARJ(42) 0.58 0.6 1.2 b

PARJ(47) 1 0.67 1.0

PARIJ(81) 0.29 0.29 0.257 Aqcp
PARIJ(82) 1 1.65 0.8 shower cut-off

Table 2: Tuned fragmentation parameters and their defaults for the virtuality and p | -ordered showers.

3.4 Underlying event and multiple parton interactions

For the third step we tuned the parameters relevant to the underlying event, again both for the
virtuality-ordered shower and the old MPI model, and for the p, -ordered shower with the in-
terleaved MPI model. This was based on various Drell-Yan, jet physics, and minimum bias
measurements performed by CDF and D@ in Run-1 and Run-11 [12-18].

The new MPI model differs significantly from the old one, hence we had to tune different
sets of parameters for these two cases. For the virtuality-ordered shower and old MPI model
we took Rick Field’s tune DW [19] as guideline. In the case of the new model we consulted
Peter Skands and used a setup similar to his tune SO [20,21] as starting point. All switches and
parameters for the UE/MPI tune, and our results are listed in Tables 3 and 4.

One of the main differences we observed between the models is their behaviour in Drell-
Yan physics. The old model had a hard time describing the Z-p | spectrum [12] and we had to
assign a high weight to that observable in order to force the Monte Carlo to get the peak region of
the distribution right (note that this is the only observable to which we assigned different weights
for the tunes of the old and the new MPI model). The new model on the other hand gets the Z-p |
right almost out of the box, but underestimates the underlying event activity in Drell-Yan events
as measured in [16]. The same behaviour can be observed in Peter Skands’ tunes [22]. We are
currently investigating this issue.

Another (albeit smaller) difference shows in the hump of the turn-on in many of the UE
distributions in jet physics. This hump is described by the new model, but mostly missing in the
old model. Although the origin of this hump is thought to be understood, the model differences
responsible for its presence/absence in the two Pythia models is not yet known in any detail.

Figures 3 to 7 show some comparisons between our new tune and various other tunes.
For the virtuality-ordered shower with the old MPI model we show Rick Field’s tunes A [23]
and DW [19] as references, since they are well-known and widely used. For the p -ordered
shower and the new MPI framework we compare to Peter Skands’ new PerugiaO tune [22]. We
also include the current ATLAS tune [11] (even though we don’t believe it has good predictive
power), since it is widely used at the LHC.

'Not only is the choice of fragmentation parameters unfortunate (as discussed in Section 3.3) and the tune fails to
describe the underlying event in Drell-Yan events, but also the energy scaling behaviour in this tune is pretty much
ruled out by the data [24], making it in our eyes a particularly bad choice for LHC predictions.
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plots [14]. Even at the reference energy of 1800 GeV this tune fails to match the data.
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Parameter Pythia 6.418 default Final tune

PARP(62) 1.0 2.9 ISR cut-off
PARP(64) 1.0 0.14 ISR scale factor for ag
PARP(67) 4.0 2.65 max. virtuality
PARP(82) 2.0 1.9 pY atreference Ecp
PARP(83) 0.5 0.83 matter distribution
PARP(84) 04 0.6 matter distribution
PARP(85) 0.9 0.86 colour connection
PARP(86) 1.0 0.93 colour connection
PARP(90) 0.2 0.22  pY energy evolution
PARP(91) 2.0 2.1 intrinsic k|
PARP(93) 5.0 5.0 intrinsic k£, cut-off

Table 3: Tuned parameters for the underlying event using the virtuality-ordered shower

Parameter Pythia 6.418 default Final tune
PARP(64) 1.0 1.3 ISR scale factor for ag
PARP(71) 4.0 2.0 max. virtuality (non-s-channel)
PARP(78) 0.03 0.17 colour reconnection in FSR
PARP(79) 2.0 1.18 beam remnant X enhancement
PARP(80) 0.1 0.01 beam remnant breakup suppression
PARP(82) 2.0 1.85 pY atreference Ec
PARP(83) 1.8 1.8  matter distribution
PARP(90) 0.16 0.22  pY energy evolution
PARP(91) 2.0 2.0 intrinsic k|
PARP(93) 5.0 7.0 intrinsic k| cut-off

Switch Value Effect

MSTI41) 12 switch on p | -ordered shower

MSTP(51) 7 use CTEQSL

MSTP(52) 1 use internal PDF set

MSTP(70) 2 model for smooth p§

MSTP(72) 0 FSR model

MSTP(81) 21  turn on multiple interactions (new model)

MSTP(82) 5 model of hadronic matter overlap

MSTP(88) 0 quark junctions — diquark/Baryon model

MSTP(95) 6  colour reconnection

Table 4: Tuned parameters (upper table) and switches (lower table) for the underlying event using the p | -ordered

shower.
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4 Conclusions

The Rivet and Professor tools are in a state where they can be used for real tunings and the tuning
of Pythia 6.4 has been a significant success. At and around the Perugia workshop a bunch of new
tunes appeared on the market: Our Professor tunes, Peter Skand’s Perugia tunes (which are based
on our flavour and fragmentation parameters), and combinations of the well established Rick
Field tunes with our new flavour and fragmentation settings which even improve the agreement
with data at the Tevatron. All these tunes are directly available through the PYTUNE routine in
Pythia 6.420 or later.

We strongly encourage the LHC experiments to use one of these tunings instead of spend-
ing their valuable time on trying to tune themselves. Monte Carlo tuning requires a sound under-
standing of the models and of the data, and a very close collaboration with the generator authors.
In the current situation we highly recommend the use of either Peter Skands’ Perugia tune or our
new tune if the user wants to go for the new MPI model, or a tune like DWpro or our tune of the
virtuality-ordered shower for a more conservative user who wants to use a well-proven model.
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The “Perugia” Tunes

P. Skands
Theoretical Physics, Fermilab, MS106, Box 500, Batavi&0510, USA

Abstract

We present 7 new tunes of the -ordered shower and underlying-event
model in FrTHIA 6.4. These “Perugia” tunes update and supersede the
older “SQ” family. The new tunes include the updated LEP rinag-
tation and flavour parameters reported on by H. Hoeth at tloikw
shop [1]. The hadron-collider specific parameters were tiettmed
(manually) using Tevatron min-bias data from 630, 1800, 4860
GeV, Tevatron Drell-Yan data at 1800 and 1960 GeV, as wellRS S
min-bias data at 200, 540, and 900 GeV. In addition to therabpa-
rameter set, related tunes exploring systematically $afitd, parton
density, and color structure variations are included. Base these
variations, a best-guess prediction of the charged tradkipticity in
inelastic, nondiffractive minimum-bias events at the LHQriade.

1 Introduction

Perturbative calculations of collider observables relytwo important prerequisites: factorisa-
tion and infrared safety. These are the tools that permibuslate the calculations to detector-
level measured quantities, up to corrections of known dsiwerality, which can then be sup-
pressed (or enhanced!) by appropriate choices of the diom&n$ scales appearing in the
poblem. However, this approach does limit us to considey agdredefined class of observables,
at a limited precision set by the aforementioned scaleshdrcontext of the underlying event,
say, we are faced with the fact that we do not (yet) have feethon theorems for this com-
ponent, while at the same time acknowledging that not alld@l measurements can be made
insensitive to it at a level comparable to the achievablegrgental precision. And when consid-
ering observables such as track multiplicities, hadrdiieacorrections, or even short-distance
resonance masses if the precision required is very high reveanfronted with quantities which
may be experimentally well measured but which are expjia#nsitive to infrared physics.

Let us begin with factorisation. When applicable, factatiesn allows us to subdivide the
calculation of an observable (regardless of whether itfireiied safe or not) into a perturbatively
calculable short-distance part and a universal long-digaoart, the latter of which may be mod-
eled and constrained by fits to data. However, in the contielxédron collisions the conceptual
separation into “hard-scattering” and “underlying-evetimponents is not necessarily equiva-
lent to a clean separation in terms of “hardness” (or perina@® properly formation time), since
what is labeled the “underlying event” may contain shostaiice physics of its own. Indeed,
from ISR energies [2] through the SPS [3, 4] to the Tevatrer®][5and even in photoproduction
at HERA [10], we see evidence of (perturbative) “minijets’tihe underlying event, beyond what
bremsstrahlung alone appears to be able to account for. ukdwberefore seem apparent that a
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universal modeling of the underlying event must includesast some degree of correlation be-
tween the hard-scattering and underlying-event compsnétris in this spirit that the concept of
“interleaved evolution” [11] was developed as the corrmrstof thep | -ordered models [11, 12]
in both PrTHIA 6 [13] and, more recently, PrHIA 8 [14].

The second tool, infrared safety, provides us with a classbskrvables which are in-
sensitive to the details of the long-distance physics. Wtsks up to corrections of order the
long-distance scale divided by the short-distance scile/ Q%+, whereQuv denotes a generic
hard scale in the problem arigir ~ Aqcp ~ O(1 GeV). SinceQr/Quv — 0 for largeQuyv,
such observables “decouple” from the infrared physics ag ks all relevant scales age Q1r.
Only if we require a precision that begins to appro&g should we begin to worry about non-
perturbative effects for such observables. Infrared sigagjuantities, on the other hand, contain
logarithmslog™(Q%,,/Q%;) which grow increasingly large agir/Quyv — 0. As an example,
consider particle or track multiplicities; in the absendeontrivial infrared effects, the number
of partons that would be mapped to hadrons in a naive lcmadbp-hadron-duality [15] picture
depends logarithmically on the infrared cutoff.

Min-bias/UE physics can therefore be perceived of as offgdn ideal lab for studying
nonfactorized and nonperturbative phenomena with thedsighossible statistics, giving crucial
tests of our ability to model and understand these ubigsitmmponents. As a beneficial side
effect, the improved models and tunes that result from tfiisteare important ingredients in the
modeling of highp, physics, in the context of which the underlying event andpsoturbative
effects furnish a nontrivial “haze” into which the high- physics is embedded.

As part of the effort to spur more interplay between theeratd experimentalists in this
field, we here report on a new set of tunes of theordered RTHIA framework, which update
and supersede the older “S0” family of tunes. The new tungs haen made available via the
routine PYTUNE starting from PTHIA version 6.4.20.

We have here focused in particular on the energy scaling foover energies towards the
LHC and on attempting to provide at least some form of systiennacertainty estimates, in the
form of a small number of alternate parameter sets that septesystematic variations in some
of the main tune parameters

We also present a few distributions that carry interesting @emplementary information
about the underlying physics, updating and complementinge contained in [16]. For brevity,
this text only includes a representative selection, witlieesults available on the web [17].

The main point is that, while each plot represents a comjgiccaocktail of physics ef-
fects, such that any sufficiently general model presumabljccbe tuned to give an acceptable
description observable by observable, it is very difficoltsimultaneously describe the entire
set. The real game is therefore not to study one distributiatetail, but to study the degree of
simultaneous agreement or disagreement over many, mutiatplementary, distributions.

We have tuned the Monte Carlo in four consecutive steps:

1. Final-State Radiation (FSR) and Hadronisation (HADng& EP data, tuned by Professor

[1,18].

2. Initial-State Radiation (ISR) and Primordiat: using the Drell-Yarp, spectrum at 1800
and 1960 GeV, as measured by CDF [19] and D@ [20], respegtivdle treat the data
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as fully corrected for photon bremsstrahlung effects irs ttése, i.e., we compare the
measured points to the Monte Carlo distribution of the o)z boson. We believe this
to be reasonably close to the definition used for the datatipairboth the CDF and DG
studies.

3. Underlying Event (UE) and Beam Remnants (BR): usig [21], dN.,/dp, [22], and
(p1) (Nen) [23] in min-bias events at 1800 and 1960 GeV, as measured Hy. Gbte
that the N, spectrum extending down to zepg measured by the E735 Collaboration
at 1800 GeV [24] was left out of the tuning, since we were ndé @b consolidate this
measurement with the rest of the data. We do not know whekiieiig due to intrinsic
limitations in the modeling or to a misinterpretation on part of the measured result.

4. Energy Scaling: usingVy, in min-bias events at 200, 540, and 900 GeV, as measured
by UA5 [25, 26], and at 630 and 1800 GeV, as measured by CDF [Rlte that we
include neither elastic nor diffractive Monte Carlo eveintany of our comparisons, which
could affect the validity of the modeling for the first few bim multiplicity. We therefore
assigned less importance to these bins when doing the tufles.last two steps were
iterated a few times.

Note that the clean separation between the first and secants gssumes jet universality, i.e.,
that aZY, for instance, fragments in the same way at a hadron colldeit did at LEP. This
is not an unreasonable first assumption, but it is still inguarto check it explicitly, e.g., by
measuring strange to unstrange particle production rawestor to pseudoscalar meson ratios,
and/or baryon to meson ratios situ at hadron colliders.

Note also that we do not include any explicit “underlyingeet/ observables here. Instead,
we rely on the large-multiplicity tail of minimum-bias evisrto mimic the underlying event. A
similar procedure was followed for the older “S0” tune [28]).2which turned out to give a
very good simultaneous description of both minimum-biad anderlying-event physics at the
Tevatron, despite only having been tuned on minimum-bises ithe@ré. Conversely, Rick Field's
“Tune A’ [29-32] was originally only tuned on underlying@wt data, but turned out to give a
very good simultaneous description of minimum-bias pls/sid/e perceive of this as good, if
circumstantial, evidence of the universal properties efTHIA modeling.

Additional important quantities to consider for furthedidation (and eventually tuning,
e.g., in the Professor framework), would be observableshig explicit jet reconstruction and
explicit underlying-event observables in leading-jefetlijet + photon, and Drell-Yan events.
Some of these have already been included in the Professoedark, see [1, 18]. See also
the underlying-event sections in the HERA-and-the-LHQ,[38&vatron-for-LHC [32], and Les
Houches write-ups [34].

2 Main Features of the Perugia Tunes

In comparison with tunes of the old YPHIA 6.2) framework [35], such as Tune A [29-32], all
tunes of the new framework share a few common features. Litstislescribe those, with plots
to illustrate each point, and then turn to the propertiehefihdividual tunes.

'Note: when extrapolating to other energies, the alteraatsaling represented by “SOA” appears to be preferred
over the default scaling used in “S0”".
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Fig. 1: Comparisons to the CDF Run | measurement opthef Drell-Yan pairs [19].Left: a representative selection
of models. Center:different tunes of the new frameworlRight: the range spanned by the main Perugia variations.
Comparisons to the D@ Run Il measurement [20] and results mitre tunes can be found at [17]. Note that the
Monte Carlo curves shown are for the of the original boson rather than of the lepton pair after fEhowering.

First of all, the newp, -ordered showers [11] employ a dipole-style recoil modéijclv
appears to make it very easy to obtain a good agreement wgth tiee Drell-Yanp | spectrum.
In the old model with default settings, the Drell-Yan speatris only well described if FSR off
ISR jets is switched off. When switching this back on, whishof course necessary to obtain
the desired perturbative broadening of the ISR jets, thesbtulver kinematics work in such a
way that each FSR emission off a final-state parton from IS&#@¥ely removes; from the
Z boson, shifting the spectrum towards lower values. Thiseawny tune of the oldYRHIA
framework with default ISR settings — such as Tune A or the ABLDC2/“Rome” tune — to
predict a too narrow spectrum for the Drell-Yan distribution, as illustrated in fig. 1.

To re-establish agreement with the measured spectrum wtittianging the recoil kine-
matics, the total amount of ISR in the old model had to be emed. This was done by choosing
extremely low values of the renormalisation scale (and bdsgea values) for ISR (tunes DW-
Pro and Pro-Q20 in fig. 1). While this nominally works, the Wéhbusiness does smell faintly
of fixing one problem by introducing another and hence thawlein PrTHIA has remained the
unmodified Tune A, at the price of retaining the poor agredméth the Drell-Yan spectrum.

In the newp -ordered showers [11], however, FSR off ISR is treated withdividual
QCD dipoles and does not affect the Drell-Yan. This appears to make the spectrum come
out generically much closer to the data. The only change trwrstandardy,(p, ) choice used
in the SO family of tunes was thus switching to the so-call&édVZ choice [36] for Aqcp for
ISR in the Perugia tunes, rather than ¥8 value used previously, similarly to what is done in
HERWIG [37, 38]. The effect of this relatively small change can bensby comparing SO(A),
which uses thaiS value, to Perugia 0 in the middle plot on fig. 1. The extremaVes on the
right plot are obtained by using®" (3p, ) (HARD) anda}S(v/2p, ) (SOFT).

Secondly, as mentioned above, we here include data frorrelift colliders at different
energies, in an attempt to fix the energy scaling better. Riak Field, we find that the default
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Fig. 2: Comparisons to the CDF measurements of the chargeki tnultiplicity in minimum-biagp collisions at 630
GeV (top row) and at 1800 GeV (bottom row)eft: a representative selection of mode@enter:different tunes of
the new frameworkRight: the range spanned by the main Perugia variations. Resuhlsware tunes can be found
at [17].

energy scaling behaviour iny?HIA results in the overall activity growing too fast with cokid
energy. This can be mitigated by increasing the dependdrthe MPI infrared cutoff on collider
energy. For Tune A, Rick Field increased the power of thissdelence fromx E2:1 (the default,
see [13]) toxx E%2°. The Perugia tunes incorporate a large range of values ceetv22 and
0.32, with Perugia 0 using.26, i.e., very close to the Tune A value. Note that the default wa
originally motivated by the scaling of the total cross saatiwhich grows likex (Egm)O‘OS. It
therefore seems that at least in the current models, thelcsetmeening / infrared cutoff of the
individual multi-parton interactions needs to scale digantly faster than the total cross section.
A discussion of whether this tendency could be given a meguliphysical interpretation (e.qg.,

in terms of low=, saturation, or unitarisation effects) is beyond the saufjihis contribution.

As evident from fig. 2, the Perugia tunes all describe the ffemaV,,, distributions at 630
(top) and 1800 (bottom) GeV within an acceptable margin.eNloat the charged track definition
is herep; > 0.4 GeV, |n| < 1.0, and particles witler > 10mm treated as stable. To highlight
the difference in the scaling, the middle plot shows bothel&0 and Tune SOA at 630 GeV.
These are identical at 1800 GeV and only differ by the enecgdirsg, with SO using the default
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Fig. 3: Comparisons to the UA5 measurements of the chargeld tmultiplicity in minimum-biagp collisions at 200
GeV (top row) and at 900 GeV (bottom rowl.eft: a representative selection of modeBenter:different tunes of
the new frameworkRight: the range spanned by the main Perugia variations. Moretsesamh be found at [17].

scaling mentioned above and SOA using the Tune A value. lisiynthe comparative failure
of SO with the default scaling to describe the 630 GeV datehertdp middle plot in fig. 2 that
drives the choice of a slower-than-default pace of the gnergling of the activity (equivalent to
a higher scaling power of the infrared cutoff, as discusdeava).

A similar comparison to UA5 data at two different energiast foow in a slightly larger
region and including alb, is shown in fig. 3. Since the data here includewall the theoretical
models have been allowed to deviate slightly more from tha t@an for the Tevatron and the
first few bins were ignored, to partly reflect uncertaintissaciated with the production of very
soft particles.

The good news, from the point of view of LHC physics, is thagérethe most extreme
Perugia variants need to have a more slowly growing acttiy the default. Thus, their extrap-
olations to the LHC produckess underlying event than those of their predecessors that theed
default scaling, such as SO, DWT, or ATLAS-DC2/Rome.

Thirdly, while the charged particlg, spectrum (see [17, dN/dpT]) andl., distribution
in Tune A was in almost perfect agreement with Tevatron mas-laata, the high-multiplicity
behaviour of the(N.,) (p.) distribution was slightly too high [23]. This slight disgancy

MPIO8 289



Tevatron 1960 GeV Inelastic_Non.Diffractive 1

e

[y
o
o

Tevatron 1960 GeV Inelastic_Non.Diffractive Wl [eyatron 1960 GeV Inelastic_Non.Diffractive
Average Charged Particle p (In|<1.0, p>0.4GeV)
# CDF data

Average Charged Particle p (In|<1.0, p>0.4GeV)

# CDF data M # CDF data
Perugia 0 Ck Perugia 0 Perugia 0
—— Pro-pT0 SR 14 = . perugiaNOCR 4 AT Perugia HARD
-+~ Pro-Q20 —— AP0 /

- B Perugia SOFT
rrrrrr DW-Pro # AggrPrO Perugia 3
A By 12 L - -AtasDc2.Pro :

Average Charged Particle p (In|<1.0, p>0.4GeV)

<p>[GeV]
<p>[GeV]
<p>[GeV]

g
IS
T

Ny, (|n\<1.0,‘:£>0_4GeV5)0 . Ny, (|m<1.o,‘:;0,>o_4eev5)0 . Ny, (|m<1.o,‘:;0,>o_4eev5)0
Fig. 4: Comparisons to the CDF Run Il measurement of the geettackp , as a function of track multiplicity in
min-biaspp collisions. Left: a representative selection of modelSenter:the impact of varying models of color
(re-)connections on this distributioRight: the range spanned by the main Perugia variations. The SCFHARD
variations were here allowed to deviate by significantly entbran the statistical precision due to the high sensitivity
of the distribution and the large theoretical uncertamti@esults with more tunes can be found at [17].

carried over to the SO family of tunes of the new frameworkgcsithese were tuned to Tune A,
in the absence of published data. Fortunately, CDF data tiasberen made publicly available
[23], and hence it was possible to take the actual data imgideration for the Perugia tunes,
resulting in somewhat softer particle spectra in high-iplittity events, cf. fig. 4. Note that this
distribution is highly sensitive to the colour structuretioé events, as emphasized in [27, 28, 35,
39].

Finally, the old framework did not include showering off thi! in- and out-stateés The
new framework does include such showers, which furnisheadatitional fluctuating physics
component. Relatively speaking, the new framework theeafieedsess fluctuations from other
sources in order to describe the same data. This is reflectweitunes of the new framework
generally having a less lumpy proton (smoother proton trarse density distributions) and fewer
total numbers of MPI than the old one. We included illustmasi of this in a special “theory”
section of the web plots, cf. [17, Theory Plots] and [16, Big.

The showers off the MPI also lead to a greater degree of delation andp; imbalance
between the minijets produced by the underlying event, mrest to the old framework where
these remained almost exactly balanced and back-to-bau&.sfould show up in minijeg;;
and/orAR;; distributions sensitive to the underlying event, such ag il +jets with lowp |
cuts on the additional jets.

Further, since showers tend to produce shorter-rangelatiaies than MPI, the new tunes
also exhibit smaller long-range correlations than the otdiets. I.e., if there is a large fluctuation
in one end of the detector, itissslikely in the new models that there is a large fluctuation im th
same direction in the other end of the detector. The impaittisfif any, on the overall modeling

21t did, of course, include showers off the primary interanti S. Mrenna has since implemented FSR off the MPI
as an additional option in that framework, but tunes usirg tiption have not yet been made.

290 MPIO8



and correction procedures derived from it, has not yet bastiesd. At the very least it furnishes
a systematic difference between the models. For brevitydaveot include the plots here but
refer to the web [17, FB Correlation] and to the originad®i1A MPI paper for a definition and
comparable plots [35].

3 Tune-by-Tune Descriptions

The starting point for all the Perugia tunes, apart from Ber®NOCR, was SO(A)-Pro, i.e., the
original tunes SO and SOA, revamped to include the Profégsarg of flavour and fragmentation
parameters to LEP data [1]. The starting point for PerugiadRQvas NOCR-Pro. From these
starting points, the main hadron collider parameters wetened to better describe the above
mentioned data sets. An overview of the tuned parametershandvalues is given in table 1.

Perugia 0 (320): UsesAcmw instead ofAy5, which results in near-perfect agreement with
the Drell-Yanp, spectrum, both in the tail and in the peak, cf. fig. 1, middiet.plAlso has
slightly less colour reconnections, especially among highstring pieces, which improves the
agreement both with th@ ) (N¢,) distribution and with the high-, tail of charged particle
spectra, cf [17, dN/dpT (tail)]). Compared to SOA-Pro, thiee also has slightly more beam-
remnant breakup (more baryon number transport), mostlyderdo explore this possibility than
due to any necessity of tuning. Without further changessehmodifications would lead to a
greatly increased average multiplicity as well as largetftiplicity fluctuations. To keep the total
multiplicity unchanged, cf. the solid grey curves label&&fugia 0” on the plots in the top row
of fig. 2, the changes above were accompanied by an incredise MPI infrared cutoff, which
decreases the overall MPIl-associated activity, and byghts}i smoother proton mass profile,
which decreases the fluctuations. Finally, the energyrsgédi closer to that of SOA than to the
default one used for SO, cf. the middle panes in figs. 2 and 3.

Perugia HARD (321): Variant of Perugia O which has a higher amount of activityrirpertur-
bative physics and counter-balances that partly by haweg particle production from nonper-
turbative sources. Thus, the-w Vvalue is used for ISR, together with a renormalisation scale
for ISR of ur = $p., yielding a comparatively hard Drell-Yan spectrum, cf. the dashed curve
labeled “HARD” in the right pane of fig. 1. It also has a slighithrger phase space for both ISR
and FSR, uses higher-than-nominal values for FSR, and hagh#lysharder hadronisation. To
partly counter-balance these choices, it has less “prirabkg-”, a higher infrared cutoff for the
MPI, and more active color reconnections, yielding a corapeely high curve for(p ) (Ney),

cf. fig. 4.

Perugia SOFT (322): Variant of Perugia O which has a lower amount of activity frper-
turbative physics and makes up for it partly by adding momtigla production from nonpertur-
bative sources. Thus, they s value is used for ISR, together with a renormalisation soéle
ur = V/2p ., yielding a comparatively soft Drell-Yap, spectrum, cf. the dotted curve labeled
“SOFT” in the right pane of fig. 1. It also has a slightly smajdase space for both ISR and
FSR, uses lower-than-nominal values for FSR, and has algligiter hadronisation. To partly
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Parameter  Type SOA-Pro| P-0 P-HARD P-SOFT P-3 P-NOCR P-X P46
MSTP(51) PDF 7 7 7 7 7 7 20650 10042
MSTP(52) PDF 1 1 1 1 1 1 2 2
MSTP(64) ISR 2 3 3 2 3 3 3 3
PARP(64) ISR 1.0 1.0 0.25 20 10 1.0 20 10
MSTP(67) ISR 2 2 2 2 2 2 2 2
PARP(67) ISR 40/ 1.0 4.0 05 1.0 1.0 10 10
MSTP(70) ISR 2 2 0 1 0 2 2 2
PARP(62) ISR - - 1.25 - 1.25 - - -
PARP(81) ISR - - - 15 - - - -
MSTP(72) ISR 0 1 1 0 2 1 1 1
PARP(71) FSR 40| 20 4.0 1.0 20 20 20 2p
PARJ(81) FSR| 0.257/0.257 0.3 0.2 0.257  0.257 0.257 0.257
PARJ(82) FSR 0.8| 0.8 0.8 0.8 0.8 08 08 08
MSTP(81) UE 21| 21 21 21 21 21 21 24
PARP(82) UE 1.85| 2.0 2.3 19 22 1.95 22 195
PARP(89) UE 1800 1800 1800 1800 1800 1800 1800 1800
PARP(90) UE 0.25| 0.26 030 024 032 0.24 023 0.2
MSTP(82) UE 5 5 5 5 5 5 5 5
PARP(83) UE 16| 17 1.7 1.5 17 1.8 17 1f7
MSTP(88) BR 0 0 0 0 0 0 0 0
PARP(79) BR 20| 20 2.0 20 20 20 20 20
PARP(80) BR 0.01| 0.05 001 005 0.03 0.01 0.05 0.05
MSTP(91) BR 1 1 1 1 1 1 1 1
PARP(91) BR 20| 20 1.0 20 15 20 20 20
PARP(93) BR 10.0| 10.0 10.0 10.0 10.0 100 10.0 1Q.0
MSTP(95) CR 6 6 6 6 6 6 6 6
PARP(78) CR 0.2| 0.33 037 015 0.35 0.0 033 033
PARP(77) CR 0.0/ 0.9 0.4 05 0.6 00 09 0)9
MSTJ(11) HAD 5 5 5 5 5 5 5 5
PARJ(21) HAD| 0.313/0.313 0.34  0.28 0313 0313 0.313 0.313
PARJ(41) HAD 0.49| 0.49 049 049 049 0.49 049 049
PARJ(42) HAD 12| 1.2 1.2 1.2 12 1.2 12 1R
PARJ(46) HAD 1.0/ 1.0 1.0 1.0 1.0 1.0 10 10
PARJ(47) HAD 1.0/ 1.0 1.0 1.0 1.0 1.0 10 1

Table 1: Parameters of the Perugia tunes, omitting the LEBUdtgparameters tuned by Professor [1] (common to all
the “Pro” and “Perugia” tunes). The starting point, SOA-Rsashown for reference. (BR stands for Beam Remnants
and CR stands for Colour Reconnections.)
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counter-balance these choices, it has a more sharply pgamkézsh mass distribution, a more
active beam remnant fragmentation (lots of baryon trartyparslightly lower infrared cutoff
for the MPI, and slightly less active color reconnectionig]ding a comparatively low curve for
(p1) (Nen), cf. fig. 4.

Perugia 3 (323): Variant of Perugia 0 which has a different balance between afid ISR
and a different energy scaling. Instead of a smooth dampeiitSR all the way to zerp |, this
tune uses a sharp cutoff at 1.25 GeV, which produces a sfipatider ISR spectrum. The addi-
tional ISR activity is counter-balanced by a higher infcaldPI cutoff. Since the ISR cutoff is
independent of the collider CM energy in this tune, the mplittity would nominally evolve very
rapidly with energy. To offset this, the MPI cutoff itself stuscale very quickly, hence this tune
has a very large value of the scaling power of that cutoff.sTéads to an interesting systematic
difference in the scaling behaviour, with ISR becoming aréasingly more important source
of particle production as the energy increases in this trelative to Perugia 0.

Perugia NOCR (324): An update of NOCR-Pro that attempts to fit the data sets asasell
possible, without invoking any explicit colour reconnects. Can reach an acceptable agreement
with most distributions, except for thg, ) (N.,) one, cf. fig. 4.

Perugia X (325): A Variant of Perugia O which uses the MRST LO* PDF set [40]. Doe
the increased gluon densities, a slightly lower ISR rendisation scale and a higher MPI cutoff
than for Perugia 0 is used. Note that, since we are not yettsarienplications of using LO* for
the MPI interactions have been fully understood, this turaukl be considered experimental for
the time being. See [17, Perugia PDFs] for distributions.

Perugia 6 (326): A Variant of Perugia 0 which uses the CTEQ6L1 PDF set [41]ntidal to
Perugia 0 in all other respects, except for a slightly lowétiNhfrared cutoff at the Tevatron and
a lower scaling power of the MPI infrared cutoff. See [17,ugga PDFs] for distributions.

4 Extrapolation to the LHC

Part of the motivation for updating the SO family of tunes pscifically to improve the con-
straints on the energy scaling to come up with tunes thaapatate more reliably to the LHC.
This is not to say that the uncertainty is still not large, &sitmentioned above, it does seem that,
e.g., the default PTHIA scaling has by now been convincingly ruled out, and so thisiarally
reflected in the updated parameters.

Fig. 5 contains predictions for the Drell-Yan,_ distribution (using the CDF cuts), the
charged track multiplicity distribution in minimum-biasltisions, and the average tragk as
a function of multiplicity at 14 TeV, for the central, hardyfs and “3” variations of the Perugia
tunes. We hope this helps to give a feeling for the kind of emngpanned by the Perugia tunes
(the PDF variations give almost identical results to Pexufor these distributions). A full set
of plots illustrating the extrapolations to the LHC for bakte central regionn| < 2.5 as well as
the regionl.8 < n < 4.9 covered by LHCb can be found on the web [17].
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Fig. 5: Perugia “predictions” for thg, of Drell-Yan pairs (left), the charged track multiplicity min-bias (center),
and the average tragk; in min-bias (right) at the LHC. See [17] for additional plots

However, in addition to these plots, we thought it would Heriesting to make at least one
set of numerical predictions for an infrared sensitive ditaithat could be tested with the very
earliest LHC data. We therefore used the Perugia tunes &ird/driations to get an estimate for
the mean multiplicity of charged tracks in (inelastic, nifindctive) minimum-biaspp collisions
at 10 and 14 TeV. The Perugia variations indicate an unceytaif order 15% or less on the
central values, which is probably an underestimate, dudeodlimited nature of the models.
Nonetheless, having spent a significant amount of effort aking these estimates, given in
tab. 2, we intend to stick by them until proved wrong. The avkiedgments therefore contain a
recognition of a bet to that effect.

5 Conclusions

We have presented a set of updated parameter sets (tunés foterleaved |, -ordered shower
and underlying-event model iny®HIA 6.4. These parameter sets include the revisions to the
fragmentation and flavour parameters obtained by the Profggoup and reported on elsewhere
in these proceedings [1]. The new sets further include mexaffon data and more data from
different collider CM energies in an attempt to simultanggumprove the overall description at
the Tevatron data while also improving the reliability oétéxtrapolations to the LHC. We have
also attempted to deliver a first set of “tunes with uncetyalrands”, by including alternative
tunes with systematically different parameter choicese méw tunes are available from Pythia
version 6.4.20, via the routine PYTUNE.

We note that these tunes still only included Drell-Yan andimum-bias data directly;
leading-jet, photon+jet, and underlying-event data wascomsidered explicitly. This is not
expected to be a major problem due to the good universalityeggties that the PrHIA modeling
has so far exhibited, but it does mean that the performantieediines on such data sets should
be tested, which will hopefully happen in the near future.

We hope these tunes will be useful to the RHIC, Tevatron, &t@ communities.
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Predictions for Mean Densities of Charged Tracks

(Nen) INg>0  (Nen) INg>1 (Nen) Ing>2 (Nen) Ing>3 (Nen) [Ny, >4

AnAo AnAo AnAo AnAo AnAo
LHC10TeV 0.40+0.05 0.41+0.05 043+0.05 046=+0.06 0.50 & 0.06
LHC 14 TeV 0.44 £ 0.05 0.45 + 0.06 0.47 £ 0.06 0.51 £ 0.06 0.54 £ 0.07

Table 2: Best-guess predictions for the mean density obeubtracks for min-biagp collisions at two LHC energies.
These numbers should be compared to data corrected to 1@@¥%fimding efficiency for tracks withy| < 2.5 and

p1 > 0.5 GeV and 0% efficiency outside that region. The definition ofadble particle was set atr > 10mm (e.g.,

the two tracks from a\° — p™7~ decay were not counted). THevalues represent the estimated uncertainty, based
on the Perugia tunes. Since the lowest multiplicity bins meagive large corrections from elastic/diffractive ewent

it is possible that it will be easier to compare the (inetastndiffractive) theory to the first data with one or more of
the lowest multiplicity bins excluded, hence we have hecemgputed the means with up to the first 4 bins excluded.
(These predictions were first shown at the 2009 Aspen Winbarf&ence.)
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Multi-parton interactions and nucleus-nucleus collisions
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Nuclear reactions at high-energy involve the scatteringma@ny constituent quarks and
gluons of the colliding nuclei and provide and excellentumo to test the physics and phe-
nomenology of multi-parton interactions (MPIs) models. rdughout most of the stages of a
high-energy heavy-ion4-A) collision — from the initial nuclear wavefunctions, thigiuthe pre-
equilibrium state just after the collision, and into the seduent thermalized quark-gluon plasma
(QGP) phase — MPIs are behind (hard and soft) multipartiotelyction mechanisms and the
collective behaviour of the produced quark-gluon medium.

The heavy-ions session of MPI'08 included five written citmttions (three experimental,
two theoretical) that showed in detail the crucial role of I8l our understanding of the physics
of strongly interacting QCD matter:

e Cyrille Marquet (“Multiple partonic interactions in heavgn collisions”) focused on re-
cent theoretical developments on heavy-ion collisionsnduthe three first stages of the
interaction: (i) the initial-state characterized by satad smallz gluon distributions de-
scribed by the “Color-Glass-Condensate” effective fiekelotly picture; (ii) the pre-equi-
librium “glasma” phase formed right after the collision tiettwo nuclei accounting for
multiparticle production from the released interactingayis; and (iii) extra gluon radia-
tion due to parton energy loss traversing the dense medium.

e Mark Strikman (“Antishadowing and multiparton scatterimghard nuclear collisions”)
discussed longitudinal and transverse parton correlgfiohadron-nucleus collisions. The
contributions to MPI due to hard collisions of the projeztitith different target nucleons
are considered, showing how terms involving different ¢angucleons give rise to strong
anti-shadowing corrections (of about a factor 12 for tripdeton collisions) which, remark-
ably, do not depend on the transverse correlations. By cangpthe MPI cross sections in
p-p andp-A collisions, the effects of longitudinal and transverseig@arcorrelations may
hence be disentangled. The possibility to measuge by looking at MPI in ultraperiph-
eral collisions of heavy nuclei was also discussed whictcdmparison withyp at HERA,
would allow to measure the correlations between partonisarphoton structure.

e The scaling laws relating (hard and soft) particle prodarctn nucleus-nucleus and proton-
proton collisions were reviewed by Klaus Reygers (“Mukltilard parton interactions in
heavy-ion collisions”). On the one hand, the observed reolnof highr hadron (but
not direct) yields in A-A compared tq-p collisions (scaled by a factor accounting for
the incoming parton fluxes), is a direct indicationfiofal-stateenergy loss of the produced
partons. On the other, the limited increase of multiple tjsb&dron production imMd-A
collisions from 20-GeV to 200-GeV as compared to simple Mppraaches, is indica-
tive of aninitial-state reduction of the incoming parton densities with increasiotfision
energies.
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e The difficulties, challenges and perspectives of jet reitangon in high-energy4- A col-
lisions characterized by a huge underlying event backgiqgahout 2000 particles per unit
rapidity at midrapidity are expected in Pb-Pb collisiongre LHC) were discussed by
Magali Estienne (“Jet reconstruction in heavy-ion codirs”).

e Andre Mischke (“Heavy-quark and Quarkonia production ighenergy heavy-ion col-
lisions”) reviewed the most important results in the heguark and quarkonia sectors
of heavy-ions collisions. Multiple interactions of charmdabottom quarks in the dense
medium produced im-A collisions account for many of the intriguing results obead at
RHIC such as: (i) the large quenching of high-electrons issuing from the decaigsand
B mesons traversing the dense produced system, and (ii) gfnexamately equal suppres-
sion of J /¥ yields observed at SPS and RHIC, accountable by an incréapedtance of
heavy-quark recombination mechanisms at the top RHIC &®e(gp to 10 charm pairs
are produced in a central Au-Au collision).
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Multiple partonic interactionsin heavy-ion collisions
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Institut de Physique Théorique, CEA/Saclay, 91191 Git¥wette cedex, France
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Abstract

| discuss the role played by multiple partonic interactighPl) in
the early stages of relativistic heavy-ion collisions, Wdrich a weak-
coupling QCD description is possible. From the Color Glasaden-
sate, through the Glasma and into the Quark-Gluon-PlasasepMPI
are at the origin of interesting novel QCD phenomena.

1 Introduction

Relativistic heavy-ion collisions involve such large pardensities, that they are reactions where
multiple partonic interactions (MPI) abound, and in whitlege can be investigated. Through
most of the stages of a high-energy heavy-ion collision, Ml not only important but cru-
cial, and without their understanding, no robust QCD-basestription of the collision can be
achieved. During the different phases that the system ¢oesgh, from the initial nuclear wave
functions, through the pre-equilibrium state just after tollision, and into the following ther-
malized quark-gluon plasma (QGP) and hadronic phases, MRl ghe origin of most interesting
phenomena.

However, one may wonder what can be described with firstepia weak-coupling QCD
calculations. It has been proposed that the early stagé® dfgavy-ion collision should be, per-
haps until the QGP phase. The saturation of the initial rrwalave functions, and the multipar-
ticle production from the decay of strong color fields arermgraena which have been addressed
by weak-coupling methods, as well as the quenching of hasbgx via QGP-induced energy
loss. In those calculations, MPI are characterized by moummerscales which, if hard enough,
justify a weak coupling analysis.

In the Color Glass Condensate (CGC) picture of the nucleaeviianction, the saturation
scale); characterizes which quantum fluctuations can be treatetarently and which cannot;
in the glasma phase right after the collision of two CGU%); sets the time scale for the decay
of the strong color fields; and in the QGP phase, the plasnuaadin momentum characterizes
what part of the wave function of hard probes is responsibtelfeir energy loss, by becoming
emitted radiation. In the following, | discuss the role mdyby MPI in those different stages.

2 Thesaturation scalein the nuclear wave function

The QCD description of hadrons/nuclei in terms of quarks giubns depends on the process
under consideration, on what part of the wave function isw@pgrobed. Consider a hadron
moving at nearly the speed of light along the light cone diogcz™, with momentumpP.
Depending on their transverse momentém and longitudinal momentum P+, the partons
inside the hadron behave differently, reflecting the déferegimes of the hadron wave function.
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Fig. 1: Left: diagram in thgk? = Q?, z) plane picturing the hadron/nucleus in the different weaidypled regimes.
The saturation line separates the dilute (leading-twesfme from the dense (saturation) regime. Right: when scat-
tering a dilute probe on the hadron/nucleus, both multipbdterings and saturation of the wave function are equally
important at smalk:, when occupation numbers become of ortiét..

When probing the (non-perturbative) soft part of the wavecfion, corresponding to par-
tons with transverse momenta of the orden\@fcp ~ 200 MeV, the hadron looks like a bound
state of strongly interacting partons. When probing thed hgart of the wave function, corre-
sponding to partons withy > Agcp andz S 1, the hadron looks like a dilute system of weakly
interacting partons.

The saturation regime of QCD describes the smalpart of the wave function. When
probing partons that featufgr > Agcp, andz < 1, the effective coupling constant; log(1/x)
is large, and the hadron looks like a dense system of weatdyacting partons, mainly gluons
(called smal-x gluons). The largekr is, the smallest: needs to be to enter the saturation
regime. As pictured in Fig.1, this means that the separdt@ween the dense and dilute regimes
is characterized by a momentum scélg(x), called the saturation scale, which increases as
decreases.

A simple way to estimate the saturation scale is to equatgltitm-recombination cross-
sectiono,e. ~ as/k% with 1/pr ~ 7R?/(zf(z,k%)), the inverse gluon density per unit of
transverse area. Indeed, when.pr ~ 1, one expects recombination not to be negligible
anymore. This gives:

2 asxf(xa Qg)
Q== @)
Note thata,(Q?) decreases as decreases, so for small enoughone deals with a weakly-
coupled regime, even though non-linear effects are impbrt&ihe scattering of dilute partons
(with k7> Q(x)) is described in the leading-twist approximation in whibbyt scatter incoher-

ently. By contrast, when the parton density is lafge ~ Qs(z)), partons scatter collectively.

The Color Glass Condensate (CGC) is an effective theory dD @ which aims at de-
scribing this part of the wave function. Rather than usingaadard Fock-state decomposition,
it is more efficient to describe it with collective degreedrekdom, more adapted to account for
the collective behavior of the smallgluons. The CGC approach uses classical color fields:

|h) = lqqq) +lqqqg) + ... +lqqqg ... 999) +... = \h>=/Dp<I>xA[p]|p>- 2
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Fig. 2. Left: typical diagram for the production of higlyr particles, with large values af being probed in the
nuclear wave functions. Right: typical diagram for the proiibn of bulk particles wittpr ~ Qs, where multiple
partonic interactions are crucial. This is true in heawy-@mllisions, and pp collisions at very high energies.

The long-lived, largee partons are represented by a strong color sopreé /gs which is static
during the lifetime of the short-lived smaii-gluons, whose dynamics is described by the color
field A~ 1/gs. The arbitrary separation between the field and the sourceristddx 4. When
probing the CGC with a dilute object carrying a weak colorrgeathe color fieldA is directly
obtained fromp via classical Yang-Mills equations:

[Dy, F*]=6"p, ®3)

and it can be used to characterize the CGC wave fundtig{.A].

This wave function is a fundamental object of this pictutés imainly a non-perturbative
quantity, but thex 4 evolution can be computed perturbatively. Requiring tHadeovables are
independent of the choice af4, a functional renormalization group equation can be derived
In the leading-logarithmic approximation which resums posvofag In(1/x4), the IMWLK
equation describes the evolution|df, , [A]|> with = 4. The evolution of the saturation scale with
x is then obtained from this equation.

Finally, the information contained in the wave function, gilnon number and gluon cor-
relations, can be expressed in terms of n-point correlapobed in scattering processes. These
correlators consist of Wilson lines averaged with the CG@enanction, and resum powers of
gs A ~ 1, i.e scattering with an arbitrary number of gluons exchangedh@CGC picture, both
multiple scatterings and non-linear QCD evolution are malkeo account. Note that in terms of
occupation numbers, in the saturation regime one reaches

(AA) = / DA| Dy JAIPAA ~ 1/as . @)

Therefore, taking into account multiple scatterings inc¢b#ision is as important as the satura-
tion of the wave function. A consistent calculation of MPIshinclude both.

It was not obvious that the CGC picture (2), which requiresibnralues ofz 4, would be
relevant at present energies. One of the most acclaime@sses came in the context of d+Au
collisions at RHIC, where forward particle productipal — h X allows to reach small values
of x4 with a dilute probe well understood in QCD [2]. The prediatithat the yield of highpr
particles at forward rapidities in pA collisions is supmed compared tal pp collisions, and
should decrease when increasing the rapidity, was confirmed
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Fig. 3: The charged-particle multiplicity in AA collisioreg RHIC and the LHC. In both approaches a few parameters
are fixed to reproduce RHIC data, such as the initial valu@ ofThen the smallz evolution determines the multi-
plicity at the LHC. The predictions are similar, around 14®@rged particles at mid rapidity for central collisions.

3 Multiple partonic interactionsin the Glasma

The Glasma is the result of the collision of two CGCs. In a keglergy heavy-ion collision,
each nuclear wave function is characterized by a strong cblarge, and the field describing the
dynamics of the small-x gluons is the solution of

Dy FP] = 6% p1 + 62 5)

The field after the collision is non-trivial [3]: it has a stig component4* ~ 1/g,), a compo-
nent which is particle like4* ~ 1), and components of any strength in between. To understand
how this pre-equilibrium system thermalizes, one needsittetstand how the Glasma field de-
cays into particles. Right after the collision, the stromydicomponent contains all modes. Then,
as the field decays, modes wiilth > 1/7 are not part of the strong component anymore, and for
those a particle description becomes more appropriateer Aftime of orderl /@, this picture
breaks down, and it has been a formidable challenge to dtemveather a fast thermalization
can be achieved within this framework, due to instabilifiés

A problem which can be more easily addressed is multiparppcbduction. The difficult
task is to express the cross-section in terms of the Glasida &ied this is when MPI must be
dealt with, as pictured in Fig.2. This has first been donees tevel, and from the one-loop
calculation a factorization theorem could then be deriidjote an interesting possible appli-
cation of the results to pp collisions: those first-prineiphllculations could inspire a model for
the underlying event). Predictions for the total chargadiple multiplicity in AA collisions at
the LHC are shown in Fig.3. Two approaches are compared:eifirgt, a simplified factoriza-
tion (calledk factorization) is assumed but the energy evolution is ately obtained from a
next-to-leading evolution equation [6]; in the second,ehergy evolution is only parameterized
but MP1 are correctly dealt with by solving classical Yangi&equations [7]. While a full next-
leading treatment of both multiple scatterings and smadkolution is desirable, the numbers
obtained are similar, which indicates that the uncertaiin both approaches are under control.
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Fig. 4: Left: production of high-energy partons in a hardgass, which then lose energy propagating through the
plasma. Some quantum fluctuations in their wave functiorpat®n shell while interacting with the medium and be-
come emitted radiation. Right: the resulting particle prctibn in AA collisions is suppressed(s 4 < 1) compared

to independent nucleon-nucleon collisions. The suppwessilarge for light hadrons, and similar for heavy mesons
(those data are displayed in the figure), which is difficuliécommodate in a weakly-coupled QCD description.

4 Thesaturation scalein the QCD plasma

Hard probes are believed to be understood well enough tagealean measurements of the
properties of the QGP formed in heavy-ion collisions. A &egnount of work has been devoted
to understand what happens to a quark (of high enérgyassM and Lorentz factoty = E /M)

as it propagates through a thermalized plasma [8]. MPI araia ingredient of the perturbative

QCD (pQCD) description of how a quark losses energy, untilérmalizes or exits the medium

(see Fig.4).

At lowest order with respect ta,, quantum fluctuations in a quark wave function consist
of a single gluon, whose energy we denotand transverse momentum . The virtuality of that
fluctuation is measured by the coherence time, or lifetiméhe gluont,. = w/ki. Short-lived
fluctuations are highly virtual while longer-lived flucti@is are more easily put on shell when
they interact. The probability of the fluctuationdag/V.., up to a kinematic factor which for heavy
guarks suppresses fluctuations with> v&, . This means that when gluons are put on-shell, they
are not radiated in a forward cone around a heavy quark. Tipigression of the available phase
space for radiation, théead-cone effect, implies less energy loss for heavier quarks [9].

In pQCD, medium-induced gluon radiation is due to multiptatterings of the virtual
gluons. If, while undergoing multiple scattering, the wat gluons pick up enough transverse
momentum to be put on shell, they become emitted radiatidre accumulated transverse mo-
mentum squared picked up by a gluon of coherence tine

te .
pi = MQT gte (6)

where? is the average transverse momentum squared picked up irseattbring, and is the
mean free path. These medium properties are involved thrthegratiog = 1.2/1.
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Since only the fluctuations which pick up enough transversenemtum are freedk(f <
p.), the limiting value can be obtained by equatirigwith p? = gw/k? :

ki < (Gw)'/* = Qw) . (7)

The picture is that highly virtual fluctuations with > @ do not have time to pick up enough
p, to be freed, while the longer-lived ones with < @, do. That transverse momentui
which controls which gluons are freed and which are not isedalhe saturation scale. With
heavy quarks, one sees that due to the dead cone effect, Kimuna energy a radiated gluon
can have isv = vk, = vQ, (and its coherence time is = v/Q). This allows to estimate the
heavy-quark energy loss:

—— ozch7 = asN.Q? . (8)

The saturation momentum in this formula is the one that epwads to the fluctuation which
dominates the energy los§., = (¢v)'/®.

For a plasma of extend < t. = +2/3/¢'/3, formula (8) still holds but withQ? = GL.
These are the basic ingredients of more involved phenorogiuall calculations, but after com-
parisons with data, it has remained unclear if this pertivbapproach can describe the suppres-
sion of high-p, particles. For instance, at RHIC temperatures, the véalsel — 3 GeV? /fm is
more natural than theé — 10 GeV? /fm needed to describe the data on light hadron production.
If one accepts to adjusgtto this large value, then thB and B mesons are naturally predicted to
be less suppressed than light hadrons, which is not the sasd~(g.4).

While the present pQCD calculations should still be imphwand may be shown to work
in the future, this motivated to think about strongly-caglplasmas. The tools to address the
strong-coupling dynamics in QCD are quite limited, howelagrthe N = 4 Super-Yang-Mills
(SYM) theory, the ADS/CFT correspondence is a powerful apgin used in many studies. The
findings for the strongly-coupled SYM plasma may provideghsfor gauge theories in general,
and some aspects may even be universal. One interesting issthat the total energy loss of
hard probes goes asFE « L3 at strong coupling [10], instead of tHe’ law at weak coupling.
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Multiparton interactions of hadrons and photons with nuclei -
revealing transverse structure of nuclei and strong gluon &Id
dynamics

Mark Strikman
Penn State University, University Park, PA 16802, U.S.A.

Abstract

We argue that multiparton interactions in proton - nuclealisions

at the LHC should be strongly enhanced as compared to naive ex
pectation of cross section been proportional to atomic rermtihe
antishadowing phenomenon. Study of the such processesiligilV

to measure in a model independent way double parton diitiisi
in nuclei and, in combination with thegp measurements - transverse
correlations of partons in nucleons. It is also emphasibadl dltra-
peripheral collisions (UPC) of nuclei will allow to study ftiparton
interactions of photons with nuclei well before thd collisions will
be available at the LHC. UPC will also provide a quick and affe
way to test onset of a novel perturbative QCD regime of stiaivgprp-
tion for the interaction of small dipoles at the collider egies in the
processy + A — J/vy + 7 gap” + X at large momentum transfer

1 Multiparton collisions and generalized parton distributions

It was recognized already more than two decades ago [1]itkéahtrease of parton densities at
smallx leads to a strong increase of the probability of nucleorlearc collisions where two or
more partons of each projectile experience pair-vice iedepnt hard interactions. As a result
at the LHC the multiparton interactions will be a generictiea of thepp andpA collisions.
Although the production of multijets through the doubletparscattering mechanism was inves-
tigated in several experiments [2—7)at, pp colliders, the interpretation of the data is somewhat
hampered by the need to model both the longitudinal and émswerse partonic correlations at
the same time. The studies of proton-nucleus collisiondHE Will provide a feasible opportu-
nity to study separately the longitudinal and transverseetations of partons in the nucleon as
well as to check the validity of the underlying picture of tipie collisions.

It is worth mentioning also that understanding of multiparinteractions is important for
proper modeling of centralp collisions which dominate in the production of new partschnd
where such multijet interactions are enhanced. Such mugisliould be done in a way consistent
with the information about the structure of nucleons/nualailable from hard processes which
were studied at HERA. So far this is not the case (see below).

The simplest case of a multiparton process is the doublemaxtllision. Since the mo-
mentum scalg; of a hard interaction corresponds to much smaller transveiistances- 1/p;
in the coordinate space than the hadronic radius, in a dqaten collision the two interaction
regions are well separated in the transverse space. Al$win.mn. frame pairs of partons from
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the colliding hadrons are located in pancakes of thicknesd /=1 + 1/23)/pe.m.. Thus two
hard collisions occur practically simultaneously as sosmazs are not too small and hence a
cross talk between two hard collisions is not possible. Aseguuence is that the different parton
processes add incoherently in the cross section. The dpaltien scattering cross section, being
proportional to the square of the elementary parton-pactoss section, is therefore character-
ized by a scale factor with dimension of the inverse of a lesguared. The dimensional quantity
is provided by the nonperturbative input to the process,atptoy the multiparton distributions.
In fact, because of the localization of the interactiongamsverse space, the two pairs of collid-
ing partons are aligned, in such a way that the transversandis between the interacting partons
of the target hadron is practically the same as the trans\gistance between the partons of the
projectile. The double parton distribution is thereforeuadtion of two momentum fractions
and of their transverse distance, and it can be writtefi(asa’, p, p’). It depends also on the
virtualities of the partons@?, Q’?, though to make the expressions more compact we will not
write explicitly thisQ? dependence. Hence the double parton scattering crossrsémtithe two
“two — two” parton processes and 3 in an inelastic interaction between hadrenandb can

be written as:

m N ~
O-D(aalg) = 5/Fa(x17$2§PlaP2)Ua(xlax/1)'Uﬁ($27$,2)rb(x/17xl2§P1702)
dxyda deydalyd® pyd? po, 1)

wherem = 1 for indistinguishable parton processes and= 2 for distinguishable parton
processes. We also took into account that transverse desan the binary collisions are small
as compared to the hadron size scale. Note that though ttegization approximation of Eq.(1)

is generally accepted in the analyses of the multijet pseesind appears natural based on the
geometry of the process no formal proof exists in the liteeat

The QCD factorization theorems for exclusive hard procgsge+p — ”vector meson +
P, 7; +p — 7+ p give a unique tool for determining transverse distribusiaf partons in
nucleons as a function of and resolution scale - the generalized parton distribu(@RD).
The discussed processes are proportional to the GPDs inliagonal kinematics at finite lon-
gitudinal momentum transfer. However corrections for tbffect are small and one can ex-
tract diagonal GPDs from the analysis of the data.They cteldwritten asf;(z, Q% p) =
fi(x, Q*)Fj(x, Q% p), wheref;(z, Q?) is the parton density and the probability to find a parton
with givenz at transverse distangefrom the nucleon centef d?pF;(z, Q?, p) = 1.

Currently, the best information about the gluon transvettstributions is provided by
the data onJ// exclusive production: in the scaling limilr/dt oc F2(z,t). The analysis of
the experimental data indicates that dipole with= 1/(1 — t/mg(x)%) with the x-dependent
mgy(x) gives a reasonable description of the datg(z = 0.05) ~ 1GeV?,m2(x = 0.001) ~
0.6GeV2.

The transverse distribution of partons is expressed thrdygz, ¢t) as

d2A 4
Fen@) = | ot A Bt = —ATQR) )
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In the case of the dipole parametrization one find

2
Fyw.p) = 52 (P22) Kmgp), ®)

where K is the modified Bessel function.

Our analysis of the data the transverse distribution ofgguiadicates that it is significantly
more narrow than the one which would follow from the naiveuasgtion that it should be the
same as given by the e.m. nucleon form factors. A likely redso the difference of sizes is
that pion field which contributes significantly to the e.m.cleon radius gives non-negligible
contribution to the gluon GPD only far < 0.1.

The distribution ovep also somewhat broadens with decrease wfith a initial broaden-
ing atz ~ 0.05 due to the pion field effects. Also, there are indications titzensverse distribution
of quarks is somewhat broader than that for gluons, for thereanalysis and references see [9].

Distribution over the impact parameterszip collisions with production of jets is given by
the convolution ofF]fs (for simplicity we assume in the following that only gluonsntribute to
the jet production:

Py(b) = /d2p1/d2p25(2) (p1+ p2 — b)Fy(21, Q% p1) - Fylaa, Q% p2). (4)
Using parametrization of Eq.3 one finds
m2 (mgb\>
_ g g
Py(b) = Tor (—2 > K3(mgyb) (5)

If partons "i” and "j” are not correlated in the transverseaip

Fij(xlaxQ;p7p/) :E(xlap)'Fj(x27p,)7 (6)

one can usé’(b) to calculate the rate of the production of four jets in twodmincollisions. This
cross section is usually written as (we give here expresgiothe process studied by CDF [6]
and DO [7] of production three jets and a photon where comobiitaeffect of identical collisions
is absent)

da’(p+1_7—>j6t1 +j€t2+jet3+’y)
dQ1,2,3.4 N f(x17$3)f(x27$4)

Lolptpgetitich) . do(ptpodelstn) — oeppf(e1)f (@) f(ws)f(2a)’

(7)

where f(x1,x3), f(2,z4) are longitudinal light-cone double parton densities apgl which
may depend or;, p; is the “transverse correlation area”. The CDF reporgd; = 14.5 &+
1.77 27 mb [6]. The recent DO analysis [7] repors;; = 15.1 + 1.9 mb which is very close
to the CDF result. However there is a difference in the aralyghe DO treatment is completely
inclusive, while CDF was removing the events with extra.jefshe correction for this extra
selection may reduce the CDF result by about 35% [10]. Heacapre detailed comparison
of two data analyses is necessary. In the following we widl tiee value ob.;; = 14 mb for
numerical estimates.
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One can express, ¢ through P (b) as

-1
Oeff = U d?b Pg(b)] = 28—7; ~ 34mb. (8)
mg

This number is substantially larger than experimental ltebiough it is smaller than a
naive estimate based on the e.m. form factor of the nucleo®d mb). A more than a factor
two discrepancy between the data and Eq.8 impgiresence of a strong transverse correlation
between partonsin the nucleon. Global fluctuations of the transverse size of nucleons méyae
oerf by about~ 20% [11] as compared to Eq.8. Larger effects may arise from autnaton of
gluons near quarks (constituent quarks) - possible resluctio, ;; by a factor of about two [9].
Together these two effects may explain magnitude.@f observed by CDF and DO. Additional
effect results from the process of the QCD evolution sineedifmitted partons are localized in a
small transverse area near the parton involved in the digetgss. However this effect is relevant
mostly for small enough x which were practically not covebgdhe CDF and DO measurements.

Though the data are consistent with the double parton loigtoin been a product of two
single parton distributions it would be preferable to aveggd for making this assumption. Stud-
ies of proton (deuteron) - nucleus collisions would be vealpsable for this purpose.

2 Multijet production in proton - nucleus collisions

In the case of scattering of a hadron off a nucleus the parémsity of the nucleus does not
change noticeably on the scale of transverse size of thegiilej hadron. Non-additive effects
in the parton densities are known to be less than few %0fo2 < x < 0.5. Hence they
could be neglected for production of jets in this x inten@brfection for these effects could be
easily introduced). Therefore in this kinematics we havéat@ into account only transverse
correlations of partons in individual nucleons of the nusle

Thus there are two different contributions to the doubleiqgrascattering cross section:
op = ok + o%. The first oneoP, interaction with two partons of the same nucleon in the
nucleus, is the same as for the nucleon target (the onlyrdiftee being the enhancement of the
parton flux) and the corresponding cross section is [8]

oh=o0p / d’BT(B) = Aop, (9)
where oo
T(B) :/ dsz(r),/T(B)d2B = A, (10)

is the nuclear thickness, as a function of the impact pamnoéthe hadron-nucleus collisiaB.

The contribution to the term ifi 4 (2, %, p, ) due to the partons originated from different
nucleons of the target;%,, can be calculatesblely from the geometry of the process by observing

The PYTHIA Monte Carlo reproduces the observed rate of fetilfroduction assuming much more narrow
distribution of partons ip than the one allowed by the measurements of the GPDs.
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that the nuclear density does not change within a transeeede(b) < R 4. It rapidly increases
with A o [T?(B)d*B. Taking o.s; reported by the CDF double scattering experiment [6]
we finds that the contribution of the second term should datwiin the case of proton - heavy
nucleus collisions [8]:

o9 (A—].) / ) ) <A>0.39
R ~ courr | T2(b) d2b~ 0.68 - [ 2 . 1)
g1 - A A2 1 12 \A212,aeff~14mb

Hence we predict the Antishadowing effect: for A=200, angd=14 mb: 0,4/0,, ~ 4. The
effect is linear ino.; ;. Measurements with a set of nuclei would allow to measuredthéle
parton distributions in nucleons and also to check the wglaf the QCD factorization for such
processes which appears natural but which so far was neteden pQCD.

Recently an event generator for the configurations in nuictduding short-range correla-
tions was developed [12]. It allows to check the accuracy®fLE for the number of collisions
where partons from two different nucleons of the nucleusiavelved. It was found that for
A ~ 200 the ratioR is reduced by~ 5%.

An important application of the discussed process wouldlavestigate transverse cor-
relations between the nuclear partons in the shadowingmegihis would require a selection of
both partons of the nucleus in the shadowing region,< z,, ~ 10~2. 2 Since the shadow-
ing effect is larger at small B and since four jet events dedataller B than two jet events the
antishadowing effect should be somewhat smaller in thie ¢f@s the same ;).

It is possible to extend this analysis to the case of prodoaif six jets. We find [8]:

ol = JT/d2BT(B):Ach,
1
ol = 5/G(ml,:1:2,xg)&(xl,a:/l)&(xg,xé)&(m’g,xé)dmldxlldxgdx/gdxgdxg

x[Glat, 2h)G(ah) + Gla, #4)G(ah) + Gah, #4)Glah)
x/d2BT2(B) ,1 :
Teff

1 R
oA = L / Gla1, 22, 23)6 (21, 2,)G (@) G Clah)

3!

xfr(azg,xé)fr(xg,xg)dazldxlldmdxlzdxgdajg./d2BT3(B). (12)
The estimate using assumption that 1/cr§ff leads to prediction of a factor 12 large
antishadowing for the scattering off heavy nuclei:

o1:09:03=1:145-(A/10)%5:0.25(4/10) — 1:6.5: 5. (13)

It is worth noting that studying associated hadron proaurcin central region, nuclear
fragmentation in the multijet events would provide additibinteresting information. Indeed,

2The A-dependence of the ratio @f /o in the kinematics where only one of the nuclear partonsthas< =,
is practically the same as for the case when both nucleavmsahaver > zp,.
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four (six) jet events are due to much more central collisidrem minimal biagpA collisions.
As a result one expects for moderatg,, z2, < 0.3 an increase of the central multiplicity,
larger rate of forward neutron production, etc. At the sameta new physics is possible for
x1p + x2p > 0.7 since such a trigger may start to select configurations iptheon with fewer
gluons and also of probably of a smaller transverse sizeZh&ndnteresting limit is when one
X's is moderate, while a leading hadron with moderatefew GeV/c is detected. In this case
one pair of jets serves as a trigger for centrality, while phesence / suppression of the leading
hadron measures effect of fractional energy losses in teklaisk limit [15].

3 Multijet production in photon - nucleus collisions

The pA collisions at the LHC are probably rather far in the futuret the same time there
appears to be another opportunity to study multiple calfisiwith nuclei which will be available
as soon as the heavy ion program will start. It comes from tssipility to study ultraperipheral
collisions of nuclei where two nuclei pass each other atddmgpact parameters. In this case
direct strong interactions are not possible though intevacvia emission of the photon by one
of the nucleus (which is left practically intact) is possibhas a large cross section and can
be experimentally separated from the ordinary heavy iofisimhs, see review in [13]. This
will allow to measure multiparton photon wave function waith need to model nucleon wave
function via study of the A-dependence of the multijet prctthn. Using information about
similar collisions inyp collisions available at HERA it will be possible to measuegably o

for different configurations of partons in the photon wavedion. For example, for the photon
component containing heavy quarks the transverse size 13mg is much smaller than the
nucleon size, leading to. ;s determined solely by the nucleon structure. Thoughy in this
case is significantly smaller than fpp collisions, the antishadowing effect is likely to be large
enough to perform the analysis of the correlations of partonthe photon and allow a more
reliable determination af. s for v — p collisions..

It would be interesting also to study the gap survival proldgdfor +vA scattering with
production of one or two pairs of jets with one of the jets affepair in the photon fragmentation
region and another one (two) across the gap. This would pooltie the multiparton structure
of the photon and the probability of the dipole to pass thiotlge nucleus without inelastic
interactions. An important advantage of the photon is thatd are several handles to regulate
the transverse size of the components in the photon wavéidaniavolved in the process. For
example, one can select events with differentwith leading D-mesons, etc.

The simplest process which allows to track propagation ofmallsdipole through the
strong gluon fields in the nuclei is the procegss- A — vector meson + rapidity gap + X in
the kinematics wher¢ = (p, — pyar)? is large [14]. In the rest frame of the nucleus the
process corresponds to a transformationy b a aqg pair of a small transverse size 1/v/—t
which interacts with a target through a two gluon ladder.h# gluon fields are strong enough
the interaction would approach the black disk regime of detepabsorption. In this limit it is
impossible for a dipole to pass though the nucleus at smakhahparameters without additional
inelastic interactions. This would reduce the A-dependesfahe process fronx A to oc A3,
Since the gluon fields increase with increase of energy opedx a significant deviation of the
A-dependence fromx A in the LHC kinematics. The rate of the process is sufficiehiggh to
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observe it during the first heavy ion run [14]. Note also tlas process has several practical
advantages as compared to he case of cohgrantproduction. Production of hadrons in wide
range of rapidities make it easier to trigger on these evehltso, location of the gap allows to
determine on the event by event basis which of the nuclettedhé photon. As a result it will be
feasible to study the dipole - nucleus interactions up/&3, ~ 1 TeV as compared tQ/s,, ~
0.2 TeV for the coherent case.

4 Conclusions

Theoretical analysis of the exclusive hard phenomenaeduali HERA produced a unique in-
formation about the transverse structure of nucleon. Wioenbined with the information from
the experimental studies of multiparton interactions a&ati®n, it leads to the unambigous con-
clusion that large transverse correlations between paraoe present in the nucleon. Study of
multiparton interactions with nuclei will allow to sepagabngitudinal and transverse correla-
tions of partons in nucleons and photons. In the near futuecé studies will be possible in the
ultraperipheral photon - lead collisions at the LHC. Simgtudies can be done at RHIC in the
deuteron - gold collisions if acceptance of detectors issiased. It appears that the fastest way to
establish how black are interactions of small dipoles atiditgh energies will be a study of the
rapidity gap events with largein UPC heavy ion collisions. Studies of the leading jet piian

in the UPC will also allow to investigate the regime of fractal energy losses in the proximity
of the black disk regime.
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Abstract

Relativistic heavy-ion collisions provide the unique ogpaity to pro-

duce and study a novel state of QCD matter, the Quark-Gluasnii,
in the laboratory. Heavy-quarks are a powerful probe fordatiled

investigation of the QGP properties. In this paper we reviegent re-
sults from RHIC on open and hidden heavy-flavor hadron prooiic
and their interaction with the QCD matter on the partoni@lev

1 Introduction

High-energy nucleus-nucleus collisions at the Relaiwisteavy lon Collider (RHIC) at Brook-
haven National Laboratory allow exploring strongly intetrag matter at very high temperatures
and energy density. QCD matter at these conditions is eggeaotform a system of deconfined
quarks and gluons, the so-called Quark-Gluon Plasma (Qf2Rg, critical energy densitye( ~
0.7 GeV/i?) is exceeded. The goal of relativistic heavy-ion physids istudy the properties of
the QGP under laboratory controlled conditions [1, 2].

The results from RHIC have given evidence that the nucledtemereated in such col-
lisions exhibits properties consistent with the QGP foiora{3]. In particular, measurements
of the momentum distribution of emitted particles and corigoa with hydro-dynamic model
calculations have shown that the outwards steaming pestiolove collectively, with the patterns
arising from variations of pressure gradients early afver ¢ollision. This phenomenon, called
elliptic flow, is analogous to the properties of fluid motiohhe flow results suggest that color
degrees of freedom carried by quarks and gluons are preseheiproduced medium, which
flow with negligible shear viscosity. Thus, the QCD mattendarced at RHIC behaves like a
perfect liquid. Moreover, it has been found that the maténaining in the collision zone is
extremely opaque to the passage of partons from hard sogti@ocesses in the initial state of
the collisions. These traversing partons are believedde émergy via gluon Bremsstrahlung in
the medium before fragmenting into hadrons.

A detailed and quantitative understanding of the partonggniess in the medium is one
of the intriguing issues which currently needs to be ad@ém@s$he study of heavy-flavor (charm,
bottom) production in heavy-ion collisions provides kegtseof the parton energy loss mecha-
nisms and offers important information on the propertieshef produced medium [4]. Due to
their large massit > 1 GeVk?), heavy quarks are expected to be primarily produced inrthe i
tial stage of the collision and, therefore, probe the cotempace-time evolution of the medium.

TE-mail: a.mischke@uu.nl

MPIO8 317



<16 ~ 14
s 1 PHENIX Au+Au O "L e eD°(PYTHIAfit)
14 3'3 1oF * eD°(MC@NLO fit)
3 *  STAR AurAu = 120 v eh,Runs (PYTHIAfit)
121 . om [ a eh, Run6 (PYTHIA fit)
§ m *  STAR Cu+Cu Prelim. 1~ m PHENIX e-h, Run5+6 (PYTHIA fit), prel.
o 1 m [ — FONLL
g ; 08
c 08 C
0.4 g 0.4~ 1 %
02 02 + ?
0 | | | | | | | P 7 | |
0 50 100 150 200 250 300 350 0

10

|
8
<N __.> p_ (GeVic)

part
(@) (b)

Fig. 1: (a) Nuclear modification factaRaa (averaged abover > 3 GeV/c) of heavy-flavor decay electrons as
a function of collision centrality (quantified ifVya,t) in Au+Au and minimum bias Cu+Cu collisions gfsxn =
200 GeV. (b) Relative bottom contribution to the total yielcheavy-flavor decay electrons derived from B and
e—hadron azimuthal angular correlations, compared to themaiaty band from a FONLL calculation.

T

Theoretical models predicted that heavy quarks shouldreqpee smaller energy loss than light
guarks while propagating through the QCD medium due to tpprassion of small angle gluon
radiation, the so-calledead-cone effeds, 6].

2 Probing the QCD medium with heavy quarks

Nuclear effects are typically quantified using the nucleadification factorR o where the par-
ticle yield in Au+Au collisions is divided by the yield ipp reactions scaled by the number of
binary collisions. Rya = 1 would indicate that no nuclear effects, such as Croniecgffshad-
owing or gluon saturation, are present and that nucleutensicollisions can be considered as
a incoherent superposition of nucleon-nucleon interastioCharm and bottom quarks can be
identified by assuming that isolated electrons in the eviarh Srom semi-leptonic decays of
heavy-quark mesons. At high transverse momentp), (this mechanism of electron produc-
tion is dominant enough to reliably subtract other sourdeslectrons like conversions from
photons and’ Dalitz decays. Fig. 1(a) shows the averdge, for heavy-flavor decay electrons
in Au+Au collisions at,/syn = 200 GeV as a function of participating nucleon$,(,;) mea-
sured by the STAR and PHENIX experiments [7, 8]. The data ansistent with each other,
and theRa a shows an increasing suppression from peripheral to cefaitrélAu collisions. The
minimum bias Cu+Cu data fit into this systematics. The stsuggpression for the most central
Au+Au collisions indicates an unexpectedly large energg lof heavy quarks in the medium in
contradiction to expect ions from the dead-cone effectpfaingly, the measure@®a 5 of 0.2 is
similar to the one observed for light-quark hadrons. Currendels with reasonable model pa-
rameters overpredict the observed suppression [7,8]. @teeisl described reasonably well if the
bottom contribution to the electrons is assumed to be smh#refore, the observed discrepancy
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could indicate that thé dominance ovePD mesons starts at highgt than expected. A possible
scenario for heavy-quark meson suppression invokes ioollis dissociation in the medium [9].

The measurement of the relative charm and bottom contoibstio the heavy-flavor decay
electrons (also called non-photonic electrons) is essefui the interpretation of the electron
spectra and nuclear modification factor. Azimuthal anguatarelations between non-photonic
electrons and hadrons allow to identify the underlying piithn process [10]. The relative
bottom contributionB /(B+ D) to the non-photonic electrons is extracted from thénadron and
e— DV azimuthal correlation distributions [11]. Figure 1(b) sisthe B /(B + D) ratio together
with a prediction from calculations of heavy-flavor prodaoatin pp collisions at Fixed-Order
plus Next-to-Leading Logarithm (FONLL) level [12]. Thesatd provide convincing evidence
that bottom contributes significantly~60%) to the non-photonic electron yields abopg =
5 GeVk. Further studies have to show whether these results imgdgtantial suppression of
bottom production at higjr in the produced medium. An important step to answer thistoues
will be the direct measurement of open charmed mesons aridghgfication of B mesons via
displaced electrons using the detector upgrades of the SIFIRPHENIX experiments.

3 Dissociation of quarkonium statesin the hot and dense QCD medium

The dissociation of quarkonia due to color-screening in @Q&a classic signature of decon-
finement in relativistic heavy-ion collisions [13, 14], wkethe sequential suppression of the
quarkonia states, such &5 Y’ andY”, depends on the temperature of the surrounding medium,
thus providing a QCD thermometer.

3.1 J/vy measurements

Results from the PHENIX experiment have shown that the abtytdependence of the suppres-
sion of theJ/v yield in /sxn = 200 GeV Au+Au collisions is similar to that observed at the
CERN-SPS acceleratoy/sny = 17.3 GeV) [16], even though the energy density reachedlin co
lisions at RHIC is about a factor of 2-3 higher (cf. Fig. 2(ady)oreover, it has be observed that
the J/« yield in the forward rapidity region is more suppressionrtliae one at mid-rapidity,
which might be explained by cold nuclear absorption.

Theoretical prediction based on string theory applicatdrAdS/CFT suggests that the
effective J /¢ dissociation temperature is expected to decreasewitfi5]. This conjecture is
different from the predictions of more traditional scregnimodels where the suppression due
to screening vanishes towards higher. RecentRs, measurements fof /¢) in Cu+Cu colli-
sions at,/sny = 200 GeV from the STAR [17] and PHENIX experiments [18] arenpared in
Fig. 2(b). TheRx is suppressed at loyr (around 1 GeW), and the data suggest thag  in-
creases with increasingr and reaches unity around 5 Ge\although the large errors currently
preclude strong conclusions. This result is in contradictivith expectations from AdS/CFT
based models and thevo-Component-Approacmodel [19], which predicts a suppression at
high pr. These results could indicate that othBfl) production mechanisms that counter the
suppression such as recombination and formation-timetsffaight play a more dominant role
at higherpr.

The large signal-to-background ratie3) of the.J/« in pp collisions (cf. Fig. 3(a)) makes
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Fig. 2: (Color online) (a) The centrality dependence of thelear modification factolzaa of J/1, measured for
different collisions energies and rapidity regions. ForAu collisions, theJ/« yield in the forward rapidity region
(full circles) shows more suppression than the one at mpdtiy (open symbols). (bRaa of J/¢ in the 20 and 6%
most central Cu+Cu collisions gtsxn = 200 GeV. The boxes in the right indicate the normalizatiooartainty. The
horizontal line represents a fit to the data in fherange 5-10 Ge\d. The curves are model predictions from the
Two-Component-Approaghodel.

it possible studying//¢-hadron correlations at high triggef-, which provide important infor-
mation on the underlying /¢> production mechanisms. Figure 3(b) illustrates the azizlLen-
gular correlations between high- J/¢ (pt > 5 GeVik) and charged hadrong > 0.5 GeVE).
Notably, no significant correlation yield is observed on tlear-side A ¢ ~ 0 rad), which is not
in line with earlier results from di-hadron correlation nsegements [3]. Since corresponding
PYTHIA simulations (also depicted in Fig. 3(b) as the dashistbgram) show a strong near-
side correlation peak frond/« from B decays B — J/v¢ + X), the experimental results can
be used to estimate the feed-down contribution to the inclusivg/y yield atpp > 5 GeVe. It
was found to be 1#3% in the studiechr range [17].

3.2 First Y measurementsin nuclear collisions

The golden decay channel for thereconstruction is the decay into electron pairs— ete™.
The STAR detector with its large acceptan¢g (< 1 and0 < ¢ < 27) and excellent trigger
capabilities combined with a very good electron identifaratis very well suited forY mea-
surements in nuclear collisions. The first preliminary nueasents of thél' invariant mass in
Au+Au collisions at,/syy = 200 GeV are presented in [20] and shows a significarsignal.
TheY production cross-section jp collisions iSB R, x ‘i—‘;y_o = 91+28(stat.)+22(sys.)pb.

This measurement follows the world data trend and showgjnvitncertainties, very good agree-
ment with NLO calculations [21]. The analysis of the fall and Au+Au data-sets will allow to
extract theY nuclear modification factor in the near future.
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Fig. 3: (a) Theete™ invariant mass distribution ipp (upper panel) and Cu+Cu collisions (lower panel)&kx =
200 GeV. The solid and dashed histograms represent thédisdn of unlike and like-sign pair combinations, re-
spectively. (b)J/¢-hadron azimuthal angular correlationsyip collisions after background subtraction. The dashed
histogram shows thd/«-hadron contribution from B decays obtained from PYTHIA slations.

4 Summary

The observed strong suppression of the yield of heavy-fldeoay electrons at highy in cen-
tral Au+Au collisions together with the measurement of tlzérauthal angular correlation of
electrons and hadrons jp collisions imply thatB production is stronger suppressed in nuclear
collisions than expected. The nuclear modification fac#®x () of J/¢) in Cu+Cu collisions
increases from low to higlyt and reaches unity fopr > 5 GeVik. This result is about 2
above theR, 4 at low pr (< 4 GeVi) and is consistent with nd /) suppression. First RHIC
results on théX" production in nuclear collisions are promising and showt tha suppression
measurements will be possible in the near future.
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Abstract

A modification of the internal structure of jets is expected do the
production of a dense QCD medium, the Quark Gluon Plasma, in
heavy-ion collisions. We discuss some aspects of jet réxeart®n in

p+ pandA + A collisions and emphasize the dramatically increased
contribution of the underlying event in nucleus-nucleufligions as
compared with the vacuum case. We conclude with its consegse

on the full jet spectrum and fragmentation function eximacat LHC.

1 Motivations for jet studies
1.1 The phenomenon of jet energy loss in heavy-ion collisisn

Non-perturbative lattice QCD calculations indicate thakegonfined state of matter, the Quark
Gluon Plasma (QGP), may exist at very high temperatures nadyg densities. This state of
matter is expected to be formed in the heart of an ultraivesét heavy-ion collision, when
the energy density is the largest. Since 2000, the Relatiditeavy-lon Collider (RHIC) has
collected impressive results, which has led to the disgowea new state-of-matter of very small
viscosity [1]. Among the observables which have led to sudoreclusion, the jet quenching
effect is one of the most relevant as it has highlighted treglpetion of a dense medium in
interaction. One of the first computations of the radiatinergy loss of high-energy quarks in
a dense medium was proposed by Gyulassy et al. [2, 3] in thg ®iaeties. Since then many
approaches have been developed to determine the gluoriisadspectrum of a hard parton
undergoing multiple scattering [4—7]. The experimentahsgmuence of these processes is a
significant suppression of large transverse momengui{adrons in heavy-ion collisions (HIC)
highlighted through the measurement of the nuclear motiicdactor or two and three particle
correlations [8, 9]. Even though we can nowadays claim thd¢rsse medium has indeed been
produced and somehow characterized, a plethora of questiznains: does energy loss result
from few strong scatterings in the medium or multiple sofesr? How does it depend on the
medium-length ? What is the energy loss probability distitn of the partons ? They motivate
the necessity to call for some more discriminating, anded#ftial observables to characterize
the QGP.

Moreover, the “leading particle” physics which has beerdistd at RHIC until 2008
presents some limitations knownsagface andtrigger biases [10,11]. Ideally, the analysis of re-
constructed jets on an event by event basis should increasensitivity to medium parameters
by reducing the trigger bias and improve our knowledge ofattiginal parton 4-momentum.
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1.2 Jets in a heavy-ion collision and the Underlying Event bekground

In QCD, jets are defined as cascades of partons emitted framiteah hard scattering followed
by fragmentation. In HIC, parton fragmentation is modifietative to the vacuum, due to the
presence of the hot QCD medium. After the overlap of the tveoiming nuclei, the quarks and
gluons produced in the initial nucleon-nucleadi ¢ N) hard scatterings propagate through the
dense color field generated by the soft part of the event. &prently, the medium should affect
the fragmentation process of hard partons and has dra$éicteon the jet structure itself. (i)
A softening of the fragmentation function is expected lagdo the suppression of production
of high pr particles as well as a numerous production of soft particfefirst attempt to model
medium-modification fragmentation processes by BorghiVi&demann was the determination
of the single inclusive hadron spectrum inside jet - knowidasmp-Backed Plateau (HBP) - in
HIC [12]. This aspect will be addressed in section 4 at thelle¥ the experiment. (i) A jet
broadening (inducing out-of-cone radiations) is expeegdne should observe a redistribution
of the particles inside the jet relatively to its axis. A miachtion of the transverse shape of the jet
(k7 spectrum) or its particle angular distribution can be s#ddiL3]. (iii) In case of sufficiently
strong energy loss scenarii, it could have consequencdsegattreconstruction itself and reduce
the expected jet rate. (iv) As di-jet pairs have differerthgangths in medium and as energy loss
is a stochastic process, the di-jet energy imbalance shomuldcreased and acoplanarity induced.

Ideally, a direct measurement of these modifications shbalghossible. However, the
picture is more complicated due to the presence of the safetlying Event (UE). The UE and
its fluctuations will induce important bias on the jet idéottion. It will be extensively discussed
in section 3. The expected jet reconstruction performairces- p in the ALICE experiment are
first discussed in section 2. Note that the jet energy-soale of the main sources of uncertainty
in any jet spectrum measurement will not be discussed heféAB and CMS results will not
be commented either. More information can be found elsesvfiet].

2 Jetreconstruction performances with calorimetry

2.1 Experimental apparatus and tools

Full jet measurement in heavy-ion experiments has becorssige very recently thanks to the
insertion of an electromagnetic calorimeter (EMC) in theABTexperiment at RHIC [15, 16].
STAR has demonstrated the feasibility of such measurenwenbining its charged particle mo-
mentum information from its Time Projection Chamber (TP@y éhe neutral one from the EMC,
publishing the first measurement of the inclusive jet spatfor the procesg + p (both polar-
ized) — jet + X at/s = 200 GeV with a0.2 pb~! integrated luminosity [15]. The spectrum of
pure power law shape is in agreement with NLO calculatiorigh{vthe error bars).

As STAR, ALICE is a multipurpose heavy-ion experiment [UT$.central barrel mainly equipped
of a large TPC and a silicium inner tracking system coversllaazimuthal acceptance but is
limited to the midrapididity region|| < 0.9). It has a largeor coverage £ 100 MeVk to ~
100 GeVt) with adpr /pr resolution of few percents (still below 6% at 100 GeMA0]. The ca-
pabilities of ALICE to disentangle particles down to verwlp,, where strong modifications of
the fragmentation function are expected, should lead toyaprecise measurement of the number
of particles inside a jet. More recently, the insertion ofedectromagnetic calorimeter to collect
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part of the neutral information and to improve the trigggualilities of ALICE has been accepted
as an upgrade. The EMCal is a Pb-scintillator sampling EMC< 0.7,80° < ¢ < 190°) with

a design energy resolution &E /E = 11%/+/E and a radiation length ef 20 X [18]. It con-
tains~13k towers in Shashlik geometry with a quite high granwaidinx A¢ = 0.014x0.014).
The official ALICE jet finder is a UA1 based cone algorithm whiitas been modified in order
to include the neutral information during the jet finding gedure.

2.2 Jet signal degradation and energy resolution ip + p collisions
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Fig. 1. Left cone energy ofl00 GeV jets reconstructed witRYCELL with R = 1 (dark dashed line), with the
ALICE cone finder with detector inefficiencies and accepgaincluded in the simulation wittk = 1 (red dashed),
without detector effects bu® = 0.4 (dark full), with both effects (red full). The markers shothe result from a full
simulation. Right cone energy o000 + 5 GeV fully simulated jets vs R for the three cases describatlartext.

Jet reconstruction is highly influenced by the high muléyi of an event and by the
charged-to-neutral fluctuations for jets in which the nalutraction (or part of it) can not be
measured. Due to its detector configuration, ALICE will bdeato reconstruct two types of
jets. Using the charged particle momentum information,dregluction ofcharged jets will be
studied. As the charged particle plus EMCal configuratioalisost blind to neutrons ani?,
ALICE will also measurecharged+ neutral jets but will miss part of the neutral energy. In both
cases and in elementary collisions, the charged-to-nduiuations which dominate will give
rise to a low energy tail in the reconstructed jet energy.hRffects should be enlarged by limited
detector acceptance and inefficiency and analysis cutdwehigse other types of fluctuations. To
get a basic and qualitative understanding of the signaluaiiins for jets reconstructed i+ p
collisions at LHC, we have undertaken a fast simulation@f + 5 GeV jets using PYTHIA
as event generator for different cuts and detector configunss Such features are illustrated in
Fig. 1 (left) which shows the distribution of the jet energconstructed in a cone of radids
and compared with the result from a full detector simulatiescribed below.

Jets were first reconstructed with a simple jet finder avilabPYTHIA (PYCELL) with
R = 1 using the momentum and energy information from charged antral particles (neutrons
and K¢ excluded) (full black line). For the sample of simulated regewhich include detector
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acceptance cuts and reconstructed track inefficiency (ndtexl separately here), keeping R=1
for the jet reconstruction, one or several of the leadingpgeticles are not reconstructed and do
not contribute to the cone energy. It leads to its broadenimg) a low energy tail (red dashed
curve). The use of a limited cone radius during the jet findingcedure enhances collimated
jets and also leads to a low energy tail of the cone energyilision (black dashed line). The
full red curve shows the combination of all the effects on rideonstructed jet energy keeping
the jets which center falls inside the EMCal acceptance. rébenstructed energy results in an
almost gaussian response function of resolution defineNBsE = r.m.s./ < E > of ~ 33%.

It can be improved selecting only the jets fully containedhie@ EMCal as discussed below.

ALICE, Pythia Jets 100 GeV - Mid-rapidity (p+p ; 14 TeV) - Full simulation ALICE Pythia Simulation ; Jets 95-105 GeV ; p+p at \fSu = 14 TeV.
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Fig. 2: Left jet energy resolution of00 GeV jets from a full ALICE simulation vs R for the three casesctibed in
the text. Right jet energy resolution as a function of the acceptedindow of the center of the jet reconstructed.

In the following, we present results obtained with a comgtulation and reconstruction
chain using PYTHIA as event generator and GEANTS3 for thealeteaesponses for the genera-
tion of monoenergetic jets &0, 75 and100 + 5 GeV. The+5 GeV uncertainty on the simulated
jet energy will be implicit below. Figure 1 (right) presernktg cone energy reconstructed vs cone
radius in three experimental conditions: with chargediplag only and 1 Ge\{/pr cut on their
momentum (circles), with charged plus EMCal configuratiod & GeVE pp cut (squares) and
with charged plus EMCal withouyt; cut. The error bars are the r.m.s. of the energy distribstion
Figure 2 (left) shows the same study but for the resolutios.alkeady discussed, reconstructing
jets from charged particles only enhances the number ofsjietsa larger than average charged
particle fraction. Increasinge of course increases the mean reconstructed energy andvepro
the resolution but one reconstructs at best an energy bel8& &f the input energy. These
charged-to-neutral fluctuations lead to a resolution-0f0% for R = 0.4, improved to 30% by
the inclusion of neutral particles in the jet finding proceduForR = 1, in the case charged +
neutral withoutpy cut, the resolution is at best of 20% but part of the neutfalrmation is lost
as the jet is not fully collected within the calorimeter. Tihgpact of the finite energy resolution
on the full reconstructed jet spectrum will be quickly dissed in section 4.1.

The limited EMCal acceptance effect on the resolution ofrdm®nstructed jet energy has
been studied previously [19]. We have shown that as long egethcenter is taken inside the
EMCal, even if part of its energy is outside it, the resolntie still close to 30%. As long as
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the center of the jet can be taken outside the EMCal acceptdhe resolution degrades and
asymptotically reaches the charged particles only cadesifull TPC acceptance (Fig. 2 (right)).

3 The underlying event in A 4+ A collisions
3.1 The background in A + A collisions

Jet reconstruction in HI collisions is more complicatednttia elementary systems as the UE
dramatically changes. The reconstruction is dominatedhbyrifluence of the high multiplicity.

A rough assessment of the energy of the UE inside R = 1 at RH$€bani £ /dn = 660 GeV

at mid-rapidity [20] givesty g = 1/(27) x mR? x dE7/dn ~ 330 GeV. A linear or logarithmic
extrapolation of the charged particle rapidity densitynirthe available data at FOPI, SPS and
RHIC [20] allows to estimate ahAy; r between 500 GeV and 1.5 TeV at LHC. In the extreme case,
the UE is a 4-fold higher than at RHIC however the growth ofdttess-section for hard processes
is more dramatic. The substantial enhancement in the jesegection significantly improves the
kinematics reached for jet measurement at LHC allowing doemstruction of high-energy jets
above the uncorrelated background on an event by eventwakigood statistics.

Not only the multiplicity differs fromp+ p collisions but the physics phenomena. First, the
simple fact that the impact parameter varies event-by{efggra given centrality class implies
some fluctuations in the UEx{ R?). All the well known correlations to the reaction plane
and the azimuthal correlations between two and three pestiat momenta below 10 GeV/
drag some structures inside what can be denoted as backigfounur jet studies. They are
region-to-region fluctuations and are proportional to Rré&twer, the main sources of region-to-
region fluctuations are the Poissonian fluctuations of uetated particles also proportional to
R. To optimize the jet identification efficiency, the signakegy has to be much larger than the
background fluctuationa Ej.,. The energy of the UE and its fluctuations inside a given cone
can be considerably reduced by simply reducing R in the jdirftnprocedure and applyinglaor
2 GeVk pr cut on charged hadrons [10, 21]. However, they both implyessignal fluctuations
whose effects have been discussed above. The jet findinggquoe in a HI environment is
thus essentially based on two steps. Firgtyacut and a limited R are applied. Then, during
the iteration procedure in the jet finding algorithm whicts Heeen optimized accordingly, the
remaining energy of the UE outside the jet cone is estimatdstcally or event by event and is
subtracted from the energy of the jet inside its area at dacdtion. Note that the use ofpg cut
is potentially dangerous for a quenching measurement [d&hat new background subtraction
technics based on jet areas should be prefered and investitgaimprove our measurement [22].

3.2 Understand the background fluctuations

The validity of our background subtraction procedure aaplh the EMCal acceptance has been
tested on three simulated data sets [23]. The full PYTHIAu#ation of 100 GeV jets a{/s =

14 TeV has been used to mimictp collisions. Similarly, we processed full Minbias and Cahtr
HIJING simulations at/syx = 5.5 TeV to reproduceP’b + Pb events at LHC in the EMCal
acceptance in which we embed PYTHIA events to simulate thieracesses. The small change
in the event multiplity betweep+p and Pb+ Pb Minbias collisions does not extensively increase
the fluctuations in Minbias, unlike Central compared witmbias where a factor af — 5 in the
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Fig. 3: Ej, ), — Eiyst for p+p, Pb+ PbMinbias and Central collisions obtained from a full ALICHsilation. £y,
has been extracted in three X cases presented in the text.

multiplicity is expected to drive an increase of a factoRef 2.2 in the fluctuations.

The later assertion has been tested and part of the obtasatis are presented in Fig. 3.
We define the total fluctuations asFr,; = AEg;,+AFEpgy, (1). One can estimate the variations
of fluctuations between Minbias and Central knowing the p case.AEpgy, = Eékg - ggtg
has been estimated from three different meth&dsising an 4, ¢) grid filled with the HIJING
particle information output where the background energjdi@ a cone of radius R is estimated
by summing the energy (i) of all cells inside the grid and isgpakthe total energy to the jet
cone size X = Ideal) ; (ii) inside the cone taken randomly in the grid (= Rand) ; (iii)
inside the cone centered on the jet axis (beforehand fourttieojet finder) X = True). The
distributions are presented in the 6 right pannels of Figor3tiie Ideal (left), Rand (center)
andT'rue (right) cases respectively, and for Minbias (top) and Car{tsottom) collisions. The
same exercise has been applied on a grid only filled with p events. The distribution of
AEpBry = Eggge - Eggg is presented in the most left hand panel. The mean valuenaltai
for the distributions of Minbias data are systematicallgai#ve. Clearly the jet algorithm over-
estimates the background compared with the three case®dug-of-cone signal fluctuations
which does dominate as emphasized inghe p case. Going from thédeal to theTrue case,
the region-to-region fluctuation effects increase thes.mhese fluctuations are less pronounced
in the Ideal case which gives a mean value of the background event by.dvearh Minbias to
Central data, a factor & — 2.2 in the r.m.s. is observed, as expected, validating our backgl
subtraction method. In Central, the fluctuations are thusidated by the event multiplicity.
It is indeed observed in the mean values which become pesitith a large positive tail from
the Ideal to theTrue cases. In Central data, the background is thus under-dstintgy the jet
algorithm so that the final cone energy is over-estimated.
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3.3 Expected performances inPb + Pb collisions at LHC
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Fig. 4: Left jet reconstruction efficiency as a function B ..., for the cases quoted in the top left legend of the
figure. Right distance innp-¢ space between the directions of the reconstructed jet axigtee true one ip + p
(squares)Pb + Pb Minbias (stars) and®b + Pb Central (circles) collisions.

Figure 4 (left) presents what is defined as the “jet recontitn efficiency” (Er truth —
Erreco)/ Errutn = 1 — Ef ficiency) as a function of the input jet energlir ¢4h, for the 3
input jet energies0, 75 and100 + 5 GeV. The Minbias and Centr&tb + Pb cases are compared
with the p + p one for which a systematic study of the analysis cuts hadwen performed. Jets
have been reconstructed using the ALICE UAL cone finder diotyboth charged and neutral
particles. The efficiency obtained withgut cut andk = 0.7 (black squares) smoothly increases
when the input jet energy increases and readhésfor 100 GeV jets. It is enhanced by a factor
of 3 to 5 after the application of @y cut of 0.4 GeV¢ on neutral particles (dark grey squares).
The reduction ofR to 0.4 (light grey squares) increases the efficiency (which besofia vs
Erwuth) 10 ~ 30% as less input jet energy is reconstructed. The efficiencyseres moreover
when apr cut on the charged particles is applied (blue squares) dsop#éne signal is again
cut. In these cases the reconstructed energy is underagstinby the algorithm and the out-of-
cone fluctuations from the signal dominate. As expected dn B no significant discrepancies
betweerp + p and Pb + Pb Minbias data samples (stars) are observed whereas thepdfycin
Central (circles) is improved because the background aatidn procedure over-estimates the
cone energy and the background fluctuations dominate. Ifislsin both effects compensate.

In order to understand how the fluctuations affect the jebmstruction, the distributions
of the reconstructed jet axis minus the input jet axis havenlstudied in the 6 previous cases.
Both thepr and radius cuts op + p data affects a bit the jet reconstructed axis but the eftect i
small. Figure 4 shows the distributions for the Minbias amahttal cases compared with the p
one. It clearly shows that the reconstructed jet axis in loases is biased. Using a small radius,
the jet algorithm maximizes the energy by shifting the jenfcoid) axis. In the different systems
studied, the evolution of the expected jet energy and angesalutions versu&'r ;... and the
system multiplicity are presented in Fig. 5 (left) and (tighThe jets have been reconstructed
using apr cut of 1 GeVE andR = 0.4. All the jets which centers lied inside the EMCal accep-

MPIO8 329



0.55 = T T — T 73 012 F —
JETAN-R=04-p_ =1GeVic L |
~ 051~ B 0.11- e
30.45 — — F  AnRM 4
LIJg —— 01 PmeWemra\ _|
5 04— — -
g —— —— F \ 4
T 0.35 — % ._._‘ﬁ ) 0.09 j A QRMS, p+p : i
S 03 - =2 L i
ke) o 0.08
‘5‘ L AnRMS, p+ i
5 025 —
8 @ Pb+Pb Central 0.07 — -
x 02— ¥ Pb+Pb Minbias 7 r 1
0.15 — M p+p Minbias | 0.06 — ]
01 T N R T S R S 0.05 —! P T R S R B

40 50 60 70 80 90 100 110

B
o

50 60 70 80 90 100 110

Input Jet Energy Input Jet Energy [GeV]

Fig. 5: Left jet energy resolution versus the input jet energg@f75 and100 £ 5 GeV forp + p (squares)Pb+ Pb
Minbias (stars) and®b + Pb Central (cirles) collisions. Rightesolutions iy and¢ of the jet direction.

tance were considered. The reconstructed energy resoimosens froml00 GeV to50 GeV
jets in the 3 systems. Contrary to the jet reconstructiowmieficy, the energy resolution degrades
as expected fromp + p to Pb + Pb Central because of background fluctuations. Hifr GeV
jets, we obtain an energy resolutionznt+ p of AE,,, ~ 32.5%. The Minbias one allows to
estimate the Central one tdF ..+ ~ 35.8% using equation (1) in agreement with the resolution
of 36.4% obtained in Fig. 5 (left) validating our background subti@e method. Figure 5 (right)
presents the r.m.s. of the distributiods) = nyuth — Nreco (triangle) andAe¢ = diruth — Greco
(circle). An accurate reconstruction of the jet directiorthe three systems is obtained though
it is slightly deteriorated from p+p to Minbias and Centraideed, the dominating background
fluctuations maximize the jet energy by shifting its recamnsed direction as observed in Fig. 5.

4  Full jet spectrum and fragmentation function
4.1 A smeared jet spectrum

The results presented so far do not take into account thegss section distribution asyk/ with

a ~ 5.7 and beyond at LHC. We note that within a fluctuation of the energy the jet production
cross section varies by almost twofold [10]. Thereforesiessential to take into account the
production spectrum to truly evaluate the meaningful jetrgy resolution and reconstruction
efficiency. In particular, jets in the low energy tail of thesplution function are buried below
lower energetic jets with much higher production crossisacnd, hence, the amount of jets in
these tails is a measure of the reconstruction inefficiency.

In order to extract the jet production spectrum, 12 bingpf ;.4 from 40 to 220 GeV
have been simulated with PYTHIA 6.2 CDF Tune A in thes2 processes. The simulated
data have then been treated in the full detector chain of GEA\bkfore reconstruction using
the official ALICE jet finder including calorimetry. The samsgnulation including a heavy ion
background using the HIJING generator has been produceslmigan reconstructed jet energy
has then been corrected, on the average, looking at theafdati® reconstructed over generated
jets as a function of the reconstructed jet energy. Thiseotion does not take into account the
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smearing of the spectrum which is amplified frgm p to Pb+ Pb collisions. Indeed, in a heavy
ion UE and due to the steeply falling shape of the input spatteven more contributions at low
pr populate the higher energetical part of the reconstrutesglgectrum increasing its smearing.
This of course will have to be taken into account in a meanihgémparison of theév + N and
A+ A data. In the present paper, an average correction has bpke&dapn the jet reconstructed
energy so that the results presented below on the HBP drbiatied by the smearing effect.

4.2 Background and quenching effects on the fragmentationuinction
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Radiation phenomena in QCD and how they are modified in a derg@&m should be ac-
curately probed by understanding how the energy is didetbinside jets. Therefore, it strongly
motivates the study of the distribution of hadrons insids:jeghe HBP. Moreover, it offers a
particular window of study on the hadronisation phenomeipadly understood today. It is im-
portant to understand the effects of the heavy ion UE on itsaetton. The domain of interest
of such distribution is for thé region dominated by the production of soft particles whiolme
from the gluon radiation emission in a quenching scenarior. j&s of energyr0 — 100 GeV,
this region turns out to be for@above~ 3. Figure 6 (left) presents the modified fragmentation
function 1/Nj.; x dN/d¢ as a function of = ln(Ef;”“/phadmn) in p + p and Pb + Pb col-
lisions at,/syny = 5.5 TeV. The full jet spectra have been considered here. In asfiegt, no
guenching scenario has been included in these simulatioosder to understand how the soft
background of the UE by itself modifies the expected fragmagort function. As seen in Fig. 6,
the soft emission drastically twists (more than 2 orders afjnitude) the HBP, increasing the
number of entries in the high region giving rise to a distortion of the distribution. Inder to
go a step further in the comparison - p and Pb + Pb HBP, the data have to be background
subtracted. Despite a good background subtraction, tteefdat > 5 will not be exploitable
anymore as dominated by too large error bars. This backgrsubtraction procedure and the
results associated are not presented here.
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Instead, we have chosen to show the ratio of two HBP obtained-# p collisions at
Vs = 14 TeV with and without quenching scenario to show the serifsitme should expect
vs £. For such a distribution we assume a perfect backgroundastitain procedure. Without
specific trigger bias in the data selection and for jetd2¥ GeV, one obtains a ratio which
increases witl¢ increasing with a value below one foréa~ 3 and above one after. Both
amplitudes below and above thjsimit, as well as the exact position of a ratio equals to unity
should allow us to quantify the strengh of the quenching agen

5 Conclusion

Technical aspects for jet reconstructiorpif- p and A + A collisions have been discussed. More
specifically, the expected performance for jet physicsiegith ALICE have been presented.
The observation of some modifications of the jet structur@int+ Pb collisions at LHC will
be possible fo€ up to~ 5 where we expect to see a clear distortion of the HBP due tedfie
emission generated by gluon radiation over the soft backgtof the UE.

References

[1] BRAHMS Collaboration I. Arsenet al., Nucl. PhysA 757 (2005) 1; PHENIX Collaboration K. Adcoet al.,
Nucl. PhysA 757 (2005) 184; PHOBOS Collaboration B.B. Bagtkal., Nucl. PhysA 757 (2005) 28; STAR
Collaboration J. Adamet al., Nucl. PhysA 757 (2005) 102 .

[2] M. Gyulassy, M. Plimer, M. Thoma and X. N. Wang., NuclyBhA 538 (1992) 37c .
[3] X. N.Wang and M. Gyulassy., Phys. Rev. L&88(1992) 1480 .

[4] R. Baier, Y. L. Dokshitzer, A. H. Mueller, S. Peigné and $chiff, Nucl. PhysB 483(1997) 291. Nucl. PhyB
484 (1997) 265 .

[5] B.G. Zakharov, JETP Lett. 65 (1997) 615 .

[6] U.A. Wiedemann, Nucl. Phy® 588 (2000) 303 .

[7]1 M. Gyulassy, P. Lévai and I. Vitev, Nucl. PhyB.571 (2000) 197 .

[8] S.S. Adleretal., Phys. Rev. Lett91 (2003) 072301. J. Adangt al, Phys. Rev. Lett91 (2003) 172302 .

[9] J. Adamset al., Phys. Rev. Lett90(2003) 082302 S. Afanasiat al., Phys. Rev. Lett101(2008) 082301 N.
N. Ajitanand, AIP Conf. Prod842(2006) 122 J. G. Ulery, Int. J. Mod. Phy&16 (2007) 2005 .

[10] ALICE Collaboration,ALICE Physics Performance Report (PPR), Volume Il J. Phy<s 32 (2006) 1295 .
[11] A. Dainese, C. Loizides and G. Paic, Euro. Phy€ 38 (2005) 461 .

[12] N. Borghini and U. A. Wiedemann, preprint arXiv:hep/p506218 .

[13] A. Accardiet al., working groupJet Physics writeup for the CERN Yellow, CERN-2004-009-B (2004) .

[14] ATLAS Collaboration, N. Grawt al., Eur. Phys. JC 62 (2009) 191-196. ATLAS and CMS Collaborations, M.
Leyton, preprint arXiv:0905.3684 .

[15] STAR Collaboration, B. I. Abeleet al., Phys. Rev. Lett97 (2006) 252001 .

[16] STAR Collaboration, J. Putschke, preprint arXiv:080819 S. Salur, preprint arXiv:0810.0500 .

[17] ALICE Collaboration,ALICE PPR, Volume I, J. PhysG 30(2004) 1517 .

[18] ALICE Collaboration, CERN-ALICE-TDR-014 (2008) .

[19] ALICE Collaboration, M. Estienne, Phys. Atom. Nu@lL (2008) 1535. Preprint: arXiv: 0810.1698 .

[20] PHENIX Collaboration, S.S. Adlest al., Phys. RevC 71 (2005) 034908, Erratum-ibicC 71 (2005) 049901 .
[21] ALICE Collaboration, S.L. Blytret al., arXiv:nucl-ex/0609023 .

[22] M. Cacciari& G.P. Salam, Phys. Le8659(2008) 119 .

[23] ALICE Collaboration, M. Estienné& A. Morsch, ALICE Internal Note in preparation .

332 MPIO8



(Multiple) Hard Parton Interactions in Heavy-Ion Collisions

Klaus Reygers
Physikalisches Institut, Universitidt Heidelberg, Philosophenweg 12,
69120 Heidelberg, Germany

Abstract

Multiple hard interactions of partons in the same p + p(p) collision
are a useful concept in the description of these collisions at collider
energies. In particular, they play a crucial role for the understanding
of the background (the so-called underlying event) in the reconstruc-
tion of jets. In nucleus-nucleus collisions multiple hard parton inter-
actions and the corresponding production of mini-jets are expected to
contribute significantly to the total particle multiplicity. In this arti-
cle a brief overview of results on particle production at high-pt in
proton-proton and nucleus-nucleus at RHIC will be given. Moreover,
the observed centrality dependence of the charged particle multiplic-
ity in Au+Au collisions will be discussed in light of multiple partonic
interactions.

1 Introduction

In a p + p(p) collision the location of a hard parton-parton scattering in which a parton with
transverse momentum pr = 2 GeV/c is produced is well defined (Ar ~ 1/pp < 0.1fm in the
plane transverse to the beam axis) and much smaller than the radius of proton (r ~ 0.8 fm). Thus,
it is expected that multiple hard parton scatterings can contribute incoherently to the total hard
scattering cross section [1,2]. When going from p+p to nucleus-nucleus (A+A) collisions and
neglecting nuclear effects the increase in the number of hard scatterings is given by the nuclear
geometry expressed via the nuclear overlap function Tap [3]. For a given range of the impact
parameter b of the A+A collisions the yield of produced partons with a transverse momentum p
can thus be calculated from the corresponding cross section in p+p collisions according to

1 dN B [ A% Tap(b) do W
NAA dprlyys [ (1—exp (—Tap-oXY))  dprly,
where Niﬁ:lA denotes the total number of inelastic A+A collisions and aﬁg the inelastic nucleon-

nucleon cross section. This corresponds to a scaling of the yield of produced high-pt partons
(and hence also of the yield of hadrons at high pt) with the number of binary nucleon-nucleon
collisions (N¢op). On the other hand, the yield of particles at low pr < 1GeV/c is expected
to scale with the number Ny, of nucleons that suffered at least one inelastic nucleon-nucleon
collision. Based on this separation of soft and hard processes the centrality dependence of the
charged particle multiplicity in nucleus-nucleus collisions can be predicted.
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Fig. 1: Invariant cross sections for the reaction p + p — 7° + X at Vs = 200GeV (left panel) and /s =
62.4 GeV (right panel) as measured by the PHENIX experiment at RHIC [10, 11]. The data are compared to next-to-
leading-order (NLO) perturbative QCD calculations performed with equal factorization (ur), renormalization (uR),
and fragmentation (ug-) scales. The theoretical uncertainties were estimated by choosing y = pur = ur = ppr =

pr,0.5pT, 2pT, respectively.

2 Hard Scattering at RHIC

In this article the focus is on the study of hard scattering in p+p and A+A collisions at RHIC
by measuring particle yields at high transverse momentum. Further methods are the statistical
analysis of 2-particle angular correlations and full jet reconstruction on an event-by-event basis
[4,5]. The latter method is challenging in heavy-ion collisions since, e.g., in a central Au+Au
collision with a transverse energy of dEr/dn =~ 500 GeV at midrapidity the background energy
from the underlying event in a cone with a radius R = /(A¢)? + (An)? = 0.7 s EfliaCkground ~
120 GeV. For a general overview of result from the four RHIC experiments see [6-9].

Deviations from point-like scaling of hard processes in nucleus-nucleus collisions de-
scribed by Eq. 1 can be quantified with the nuclear modification factor

A+A A+A
Rax = 1/Ni ™ dN/dprlpsa _ 1/Nipar" AN/dpr[a s . )
(TaB) - da/de|p+p {Neon) - 1/N11;)1:3r1p dN/de‘p+p

Neutral pion pr spectra in p+p collisions at /s = 200 GeV and 62.4 GeV used in the denomi-
nator of Eq. 2 are shown in Fig. 1. Next-to-leading-order perturbative QCD calculations describe
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Fig. 2: a) Raa for 7°’s, n’s, and direct photons in central Au+Au collisions at \/snny = 200 GeV [14]. b) Energy
(v/s~n~) dependence of Raa for 7°°s in central Cu+Cu collisions at /sy = 22.4, 62.4 and 200 GeV/c[12].

the data down to pr ~ 1 GeV/c at both energies.

In Au+Au collisions at /syy = 200 GeV a dramatic deviation of 70 and 7 yields at
high pt from point-like scaling is observed. In the sample of the 10% most central Au+Au
collisions the yields are suppressed by a factor of 4 — 5 (Fig. 2a). On the other hand, direct
photons, measured on a statistical basis by subtracting background photons from hadron decays
like 7° — 7 or n — 7 from the pr spectrum of all measured photons, are not suppressed for
pr < 12GeV/c. Thus, one can conclude that the hadron suppression is caused by the presence
of the created hot and dense medium and is not related to properties of cold nuclear matter.

In order to search for the onset of the high-pr hadron suppression Cu+Cu collisions at
three different energies (\/syny = 22.4,62.4, and 200 GeV) were studied by the PHENIX ex-
periment [12]. In central Cu+Cu collisions at \/syy = 200 GeV neutral pions at high pr are
suppressed by a factor ~ 2 (Fig. 2b). A similar suppression is observed at \/syy = 62.4 GeV.
However, at \/syy = 22.4 GeV an enhancement ()25 > 1) is found which can be explained by
a broadening of the transverse momentum component of the partons in the cold nuclear medium
(nuclear-k1 or Cronin enhancement). The upshot is that in Cu+Cu collisions the suppression
of high-pr pions sets in between /syy ~ 20 — 60 GeV. In very central collisions of heavier
nuclei (Pb ions) the WA98 experiment at the CERN SPS found a suppression of neutral pions
with pr > 2 GeV /c already at /sy = 17.3 GeV [13].

The most likely explanation for the suppression of hadrons at high pr is energy loss of
partons from hard scatterings in the medium of high color-charge density produced nucleus-
nucleus collisions (jet-quenching) [15,16]. In this picture the absolute value of the nuclear mod-
ification factor contains information about properties of the medium such as the initial gluon
density dN&/dy. The parton energy loss calculation shown in Fig. 2b reproduces the suppres-
sion in central Cu+Cu collisions at \/syn = 200 GeV for 255 < dN®&/dy < 370, whereas
the suppression in Au+Au at \/syy = 200GeV requires a gluon density on the order of
1250 < dN&/dy < 1670 [17].

Direct photons are not expected to be suppressed in A+A collisions since they interact only
electro-magnetically with the medium and thus have a much longer mean free path length. How-
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Fig. 3: Different results from leading-order (LO) QCD analyses for the ratio of the parton distribution in the lead

nucleus and in the proton for valence quarks (left panel), sea quark (middle panel), and gluons (right panel) [20].

ever, preliminary data from the PHENIX experiment indicate a suppression in central Au+Au
collisions at \/syny = 200GeV also for direct photons with pt 2 12 GeV (Fig. 2a). This
suppression can partly be explained by the different quark content of the proton and the neutron
(isospin effect) which is not taken into account in the definition of Ra s [18]. A further contribu-
tion might come from the suppression of direct photons which are not produced in initial parton

scatterings but in the fragmentation of quark and gluon jets (fragmentation photons) [18].

The modification of the parton distribution functions (PDF’s) in the nucleus with respect to
the proton PDF’s are also not taken into account in the nuclear modification factor R o. Roughly
speaking, features of nuclear PDF’s as compared to proton PDF’s are a reduced parton density
for z < 0.1 (shadowing), an enhancement for 0.1 < z < 0.3 (anti-shadowing) followed again by
a suppression for 0.3 < z < 0.7 (EMC-effect) [19]. For z — 1 the parton densities are enhanced
due to the Fermi motion of the nucleons inside the nucleus. In Fig. 3 different parameterizations
of the ratio R(z, Q%) = f(x,Q?)/fF(z,Q?) of the parton distribution for a lead nucleus and
for the proton are shown for valence quarks, sea quarks, and gluons [20]. It is obvious from
this comparison that the gluon distribution in the lead nucleus is not well constrained by lepton-
nucleus deep inelastic scattering data at low x (z < 1072). This leads to a large uncertainty of
the gluon PDF as determined in a systematic error analysis [21].

The gluon distribution is of special interest for the understanding of direct-photon pro-
duction since quark-gluon Compton scattering ¢ + g — ¢ + -y significantly contributes to the

total direct-photon yield. In Fig. 2a pt ~ 10 GeV /c where RdAiK’CM ~ 1 and pr ~ 20GeV/c

where Rijfm ~ 0.6 roughly correspond to z ~ 0.1 and = ~ 0.2, respectively, according to

x & 2p7/+/s. From the ratio Rgb in this  range (Fig. 3) there is no indication that the suppres-
sion of direct photons at high pt in central Au+Au collisions is related to the gluon distribution
in heavy nuclei. This is in line with the calculation presented in [18].
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Fig. 4: a) Centrality dependence of the charged particle multiplicity in Au+Au collisions at /sxn = 19.4 GeV and
200 GeV measured by the Phobos experiment [7]. b) Ratio of the two data sets of Figure a) [7].

3 Charged Particle Multiplicity: Hard and Soft Component

Multiple hard partonic interaction in p + p(p) collisions explain many observed features of these
collisions including the rise of the total inelastic p + p(p) cross section with /s, the increase
of (pr) with the charged particle multiplicity N, the increase of (pr) with /s, the increase
of dNg,/dn with /s, and the violation of KNO scaling at large /s. In such mini-jet models a
p + p(p) collision is classified either as a purely soft collision or a collision with one or more
hard parton interactions depending on a cut-off transverse momentum pr min (see e.g. [22]). The
Cross section og.g, for a soft interaction is considered as a non-calculable parameter. The energy
dependence of the charged particle multiplicity in p + p(p) collisions can then be described by

Tiet (V/5)
Oinel (\/g)
This can be extrapolated to nucleus-nucleus collisions by assuming that the soft component scales

with the number of participating nucleons /V;,,,+ whereas the mini-jet component scales with the
number of nucleon-nucleon collisions N q:

= 1<*Npart> “(nsoft) + (Neont) * (Phard) - ;J::ﬂ((\\/[i)) '

A+A 2
Here (ngof) and (nparq) are fixed parameters determined from p + p(p) collisions.

dN,,
dn

3)

= <nsoft> + <nhard> .
p+p

dNgp,

n “4)

The centrality dependence of the charged particle multiplicity measured in Au+Au col-
lisions at \/syN = 19.4 GeV and 200 GeV is shown in Fig. 4a. Interestingly, the relative in-
crease of the multiplicity per participant from (Npart) =~ 100 to (Npart) ~ 350 is identical for
the two energies. This can be described within the experimental uncertainties with a saturation
model [23] (Fig. 4, solid line) and a two-component fit which extrapolates from p+p to A+A as
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in Eq. 4 but leaves the relative fraction of the soft and the hard component in p+p (Eq. 3) as
a free parameter [24] (Fig. 4, dotted line). However, this behavior cannot be reproduced with
the two-component mini-jet model implemented in the Monte Carlo event generator Hijing 1.35
(Fig. 4, dashed line). This does not necessarily mean that the two-component picture is not valid
in nucleus-nucleus collisions as pointed out in [22]. With the two-component mini-jet model
of ref. [22] the experimentally observed centrality dependence can be reproduced if a strong
shadowing of the gluon distribution in the gold nucleus is assumed. However, the used gluon
distribution deviates from the parameterizations in Fig. 3 and it is stated in [22] that with a gluon
distribution that exhibits a strong anti-shadowing as the distributions in Fig. 3 the data cannot be
reproduced. Thus, the question whether the two-component mini-jet picture is a useful concept
in nucleus-nucleus collisions hinges on the knowledge about the gluon PDF and can only be
answered if the uncertainties of the gluon distribution in nuclei can be significantly reduced.

4 Summary

The interest in hard scattering of partons in nucleus-nucleus collisions is twofold: First, QCD
predictions for the energy loss of highly-energetic partons in a medium of high color-charge
density can be tested experimentally. Second, the observed hadron suppression in conjunction
with parton energy loss models renders the possibility to characterize the medium created in ultra-
relativistic nucleus-nucleus collisions. The assumption that indeed the created medium causes
the suppression was confirmed by the observation that direct photons at high pt which result
from hard parton-parton scatterings are not suppressed (at least for pyr < 12GeV/c in Au+Au
collisions at /sy = 200 GeV). It remains to be understood how the apparent suppression of
direct photons with py 2 12 GeV /c fits into this picture. It was argued that it is unlikely that
this direct-photon suppression is related to the gluon distribution function in the gold nucleus.

A natural extension of the successful concept of multiple partonic interactions in p + p(p)
collisions to nucleus-nucleus collisions is the two-component mini-jet model for the centrality
(Npart) dependence of the charged particle multiplicity. As shown in [22] such a model can
indeed describe the experimental data, but only if a relatively strong suppression of the gluon
distribution in a gold nucleus is assumed. The gluon distribution in this model appears to be
only barely consistent with recent parameterizations such as EPS09LO [21] so that it remains
to be seen whether the two-component mini-jet model is a useful concept in nucleus-nucleus
collisions.
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