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This talk is a brief summary of some theoretical issues in the field of hot and dense QCD
matter and ultra-relativistic heavy ion collisions.

1 Introduction

The study of ultra-relativistic heavy ion collisions offers the possibility to address several fun-
damental questions about the state of matter at very high temperature and density, or about
the structure of the wave-function of a nucleus at asymptotically high energy. The reason why
this second issue appears in the context of heavy ion collisions is related to the need to under-
stand how dense and hot matter is produced there, and this requires a good knowledge of the
nuclear wave-functions, and in particular of their small x partons. This feature contributes to
bring together the fields of “small x” physics and that of ultra-relativistic heavy ions, with the
common goal of studying QCD in regimes of large parton densities.

The extreme situations alluded to the above are believed to bring simplicity to the theoretical
description of the systems under study. The naive picture of the quark-gluon plasma belongs to
such asymptotic idealizations: as a natural consequence of the QCD asymptotic freedom, one
expects indeed hadronic matter to turn at high temperature and density into a gas of quarks
and gluons whose free motion is only weakly perturbed by their interactions. However, the
data that have been collected over the last decade at RHIC [1] suggest that the temperature
reached in present nuclear collisions is presumably not high enough, or is attained for too short
a period of time to lead to such an idealized state of matter. The data rather provide evidence
that the quark-gluon plasma produced in RHIC collisions is strongly coupled, and behaves as
a “perfect liquid” rather than an ideal gas.

The origin of the strongly coupled character of the quark-gluon plasma is one of the several
“puzzles” that RHIC is leaving us with, one that I shall briefly address in this talk. The “hopes”
mentioned in the title of the talk reflect of course the exciting perspectives opened by the LHC:
many of the questions left open by RHIC will be, hopefully, clarified there, and, perhaps, the
high energies available at the LHC will be sufficient to produce the ideal quark-gluon plasma.

2 The QCD phase diagram

The study of dense and hot matter is not directly concerned with the properties of individual,
elementary, particles, as is traditionally the case in particle physics. Rather, one is interested
in the behavior of collections of large numbers of such particles, and in the various “phases” in
which such systems may exist. Properties of QCD matter (matter made of quarks and gluons)
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can be studied as a function of various control parameters, the most relevant ones (because
they are directly accessible experimentally) being the temperature and the baryonic chemical
potential.

Simple considerations allow us to draw the main features of the phase diagram. A basic
property of QCD is the confinement of color charges: at low density and temperature quarks
and gluons combine into color singlet hadrons that make up hadronic or nuclear matter. When
the density, or the temperature, become high enough quarks and gluons start to play a dominant
role in the thermodynamics, leading possibly to a transition to a phase of matter where color
is “deconfined”. Chiral symmetry (an exact symmetry of QCD when quark masses vanish) is
spontaneously broken in the hadronic world, but is expected to be restored at high temperature
and density. At large baryon chemical potentials, a rich structure appears in the phase diagram,
yet largely unexplored (for a recent review see e.g. [3, 4]). Among the salient features, let us
mention the emergence of color supraconductivity at large density, the possible existence of a
critical point, as well a a possible new phase of “quarkyonic” matter whose existence has been
conjectured recently on the basis of large Nc arguments [5].

3 The ideal baryonless quark-gluon plasma

There are at least two good reasons to focus on the case of baryon-free matter: i) the baryon-
less quark-gluon plasma is that for which we can do the most elaborate calculations from first
principles, using in particular lattice gauge theory; ii) this is likely the state of matter created
in the early stages of nucleus-nucleus collisions in the central rapidity region.

The QCD asymptotic freedom

QCD is “asymptotically free”, which means that the interactions between quarks and gluons
become weak when the typical energy scale (Q) involved is large compared to ΛQCD. The strong

coupling constant “runs”, according to the (one-loop) formula αs = g2

4π ≈ 1/ ln(Q/ΛQCD). Be-
cause the natural scale in thermodynamical functions is Q ' 2πT , this formula leads us to
expect that matter becomes simple when T � ΛQCD: it turns into an ideal gas of quarks and
gluons. Weak coupling calculations (based on resummed QCD perturbation theory), that re-
produce lattice results for temperatures greater than 2.5 to 3 Tc [6], suggest that the dominant
effect of interactions is to turn (massless) quarks and gluons into weakly interacting (massive)
quasiparticles. The thermodynamic functions such as the pressure, the entropy density or the
energy density, all go to their corresponding Stefan-Boltzmann values at high temperature.
This is confirmed by new lattice calculations that can probe arbitrarily large temperatures, and
which demonstrate the approach to the Stefan-Boltzmann limit in a convincing way, in good
agreement with weak coupling calculations [7].

The cross-over between hadronic matter and the quark-gluon plasma

Most recent lattice calculations indicate that the transition from the hadronic world to the
quark gluon plasma is not a phase transition proper, but a smooth crossover [8], extending over
a range of temperatures of the order of 20 to 30 MeV. This implies in particular that there
is no unique way to define the “transition temperature” Tc: it depends somewhat on how it
is measured. Thus one may define the “chiral transition temperature” as the location of the
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peak in the chiral susceptibility, and this may differ from the “deconfinement temperature”
measured for instance by the inflexion point in the Polyakov loop expectation value (note that
this terminology is not meant to imply the existence of “two” transitions !). Independently of
this basic ambiguity, some discrepancy remains as to the precise temperature location of the
transition region [9, 10], but this is being resolved [11].

Between Tc and ∼ 3Tc, there is a significant deviation between the energy density ε, and 3P ,
where P is the pressure. The quantity ε− 3P , which equals the trace of the energy momentum
tensor, would vanish (for massless quarks) if it were not for the fact that the QCD coupling runs
and depends on the temperature. The finite value of ε−3P is related to the so-called QCD scale
anomaly. It is appreciable only for T <∼ 3Tc, and below Tc it receives contributions from the
massive hadrons. This region between Tc and 3Tc, is a difficult region where the physics is not
well understood, but for which much theoretical effort is needed, since this is presumably the
region where the quark-gluon plasma produced at RHIC spends most of its existence. Among
the important open questions, one concerns the fate, in this region, of the quasiparticles that
dominate the thermodynamics at higher temperature.

4 From the “ideal gas” to the “perfect liquid”

We shall examine now some of the RHIC results (see the talk by R. Bellwied for a more exhaus-
tive presentation [2]), focusing on a few which suggest in the most convincing way that matter
produced at RHIC is strongly interacting.

Matter is opaque to the propagation of jets

This is seen in several ways. First by looking at the correlations among the produced parti-
cles, and observing that in most central Au-Au collisions, the usual companion of a jet, expected
at 180 degrees from the trigger jet, is absent [12]. Another view of the same physics is obtained
by studying the so-called nuclear modification factor, a ratio that summarizes the deviation
from what would be obtained if the nucleus-nucleus collision was an incoherent superposition of
nucleon-nucleon collisions. The attenuation which persists at fairly large transverse momentum
is usually discussed in terms of the energy loss of the leading parton in the dense medium [13].
This energy loss is found to be large and difficult to account for in a perturbative scheme (see
e.g. [14] for a recent discussion).

Matter flows like a fluid

If nucleus-nucleus collisions were simple superpositions of nucleon-nucleon collisions, the
produced particles would have isotropic distributions, irrespective of the shape of the collision
zone in the transverse plane. However, if the interactions among the produced particles are suf-
ficiently strong to bring the system close to local equilibrium, then a collective motion emerges:
strong pressure gradients are induced by the anisotropy of the initial interaction zone, leading
to anisotropic momentum distributions[15]. This so-called elliptic flow has been observed at
RHIC, and is a beautiful evidence of collective behavior and (at least partial) thermalization of
the produced matter.
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The quark-gluon plasma as a perfect fluid

The hydrodynamical calculations that are used to analyze the flow data require a short
equilibration time and a relative low viscosity, i.e. a ratio of viscosity to entropy density lower
than about 0.4 [16]. Such a low value points to the fact that matter is strongly interacting,
since the ratio of viscosity to entropy density would be much larger in a weakly interacting
system. In fact, the “measured” value is not too different from that obtained in some gauge
theories that can be solved exactly at strong coupling: η/s = 1/4π ≈ 0.08 [17], a value that has
been conjectured to be a lower bound [18]. The small value of η/s obtained for the quark-gluon
plasma found at RHIC is what has motivated its qualification as a “perfect liquid”.

5 Is the quark-gluon plasma strongly coupled ?

The opacity of matter, the elliptic flow, and the small value of η/s are measurements that
contribute to build a picture of the quark-gluon plasma as a strongly coupled system.

The ideal strongly coupled quark-gluon plasma

In fact, the RHIC data have produced a complete shift of paradigm in the field, suggesting
a new ideal system that can be used as a reference system: the strongly coupled quark-gluon
plasma (sQGP). This was made possible by a theoretical breakthrough that allows one to
perform calculations in some strongly coupled gauge theories, using the so-called AdS/CFT
correspondence, a mapping between a strongly coupled gauge theory and a weakly coupled
(i.e. classical) gravity theory. This correspondence has led to the detailed calculations of many
properties of strongly coupled non abelian plasmas (for a recent review see [19]). Among the
successes of this approach, let us recall the exact results for the entropy density s/s0 = 3/4,
and for the viscosity to entropy density ratio η/s = 1/4π that we have just mentioned.

A puzzling situation: weakly or strongly coupled ?

The interpretation of RHIC data in terms of a strongly coupled quark-gluon plasma leads
to a somewhat puzzling situation. There is indeed no evidence that in the transition region
the QCD coupling constant becomes so huge that weak coupling techniques (with appropriate
resummations) are meaningless. And we know that for temperatures above 3Tc such calculations
account well for lattice data. Besides, the description of the early stages of nucleus-nucleus
collisions in terms of the color glass condensate (see below) relies heavily on weak coupling
concepts.

A possible way out this paradoxical situation is to acknowledge the coexistence, within
the quark-gluon plasma, of degrees of freedom with different wavelengths, and whether these
degrees of freedom are weakly or strongly coupled depends crucially on their wavelengths: short
wavelengths can be weakly coupled, whereas long wavelengths are always strongly coupled. It
is also worth recalling here that non perturbative features may arise in a system from the
cooperation of many degrees of freedom, or strong classical fields, making the system strongly
interacting while the elementary coupling strength remains small. An illustration is provided
next.
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6 High density partonic systems

The wave function of a relativistic system describes a collection of partons, mostly gluons,
whose number grows with the energy of the system: this is because each gluon acts as a color
source that can radiate other gluons when the system is boosted to higher energy (then x, the
typical momentum fraction, decreases). This phenomenon has been well established at HERA
[20]. One expects, however, that the growth of the gluon density eventually “saturates” when
non linear QCD effects start to play a role. The existence of such a saturation regime has been
predicted long ago, but it is only during the last decade that equations providing a dynamical
description of this regime have been obtained (for recent reviews, see [21, 22, 23]).

The onset of saturation is characterized by a particular momentum scale, called the satu-
ration momentum Qs, given by Q2

s ≈ αs(Q
2
s)xG(x,Q2

s)/πR
2, where R is the transverse size

of the system. Partons in the wave function have different transverse momenta kT . Those
with kT > Qs are in a dilute regime; those with kT < Qs are in the saturated regime. Note
that at saturation, naive perturbation theory breaks down, even though αs(Qs) may be small
if Qs is large: the saturation regime is a regime of weak coupling, but large density. In fact,
at saturation, the number of partons occupying a small disk of radius 1/Qs in the transverse
plane is proportional to 1/αs, a large number if αs is small. In such conditions classical field
approximations become relevant to describe the nuclear wave-functions. This observation is at
the basis of the McLerran-Venugopalan model [24]. The color glass formalism provides a more
complete physical picture, allowing in particular a complete description of the evolution of the
wave function as a function of energy [21, 22, 23].

The saturation momentum increases as the gluon density increases. This increase of the
gluon density may come from the decrease of x with increasing energy (Q2

s ∼ x−0.3), or from
the additive contributions of several nucleons in a nucleus, xGA(x,Q2

s) ∝ A, and hence Q2
s ∝

αsA
1/3, where A is the number of nucleons in the nucleus. Thus, the saturation regime sets in

earlier (i.e., at lower energy) in collisions involving large nuclei than in those involving protons.
In fact, the parton densities in the central rapidity region of a Au-Au collision at RHIC are not
too different from those measured in deep inelastic scattering at HERA. In a nucleus-nucleus
collision, most partons that play a direct role in particle production have momenta of the order
of Qs. A very successful phenomenology based on the saturation picture has been developped
at RHIC (see e.g. [23, 25, 26] for recent reviews). However, understanding how the quark-gluon
plasma is produced, i.e., understanding the detailed mechanisms by which partonic degrees
of freedom get freed and subsequently interact to lead to a thermalized system, remains a
challenging problem.

By selecting particular kinematics, one may reach lower values of x. Thus, for instance, the
study of dA collisions at RHIC, in the fragmentation region of the deuteron, gives access to a
regime of small x values in the nucleus, where quantum evolution could be significant. Indeed,
very exciting results have been obtained in this regime [27], which have been interpreted as
evidence of saturation (see e.g. [28, 23]). In particular, the disappearance of di-hadron corre-
lations at forward rapidity, which has been observed recently [29], has a natural interpretation
in terms of saturation. This result is potentially very important as it may represent the first
direct evidence of large parton density effects [30].
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7 Conclusion

The field of ultra-relativistic heavy ion collisions has undergone spectacular progress in the last
decade, both theoretically and experimentally. Progress in understanding the behavior of QCD
in the regime of large parton densities has contributed to bring together the field of small x
physics, and that of heavy ions, and has led to very exciting developments. Other, somewhat
unexpected, developments took place, such as the intrusion of string theoretical techniques and
the use of the AdS/CFT duality in order to study strongly coupled plasmas. But, to a large
extent, experiments continue to drive the field. As I have indicated, RHIC has produced a vast
amount of high quality data which have forced us to revise our concepts, and left us with a
number of puzzles. We can be confident that many of these puzzles will be clarified by the
forthcoming experiments at the Large Hadon Collider.
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The ATLAS experiment will participate in the heavy ion program of the Large Hadron
Collider (LHC), for which the main goal is to create strong interacting matter under
extreme energy density and temperature conditions. Evidence from SPS and RHIC data
suggests that in such extreme conditions matter undergoes a phase transition from ordinary
hadronic matter to a plasma of quarks and gluons, the QGP. The large acceptance, high
granularity calorimeters, silicon tracking detectors, and muon spectrometers assure that
ATLAS can handle such a challenging program.

1 Introduction

Pb+Pb collisions at the LHC are expected to produce a QGP with energy densities 2–3 times
(or even more) larger than at RHIC, with larger initial temperatures (by a factor of 2) and
longer lifetimes (the order of 1.5). To carry on this program, the ATLAS [1] experiment has a
large detector acceptance, as shown in Figure 1, with full azimuthal coverage and 10 units of
pseudo-rapidity, not taking into account the very forward detectors which will play a major role
in the heavy ion program. In Pb+Pb collisions, the detector is especially suited to study jets and
photons. Concerning jets, the large acceptance and fine segmentation allows full reconstruction
and a detailed study of their properties. For photons, the fine segmentation of the first layer of
the electromagnetic calorimeter allows for separation of direct photons from those originating
from π0 and η decays. This is a unique strength of the ATLAS detector at the LHC.

2 Global observables

The day-one physics will be devoted to establish the global features of the heavy ion program.
The collisions centrality is characterized event-by-event by the impact parameter, b, which is
intrinsically related to the geometry of the collision and so to the number of collisions and the
number of excited participating nucleons. A strong correlation between these variables and the
energy deposited in the ATLAS calorimeters is expected. Figure 2 (left plot) demonstrates how
well ATLAS reconstructs the transverse energy over the whole pseudorapidity range in cen-
tral collisions, b=2 fm, taking into account correction factors for acceptance cracks and energy
depositions by particles which originate from re-interactions in the detector material. Measure-
ments of the inclusive charged particle density will be essential and few days of data taking will
help establish which physics scenarios can be ruled out using the measured multiplicities [2].
The middle plot of Figure 2 shows the capabilities of ATLAS to reconstruct dNch/dη in central
collisions. The estimated errors are 10-15%.
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Figure 1: The pseudo-rapidity coverage of the various components of the ATLAS detector.

One observable that gives insight into the very earliest phase of the collisions is the elliptic
flow, which arises when two colliding nuclei do not overlap totally. In such a case, the initial
spatial anisotropy leads to a final state elliptical asymmetry in momentum space with respect
to the reaction plane. The variable v2 is the second Fourier coefficient of the particle azimuthal
distribution with respect to the reaction plane and measures the elliptical shape of the particle’s
momentum distribution in the transverse plane. Figure 2 (right plot) shows v2 as a function of
the transverse momentum for mid-central events. Three methods to measure elliptic flow are
applied to the simulated data – event plane, two-particle correlations and Lee-Yang Zeros [3, 4].
All three fail at the very low pT due the presence of fake tracks in this momentum range. The
Lee-Yang Zeros method, however, shows the best performance and is less sensitive to non-flow
effects.

Figure 2: Left and middle: comparison of the reconstructed dET /dη and dNch/dη distributions
(points) with the true distributions (histograms) for central events with b = 2.3 fm. Right:
pT dependence of the reconstructed v2 from the event plane method (squares), two-particle
correlations (stars) and the Lee-Yang Zeros method (triangles) for mid-central events, b=7 fm.
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3 Jets

One of the most important topics of the LHC heavy ion program will be the jet suppression
measurements [5, 6]. Jets reconstruction in Pb+Pb collisions is challenging due to the large
underlying event. Thus, methods have been developed to subtract it by removing the averaged
transverse energy, estimated far enough from the seeded jet signal, as well as to identify and
reject fake jets [7, 8]. Figure 3 compares the reconstructed jet spectrum with the input one,
and the fake jet spectrum as a function of the transverse energy. Even without correcting for
efficiency and energy resolution, the reconstructed spectrum matches the input one above 80
GeV quite well. The background at low ET is suppressed by two orders of magnitude. At 70
GeV the reconstruction efficiency is about 70%, the resolution is approximately 25% and the
background is negligible.

Figure 3: Input, raw reconstructed and fake
spectra for cone jets in central (dNch/dη=2650)
Pb+Pb collisions. The reconstructed spectrum
is not corrected for efficiency and energy res-
olution. Dashed line represents the absolute
fake jet rate from HIJING events prior to back-
ground jet rejection.

4 Direct photons

The design of the ATLAS electromagnetic
calorimeter is optimal for direct photon iden-
tification [1]. As seen in Figure 4, the first
layer has a very fine longitudinal segmenta-
tion along the η direction, allowing to disen-
tangle direct photons from π0 and η photon
decays. This is a unique feature of ATLAS
and rather important because direct photons
are not affected by the strong interacting
medium and so they can be used as a ref-
erence for jet suppression measurements [5].
Also the energy scale determination will ben-
efit because the pT -balance of di-jet correla-
tions is of limited use due to the expected
energy loss in the QGP and the fluctuations
of the large underlying event. The left plots
of Figure 4 show the reconstructed energy de-
position in the strip layers as a function of the
strip cluster size, ∆η, for direct photons and
for π0s embedded in HIJING central events.
The energy of a single photon is concentrated
across a few strips with a single maximum at the middle, whereas a cluster from a π0 decay is
distributed across more strips.

5 Heavy ions run in 2010

The first heavy ion run at the LHC is scheduled for November and December of 2010. The
CM energy will be 2.76 TeV/nucleon pair, a factor 2 smaller than the nominal one. The peak
luminosity will be 2 orders of magnitude smaller, 1–2x1025. Taking into account the total
inelastic Pb+Pb cross section, 7.7 barns, an interaction rate of 80-160 Hz is expected. Some
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Figure 4: The reconstructed energy deposition in the strip layers around the direction of (top
left) a single photon and a single π0 (bottom left), both embedded in a central Pb+Pb event.
On the right the sketch of a barrel module with the different layers is shown, with the fine
granularity in η of the first layer being enhanced.

advantages of these low rates can be exploited, namely in triggering. In principle, depending
on how large events will be, no Level-1 rejection is needed and the High Level Trigger will work
in transparent mode. Beyond minimum bias, the Level-1 trigger will be used to find regions of
interest concerning rare signals, namely jets, muons, and ultra-peripheral collisions. Even with
low to moderate luminosity, 50 Hz written to tape will amount to two million Pb+Pb events
per day.

In conclusion, ATLAS is fully prepared to collect and analyze the first heavy ion data.
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We explore the scenario in which the breaking of the electroweak symmetry is due to the
simultaneous presence and interplay of a dynamical sector and an unnatural elementary Higgs.
Here the elementary Higgs represents the sector responsible for fermion masses. Our goal is to
investigate the interplay between the technicolor sector and the sector giving masses to the SM
fermions, and this simple model works as a well defined framework that permits perturbative
calculations.

The idea of bosonic technicolor was originally pioneered in a series of papers by Simmons [1],
Kagan and Samuel [2] and Carone and Georgi [3, 4]. More recently this type of model has been
investigated also in [5]. It was noted that these models permit to write renormalizable Yukawa
interactions with ordinary fermions replacing the extended technicolor dynamics. In comparison
to the earlier works we have:

• Included all dimension four operators with at most one mixing between the two scalar
sectors.

• Provided an extensive scan of the parameters of the model.

• Updated the comparison with measurements.

• We linked the dynamical sector with models of (Ultra) Minimal Walking technicolor
[6, 7, 8, 9].

We start with the following Lagrangian:

LUTC = LSM
∣∣∣
Higgs=0

+ LTC + LHiggs + LYukawa . (1)

The TC-sector has no direct couplings with the SM fermions, but the elementary Higgs has
Yukawa couplings with both the SM- and technifermions, encoded in LYukawa. We construct

∗Speaker

PLHC2010 1PLHC2010 385



a low energy effective theory, where both the composite and the elementary scalar sector are
described by a linear Lagrangian. The composite field is written as

M =
1√
2

(sI2×2 + 2iπM ) ∝ QLQ̄R, 〈s〉 ≡ f, (2)

where f is the technipion decay constant, and the elementary Higgs field as

H =
1√
2

(hI2x2 + 2iπH) , 〈h〉 ≡ v . (3)

The Higgs Lagrangian is then given by

LHiggs =
1

2
Tr
[
DH†DH

]
− VH , VH =

1

2
m2
HTr

[
H†H

]
+
λH
4!
Tr2

[
H†H

]
. (4)

The technicolor sector is taken to be the Next to Minimal Walking Technicolor (NMWT)
model [7], consisting of two techniflavors in the two-index symmetric representation of SU(3)TC.

The techniquark Yukawa term
−Q̄LHYQQR, (5)

breaks the (SU(2)L×SU(2)R)2 global symmetry of the model down to SU(2)R×U(1)R. As
the techniquarks form the chiral condensate, this term yields a linear term in the elementary
scalar Lagrangian that will generate a vacuum expectation value for the Higgs, regardless of
the sign of the original mass term m2

H . When constructing the effective Lagrangian that
mixes the technicolor sector with the elementary scalar, we include all dimension four operators
with at most one mixing between the two scalar sectors. Applying Georgi’s generalized naive
dimensional analysis [10] we arrive at the following Lagrangian for the TC-sector and its coupling
with the elemantary Higgs:

LTC − Q̄LHYQQR → 1

2
Tr
[
DM †DM

]
+

1

2
(c3/α)Tr

[
DM †DHYQ

]
− VM

VM =
1

2
m2
MTr

[
M †M

]
+
λM
4!

Tr2
[
M †M

]

−1

2
(αc1)f2Tr

[
M †HYQ

]
− 1

24
(αc2)Tr

[
M †M

]
Tr
[
M †HYQ

]

− 1

24
(c4/α)Tr

[
H†H

]
Tr
[
M †HYQ

]
+ h.c. (6)

Here c1 . . . c4 are order one dimensionless real coefficients and α = Λ/f , where Λ is the mass of
the lowest lying vector resonance of the theory, is taken to be greater than one.

The above Lagrangian is diagonalized, and the physical propagating fields are given by a
non unitary transformation from the original fields, due to the kinetic mixing term. In unitary
gauge, the particle spectrum consists of two SM Higgs -like scalars and three massive pions,
while three massless pions have been eaten to become the longitudinal degrees of freedom of
the weak gauge bosons.

We perform an extensive scan of the parameters of the model, not restricting to any special
case for the mass parameter of the fundamental scalar, as opposed to earlier work on models
of this type. We constrain the parameters via direct search limits and electroweak and flavor
precision tests. The mass patterns for the two scalars, passing all the electroweak and flavor
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Figure 1: Left: The masses of the scalar particles. The black triangles are allowed by all data,
blue circles are less favored by the electroweak precision data and red diamonds are ruled out.
Right: The mass of the technipions, as a function of the vacuum expectation value of the
elementary scalar. The black triangles are allowed and the read diamonds are ruled out.

tests as well as direct search limits, are shown as black triangles in the left panel of figure 1.
Blue circles are less favored by the electroweak precision data and the red diamonds are ruled
out. Our model thus predicts the existence of one light and one heavy Higgs-like scalar. The
right panel of the figure shows as black triangles the allowed mass of the technipions, as a
function of the vacuum expectation value of the elementary scalar. We see that the technipion
mass is not very well constrained by the electroweak precision data, ranging from a few hundred
GeV to a few TeV.

We find that the model is viable in the light of all existing experimental data and can be seen
as a stepping stone towards a well defined extension of the SM featuring a complete solution
to both the origin of spontaneous breaking of the electroweak symmetry and the mass of any
SM fermion.
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In the Standard Model (SM), the only source of flavour violation are the Yukawa interac-
tions and the resulting rotation from the gauge to the mass eigenstates of the fermions. In
consequence, all quark-flavour violating (QFV) interactions can be parametrized in terms of
the CKM-matrix. Among the numerous extensions of the SM, Supersymmetry (SUSY) and in
particular the Minimal Supersymmetric Standard Model (MSSM) is among the most popular
and best-studied ones. Postulating a superpartner with opposite statistics for each of the SM
particles, it cures the hierarchy problem by stabilizing the Higgs mass, leads to gauge coupling
unification, and includes interesting candidates for the cold dark matter observed in our Uni-
verse. Although it is clear that SUSY must be broken at the electroweak scale, there is no
theoretical consensus about the exact breaking mechanism. One therefore introduces so-called
soft-breaking terms in the SUSY Lagrangian.

One of the open questions related to the breaking mechanism concerns the flavour structure
of the theory. The hypothesis of minimal flavour violation (MFV) assumes that flavour violation
is the same as in the SM. Then, all QFV interactions (e.g. the squark-quark-chargino vertex)
are again parameterized through the CKM-matrix. However, new sources of flavour violation
can appear in SUSY models, especially if they are embedded in larger frameworks such as grand
unified theories. This non-minimal flavour violation (NMFV) allows then for non-diagonal – i.e.
flavour-violating – entries in the mass matrices of the sfermions that are not related to the CKM-
matrix any more. These entries are conveniently considered as additional free parameters at the
electroweak scale and can imply a different phenomenology as compared to the case of MFV.
For a review on flavour violation in the MSSM see, e.g., Ref. [1]. Details on the parametrization
of NMFV in the MSSM can also be found in Refs. [2, 3, 4, 5].

The studies discussed in the following focus on NMFV in the sector of squarks. Analogous
arguments hold for sleptons, where the CKM-matrix is replaced by the PMNS-matrix. More-
over, the present analyses are based on flavour-mixing between the second and third generation
and within the right-right sector of the squark mass matrices, which are least constrained by ex-
perimental measurements. The benchmark scenario SPS1a’ [6], which serves as input for many
experimental studies, is taken as reference point within the framework of minimal supergravity.
The observed features are, however, present in wide ranges of the MSSM parameter space and
also for variations of other QFV entries in the mass matrices.

Experimental limits from a large variety of rare decays, meson oscillations, or other precision
measurements put strong constraints on the QFV elements of the squark mass matrices. Most
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Figure 1: Branching ratios (left) of the two lightest up-type squarks and production cross-
sections (right) of the discussed NMFV-signature for squark generation mixing between the
second and third generations.

important in the context of QFV are the decays b→ sγ and b→ sµµ as well as the observable
∆MBs related to B-meson oscillations. In the present study, all relevant constraints have
explicitly been taken into account at the 95% confidence level and combined with the theoretical
error estimate where available. Detailed discussions of the resulting allowed regions are given
in Refs. [2, 3, 4, 5, 7, 8].

The physical mass spectrum of the squarks strongly depends on the introduced flavour-
violating elements of the mass matrices [2, 4, 5, 7, 8]. In particular, the mass splitting between
the involved mass eigenstates is increased with increasing flavour mixing. At the same time, the
flavour content of the different squarks is modified. For example, the lightest up-type squark
is a pure stop-mixture in the case of MFV, but receives sizeable charm-admixtures for larger
values of the corresponding non-diagonal entries in the mass matrix. Vice versa, the charm
content of the second-lightest squark is then exchanged for a stop-admixture.

The modified mass spectrum and flavour contents alter the decay modes of the squarks. In
particular, new channels can be opened when introducing NMFV-elements in the mass matrices
[4, 5]. The left panel of Fig. 1 shows the example of the fermionic decays of the two lightest up-
type squarks into neutralinos. Here and in the following, the variables δRRu and δRRd parametrize
the mixing (in the right-right sector) between the second and third generation up- and down-
type squarks, respectively. The non-diagonal elements of the squark mass matrix are normalized
to the diagonal ones according to Refs. [4, 5]. For a wide range of the NMFV-parameter, at
least three of the branching ratios are simultaneously large, which may lead to important QFV
effects in collider experiments [4].

In particular, they can give rise to sizeable event rates for the signal

pp→ ũ1,2ũ
∗
1,2 → ct̄ (tc̄) χ̃0

1χ̃
0
1,

where the neutralinos give rise to missing transverse energy (Emiss
T ). While this process is

practically not realized in the MSSM with MFV or in the Standard Model, allowing for NMFV
can lead to rather sizeable cross-sections already for a moderate amount of additional flavour-
mixing, as can be seen in the right panel of Fig. 1. The expected number of signal events at
the LHC would be up to about 20.000 (10) for an integrated luminosity of 100 fb−1 (1 fb−1) at√
s = 14 TeV (7 TeV) [4].

Concerning the detectibility, top-quark identification is necessary to distinguish the proposed
signal from top-antitop production including missing energy. The most crucial point for flavour-
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Figure 2: Typical NMFV-signatures related to squarks decaying into Z- or W-bosons for gen-
eration mixing between the second and third generations.

mixing between the second and third generation would be efficient charm-tagging. Otherwise,
one should rather search for the signature jet+ (anti)top+Emiss

T [4].
Another type of NMFV-signature at colliders is connected to the bosonic decay modes of

the squarks [5]. As for the fermionic case discussed above, new channels can be opened when
allowing for new flavour-mixing entries in the mass matrices. Fig. 2 shows the example for
decays of selected squarks into Z- or W-bosons and an up-type squark. Assuming MFV, only
one squark can decay into the final state ũ1Z

0 in the given example. For increasing non-minimal
flavour-mixing, as discussed above, a second mass eigenstate obtains a sizeable stop-content. At
the same time, the mass of the lightest squark ũ1 is decreasing so that the new decay channel
ũ6 → ũ1Z

0 is opened [5].
Similar arguments hold for the decay of squarks into W-bosons. Here, two modes are present

for MFV, while additional channels become possible already for moderate flavour-violating
entries. If it will be possible to observe squarks at the LHC and to reconstruct their decays
modes, the observation of such a signature would exclude the hypothesis of MFV [5].

In summary, despite the strong constraints from experimental data, NMFV can lead to
new signatures in collider experiments that can challenge the hypothesis of MFV. Here, this
has been shown for the benchmark scenario SPS1a’. The given conclusions hold, however, for
wide ranges of the MSSM parameter space [4, 5]. The presented results are a clear call for
detailed Monte-Carlo studies including background reactions and detector simulation. Such
studies will in particular be necessary to identify the regions of parameter space where the
proposed signatures are observable.
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After the commissioning phase with beams at SPS injection energy (450 GeV), the LHC [1]
recently started the physics program with 7 TeV collisions. Consequently, the ATLAS detec-
tor [2] also entered its operation phase recording these collisions.

The task of the ATLAS trigger is to select 200 events out of 40 millions every second. It
starts with the hardware-based trigger, the Level 1 (L1), which finds Regions of Interest (RoI’s)
using coarse information from the fast muon chamber or calorimeter. These RoI’s are used as
starting points for the two software based trigger levels: the Level 2 (L2), which operates only
in the RoI’s but uses full detector granularity, and the Event Filter (EF), which can explore the
whole detector using full granularity information. The L2 and the EF are altogether referred to
as the High Level Trigger (HLT) system. The L1 output rate is roughly 75 kHz with a latency
of 2.5 µs. At L2, the output rate is decreased to 3 kHz with 40 ms latency and finally the EF
output is 200 Hz and the time budget is roughly 4 s per event.
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Figure 1: Candidate τ jet EM radius
distribution at EF. Dots are 2009 colli-
sion data, solid line is MC expectation.

All trigger algorithms share a common data prepa-
ration step, optimized for fast processing. During the
initial data taking period while the nominal luminos-
ity is not attained, the trigger system accepts most
of the incoming events and the bulk of the selection
is performed only by the L1. The HLT is functional,
but its decision is used for event rejection only when
the maximum recording rate is reached. The trigger
menus are composed of several signature subtriggers
specialized in selecting different event types. Those
using calorimeter data are presented in this paper.

For example, the τ trigger is designed to select
hadronic decays of the τ lepton, characterized by the
presence of 1 or 3 π± accompanied by a ν and possi-
bly π0’s. At L1, the τ trigger uses the electromagnetic
(EM) and hadronic calorimeter to find transverse en-
ergy (ET ) deposits which pass the threshold (lowest
is 5 GeV). At L2, selection criteria are applied using tracking and calorimeter based informa-
tion. This takes advantage of calorimeter cluster confinement and low track multiplicity to
discriminate τ ’s from the multi-jet background. Exploiting the same characteristics, the EF
uses different selection criteria for single-prong (1 π±) and multi-prong (3 π±) decays in more
refined algorithms which are almost identical to the offline reconstruction algorithms.
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The distributions of the important observables obtained from data during 2009 have been
compared with the non-diffractive minimum bias Monte Carlo and show reasonable agreement
given the limited statistics. Fig. 1 presents a measure of the shower lateral size in the EM
calorimeter (EM radius) calculated by the EF as the energy-weighted average cell distance
from the cluster barycenter (obtained after weighting the position of each cell by its energy). It
is an important discriminating variable because τ jets are more confined than QCD jets. Note
that in all figures the MC has been normalized by the number of entries in data sample.
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Figure 2: Transverse energy of jets
measured at L2 in 900 GeV collisions.

The ATLAS jet trigger is based on the selection of
high hadronic ET depositions. If a L1 jet candidate
passes a given ET threshold (lowest is 5 GeV), the L2 jet
trigger continues by requesting calorimeter data around
the L1 jet RoI position and runs an iterative cone algo-
rithm with fixed radius. The EF jet algorithm is based
on the offline reconstruction algorithm using calorimeter
towers projecting towards the collision centre.

The most important variable for the jet trigger is the
transverse energy. The ET measured in both the EM
and the hadronic calorimeter is added up to obtain the
jet trigger ET . The distribution of the jet ET obtained
at L2 is presented in Fig. 2. Some clearly unphysical
jets (with more than half the beam energy) are related
to the detector noise. Jet clean-up procedures are being established by the collaboration to
deal with such issues.
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Figure 3: Distribution of photon
Eratio at EF. Dots are 7 TeV collision
data, solid line is MC expectation.

The aim of the e/γ trigger is to select events with
electrons or photons in the final state. At L1, a thresh-
old is set on minimal ET deposit in the electromagnetic
calorimeter (the lowest was 3 GeV in the commission-
ing period). At L2, fast algorithms for calorimeter re-
construction are run and fast tracking is used to recon-
struct electron L2 objects. Already at this level it is
possible to use the fine granularity of the first layer of
the EM calorimeter to distinguish between primary and
secondary γ’s coming from π0. At the EF, reconstruc-
tion algorithms very similar to those used offline are
applied.

Nice agreement with Monte Carlo expectation is ob-
served with both 900 GeV and 7 TeV collisions. An im-
portant e/γ shower shape variable is called Eratio, which
is the fractional difference between the first and second
highest energetic cell in the first calorimeter layer (Fig. 3 shows its distribution). For single γ’s
it peaks around 1, while for γ pairs from π0 decays it is close to 0.

The ATLAS detector can be triggered also by events with considerable missing ET or with
a large amount of total ET deposited in the calorimeters. That could play a crucial role in
new physics discoveries such as dark matter candidates. The vector (missing ET ) and scalar
(total ET ) sum of ET are computed at L1 from all calorimeter elements. At L2, missing ET
is computed by adding the vector and scalar sums of all reconstructed muon momenta to the
calorimetric measurement done at L1. Note that L2 is presently not configured to access L2
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energy measurements due to strong network restrictions to read-out the whole detector at the
full L2 input rate. At the EF, the total ET and missing ET are again recalculated with more
precise input from the whole detector. Like for the other calorimeter triggers, no significant
deviation from the MC expectation was observed in collision data. Figure 4 presents the
comparison of minimum bias Monte Carlo and missing ET measured at the EF from 7 TeV
collisions. More details about the missing ET trigger performance can be found in [3].

In order to guarantee the quality of the information provided at the trigger level, automatic
monitoring is performed with respect to the information obtained offline. One of the most
important tests is the comparison of energy of the clusters produced by the EF to the clusters
produced by the offline code. Those checks verify that the cell and cluster calculations are
compatible at both levels despite the different choice of algorithms or parameters.
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Figure 4: Distribution of missing ET at
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Figure 5: Correlation of the EF and of-
fline ET obtained from 900 GeV data.

The correlation of the ET of e/γ clusters calculated at the EF and during offline reconstruc-
tion is presented on Fig. 5. Note that several off-diagonal candidates with low offline ET and
high EF ET would not pass offline quality cuts which are used to declare the EM cluster to be
an electron or photon candidate. More analyses are ongoing to produce even more HLT/offline
compatible results.

The studies presented in this paper demonstrated that calorimeter HLT algorithms are
under control. Key observables behave comparable to MC studies and ongoing comparison
with offline performance shows no important bias caused by those algorithms. Furthermore,
time requirements were evaluated to be within the required operational constraints and all
algorithms proved their robustness during the many hours long LHC runs. A comprehensive
summary of the calorimeter HLT performance as well as further references can be found in [4].

Recently, many of the algorithms (especially from e/γ and τ triggers) were switched to
perform active selection of events during runs with higher luminosity.
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The Minimal Supersymmetric Extension of the Standard Model (mssm) features a light
Higgs boson, the mass Mh of which is predicted by the theory. Given that the lhc will
be able to measure the mass of a light Higgs with great accuracy, a precise theoretical
calculation of Mh yields an important test of the mssm. In order to deliver this precision,
we present three-loop radiative corrections of O

`
αtα

2
s

´
and provide a computer code that

combines our results with corrections to Mh at lower loop orders that are available in the
literature.

1 Introduction

The Higgs sector of the Minimal Supersymmetric Extension of the Standard Model (mssm)
consists of a two-Higgs doublet model, which is tightly constrained by supersymmetry. In
particular, the quartic terms of the Higgs potential are completely fixed by the gauge couplings.
Thus, it is possible to describe the mssm Higgs sector through only two new (with respect to the
Standard Model) parameters, which are usually taken to be the mass MA of the pseudoscalar
Higgs and the ratio tanβ = v2

v1
of the vacuum expectation values of the Higgs doublets. In

particular, Mh, the mass of the light scalar Higgs boson, can be predicted, and at the tree-
level only these two parameters enter the prediction, leading to an upper bound of Mh ≤
MZ . However, Mh is sensitive to virtual corrections to the Higgs propagator that shift this
upper bound significantly. These virtual corrections depend on all the supersymmetry breaking
parameters. This sensitivity to virtual corrections, combined with the great precision with
which the Large Hadron Collider (lhc) will be able to measure the mass of a light Higgs, allows
Mh to be used as a precision observable to test supersymmetric models – assuming that the
theoretical uncertainties are suffiently small and under control.

Consequently, the one- and two-loop corrections to Mh have been studied extensively in
the literature (see, for example [1, 2, 3, 4, 5, 6, 7, 8]). The remaining uncertainty has been
estimated to be about 3 − 5 GeV [10, 9]. Recently, also three-loop corrections have become
available. The leading- and next-to-leading terms in ln(MSUSY /Mt), where MSUSY is the
typical scale of susy particle masses, have been obtained in [11]. Motivated by the observation
that the contributions from loops of top quarks and their superpartners, the stops, are dominant
at the one- and two-loop level, we have calculated three-loop susy-qcd corrections to these
diagrams. These corrections are of O

(
αtα

2
s

)
, where αt is the coupling of the Higgs to the top

quarks. A first result has been obtained in [12]. There, we assumed that all the superpartners
had approximately the same mass. This restriction has been dropped recently in [13].
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Figure 1: Prediction for the value of Mh (in GeV) for msugra scenario with tanβ = 10, A0 = 0,
as evaluated by H3m. The white lines and points indicate the benchmark scenarios of [19].

2 Organisation of the calculation

A major difficulty in obtaining the results of [13] was the presence of many different mass
scales – the masses mt of the top quark, mg̃ of the gluino, mt̃1,2 of the stops and mq̃ of the
partners of the light quarks – in the three-loop propagator diagrams. Assuming that there is a
distinct hierarchy between these masses, they can be disentangled by the method of asymptotic
expansions [14], yielding an expansion of the diagrams in small mass ratios and logarithms of
mass ratios. Working in the effective potential approximation, we set the external momentum
flowing through the Higgs propagator to zero and are left with tadpole integrals with a single
mass scale, which are known and implemented in the form [15] program matad [16].

However, as the masses of the superpartners are not known, it is not clear which hierarchy
one should assume. We solve this by computing the diagrams for many different hierarchies.
Then, when given a point in the mssm parameter space, we choose whichever hierarchy fits best
and evaluate Mh using the calculation in the chosen hierarchy. To choose the best hierarchy
and to estimate the error introduced by the asymptotic expansion, we compare, at the two-loop
level, our expanded result with the result of [7], which contains the full mass dependence.

For convenience, we have written the Mathematica package H3m [17], which automatically
performs the choice of the best fitting hierarchy and provides a susy Les Houches interface
to our calculation. This allows to perform parameter scans as in Fig. 1. In order to get a
state-of-the art prediction for Mh, we include all available contributions to Mh at the one- and
two-loop level that are implemented in FeynHiggs [18]. For details on the usage and inner
workings of the program, we refer to [13].

3 Estimating the theoretical uncertainty

We observe that the dependence of Mh on the renormalisation prescription, which is often
used as a guesstimate for the uncertainty due to unknown higher order corrections, reduces
drastically when one goes from two to three loops. But since we also find that the size of the
three-loop corrections can be of the order of one to two GeV, which is rather large given that the
two-loop corrections are only about a factor of two larger, we prefer to be conservative in our
estimation of the theoretical uncertainty. Assuming a geometric progression of the perturbative
series, we get for msugra scenarios an uncertainty due to missing higher order corrections of
100 MeV to 1 GeV, depending on the value of m1/2. The parametric uncertainty due to αs, mt
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and mt̃1,2 is of the same order of magnitude. The uncertainty introduced by the expansion in

mass ratios amounts to at most 100 MeV [13].

4 Conclusions

We present a calculation of the O
(
αtα

2
s

)
corrections to Mh, shifting the value of Mh by about

1 GeV. We provide a computer code combining our results with corrections from lower loop
orders, thus enabling a state-of-the-art prediction of Mh. Our calculation lowers the theoretical
uncertainty due to missing higher orders to the same magnitude as the parametric uncertainty.

This work was supported by the DFG through SFB/TR 9 and by the Helmholtz Alliance
“Physics at the Terascale”.
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Modern tracking systems like the ATLAS Inner Detector (ID) have intrinsic resolutions that
by far exceed the assembly precision. For an accurate description of the real geometry one has
to obtain corrections to the nominal positions. This alignment task is crucial for efficient track
reconstruction as well as for precise momentum measurement and vertex reconstruction.

The criteria for the required alignment precision at ATLAS are that the resolutions of the
track parameters should not decrease by more than 20% due to alignment effects and that the
systematic error on the W mass should be below < 15 MeV [1].

The ID [1][2] consists of three sub-components: the Pixel Detector (Pixel), the Semi-
Conductor Tracker (SCT) and the Transition Radiation Tracker (TRT). The Pixel is a sili-
con pixel detector consisting of three cylindrical barrel layers and three disks in each end-cap.
Its intrinsic resolution is 10 × 115 � m2 (Rφ× z), leading to a required alignment precision of
7× 100 � m2.

The SCT is a silicon strip detector with four barrel layers and nine disks per end-cap. The
intrinsic resolution of the SCT is 17× 580 � m2 (Rφ × z), the target precision for alignment is
12× 200 � m2. Pixel and SCT together consist of about 5800 modules in total.

The TRT consists of straw-like polyamide drift tubes with a diameter of 4 mm. The barrel
is divided into three rings of 32 modules each, containing in total 73 layers of straws. Each
end-cap consists of 160 disks of radially oriented straws. The TRT has an intrinsic resolution
of 130 � m (Rφ only), the target alignment precision is 30 � m.

To achieve the alignment goals, various tools are available. Already during the detector
installation, assembly and survey measurements were performed, yielding a precision of up to
O(100 � m). These measurements serve as a starting point or external constraint for other
methods [3].

The SCT is equipped with a Frequency Scanning Interferometry (FSI) [4] system that mea-
sures deformations of the SCT with an extremely high precision of O(1 � m). Its purpose is
to monitor the stability of the alignment with time. The FSI is not fully integrated in the
alignment software yet.

The tool for ultimate alignment precision is track-based alignment which uses particle tracks
to determine the alignment by examining residuals between the reconstructed hits in the detec-
tor and the intercept of the track trajectory in the module, estimated by the track fit. Several
million high-pT tracks are needed in order to reach the desired precision.
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The algorithms used by ATLAS are based on minimizing the track χ2 or on centering
residual distributions by examining their mean values.

The alignment can be performed at different levels of granularity. This alignment level de-
fines the “alignable structures” i.e. the substructures of the ID to which individual alignment
constants are assigned. Each alignable structure has six degrees of freedom (dof), corresponding
to six alignment parameters (three translations and three orientations). For the ID alignment,
several alignment levels are implemented: Level 1 treats the whole Pixel as well as SCT and
TRT barrel and end-caps as alignable structures, which makes 42 dof, on level 2 all ID sub-
components are split up into their barrel layers/modules and end-cap disks/layers (1146 dof).
Finally, on level 3, all single sensors are aligned individually (Pixel and SCT only, about 36000
dof). Furthermore, several intermediate levels are defined that all follow the assembly structures
of the detectors. For a full ID alignment, the alignment chain is run iteratively at different levels.

The baseline algorithm for track-based alignment at ATLAS is the Global χ2 [5]. Tracks
are fitted simultaneously, minimizing a global χ2 w.r.t. all track and alignment parameters at
the same time. The χ2 definition is given in Eq. 1, where rj is the vector of residuals of a track,
τj and a denote the track and alignment parameters, respectively, and V is the covariance
matrix.

χ2 =
∑

tracks

rj
T (τj , a)(V −1)jrj(τj , a) −→ d(χ2)

d(τj , a)

!
= 0 (1)

For minimization, the derivatives of χ2 w.r.t. all τj and a are required to be 0 at the same time.
This leads to a linear system of N linear equations, represented by an N×N matrix, where N
is the number of dofs. This can be solved by different techniques. At low granularity, the full
diagonalization of the matrix is possible. All eigenmodes of the system and their eigenvalues
are then known. At full granularity, a fast solution is more suitable and can be achieved with
matrix conditioning. In this case the eigenvectors and -values are unknown. Also the statistical
errors on alignment parameters cannot be calculated then.

Unfortunately, the χ2 minimization is normally not sufficient for a proper alignment. The
reason are the weak modes, which are solutions of the alignment that leave the residuals (almost)
invariant, but may bias the track parameters and therefore are a source of systematics. In the
χ2 algorithm they appear as eigenmodes with very small eigenvalues, to which the algorithm
is therefore insensitive. Typically, weak modes correspond to systematic deformations of the
whole detector. To deal with weak modes, various measures can be taken.

The most important is to prevent the alignment from introducing weak modes. At low
granularity, when the eigenmodes are known, this can be done by cutting away those modes
with the lowest eigenvalues. At high granularity, when the eigenmodes are unknown, one can
apply a soft mode cut, i.e. constrain the system by appropriately conditioning the matrix in a
way that weak modes get suppressed.

Of course, cutting away or suppressing weak modes is not enough, as the real detector may
contain such deformations. Aligning these requires extra steps. As weak modes are often con-
nected to certain track topologies, a good measure is to mix tracks with different topologies, e.g.
collision tracks, cosmics and beam halos. Effectively, this reduces the number of weak modes
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Figure 1: Unbiased residual distributions in local x coordinate for barrel and end caps of
Pixel, SCT and TRT. Data points are for 7 TeV collision data from 2010 with the current
alignment (dark dots) and for a simulation with perfect alignment (light circles). The simulated
distributions are normalized to the number of entries in the data. The “Full Width Half-
Maximum” of the distributions divided by 2.35 are quoted.

of the system. Vertex or beam spot constraints have a similar effect. Finally, one can examine
quantities that are affected by weak modes, like invariant mass distributions of resonances etc.

Figure 1 shows the results for 7 TeV data from 2010 with the current alignment (dark dots)
and for a simulation with perfect alignment (light circles). The unbiased residual distributions in
the most sensitive local coordinate are presented for all sub-detectors. Tracks used for the plots
were required to have pT > 2 GeV and number of silicon hits ≥ 6. For these low-momentum
tracks, the width of the residual distribution is larger than the intrinsic “per-hit” accuracy of
the detectors due to the contribution from multiple scattering to the track parameter errors.

In the TRT end-caps the measured resolution w.r.t. the simulation is significantly worse
than in the barrel. This is due to the fact that the TRT end-cap geometry did not allow for as
detailed cosmic ray studies as the barrel and the Pixel and the SCT. Further commissioning of
the TRT end-caps is required to achieve performance similar to that of the barrel.
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As is well known, there are successful phenomenological approaches for describing the soft
hadron-nucleon, hadron-nucleus and nucleus-nucleus interactions at high energies based on
the Regge theory and the 1/N expansion in QCD, for example the quark-gluon string model
(QGSM) [1] and the dual parton model (DPM) [2]. In this paper we present the results on
the beauty baryon production, in particular Λb, in pp collisions at LHC energies and small pt
within the QGSM to find the information on the Regge trajectories of the bottom (bb̄) mesons
and the fragmentation functions (FF) of all the quarks and diquarks to this baryon. Actually,
these results are the predictions for the LHC experiments.
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Figure 1: The distribution over θe+ and Ee+ in the inclusive process pp→ ΛbX → J/ψΛ0X →
e+e−nπ0X at

√
s = 4 GeV. The rate of the events is about 4.6 percent (13.8 nb).

The detailed calculations and the predictions on these reactions are presented in [3, 4],
where it is shown that all the observables are very sensitive to the value of intercept αΥ(0) of
the Υ(bb̄) Regge trajectory. The upper limit of our results is reached at αΥ(0) = 0, when this
Regge trajectory as a function of the transfer t is nonlinear. Using the hadron detector at the
CMS and the TOTEM one could register the decay Λ0

b → J/ψΛ0 → µ+µ−π−p by detecting
two muons and one proton emitted forward. However, the acceptance of the muon detector is
10◦ ≤ θµ ≤ 170◦ [5], where, according to our calculations, the fraction of these events is too low.

PLHC2010 1400 PLHC2010



On the other hand, the electromagnetic calorimeter at the CMS is able to measure the dielectron
pairs e+e− in the acceptance about 1◦ ≤ θe(e+) ≤ 179◦ [6]. Fig. 1 illustrates that the electrons
and positrons produced from the J/ψ decay are emitted at very small scattering angles, mainly
at θe < 16 mrad. The rate of these events, when the neutrons are emitted at θn < 1.5 mrad and
En > 500 GeV, is about 4.6 percent (13.8 nb). In Fig. 2 the two-dimensional distribution over
Ep and θp for the reaction pp → ΛbX → J/ψΛ0X → e+e−p π−X is presented. The rate of
these events is about 0.74 percent (2.22 nb). This could be reliable using the TOTEM together
with the CMS [7].

 (rad)
pθ

0

0.0005

0.001

 (GeV)pE
500

1000
1500

2000
2500

3000
0

50

100

150

200

250

300

350

400

Figure 2: The two-dimensional distribution over θp and Ep in the inclusive process pp →
ΛbX → J/ψΛ0X → e+e−p π−X at

√
s = 10 TeV at αΥ(0) = 0, when Ep ≥ 500 GeV and

θp ≤ 1 mrad. The rate of these events is about 0.74 percent (2.22 nb).

The ATLAS is able also to detect e+e− by the electromagnetic calorimeter in the interval
1◦ ≤ θe(e+) ≤ 179◦ [5] and the neutrons emitted forward at the angles θn ≤ 0.1 mrad [8]. In
Fig. 3 we present the prediction for the reaction pp → ΛbX → J/ψΛ0X → e+e−nπ0X , that
could be reliable at the ATLAS experiment. The rate of these events is about 0.015 percent
(45 pb).

The TOTEM [9] together with the CMS might be able to measure the channel Λb →
J/ψΛ0 → e+e−π−p (the integrated cross-section is about 0.2–0.3µb at αΥ(0) = 0 and smaller
at αΥ(0) = −8). The T2 and T1 tracking stations of the TOTEM apparatus have their angular
acceptance in the intervals 3 mrad < θ < 10 mrad (corresponding to 6.5 > η > 5.3) and
18 mrad < θ < 90 mrad (corresponding to 4.7 > η > 3.1) respectively, and could thus detect
42% of the muons from the J/ψ decay. In the same angular intervals, 36% of the π− and 35%
of the protons from the Λ0 decay are expected. According to a very preliminary estimate [7],
protons with energies above 3.4 TeV emitted at angles smaller than 0.6 mrad could be detected
in the Roman Pot station at 147 m from IP5 [9, 7]. In the latter case, the reconstruction
of the proton kinematics may be possible, whereas the trackers T1 and T2 do not provide
any momentum or energy information. Future detailed studies are to establish the full event
topologies with all correlations between the observables in order to assess whether the signal
events can be identified and separated from backgrounds. These investigations should also
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Figure 3: The two-dimensional distribution over θp and Ep in the inclusive process pp →
ΛbX → J/ψΛ0X → e+e−nπ0X at

√
s = 10 TeV at αΥ(0) = 0, when θp ≤ 0.1 mrad. The rate

of these events is about 0.015 percent (45 pb).

include the CMS calorimeters HF and CASTOR which cover the same angular ranges as T1
and T2 respectively [7].
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Predictions for LHC physics are given for a two-Higgs-doublet model having four gener-
alized CP symmetries. In this maximally-CP-symmetric model (MCPM) the first fermion
family is, at tree level, uncoupled to the Higgs fields and thus massless. The second and
third fermion families have a very symmetric coupling to the Higgs fields. But through the
electroweak symmetry breaking a large mass hierarchy is generated between these fermion
families, that is, we find roughly what is observed in Nature. In this paper we present
a short outline of the model and extend a former study by the predictions at LHC for a
center-of-mass energy of 7 TeV.

1 Introduction

Extending the Standard Model (SM) Higgs sector to two Higgs doublets, ϕ1, ϕ2, gives the two-
Higgs-doublet model (THDM). Many properties of THDMs turn out to have a simple geometric
meaning if we introduce gauge invariant bilinears [1, 2],

K0 = ϕ†1ϕ1 + ϕ†2ϕ2, K =



K1

K2

K3


 =



ϕ†1ϕ2 + ϕ†2ϕ1

iϕ†2ϕ1 − iϕ†1ϕ2

ϕ†1ϕ1 − ϕ†2ϕ2


 . (1)

In terms of these bilinears K0, K, the most general THDM Higgs potential reads

V = ξ0K0 + ξTK + η00K
2
0 + 2K0η

TK + KTEK (2)

with parameters ξ0, η00, 3-component vectors ξ, η and a 3× 3 matrix E = ET, all real.
Generalised CP transformations (GCPs) are defined by [5, 6, 7]

ϕi(x)→ Uij ϕ
∗
j (x
′), i, j = 1, 2 , x′ = (x0,−x) (3)

with U an arbitrary unitary 2 × 2 matrix and U =
�

2 corresponds to the standard CP trans-
formation. In terms of the bilinears this reads [3, 4]

K0(x)→ K0(x′), K(x)→ R̄ K(x′) (4)
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Figure 1: Feynman diagrams for the Drell–Yan type Higgs-boson production and decay reactions
which are enhanced in the MCPM (q = c, s).

with an improper rotation matrix R̄. Requiring R̄2 =
�

3 leads to two types of GCPs. In K
space: (i) R̄ = − �

3, point reflection, (ii) R̄ = RT R̄2 R, reflection on a plane (R ∈ SO(3) ),
where R̄2 = diag(1,−1, 1) is in K space a reflection on the 1–3 plane.

While the CP transformations of type (ii) are equivalent to the standard CP transformation,
the point reflection transformation of type (i) is quite different and turns out to have very
interesting properties. Motivated by this geometric picture of generalised CP transformations,
the most general THDM invariant under the point reflection (i) has been studied in [8, 9, 10].
The corresponding potential has to obey the conditions ξ = η = 0,

VMCPM = ξ0 K0 + η00K
2
0 + KT EK . (5)

This model is, besides the point reflection symmetry of type (i), invariant under three GCPs
of type (ii). We call this model therefore maximally CP symmetric model, MCPM. Requiring
also maximally CP symmetric Yukawa couplings we find that at least two fermion families
are necessary in order to have non-vanishing fermion masses. That is, we find a reason for
family replication in the MCPM. Furthermore, requiring absence of large flavor changing neutral
currents it was shown that the Yukawa couplings are completely fixed. For instance for the
lepton sector we get the Yukawa couplings

LYuk = −
√

2
mτ

v

{
τ̄R ϕ

†
1

(
ντ
τ

)

L

− µ̄R ϕ†2
(
νµ
µ

)

L

}
+ h.c. (6)

The physical Higgs-boson fields are denoted by ρ′, h′, h′′, and H±.
Let us briefly summarize the essential properties of the MCPM: There are 5 physical Higgs

particles, three neutral ones, ρ′, h′, h′′, and a charged Higgs-boson pair H±. Under the standard
CP transformation, ρ′ and h′ are even, while h′′ is odd. The ρ′ boson couples exclusively to the
third (τ, t, b) family, ρ′ behaves like the SM Higgs boson. The Higgs bosons h′, h′′, H± couple
exclusively to the second (µ, c, s) family with strengths proportional to the masses of the third
generation fermions. The first (e, u, d) family is uncoupled to the Higgs bosons. For further
details we refer to [8].

2 Predictions for hadron colliders

Since the Yukawa couplings of the h′, h′′, H± Higgs bosons to the second fermion family are
proportional to the third-fermion-family masses we have large cross sections for Drell–Yan type
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Figure 2: left: total cross section of Drell–Yan type Higgs boson production at TEVATRON and
LHC. right: branching ratios of the CP odd h′′ Higgs boson, where a mass of mH± = 200 GeV
is assumed.

Higgs-boson production, that is, Higgs-boson production in quark–antiquark annihilation. For
the same reason we have large decay rates of these Higgs bosons to the second generation
fermions. In Figure 1 we show the diagrams for these production and decay reactions in
pp collisions. In [9] the cross sections were computed for Drell-Yan Higgs-boson production at
the TEVATRON and the LHC for center-of-mass energies of 1.96 TeV and 14 TeV, respectively.
In [10] radiative effects were considered. Here we add the cross sections for a center-of-mass
energy of 7 TeV at LHC, which is currently available. The corresponding total cross sections for
the Drell–Yan production of the h′, h′′, H± bosons are shown in Figure 2. In this figure we also
recall the branching ratios of the h′′ boson decays. As an example consider Higgs-boson masses
h′, h′′, H± of 200 GeV where we get very large total production cross sections, around 850 pb,
for LHC7. These Higgs bosons decay mainly into light c and s quarks. However, tagging of
c and s-quarks in the detectors is at least challenging. Channels involving muons should be
more easily accessible experimentally. With the branching ratio of 3 × 10−5 into µ-pairs, we
predict about 25 µ events from a 200 GeV h′ (h′′) at LHC7 for 1 fb−1 integrated luminosity.
For further details of the calculations we refer to [8, 9, 10].
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The liquid argon calorimeter (LAr) [1] of the ATLAS detector [2] measures energy deposited
by particles produced in p-p collisions at the CERN Large Hadron Collider (LHC). Figure 1
illustrates the LAr system. It consists of the electromagnetic calorimeter (EM), the hadronic
end-cap (HEC) and the forward calorimeter (FCAL). The material utilized for collecting signal
is liquid argon. The absorber consists of lead in the EM, copper in the HEC and the first layer of
the FCAL and tungsten alloy in the outer two layers of the FCAL. Copper electrodes, electronic
boards and various support structures constitute additional material in the calorimeter.

(EMB)

Figure 1: Schematic view of the liquid argon
calorimeter system.

Figure 2: Readout granularity of the EM
calorimeter.

The LAr is a sampling calorimeter with fine granularity, especially in the first EM layer,
large coverage in |η|, up to |η| = 4.9, and full coverage in φ. Figure 2 illustrates the granularity
of the EM calorimeter [3]. The design energy resolutions for each LAr sub-detector are listed
in Table 1.

Ionization electrons are produced by passage of charged particles. They drift to electrodes
and produce electrical currents proportional to the energy deposited. The currents have trian-
gular shapes that are amplified, shaped and then sampled Nsamples (default is 5) times every
25 ns. Each sample is then digitized. The triangular signal has a ∼1 ns rise time and several
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hundreds ns decay time (Tdrift). The drift time in the barrel region of the calorimeter has a
constant value ∼460 ns. Smaller values in the end-caps reflect gap width decreasing with |η| [4].

Resolution

EM Barrel σE
E = 10%√

E

⊕
0.7%

EM End-Cap σE
E = 10%√

E

⊕
0.7%

HEC σE
E = 50%√

E

⊕
3%

FCAL σE
E = 100%√

E

⊕
10%

Table 1: Design energy resolutions of the
LAr calorimeters.

The ionization signal shape can be predicted by
modeling of the electronic readout chain. The ion-
ization signal shape is predicted by describing the
signal propagation and the response of the elec-
tronic readout, that are determined or tuned by
the calibration system [4]. A calibration pulse of
precisely known amplitude is injected into each cell
through the same path as seen through the ioniza-
tion pulse so probing the electrical and readout
properties of each cell. Figure 3 illustrates the
agreement of the measured signal shape and the
predicted one. The difference is less than 4% [5].
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Figure 3: Typical ionization pulse shape in the
EM barrel.

Figure 4: Electronic noise at cell level as a
function of |η| for each longitudinal layer of
the calorimeter.

The individual cell energy is reconstructed from the digitized signal according to the formula:

Ecell = FµA→MeV × FDAC→µA ×
(
Mphys

Mcali

)−1

×G×A , (1)

where A is the amplitude in ADC counts, G represents the gain,
Mphys

Mcali
is a correction for the

difference of the maxima between the injected and the ionization pulses, FDAC→µA converts
current in DAC units to µA and FµA→MeV converts current to energy.

Pedestal, gains and noise are parameters used in the energy reconstruction. Their determi-
nation is very important since they affect signal to background ratio and energy resolution.

Pedestal is obtained from runs taken without any beam or calibration pulse injection. Av-
erage pedestal is computed for each cell in every run. Gains are obtained from calibration runs.
In these runs, a set of fixed current DAC is injected into each cell N times, in which M≤N
events are triggered, sampled and digitized. Average response of the M events for each sample
is calculated and used to reconstruct the maximum amplitude of the pulse. Gains are obtained
by fitting the maximum amplitude as a function of DAC. Stability of the pedestal and gain
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studied during 6 months in 2009 shows good results. The largest variation of pedestal is 10 MeV
from the medium gain in the FCAL. The relative variation of the gain is within 0.3% [5].

Electronic noise (σnoise) as a function of η obtained from randomly triggered events is
shown in Figure 4. The noise ranges from 10 to 50 MeV in the EM calorimeter, and from 100
to 500 MeV in the HEC and the FCAL where the size of cells is much larger than that in the
EM calorimeter.

The readout clock of each LAr cell must be synchronized to the LHC bunch crossing in
order to reconstruct correct energy for every event. Alignment of timing-in for all the LAr
cells within 1 ns is required. Measurements of the timing alignment performed in different data
taking periods show that the LAr cells are in time as required.
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Figure 5: Cell energy distribution for colli-
sion events in the EM end-cap calorimeter.
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Figure 6: Cell occupancy map in the EM
calorimeter with 7 TeV collision data.

Since the delivery of collision data started in 2009, various performance studies have been
done. Figure 5 illustrates the cell energy distributions in the EM end-caps. Random trigger
events record mainly cell noise. Good agreement between the data and simulated signal due to
collision events is observed. Figure 6 illustrates the occupancy map for the second layer of the
EM calorimeter. Cell energy larger than 5 σnoise is plotted. White rectangles correspond to
the ∼1.3% dead readout channels [5].

In addition to the studies of LAr performance discussed above, the temperature uniformity
and contamination of the liquid argon were also checked. The measured values are all consistent
with design. No extra contribution has been found to global resolution constant term [5].
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We study the associated hadroproduction of a neutral Higgs and a Z Boson within the
minimal supersymmetric standard model (MSSM). We calculate the partonic cross sections
for producing CP -odd neutral Higgs boson plus Z boson analytically to lowest order.
To LO, the contributing partonic cross sections include tree-level quark-antiquark (qq)
annihilation and one-loop gluon-gluon (gg) fusion, which proceeds via quark and squark
loops. The cross sections are expressed in terms of helicity amplitudes. We present cross
sections as functions of the Higgs mass and tan β assuming LHC experimental conditions.

We focus on the hadronic production of a neutral CP -odd MSSM Higgs boson in association
with a Z boson. We describe and list the lowest order contribution to the hadronic production
cross section and explore the phenomenological consequence under experimental conditions of
the LHC.

We present the LO cross sections of the partonic subprocesses qq → ZA0 and gg → ZA0

in the MSSM. We work in the parton model of QCD with nf = 5 active quark flavors q =
u, d, s, c, b, which we take to be massless. However, we retain the b-quark Yukawa couplings
at their finite values, in order not to suppress possibly sizeable contributions. The various
couplings vZqq , aZqq , gφqq , gh0A0Z , gH0A0Z , gh0ZZ , and gH0ZZ are readily available in the
literature.

Considering the generic partonic subprocess ab → ZA0, we denote the four-momenta of
the incoming partons, a and b, and the outgoing Z and A0 bosons by pa, pb, pZ , and pA0 ,
respectively, and define the partonic Mandelstam variables as s = (pa + pb)

2, t = (pa − pZ)2,
and u = (pb − pZ)2. The on-shell conditions read p2

a = p2
b = 0, p2

Z = m2
Z = z, and p2

A0 =
m2
A0 = h. Four-momentum coservation implies that s + t + u = z + h. Furthermore, we have

sp2
T = tu− zh = N , where pT is the absolute value of transverse momentum common to the Z

and A0 bosons in the center-of-mass (c.m.) frame.
The differential cross section for the tree-level bb annihilation may be generically written as

dσ

dt

(
bb̄→ ZA0

)
=

G2
F c

4
wz

3πs

[
λ|S|2 − 4sp2

T

(
1

t
+

1

u

)
gA0bbaZbb<S

+ g2
A0bb

(
v2
ZbbT+ + a2

ZbbT−
)]
, (1)

where GF is the Fermi constant, λ = s2 +z2+h2−2(sz+zh+hs), and S = gh0A0Zgh0bbPh0(s)+
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gH0A0ZgH0bbPH0(s), T± = 2 ± 2 + 2p2
T

[
z
(

1
t ± 1

u

)
∓ 2s

tu

]
. Here, PX(s) = 1

s−m2
X+imXΓX

is the

propagator function of particle X , with mass mX and total decay width ΓX .
We express the quark and squark one-loop contributions to the gg fusion in terms of helicity

amplitudes. We label the helicity states of the two gluons and the Z boson in the partonic c.m.
frame by λa = −1/2, 1/2, λb = −1/2, 1/2, and λZ = −1, 0, 1. The helicity amplitudes of the
quark and squark triangle contributions read

M4λaλb0 = 8i

√
λ

z
(1 + λa/λb)

∑

q

mq

(
gh0A0Zgh0qqPh0(s) + gH0A0ZgH0qqPH0 (s)

)
F4
(
s,m2

q

)
,

M̃4λaλb0 = −2i

√
λ

z
(1 + λa/λb)

∑

q̃i

(
gh0A0Zgh0q̃iq̃iPh0(s) + gH0A0ZgH0 q̃i q̃iPH0 (s)

)
F̃4
(
s,m2

q̃i

)
.

where F4(s,m2
q) = 2 + (4m2

q − s)C00
qqq(s), and F̃4(s,m2

q̃i
) = 2 + 4m2

q̃i
C00
q̃i q̃i q̃i

(s) are the quark

and squark triangle form factors, respectively, and C00
qqq(s) = C0(0, 0,m2

q,m
2
q ,m

2
q) is the scalar

three-point function. As for the quark box contribution, all twelve helicity combinations con-
tribute. Due to Bose symmetry, they are related by M�λaλbλZ (t, u) = (−1)λZM�λbλaλZ (u, t),

M�λaλbλZ (t, u) = M�−λa−λb−λZ (t, u). Keeping λZ = ±1 generic, we thus only need to specify
four expressions. These read

M�++0 = − 8i√
zλ

∑

q

gA0qqaZqqmq

[
F 0

++ + (t↔ u)
]
,

M�+−0 = − 8i√
zλ

∑

q

gA0qqaZqqmq

[
F 0

+− + (t↔ u)
]
,

M�++λZ = −4i

√
2N

s

∑

q

gA0qqaZqqmq

[
F 1

++ − (t↔ u)
]
,

M�+−λZ = −4i

√
2N

s

∑

q

gA0qqaZqqmq

[
F 1

+− − (t↔ u, λZ → −λZ)
]
. (2)

The quark box form factors, F
|λZ |
λaλb

, are functions of s, t, u, and depend on the scalar three- and

four-point function. They are quite lengthy to be included here. We recall that M̃λaλbλZ = 0.
The differential cross section of gg → ZA0 is then given by

dσ

dt
(gg → ZA0) =

α2
s(µr)G

2
Fm

4
W

256(4π)3s2

∑

λa,λb,λZ

∣∣∣M4λaλbλZ +M�λaλbλZ + M̃4λaλbλZ
∣∣∣
2

, (3)

where αs(µr) is the strong-coupling constant at renormalization scale µr. Due to Bose symme-
try, the right-hand side of Eq. (3) is symmetric in t and u.

We are now in a position to explore the phenomenological implications of our results. The
SM input parameters for our numerical analysis are taken to be GF = 1.16637× 10−5 GeV−2,
mW = 80.398 GeV, mZ = 91.1876 GeV, mt = 171.3 GeV , and mb(mb) = 4.20 GeV [1].
We adopt the LO proton PDF set CTEQ6L1 [2]. We evaluate αs(µr) and mb(µr) from the
LO formulas, which may be found, e.g., in Eqs. (23) and (24) of Ref. [3], respectively, with

nf = 5 quark flavors and asymptotic scale parameter Λ
(5)
QCD = 165 MeV [2]. We identify the
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Figure 1: Total cross sections σ (in fb) of the pp→ ZA0 +X via bb annihilation (dashed lines)
and gg fusion (solid lines) at the LHC as functions of mA0 for tanβ = 3 and 30, and as functions
of tanβ for mA0 = 300 GeV and 600 GeV. The dotted lines correspond to gg fusion originating
from quark loops only.

renormalization and factorization scales with the Zφ invariant mass
√
s. We vary tanβ and

mA0 in the ranges 3 < tanβ < 32 ≈ mt/mb and 180 GeV < mA0 < 1 TeV, respectively. As
for the GUT parameters, we choose m1/2 = 150 GeV, A = 0, and µ < 0, and tune m0 so as to
be consistent with the desired value of mA0 . All other MSSM parameters are then determined
according to the SUGRA-inspired scenario as implemented in the program package SUSPECT
[4]. We do not impose the unification of the τ -lepton and b-quark Yukawa couplings at the
GUT scale, which would just constrain the allowed tanβ range without any visible effect on the
results for these values of tanβ. We exclude solutions which do not comply with the present
experimental lower mass bounds of the sfermions, charginos, neutralinos, and Higgs bosons [1].

Figure 1 shows the fully integrated cross sections of pp→ ZA0 +X at the LHC as functions
of mA0 for tanβ = 3 and 30, and as functions of tanβ for mA0 = 300 GeV and 600 GeV,
with c.m. energy

√
S = 14 TeV. We note that the SUGRA-inspired MSSM with our choice

of input parameters does not permit tanβ and mA0 to be simultaneously small, due to the
experimental lower bound on the selectron mass [1]. This explains why the curves for tanβ = 3
only start at mA0 ≈ 280 GeV, while those for tanβ = 30 already start at mA0 ≈ 180 GeV.
The bb-annihilation contribution (dashed lines), which originates from the Yukawa-enhanced
amplitudes, and the total gg-fusion contributions (solid lines), corresponding to the coherent
superposition of quark and squark loop amplitudes, are given separately. It shows that the bb-
annihilation dominates at large to moderate values of tanβ. On the other hand, the gg-fusion
dominates at small values of tanβ. We note further that the squark loop contribution, although
minimal, tend to decrease the total gg-fusion contribution.
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The ATLAS inner detector trigger algorithms have been running online during data taking
with proton-proton collisions at the Large Hadron Collider (LHC) in December 2009 and spring
2010 at the centre-of-mass energies of 900 GeV and 7 TeV.

The inner detector [1] is the ATLAS subdetector closest to the interaction point and pro-
vides precise tracking and momentum measurement of particles created in the collisions. It is
composed of the pixel detector (silicon pixels), the semiconductor tracker (SCT, silicon stereo
strips) and the transition radiation tracker (TRT, straw drift tubes). The whole detector is
immersed in a 2 T solenoid magnetic field.

The ATLAS trigger [1], designed to reject uninteresting collision events in real time, per-
forms the online event selection in three stages, called Level-1 (L1), Level-2 (L2) and event filter
(EF). L1 is hardware based and has access to summary event informations from the calorime-
ters and the muon spectrometer, and defines one or more regions of interest (RoIs), geometrical
regions of the detector, identified by η and φ coordinates, containing interesting physics objects.
L2 and the EF (globally called high level trigger, HLT) are software based and can access infor-
mation from all subdetectors, including the inner detector. RoI based reconstruction reduces
the data access (to ∼ 2% of the entire event) and also the processing time by performing the
reconstruction only in the region relevant for the trigger decision. Globally, the ATLAS trigger
reduces the acquisition rate to about 200 Hz, down from a proton-proton bunch crossing rate
of 40 MHz.

HLT tracking algorithms run on a farm of commercial CPUs, and their basic task is to
reconstruct trajectories of charged particles, used for the definition of many trigger items (high
pT leptons, tracks coming from τ decays, jets or B-hadrons decays) and for the determination
of the online beam spot (more details in the following). L2 is based on fast custom algorithms,
while the EF is based on offline tools, adapted to take into account trigger requirements.

Performance of the HLT algorithms in terms of tracking efficiency is measured w.r.t. offline
reconstructed tracks, requiring a one-to-one geometrical best matching (∆R =

√
∆η2 + ∆φ2)

of a reconstructed online track with an offline one. For this kind of study, only reconstructed
tracks passing a set of selection criteria are considered: at least 1 pixel hit and 6 SCT clusters,
|η| < 2.5, |z0| < 200 mm, |d0| < 1.5 mm (both impact parameters z0 and d0 are calculated
w.r.t. the reconstructed offline primary vertex).

The data used in the following for these performance studies are taken from LHC stable beam
collisions with inner detector components and magnetic solenoid fully operational. In addition,
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comparisons between data and non-diffractive minimum bias Monte Carlo (MC) simulated
events are presented.

The RoI selection mode previously described is designed to work with higher energy physics
objects, while data taken at

√
s = 900 GeV contain mostly soft events. At this stage, there was

not enough statistics of collected tracks from an RoI-based trigger. Therefore, during 900 GeV
collisions the HLT algorithms worked in full scan mode, retrieving data from the whole inner
detector. This mode of operation is adopted for the beam spot determination and for online
selection of B-physics decay channels.

Comparisons between the number of Si hits w.r.t. MC/offline and efficiency vs pT for
900 GeV collisions data are shown in Fig. 1–4 for both L2 and EF algorithms.

Figure 1: Average number of pixel hits per
L2 track (data and MC).
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Figure 2: Average number of SCT hits per
EF track (data and offline).
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Figure 3: L2 tracking efficiency vs pT w.r.t.
offline (data and MC).
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Figure 4: EF tracking efficiency vs pT
w.r.t. offline (data).

Figure 1 and Fig. 2 show an excellent agreement between data and MC/offline; complemen-
tary plots of L2 SCT hits and EF pixel hits are not presented, but show agreement at the same
level. Figure 3 and Fig. 4 prove very good tracking efficiency w.r.t. offline. Figure 3 shows also
excellent agreement between data and MC performance. More detailed results about 900 GeV
tracking performance can be found in [2].

For the previously discussed reasons, collision data taken at
√
s = 7 TeV, with increased

luminosity, represent the first opportunity to test the performance of RoI-based selections with
real data.

In the following, the tracking efficiencies for muon and jet selections are presented. The
track reconstruction for muons and jets starts from different RoIs (∆η, ∆φ = 0.2 and ∆η,
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∆φ = 0.4, respectively). For muons, the reconstructed tracks are then matched to the muon
spectrometer, while for jets a precise estimate of the track parameters at the perigee is crucial
to identify tracks coming from secondary vertices for jet flavour tagging purposes.

Figures 5–6 show the muon and jet tracking efficiencies vs pT during collision data taking at√
s = 7 TeV. In both selections the HLT tracking algorithms show a very good reconstruction

efficiency.

Figure 5: L2 and EF muon tracking effi-
ciency vs pT w.r.t. offline.
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Figure 6: L2 jet tracking efficiency vs pT
w.r.t. offline.

As already mentioned, L2 tracking is used in the online determination of the beam spot, i.e.
the transverse position of the LHC luminous region, crucial for all the selections which require
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Figure 7: xy-distribution of the on-
line L2 vertices.

a precise estimate of the interaction point (jet flavour
tagging, monitoring of beam profile). L2 algorithms al-
low for an estimation of the beam spot mean position
using the transverse distribution of online reconstructed
primary vertices. Online primary vertices are obtained
by fitting together all the L2 tracks reconstructed in full
scan mode.

Figure 7 shows the xy-distribution of online primary
vertices during collision data taking at

√
s = 7 TeV:

beam spot mean position and width are extracted by a
gaussian fit of this distribution. Excellent agreement has
been observed w.r.t. offline beam spot measurements.

ATLAS HLT algorithms have been successfully run
online at the LHC since December 2009, at a centre-
of-mass energy of 900 GeV and 7 TeV: it was shown

that performance studies w.r.t offline tracks and MC simulations are in excellent agreement.
Moreover, the performance of reconstructing tracks in the trigger system has been studied
over time and changing beam conditions, producing very encouraging results. Furthermore, L2
tracks have been used to determine online the position of the LHC luminous region.
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One major task at the LHC is the search for Higgs bosons. In the Minimal Supersymmetric
Standard Model (MSSM), the cross section of the production process of Higgs bosons via gluon
fusion, gg → h,H , yields the largest values for a wide range of the MSSM parameters. This
process is loop-induced where, in the MSSM, the coupling of the Higgs boson to the gluons is
not only mediated by top and bottom quark loops as in the Standard Model (SM) but also
by the corresponding squark loops (see Fig. 1). For large tanβ, which denotes the ratio of the
two vacuum expectation values of the two complex Higgs doublets introduced in the MSSM,
the coupling of bottom quarks to the Higgs bosons is enhanced. Therefore, for large tanβ,
also bottom quark as well as bottom squark loops contribute sizeably to the gluon fusion cross
section.

Pure QCD and Supersymmetric QCD Contributions

The pure QCD corrections to quark and squark loops (see Fig. 1 (b)) have been calculated at
next-to-leading order taking into account the full mass dependence [1]. An increase of the cross
section by up to 100% has been found. Theses corrections can be approximated by the limit
of very heavy top quark and squarks with an accuracy of 20% – 30% for small tanβ [2] (for
large tanβ also bottom quark and squark loops have to be taken into account). In the heavy
top quark mass limit — without squark effects — the next-to-next-to-leading order (NNLO)
QCD corrections have been calculated which resulted in an increase of 20% – 30% of the cross
section [3]. At NNLO finite top quark mass effects (no squarks) have been discussed and found
to be below the scale uncertainty [4]. Estimates of the next-to-next-to-next-to-leading order
(N3LO) corrections indicate an improved convergence [5].

The supersymmetric (SUSY) as well as the pure QCD contributions, taking into account
gluino as well as gluon contributions (see Fig. 1 (c) as well as (b)), have been calculated in
the heavy top quark, top squark and gluino limit [6]. The size of the next term in the mass
expansion indicates that this is a good approximation for the lightest MSSM Higgs boson for
small and moderate tanβ values. Most recently, also the pure and the SUSY QCD contributions
to the bottom quark and squark loops have been calculated based on an asymptotic expansion
in the squark and gluino masses which are assumed to be much heavier than the bottom quark
and the Higgs boson [7].

The pure and the SUSY QCD corrections have been calculated including the mass depen-
dence of all particles and also the bottom quark and squark contributions [8]. This calculation
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Figure 1: Sample diagrams which contribute to the gluon fusion process at (a) leading order
and (b), (c), (d) next to leading order.

has shown that the heavy mass limit is a good approximation for small and moderate tanβ.
Also, it was pointed out that the contributions from the squark quartic couplings (see Fig. 1
(d)) as well as from the gluinos can be sizeable.

This leads us to a conceptional problem: On the one hand if the supersymmetric relations
between the parameters are kept intact the gluinos do not decouple. To be more precise, for
heavy gluinos, the results of the form factors depend logarithmically on the gluino mass Mg̃.
On the other hand the decoupling theorem says that heavy fields decouple at low momenta
(except for renormalization effects) [9].

Decoupling of the Gluinos

Assuming vanishing squark mixing, for scales above the gluino mass, the coupling of the light
CP-even Higgs boson to quarks λQ and the coupling of the same Higgs boson to squarks λQ̃
can be expressed as

λQ = g
mQ

v
and λQ̃ = 2 g

m2
Q

v
(1)

where v = (v2
1 +v2

2)
1
2 ≈ 246 GeV and vi is the ith Higgs vacuum expectation value. mQ denotes

the top quark mass and g is a normalization factor of the Higgs coupling to a quark pair with
respect to the SM. Obviously, the symmetry relation between λQ and λQ̃ in Eq. 1 is intact.
For the evaluation of λQ and λQ̃ at a different scale the corresponding renormalization group
equations (RGE) can be used. In the assumed case of scales above the gluino mass, the RGE
for 2 v

g λ
2
Q and for λQ̃ are the same.

For scales below the gluino mass, the gluino decouples from the RGE and the RGE for 2 v
g λ

2
Q

and for λQ̃ differ. The symmetry relation between λQ and λQ̃ is broken.
At the scale of the gluino mass the proper matching yields a finite threshold contribution

for the evolution from the gluino mass scale to smaller scales. The logarithmic behaviour of the
matching relation is given by the solution of the RGE for smaller scales.

If the decoupling of the gluino is taken into account in the RGE the gluino also decouples
from the theory as it should according to the decoupling theorem (for more details, see [10]).

Genuine SUSY QCD Contributions

In Fig. 2, first results of the calculation of the genuine SUSY QCD contributions to the bottom
quark and squark amplitudes are shown in terms of the form factor CbSUSY normalized to
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Figure 2: The genuine SUSY QCD contributions in
terms of the form factor CbSUSY normalized to the
bottom quark form factor: Real part in orange (light
gray), imaginary part in blue (dark gray). The result
with the full mass dependence (solid) is compared to
the one in the ∆b approximation (dashed).

the bottom quark form factor AHiggs
b :

AHiggs
b (1 + CbSUSY

αs
π

) . (2)

The parameters are chosen as follows:
The sfermion mass parameter MSUSY =
800 GeV, the gluino massMg̃ = 1.0 TeV,
the gaugino mass parameter M2 =
500 GeV, the Higgs superfield mixing pa-
rameter µ = 2.0 TeV, tanβ = 30 and
the trilinear coupling chosen in the MS
scheme as Ab = −1.133 TeV. The SUSY
QCD contributions with the full mass de-
pendence (solid lines) are sizeable and
can be roughly approximated using a
correct bottom Yukawa coupling. This
approximation is referred to as ∆b ap-
proximation (dashed lines). It is impor-
tant to choose the renormalization care-
fully. Using the trilinear coupling Ab in
the MS scheme is one reasonable choice
(for further details, see [11]).
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The study of b-jet production at high-energy colliders is of great interest for the test of
perturbative quantum chromodynamics (QCD). The presence of a heavy b quark, with mass
mb � ΛQCD, where ΛQCD is the asymptotic scale parameter of QCD, in such processes guar-
antees a large momentum transfer that keeps the strong-coupling constant small αs(mb) . 0.1.

The total center-of-mass energy at the Tevatron,
√
S = 1.96 TeV in Run II, sufficiently

exceeds the scale µ of the relevant hard processes, so that
√
S � µ� ΛQCD. In this regime, the

contributions to the production cross section from subprocesses involving t-channel exchanges
of partons (gluons and quarks) may become dominant. Then, the off-shell properties of the
incoming partons can no longer be neglected, and t-channel partons become Reggeized. In
this so-called quasi-multi-Regge kinematics (QMRK), the particles (multi-Regge) or groups of
particles (quasi-multi-Regge) produced in the collision are strongly separated in rapidity. For
the inclusive b-jet production, this implies that a single b quark is produced in the central
region of rapidity, while other particles, including a b̄ quark, are produced at large rapidities.
In the case of bb̄ pair and bγ associated production in the central rapidity region, we also
assume that there are no other particles in this region, so that these particles are considered as
quasi-multi-Regge pairs. The QMRK approach [1] is particularly appropriate for this kind of
high-energy phenomenology. It is based on an effective quantum field theory implemented with
the non-Abelian gauge-invariant action including fields of Reggeized gluons [2] and quarks [3].

First, we investigate inclusive single b-jet production in pp̄ collisions. To leading order (LO)
in the QMRK approach, there is only one partonic subprocess, Qb + R → b(k) [4], where R
and Qb are the Reggeized gluon and b quark (with four-momentum k), respectively. At next-
to-leading order (NLO), the main contribution arises from the partonic subprocess R + R →
b+ b̄, where the b and b̄ quarks are produced close in rapidity, and its squared amplitude was
obtained in Ref. [5]. In Fig. 1(a), the preliminary data presented by the CDF Collaboration [6]
are compared with our predictions. Throughout all our analysis, the renormalization and
factorization scales are chosen to be µ = ξkT , where 1/2 ≤ ξ ≤ 2, and the resulting theoretical
uncertainties are indicated as shaded bands. In Fig. 1(a), we observe that the contribution due
to LO subprocess greatly exceeds the one due to NLO subprocess and practically exhausts the
full result. It nicely agrees with the CDF data throughout the entire kT range.
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In our analysis, we adopt the Kimber-Martin-Ryskin prescription [7] for unintegrated par-
ton distribution functions (PDFs), using as input the Martin-Roberts-Stirling-Thorne collinear
PDFs of the proton [8].

bb̄-dijet production receives contributions from both subprocess R + R → b + b̄ and the
annihilation of a Reggeized quark-antiquark pair, Qq + Q̄q → b+ b̄, where q = u, d, s, c, b. The
induced vertex of the latter was obtained in Ref. [3] and the squared amplitudes in Ref. [9].
The CDF data [10] as distributions in the leading-jet (jet with the maximal transverse energy)
transverse energy E1T , the dijet invariant mass Mbb̄, and the azimuthal separation angle ∆φ are
compared with our QMRK predictions in Figs. 1(b)–(d), where the two LO contributions are
shown separately along with their superpositions. We observe that the total QMRK predictions
nicely describe all the three measured cross section distributions. The contributions due to
Reggeized gluon fusion dominate for E1T . 200 GeV and Mbb̄ . 300 GeV and over the whole
∆φ range considered. The peak near ∆φ = 0.4 in Fig. 1(d) arises from the isolation cone

condition Rcone =
√

∆y2 + ∆φ2 > 0.4.
At last, there are two mechanisms of photon-associated b-quark production: direct pho-

ton production via the LO partonic subprocess in the QMRK Qb + R → b + γ [11], and the
fragmentation of final-state partons into photons. In Figs. 1(e)–(f), we observe that the contri-
bution due to direct photon production greatly exceeds the one due to photon production by
fragmentation, by about of one order of magnitude at kTγ > 40 GeV and by about a factor 5
at kTγ ≈ 30 GeV. The direct photon contribution practically exhausts the full result. It nicely
agrees with the D0 data [12] throughout the entire kTγ range considered.
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Grant No. KN 365/7–1, and by HGF Grant No. HA 101. The work of V.A.S. and A.V.S.
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Contract No. P1338. The work of A.V.S. was also supported in part by the International Center
of Fundamental Physics in Moscow and the Dynastiya Foundation.
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Figure 1: The distribution in (a) transverse momentum of inclusive single b-jet hadroproduc-
tion [6], the ones in (b) leading-jet transverse energy, (c) dijet invariant mass, and (d) azimuthal
separation angle of inclusive bb̄-dijet hadroproduction [10], and the ones in transverse momen-
tum of bγ hadroproduction [12] for (e) ybyγ > 0 and (f) ybyγ < 0 are compared with the QMRK
predictions.
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The CASTOR calorimeter is a detector covering the very forward region of the CMS ex-
periment at the LHC. It surrounds the beam pipe with 14 longitudinal modules each of
which consisting of 16 azimuthal sectors and allows to reconstruct shower profiles, separate
electrons and photons from hadrons and search for phenomena with anomalous hadronic
energy depositions. The physics program that can be performed with this detector in-
cludes a large variety of different QCD topics. In particular, the calorimeter is supposed
to contribute to studies of low-x parton dynamics, diffractive scattering, multi-parton in-
teractions and cosmic ray related physics in proton-proton and heavy-ion collisions. The
physics capabilities of this detector are briefly summarized in this paper.

1 Detector overview

The CASTOR (Centauro And STrange Object Reseacrh) detector is located at a distance of
14.4 m from the CMS interaction point right behind the Hadronic Forward (HF) calorimeter
and the T2, a tracking station of the TOTEM experiment, covering the pseudorapidity region
−6.6 < η < −5.2. This is a quartz-tungsten Cerenkov sampling calorimeter. That is, it is made

Figure 1: Sketch of the CASTOR calorimeter: front
view (left) and longitudinal cross section (right).

of repeating layers (arranged in a
sandwich structure) of quartz and
tungsten plates. The former is used
as the active material because of its
radiation hardness, while the latter
serves as the absorber medium pro-
viding the smallest possible shower
size. The signal in CASTOR
is produced when charged shower
particles pass through the quartz
plates with the energy above the
Cerenkov threshold (190 keV for
electrons). The generated Cerenkov
light is then collected by air-code
light guides, which are transmitting it further to photo-multipliers tubes PMTs. These de-
vices produce signals proportional to the amount of light collected. As can be seen in Figure 1,
the detector plates are tilted at 45◦ w.r.t. the beam axis to maximaize the Cerenkov light
output in the quartz. The CASTOR detector is a compact calorimeter with the physical size of

PLHC2010 1PLHC2010 421



about 65 cm×36 cm×150 cm and having no segmentation in η. It is embedded into a skeleton,
which is made of stainless steel. The detector consists of 14 longitudinal modules, each of which
comprises 16 azimuthal sectors that are mechanically organized in two half calorimeters. First
2 longitudinal modules form the electromagnetic section, while the other 12 modules form the
hadronic section. In the electromagnetic section, the thicknesses of the tungsten and quartz
plates are 5.0 and 2.0 mm, respectively. The corresponding thicknesses in the hadronic section
are twice as large as in the electromagnetic section. With this design, the diameter of the
showers of electrons and positrons produced by hadrons is about one cm, which is an order of
magnitude smaller than in other types of calorimeters. The detector has a total depth of 10.3
interaction lengths and includes 224 readout channels. It should be noted that the final CAS-
TOR design is the result of three test beam campaigns and numerous Monte Carlo simulations.
After the completion of the detector construction in the spring of 2009, the calorimeter has
been successfully installed and commissioned in the summer of 2009.

2 The CASTOR physics capabilities

Because of its pseudorapidity coverage, CASTOR significantly expands the CMS capability to
investigate physics processes occurring at very low polar angles and so, providing a valuable
tool to study low-x QCD, diffractive scattering, multi-parton interactions and underlying event
structure. Another CASTOR objective is to search for exotic objects with unusual longitudinal
shower profile, several of which have been observed in cosmic ray experiments.

2.1 Low-x QCD

A study of QCD processes at a very low parton momentum fraction x = pparton/phadron is a
key to understand the structure of the proton, whose gluon density is poorly known at very low
values of x. At the LHC the minimum accessible x in proton-proton (pp) collisions decreases by
a factor of about 10 for each 2 units of rapidity. This implies that a process with a hard scale of
Q ∼ 10 GeV and within the CASTOR acceptance can probe quark densities down x ∼ 10−6 [1],
that has never been achieved before. Such processes include the production of forward jets and
Drell-Yan electron pairs. The latter occurs via the qq → γ∗ → e+e− reaction within the
acceptance of CASTOR and TOTEM-T2 station, whose usage is essential for detecting these
events. Measurements of Drell-Yan events can also be used to study QCD saturation effects –
the effects of rising of the gluon density in the proton with decreasing values of x, that have been
firstly observed at HERA. It was found that the Drell-Yan production cross section is suppressed
roughly by a factor of 2 when using a PDF with saturation effects compared to one without.
Another way to constrain the parton distribution function (PDF) of the proton at low x is
provided by measuring forward jets in CASTOR that will enable to probe the parton densities
down 10−6. Moreover, this allows to gain information on the full QCD evolution to study high
order QCD reactions. Apart from that, it has been found that a BFKL like simulation, for
which the gluon ladder is ordered in x, predicts more hard jets in the CASTOR acceptance
than the DGLAP model that assumes strong ordering in the transverse momentum kT and
random walk in x. Therefore, measurements of forward jets in CASTOR can be used as a good
tool to distinguish between DGLAP and non-DGLAP type of QCD evolution. Furthermore,
CASTOR in combination with HF can be used to measure Mueller-Navalet dijet events, which
are characterized by two jets with similar pT but large rapidity separation. By measuring
Mueller-Navalet dijets in CASTOR one can probe BFKL-like dynamics and small-x evolution.
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2.2 Diffraction

A good way to study the perturbative QCD and the hadron structure is provided by diffractive
pp interactions (where one or both the colliding protons stay intact) via measurements of the
cross sections for diffractive W , Z, jet or heavy quark productions. The CASTOR calorimeter
is, in particular, a very useful tool to measure the single-diffractive productions of W and
dijets in pp collisions (pp → pX reaction, where X is either a W boson or a dijet system).
These are hard diffractive processes that are sensitive to the quark and gluon content of the
low-x proton PDFs, correspondingly. A selection of such events can be performed using the
multiplicity distributions of tracks in the central tracker and calorimeter towers in HF plus
CASTOR exploiting the fact that diffractive events on average have lower multiplicity in the
central region and in the “gap side” than non-difractive ones. Feasibility studies to detect the
single-diffractive productions of W [2] and dijets [3] have shown that the diffractive events peak
in the regions of no activity in HF and CASTOR.

2.3 Multi-parton interactions and underlying event structure

Measurements of energy deposits in the CASTOR acceptance should significantly improve our
understanding of the multi-parton interactions (MPI) and underlying event (UE) structure.
The latter is an unavoidable background to most collider observables, whose understanding is
essential for precise measurements at the LHC. It consists of particles arising from the beam-
beam remnants and from MPI. The MPI arise in the region of small-x where parton densities
are large so that the likelihood of more than one parton interaction per event is high. According
to all QCD models, the larger the collision energy the greater the contribution from MPI to the
hard scattering process. However, this dependence is currently weakly known. Measurements
of the forward energy flow by means of CASTOR will allow to discriminate between different
MPI models, which vary quite a lot. Furthermore, measurements of forward particle production
in pp and Pb-Pb collisions at LHC energies with CASTOR should help to significantly improve
the existing constraints on ultra-high energy cosmic ray models.

3 Conclusion

The CASTOR calorimeter is a valuable CMS subcomponent allowing to perform a very rich
physics program. The detector is fully integrated in the CMS readout and currently take
collision data. Its first physics results are currently under preparation.
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The Higgs boson is the only particle in the Standard Model (SM) that has not yet been
discovered. Although its mass (mH) is a free parameter, direct searches at the Large Electron
Positron collider have set a lower limit on mH of 114.4 GeV at 95% confidence level (CL) [1].
In addition, ongoing searches at the Tevatron have excluded the range 162 < mH < 166 GeV
at 95% CL [2]. Assuming the overall validity of the SM, a global fit to precision electroweak
data provides an indirect upper limit on mH of 157 GeV at 95% CL [3].

The analyses described here were performed using detailed simulations of the ATLAS detec-
tor response to proton-proton collisions at a centre-of-mass energy of 14 TeV. Further details
of the analyses can be found in [4].

The H→ZZ(∗)→4l channel is an important channel in the search for the SM Higgs boson
as it provides one of the cleanest experimental signatures. In the range of mH values consid-
ered, the dominant background to this channel is the pp→ZZ(∗)→4l continuum. Below about
200 GeV, where one of the Z bosons in the signal channel is produced off-shell, the pp→Zbb̄
and pp→tt̄ processes also contribute.

The online selection of candidate H→ZZ(∗)→4l events is performed either by single lepton
or double lepton triggers. The offline event selection requires that the candidate events have at
least four leptons that can be coupled into pairs of same flavour and opposite charge. The 4l
invariant mass resolution is improved by 10% to 17% when applying a Z boson mass constraint
to one (or both if mH > 200) of the lepton pairs. The resulting 4µ invariant mass distribution
in simulated signal events for mH = 130 GeV is shown in Figure 1. A similar distribution is
also observed for the 4e invariant mass.

The calorimeter isolation, track isolation and transverse impact parameter significance of the
leptons in the candidate events are discriminating variables in the rejection of the pp→Zbb̄ and
pp→tt̄ background processes. The track (calorimeter) isolation variable is defined as the total
transverse momentum (total energy) deposit around the lepton, normalised to the transverse
momentum of the lepton. The impact parameter significance is the transverse impact parameter
of the lepton with respect to the primary vertex, divided by the corresponding measurement
error. The 4l invariant mass distributions in simulated signal and background events after all
event selection criteria are shown in Figure 2.

The signal significance is determined using two different approaches. In the first approach,
the number of signal and background events are counted within a mass window of mH ± 2σ,

PLHC2010 1424 PLHC2010



 [GeV]µµµµm
80 90 100 110 120 130 140 150

A
rb

itr
ar

y 
un

its

0

50

100

150

200

250

300

350

400

 0.04) GeV±Mean = (129.94 

 0.04) GeV± = (1.78 σ

ATLAS

Figure 1: The 4µ invariant mass distribution
in simulated signal events for mH = 130 GeV.
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Figure 2: The 4l invariant mass distribu-
tions in simulated signal and background
events after all event selection criteria for
mH = 130 GeV.

where σ is the experimental 4l invariant mass resolution. The significance is then calculated
using Poissonian statistics without consideration of systematic uncertainties. In the second
approach, the signal and background contributions are extracted from a fit to the 4l invariant
mass distribution. The signal significance and exclusion limits are then calculated using a pro-
file likelihood ratio method in which systematic uncertainties are taken into account. The 3%
to 5% uncertainty on the signal selection efficiency is dominated by the experimental uncer-
tainties relating to lepton reconstruction performance. The expected signal significance for an
integrated luminosity of 30 fb−1 and the luminosity required for an exclusion at 95% CL in the
H→ZZ(∗)→4l channel are shown in Figure 3 and Figure 4, respectively.
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Figure 3: The expected signal significance for
an integrated luminosity of 30 fb−1.
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The H→ZZ(∗)→4l channel is combined with other important decay channels (H→W+W−,
H→γγ and H→τ+τ−) to provide a single measure of the significance of a discovery or an
exclusion limit for various mH values [4]. The expected combined discovery significances for an
integrated luminosity of 10 fb−1 and the combined exclusion limits for an integrated luminosity
of 2 fb−1 are shown in Figure 5 and Figure 6, respectively.
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With an integrated luminosity of 30 fb−1, the expected sensitivity of the ATLAS detector
to the discovery of the SM Higgs boson in the H→ZZ(∗)→4l channel alone is at the 5σ level
or greater in the mass range 130 < mH < 500 GeV, with the exception of the region around
160 GeV where the branching ratio for H→ZZ∗ decays is suppressed due to the opening of
the phase space for the decay into two on-shell W bosons. With an integrated luminosity of
10 fb−1, the expected combined sensitivity of the ATLAS detector to the discovery of the SM
Higgs boson in the combination of channels is at the 5σ level or greater in the mass range
130 < mH < 430 GeV. For mH > 200 GeV, the H→ZZ(∗)→4l channel will play a key role in
the discovery or exclusion of the SM Higgs boson.
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1 Detector description

The Tile Calorimeter [1] is the central region hadronic calorimeter (Fig. 1 left) of the ATLAS
experiment [2] at the CERN Large Hadron Collider.

The Tile Calorimeter is a sampling calorimeter using steel as absorber and scintillator plates
as active medium. It is divided into a 5.8 m long central barrel and two 2.6 m long extended
barrel cylinders, each having an inner radius 2.28 m and an outer radius of 4.25 m.

Each of the cylinders is composed of 64 azimuthal modules subtending ∆φ = 0.1. The Tile
scintillator plates are placed perpendicular to the colliding beam axis, and are radially staggered
in depth. The structure is periodic along the beam axis. Two sides of the scintillating tiles are
read out by wave-length shifting (WLS) fibers into two separate photomultipliers (PMTs).

By the grouping of WLS fibers to specific PMTs, modules are segmented in pseudorapidity η
and in radial depth. The resulting typical cell dimensions are ∆η ×∆φ = 0.1× 0.1.

This segmentation defines a quasi-projective tower structure. Altogether, Tile Calorimeter
comprises 4672 read-out cells, each equipped with two PMTs that receive light from opposite
sides of the tiles.

The Tile Calorimeter together with the central liquid argon electromagnetic calorimeter will
measure the energy of particle jets and contribute to the determination of the missing transverse
energy of events in the pseudorapidity range |η| < 1.7.

LAr barrel
LAr EMEC
LAr HEC
LAr FCAL

Tile extended barrel

Tile barrel

Figure 1: Left: View of the central part of ATLAS detector showing the tile calorimeter (tile
barrel in center, tile extended barrels in side regions) surrounding the different segments of
the liquid argon (LAr) calorimeter. Right: Calibration scheme in the tile calorimeter: Cs
radioactive source, laser pulses, charge injection system.
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2 Calibration

The Tile Calorimeter is equipped with a system that allows to monitor and to calibrate each
stage of the read-out system exploiting different signal sources (Fig. 1 right).

The Charge Injection System sends charge pulses to each electronic channel. The system
is designed to calibrate the read-out electronic system across all PMTs of the calorimeter at
accuracy of 1 %. The Laser system provides light to all PMTs. It is designed to calibrate and
monitor the response of the PMTs with a precision better than 0.5 %. The radioactive Cesium
source 137Cs moves through all Tile Calorimeter cells by a hydraulic system. The Cesium
calibration system allows to obtain a uniformity of the cell response at the level of 0.3 %. [3]

3 Cosmic muons and splash events

The Tile Calorimeter response to cosmic and test-beam muons was used to measure the perfor-
mance of the detector. The electromagnetic scale of the Tile Calorimeter modules was validated
with the precision of 3 % using muons. Good agreement between data and Monte Carlo (MC)
in test-beam and cavern muon data was observed.

The time offsets of the Tile Calorimeter cells were measured with cosmic muons and single
beam data. The results agree within a precision of 1 ns.

In the splash events the LHC beam hits a completely closed collimator 140 m far from
the center of the ATLAS and secondary particles penetrate all ATLAS detectors. The Tile
Calorimeter cells timing after time-of-flight correction was validated (Fig. 2 left) and RMS =
0.45 ns was achieved for cells with proper time calibration.

4 Collisions

The distribution of the Tile Calorimeter cell response was compared with collision data at
7 TeV, 2.36 TeV, 900 GeV, minimum bias MC and randomly triggered events (Fig. 2 right).
Good agreement between data and MC was observed.
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Figure 2: Left: The average cell time as a function of the cell Z (along beam axis) coordinate.
Timing corrections based on the time of flight had been applied. Right: Energy of the tile
calorimeter cells. The distributions from collision data at 7 TeV, 2.36 TeV, and 0.9 TeV are
superimposed with Pythia minimum bias Monte Carlo and randomly triggered events.
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The Tile Calorimeter cell response uniformity as a function of pseudorapidity η and az-
imuthal angle φ was compared between collision events at 7 TeV and non-diffractive minimum
bias MC events (Fig. 3). A nice match between MC and data was seen.

The online signal reconstruction by the ROD/DSP Optimal Filtering Non Iterative recon-
struction [4] was validated with the collision events as well as out of time events. It was
shown that linearity of online algorithm is within a few percent in the significant time range
[−10, 10] ns.
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Figure 3: Tile calorimeter cell response uniformity as a function of pseudorapidity (left) and
azimuthal angle (right) for 7 TeV collision and MC events.

5 Conclusion

The performance of the Tile Calorimeter has been measured and monitored using calibration
data, random triggered data, cosmic muons, splash events and collision events.

The results of these studies give important information that assess the uniformity, the
stability and the resolution of the energy measurements and, in general, the quality of the data
description as given by the simulation of the Tile Calorimeter detector.

The performance and the quality of understanding the Tile Calorimeter is demonstrated.
The detector is ready to detect hadrons, jets and to measure the missing transverse energy.
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The ATLAS Muon Spectrometer (MS) is used to trigger on muons and reconstruct their
tracks. It is composed of two sets of air-core superconducting toroidal magnets embedded
in three layers of precision chambers and three layers of trigger chambers. Monitored Drift
Tubes (MDT) and Cathode Strip Chambers (CSC) measure the bending coordinate (η) with a
point resolution of respectively 80 and 60 µm. Resistive Plate Chambers (RPC) in the Barrel
(|η| < 1) and Thin Gap Chambers (TGC) in the Endcap (1 < |η| < 2.7) also provide the second
coordinate (φ) and the trigger signal (up to |η| < 2.4), with a point resolution around 1 cm.

Different types of muon tracks can be reconstructed using different combinations of subde-
tectors. Stand-alone tracks are based only on MS hits. The MS hits are used to form local
straight segments, which are combined to form a curved track. The track parameters are then
extrapolated, accounting for energy loss in the calorimeters, to the Interaction Point. Combined
tracks are formed by matching a stand-alone track with an Inner Detector (ID) track, improving
the precisionon of the track parameters, especially at low momenta. Tagged tracks are built
from extrapolated ID tracks by looking for either a segment in the MS or energy depositions
compatible with an isolated muon in the calorimeters. They are designed to increase tracking
efficiency for low momentum muons or muons traversing uninstrumented areas (cracks).

The first set of performance studies on which we report is based on a large sample of RPC-
triggered cosmic-ray events crossing the MS Barrel, recorded in the fall of 2009. Of these
events, 48 million were collected without a toroidal B-field. For 21 million events the B-field
was at nominal value (with a field integral between 2 and 8 Tm) in order to study momentum
resolution and tracking efficiency.

Chamber alignment and sagitta resolution are studied using cosmic-ray tracks collected
without magnetic field. The segment sagitta is defined as the distance from the Middle-station
segment to the straight line connecting the segments in the Inner and Outer stations. The
segment sagitta distribution for each sector is fitted to a double Gaussian (see Fig. 1(a)). The
mean of the narrow Gaussian is used for track-based alignment of the spectrometer, while the
sigma corresponds to the sagitta resolution. The sagitta resolution is parametrized into two
separate components: multiple scattering and intrinsic resolution, respectively dominating at
high and low momenta. Using the solenoidal magnetic field of the Inner Detector to determine
the momentum of the muon tracks, the intrinsic component of the sagitta resolution is isolated
and found to be between 80 and 100 µm.

The hit residual distribution, track reconstruction efficiency and momentum resolution are
studied using curved tracks collected with the solenoidal B-field at its nominal value, and are
found to be very close to the design specifications for the MS. The hit residual is defined as
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the distance between a reconstructed track and the position (drift radius) of its individual hits.
The residual distribution for stand-alone tracks crossing three MDT chambers is found to be
104 µm, consistent with the measured sagitta resolution. The efficiency of track reconstruction
is obtained by calculating the fraction of ID cosmic-ray tracks which are also reconstructed
in the MS. The reconstruction efficiency for stand-alone tracks crossing two or more MDT
chambers matches with the cosmic simulation, averaging 95% (see Fig. 1(b)).

To measure the momentum resolution of the MS without requiring a comparison with the
ID, the top and bottom sections of a cosmic-ray track traversing the whole detector are com-
pared. The momentum resolution is the width of the fitted distribution of relative pT differences
(∆pT /pT ) between the top and bottom halves of the track. Fitting the momentum resolution
against the momentum of the tracks (see Fig. 1(c)) allows the extraction of its three components:
energy loss correction (P0), multiple scattering (P1), and intrinsic resolution (P2). Extrapolat-
ing the fitted function to 1 TeV momenta gives a resolution of 11± 2% for tracks crossing small
MDT chambers and 25± 2% for tracks crossing large ones. The difference between small and
large chambers is due to the difference in integrated magnetic field along the muon paths. The
design goal for 1 TeV muon tracks is a pT resolution of approximately 10%.

(a) (b) (c)

Figure 1: Performance results from a study of cosmic-ray tracks in the MS Barrel. A segment
sagitta distribution (a), the reconstruction efficiency as a function of momentum for stand-alone
tracks (b), and the pT resolution as a function of pT for small MDT sectors (c).

The second set of performance studies discussed here is for the most part based on the first
0.6 nb−1 of 7 TeV pp collisions triggered using the ATLAS Minimum Bias Trigger Scintillators.
The hardware performance of the MS during these collision runs was good, with very low
fractions of dead or noisy channels (0.3% for MDT, 1.5% for CSC, 2.7% for RPC, 1.2% for
TGC), and the performance of the muon tracking chambers matches well our expectation from
Monte-Carlo. Some basic distributions are shown, for both data and simulation, in figures 2(a)
to 2(f). Here the Monte-Carlo is normalized to the number of events in the data. Using a larger
dataset (6.4 nb−1), the efficiency of the muon triggers relative to the tracking efficiency was
measured by comparing triggered tracks with reconstructed tracks in the minimum-bias sample.
The geometrical acceptance of the RPC trigger is around 80%, setting a limit for its relative
efficiency, while the TGC efficiency reaches its plateau above 90% (see Figs. 2(g) and 2(h)).
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 2: Basic distributions obtained from collision muons compared to simulation: track
pT (a), η (b), and φ (c), number of MDT (d) and CSC (e) hits per combined track match the
Monte-Carlo prediction well. The two peaks in (d) correspond to tracks crossing two and three
chambers, respectively. The hit residual distribution (f) is slightly wider in data than in the
simulation due to an underestimation of the material in the MS. (g) and (h): RPC and TGC
trigger efficiencies for the lowest trigger threshold (MU0) relative to combined tracks.
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