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The application of graphics processing units (GPUs) for diffusion-weighted Nuclear-Magnetic-
Resonance (DW-NMR) images reconstruction by using non-Gaussian diffusion models is
presented. The image processing based on non-Gaussian models (Kurtosis and Stretched
Exponential) currently are time consuming for any application in realtime diagnostics.
Non-Gaussian diffusion imaging processing was implemented on the massively parallel
architecture of GPUs, by employing a scalable parallel Levenberg-Marquardt algorithm
(GPU-LMFit) optimized for the Nvidia CUDA platform. Our results demonstrate that it
is possible to reduce the time for massive image processing from some hours to some sec-
onds, finally enabling automated parametric non-Gaussian DW-NMR analyses in realtime.

1 Introduction

In this contribution we focused on the application of graphics processing units (GPUs) accel-
erated computing in reconstruction of diffusion weighted Nuclear-Magnetic-Resonance (DW-
NMR) images by using non-Gaussian diffusion models, such as the diffusional kurtosis imaging
(DKI) [1] and the stretched exponential model imaging (STREMI) [2], which allow to increase
the sensitivity and specificity of the DW-NMR maps in healthy [3, 4, 5] and pathological sub-
jects [6, 7]. However, the post-processing of DW-NMR images based on these models currently
requires too long times for any realtime diagnostics. Typically, for the elaboration of diffusion
maps, 106-107 voxels have to be managed. For each voxel a typical algorithm used to obtain
non-Gaussian maps calculates at least three parameters by non-linear functions optimization.
This is computationally demanding and takes some hours on recent multi-core processors(i.e.
CPU Intel Xeon E5 and E7) to obtain a whole brain map. The aim of this work is to implement
non-Gaussian diffusion imaging processing on the massively parallel architecture of GPUs and
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optimize different aspects to enable on-line imaging.

To achieve this goal, diffusion images were acquired in a fixed mouse brain and two different
algorithm to reconstruct DKI and STREMI maps were implemented on GPU. Successively,
diffusion images were processed and non-Gaussian diffusion maps were obtained by using both
the conventional currently used algorithm working on CPU and the new algorithms, based on
a highly parallelized Levenberg-Marquardt (LM) method on GPU.

More specifically, we are concerned with a model-based approach for extracting tissue struc-
tural information from DW-NMR imaging data. Non-linear relations describing the DW-NMR
signal attenuation have to be fitted to experimental dataset voxel-by-voxel by using the LM
algorithm.

Certain features of the proposed implementation make it a good candidate for a GPU-based
design: a) Independence between voxels across the three-dimensional brain volume allows voxel-
based parallelization, b) Within each voxel, certain computation steps of data analysis are in-
trinsically iterative and independent, allowing further parallelization (i.e. fitting parameters
estimation), ¢) Relatively simple mathematical operations are needed and these can be handled
effectively by the GPU instruction set and d) Memory requirements are moderate during each
step of the algorithm.

2 Theory

Non-Gaussian DW-NMR models. Describing water molecules displacement with a Gaus-
sian Motion Propagator, NMR signal decay recorded using a diffusion-sensitized sequence may
be expressed as a b-value function according to the following equation [8]:

S5(b) = 5(0) exp(=bD) (1)

where D is the apparent diffusion coefficient and b = (I'0g)?A.¢ with I' the nuclear spin
gyromagnetic ratio, g the diffusion sensitizing gradient strength, ¢ the diffusion sensitizing
gradient duration and A.f; the effective diffusion time, depending on the particular diffusion
sensitized sequence used. In 3D space, observing diffusion displacement in a generic direction
and working in an anisotropic environment, D is no more a scalar, but a tensor (DT) and
the coupling of non diagonal terms in DT has to be taken into account. Nevertheless, due to
proprieties of Fourier Transform and Gaussian Propagator, the mono-exponential form of the
signal decay can be conserved by introducing the so called b-factor [9]:

S(b >
1,7=1

where b; ; = (I'0)?Acss fg“q dt(fg dt'g(t")g(t')T); ; is the correspondent term of b-factor
matrix to the relative term of DT. Due to its propriety, DT is diagonalizable to obtain scalar
invariant quantities as MD and FA and the reference frame in which DT is diagonal.
The formalism exposed is based on the assumption that molecular diffusion occurs in a ho-
mogeneous environment, implying a linear relationship between mean square displacement and
diffusion time. However, in a complex system with pores and traps on many length scales, this
simple relation is lost and Egs.1 and 2 are no longer valid [10, 11]. We refer to these cases
as ‘non-Gaussian” diffusion process. In the last decade several different approaches have been
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introduced in NMR field to describe DW-NMR signal decay in case of non-Gaussian diffusion.
Here we treat two of the most employed ones: (i) the DKI [1] and (ii) the STREMI [2, 10].

(i) DKI is based on the assumption that DW-NMR signal can be described by the following
relation [1]:

S(b) 2 1/2
50 = {[ex0 (~bDagp + 6 Aay))* + 72} (3)
where 7 is the background noise, and A,p, = éDazppKam,, with Dy, and Ky, the apparent

diffusion coefficient and the apparent diffusional kurtosis, estimated in the direction parallel to
the orientation of diffusion sensitizing gradients, respectively.
(ii) The STREMI assumes the following relation to describe the signal decay [2, 10]:

3
S(b)

In(—=%) =— b7 A, 4
(S =~ 2004 (4)
where A; is the generalized diffusion coefficient estimated along the direction identified by
the ith eigenvector of DT, named €;; ; is the stretching exponent estimated along the ith
direction of DT reference frame (being between 0 and 1); and b} is the projection of bvalue

along €; (with components €y, €2;, €3;, in the laboratory reference frame), i.e. b = b - €;.

3 Materials and Methods

DW-NMR data acquisition. An ez vivo healthy mouse brain, fixed in paraformaldehyde
and stored in PBS [12], was scanned at 7.0T (BRUKER Biospec). An imaging version of
PGSTE sequence was performed with TE/TR = 25.77/4000ms, A/§ = 40/2ms, number of
averages NA = 14; 16 axial slices with thickness STH = 0.75mm, field of view FOV = 6cm,
matrix 128x128 with in plane resolution of 470um? were acquired with 10 b-values ranging from
100 to 8000s/mm? along 30 no-coplanar directions plus 5 b = 0s/mm?

DW-NMR data analysis. Both DKI parametric maps (K,p,-maps) and STREMI para-
metric maps (y-maps) were estimated in each direction parallel to the orientation of diffusion
sensitizing gradient, but K,,,-maps were obtained by fitting on a voxel-by-voxel basis Eq.(3) to
the DW image signal intensities (for b < 3000s/mm?), while y-maps, were obtained by similar
procedure, using Eq.(4).

Finally, the non-Gaussian diffusion parametric maps M K and M~ were computed by averaging
across the 30 directions in the corresponding Kgpp,- and y-maps, respectively.

GPU implementation. A modern GPU device can have a number of ”multiprocessors”
(MP), each of which executes in parallel with the others. Using the Nvidia compute unified
device architecture (CUDA), multiple thread blocks (and thus multiple fittings) can execute
concurrently with many parallel threads on one multi-processor. Here we implemented an
efficient and robust fitting algorithm, based on a highly parallelized LM method on GPU. The
LM algorithm is based on an iterative numerical optimization procedure that minimizes the sum
of squared model residuals. The function we used to perform LM fittings on GPU device is the
single precision GPU-LMFit function, introduced and described in details elsewhere [13]. GPU-
LMF'it uses a scalable parallel LM algorithm optimized for using the Nvidia CUDA platform.
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Figure 1: Comparison between CPU and GPU non-Gaussian diffusion maps reconstruction.
Reported maps were obtained by using the Isqcurvefit on Intel Xeon E5- E5430 CPU and
GPU-LMFit on Nvidia Quadro K2000 GPU (see Table 1 for details).

The code kernel calls GPU-LMFit to perform the LM algorithm on each CUDA block, which
is mapped to a single voxel. Because the processing of different voxels is totally independent,
the CUDA blocks do not need to synchronize, and the kernel launches as many blocks as voxels
contained in a particular slice to speed up performance.

The code was optimized to be fully integrated within Matlab (The Mathworks, Natick, MA,
USA) scripts.

A multi-core central processing unit (CPU) Intel Xeon E5430 processor at 2.66GHz with 8
thread, and a Nvidia GPU Quadro K2000, with 2Gb of dedicated memory, supporting 1024
threads per block and a maximum number of 64 registers per thread, were used for the analysis
and the cross-comparison of CPU and GPU performance. In particular, lsqcurvefit function
with Parallel Computing Toolbox was used to test multi-core CPU performance.

Each analyzed DW-NMR image dataset is of ~ 150 Mb, and requires that the total number
of fittings to be performed to create a single image of the non-Gaussian parametric map is in
the range of (0.5 — 5)x10°. In the kernel function, we choose to distribute the computation in
4096 CUDA blocks, each of which has 8 threads concurrently executing to compute a fitting.
Therefore, the kernel function was called multiple times in the program to complete all fittings
for an image, and each call to this function requires 7-15 Mb global memory on GPU.

4 Results and Discussion

Non-Gaussian diffusion parametric maps M~y and M K, obtained by using lsqcurvefit on multiple
CPU threads and GPU-LMFit on GPU, are displayed in Figure 1. The specific performances
of the CPU and GPU employed are reported in Table 1, while the cross-comparison between
Isqcurvefit and GPU-LMF'it results is reported in Figure 2.

The Figures 1 and 2 show that the GPU approach for STREMI is in agreement with con-
ventional CPU one. Conversely, for DKI, GPU-LMFit slightly overestimates MK values with
respect to lsqcurvefit. However, it is important to note that M K-maps obtained by GPU-LMFit
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Figure 2: Cross-comparison between [sqcurvefit and GPU-LMFit results. The frequency his-
tograms of the difference between M~y (left) and MK (right) values derived with GPU-LMFit
and Isqcurvefit are computed from all the voxels of the parametric maps comprised within the
ex vivo mouse brain investigated.

show a contrast-to-noise ratio different from the Isqcurvefit ones (see Figure 1): they better dis-
criminate between white and gray matter regions within mouse brain, even if they are more
grainy and noisy than the lsqcurvefit ones. The grainy and noisy characteristic of these maps
can be due to the single precision implementation of the GPU-LMFit function. Indeed, each
K ,pp-map is obtained by fitting, voxel-by-voxel, Eq.3 to get the two constants Dgp, and Agpp.

Then, Ky, is estimated by keeping the ratio: Kgpp = 61‘)42“”’. It is therefore clear that using

single or double precision operators in K, estimation can make the difference. In particular,
the Isqcurvefit is a double precision Matlab function, while the GPU-LMFit version used here
is single precision. Therefore, further developments are actually in progress to release a double
precision version of GPU-LMFit, in order to increase the quality of non-Gaussian diffusion maps
obtained on GPU.

Finally, from Table 1 it is possible to appreciate the relative speed-up obtainable by using
GPU-LMFit, which for a medium level GPU like the Quadro K2000 is ~ 240x. In terms of
computational time, this speed-up factor means that the GPU implementation reported here
allows to reduce the time for massive image processing from some hours to some seconds (see

Performance Parameters | CPU | GPU
Average Speed (fit/sec.) 50 12000
Computational Time (sec.) 7200 30
Speed-up factor 1 240

Table 1: Comparison of CPU and GPU performance in non-Gaussian diffusion maps recon-
struction.
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Table 1). Moreover, numerical simulations were performed on high level Nvidia GPU, the
Nvidia Titan, to test the additional speed-up factor obtainable by employing one of the most
powerful GPU now available (results not reported here). Simulation results suggest that an
additional speed-up factor of 6.6x with respect to the Nvidia Quadro K2000 GPU is achievable
by using the Nvidia Titan GPU. This demonstrates that automated parametric non-Gaussian
DW-NMR analysis in realtime is now really possible by using the GPU approach proposed in
this work.

5 Conclusion

In this contribution we focused on the application of GPUs in the reconstruction of DW-NMR
images based on non-Gaussian diffusion models. This application can benefit from the im-
plementation on the massively parallel architecture of GPUs, optimizing different aspects and
enabling online imaging. A pixel-wise approach by using a fast, accurate and robust parallel LM
minimization optimizer, called GPU-LMFit, was implemented in CUDA and fully integrated in
Matlab. Our results show that the GPU application proposed here can further improve the effi-
ciency of the conventional LM model fittings, reducing the time for DW-NMR image-processing
from hours to seconds, finally enabling automated parametric non-Gaussian DW-NMR analysis
in realtime. Moreover, another important feature of the architecture of the proposed approach
is that it can allow multiple GPUs applications [13], where the measured experimental data in
the host computer memory is separately passed to the global memories of multiple GPUs, and
then the host program launches the kernel functions on each GPU device. Therefore, another
natural development of this work, behind the upgrade to the double precision version, is the
multiple GPUs application in order to further improve the efficiency of the LM model fittings
with GPU-LMFit.
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