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Preface

The workshop MPI@LHC 2015 was held in a very nice and inspiring atmosphere of the Abdus Salam
Institute for Theoretical Physics in Trieste from 23 - 27 November 2015 at Miramare, Trieste, Italy. This
workshop was the 7th workshop in a series of workshops on Multiparton Interactions (MPI) which started
already in 2006 at DESY [1] and then continues as the MPI@LHC workshops with a kickoff meeting in
2008 in Perugia [2], Italy, and continued with workshops in Glasgow [3] in 2010, DESY [4] in 2011, CERN
[6] and Tel Aviv [5] in 2012, in Antwerp [7] in 2013 and in Cracow [8] in 2014.
From the start of the experimental activity of the Large Hadron Collider, Multiple Partonic Interactions
(MPI) are experiencing a growing popularity and are widely invoked to account for observations that cannot
be explained otherwise. This includes associated hadron production (Underlying Event) in high energy
hadronic collisions with jets, the rates for multiple heavy flavor production, the survival probability of large
rapidity gaps in hard diffraction, etc. In particular in recent years Double Parton Interactions were observed
directly and studied by a number of the FNAL and LHC experiments in different reaction channels.
At the LHC a new QCD regime has now been reached, where MPIs occur with high rates, in particular in
central collisions, which give dominant contribution to production of new particles Understanding MPIs is
therefore crucial, both for their significant contribution to the background of various processes of interest
for the search of new physics and because MPIs are an interesting topic of research by itself, allowing to
probe high energy - high density QCD dynamics and, as a consequence of the geometrical characteristics
of the interaction, to obtain unprecedented information on the correlated structure of the QCD bound states.
The aim of this workshop is to provide an updated view of MPI studies, both experimental and theoretical,
and to foster contacts between theoretical and experimental communities active in the field.
The workshop held in Trieste in 2015 was a special workshop in the sense that many investigations and
analyses from LHC run1 were still finalized, presented and compared to model calculations and at the same
time the very new first measurements from run2 at the highest center of mass energy of pp collisions of√
s = 13 TeV were presented.
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MPI workshops
[1] MPI, DESY - Hamburg, 2006, https://www.desy.de/~jung/multiple-interactions/

[2] MPI@LHC, Perugia, 2008 http://www.pg.infn.it/mpi08/

Proceedings: http://inspirehep.net/record/849580?ln=en

[3] MPI@LHC, Glasgow, 2010, http://www.mpi2010.physics.gla.ac.uk/Home.html

[4] MPI@LHC, DESY - Hamburg, 2006 https://indico.desy.de/conferenceDisplay.py?ovw=

True&confId=4176

http://www-library.desy.de/preparch/desy/proc/proc12-03.html

[5] Multi partonic interactions at LHC, Tel Aviv, 2012, https://indico.cern.ch/event/194359/

[6] MPI@LHC, CERN - Geneva, 2012, https://indico.cern.ch/event/184925/
http://inspirehep.net/record/1239662?ln=en

[7] MPI@LHC, Antwerp, 2013, https://indico.cern.ch/event/231843/?ovw=True
http://arxiv.org/abs/arXiv:1410.6664

[8] MPI@LHC, Cracow, 2013 https://indico.cern.ch/event/305160/page/0

http://inspirehep.net/record/1377199/

iii



The Abdus Salam International Centre for Theoretical Physics (ICTP), in collaboration with the Italian 
Institute for Nuclear Physics (INFN), will hold the 

7th International Workshop on 

Multiple Partonic Interactions 

at the LHC 
23 - 27 November 2015 

Miramare, Trieste, Italy 

From the start of the experimental activity of the Large Hadron Collider, Multiple Partonic Interactions 
(MPI) are experiencing a growing popularity and are widely invoked to account for observations that cannot 
be explained otherwise. This includes associated hadron production (Underlying Event) in high energy 
hadronic collisions with jets, the rates for multiple heavy flavor production, the survival probability of large 
rapidity gaps in hard diffraction, etc. In particular Double Parton Interactions were observed directly and 
studied by a number of the FNAL and LHC experiments in different reaction channels.  

At the LHC a new QCD regime has now been reached, where MPIs occur with high rates, in 
particular in central collisions, where the production of new particles is more likely to take place. 
Understanding MPIs is therefore crucial, both for their significant contribution to the background of various 
processes of interest for the search of new physics and because MPIs are an interesting topic of research by 
itself, allowing to probe high energy - high density QCD dynamics and, as a consequence of the geometrical 
characteristics of the interaction, to obtain unprecedented information on the correlated structure of the 
QCD bound states.  

The aim of this workshop is to provide an updated view of MPI studies, both experimental and 
theoretical, and to foster contacts between theoretical and experimental communities active in the field.  

TOPICS: 

• Phenomenology of MPI processes and multiparton distributions
• Considerations for the description of MPI in QCD
• Measuring multiple partonic interactions
• Experimental results on inelastic hadronic collisions: underlying event, minimum bias, forward energy flow
• Monte Carlo development and tuning
• Connections with low x, diffraction, heavy ion physics and cosmic rays

PARTICIPATION 
Scientists and students from all countries which are members of the United Nations, UNESCO or 

IAEA may attend the Workshop.  As it will be conducted in English, participants should have an adequate 
working knowledge of that language.  

As a rule, travel and subsistence expenses of the participants should be borne by the home institution. 
Every effort should be made by candidates to secure support for their fare (or at least half-fare).  However, 
limited funds are available for some participants who are nationals of, and working in, a developing country, 
and who are not more than 45 years old.  Such support is available only for those who attend the entire 
activity.  There is no registration fee. 

HOW TO APPLY FOR PARTICIPATION 
The application form can be accessed at activity website: http://indico.ictp.it/event/a14280.

Once in the website, comprehensive instructions will guide you step-by-step, on how to fill out and submit 
the application form.  Please send all file attachments in Word or PDF format. 

ACTIVITY SECRETARIAT: 
7th International Workshop on Multiple Partonic Interactions at the LHC (smr2732) 

the Abdus Salam International Centre for Theoretical Physics 
Strada Costiera 11, 34151 Trieste, Italy. 

Telephone: +39 040 2240 363 - Telefax: +39 040 2240 7363 - E-mail: smr2732@ictp.it 
Activity Web Page: http://indico.ictp.it/event/a14280 

ICTP Home Page: http://www.ictp.it/ 

September 2015

ORGANIZERS: 

H. Jung (DESY)

M. Strikman (Penn State U.)

D. Treleani (U. of Trieste, INFN)

INTERNATIONAL 
ADVISORY BOARD: 

P. Bartalini (China Central Normal U.) 

J. Butterworth (UC London) 

M. Diehl (DESY) 

L. Fanò (U. of Perugia, INFN)

R. Field (U. of Florida) 

H. Jung (DESY, U. of Antwerp) 

J. Katzy (DESY) 

F. Krauss (IPPP Durham) 

K. Kutak (IFJ PAN Kraków)

A. Moraes (CBPF Brazil) 

A. Morsch (CERN) 

G. Pancheri (INFN Frascati Nat. Lab.) 

M. Schmelling (MPIK Heidelberg) 

T. Sjöstrand (Lund U.) 

P. Skands (CERN, Monash U.) 

M. Strikman (Pennsylvania State U.)

A. Szczurek (IFJ PAN Kraków)

D. Treleani (U. of Trieste, INFN) 

P. van Mechelen (U. of Antwerp) 

N. van Remortel (U. of Antwerp) 

DEADLINE 
for requesting participation 

15 September 2015 
extended to 

15 Ottobr
 

e 2015 
only for those NOT requesting funding 

iv



Contents

1 WG: Minimum bias and Underlying event 1
Minimum Bias and Underlying Event session: overview 3

A. Grebenyuk, Th. Kuhl

A data-driven approach to treat jet correlations in high pile-up at hadron colliders 6
H. Van Haevermaet

Review of LPCC MB& UE Working Group Activities 10
D. Kar

Particle Spectra in Minimum Bias events at 8 TeV and 13 TeV 14
J. M. Grados Luyando

Studies of the underlying event and particle production with the ATLAS detector 19
J. Robinson

The Underlying Event at
√
s = 500 GeV at STAR 23

G. Webb

Exploring the Underlying Event and Hadronization using Di-jets at STAR 27
B. Page

T. Pierog, B. Guiot, Iu. Karpenko, K. Werner 31
Underlying Events and Flow in EPOS 3

Charged Particle Production in Proton-Proton Collisions at
√
s = 13 TeV with ALICE at the LHC 35

P. Palni

Recent measurement of underlying events 39
W.Y. Wang

2 WG: Monte Carlo development and tuning 44
Recent PYTHA8 developments: Hard diffraction, Colour reconnection and γγ collisions 45

I. Helenius, J.R. Christiansen, C.O. Rasmussen

On the impact of nonperturbative parton correlations on the rat of double parton scattering 49
S. Ostapchenko

Towards Diffraction in Herwig 53
S. Gieseke, F. Loshaj, M. Myska

v



SHRiMPS – Status of soft interactions in SHERPA 58
H. Schulz

CMS Underlying Event and Double Parton Scattering Monte Carlo Tunes 62
D. Sunar Cerci

Charm production in high multiplicity pp events 66
K. Werner, B. Guiot, Iu. Karpenko, T. Pierog, G. Sophys

Quark/gluon jet tagging and colour reconnection 71
A. Siódmok
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Minimum Bias and Underlying Event session: overview

Anastasia Grebenyuk1 and Thorsten Kuhl2

1ULB, Bruxelles, Belgium
2DESY, Hamburg, Germany

The start up of the worlds highest energy particle collider, LHC, at the new colliding energy
of 13 TeV in spring 2015 opened up a new era at the high energy frontier. LHC’s first runs (2010-
2012) provided data collected at centre-of-mass energies of 0.9, 2.76, 7 and 8 TeV. After a three-year
period that has seen major advances in physics such as the discovery of the H boson in 2012 [1]
the LHC was shut down for maintenance in 2013. In spring 2015 LHC restarted and started to op-
erate at a center-of-mass energy of 13 TeV, which is almost its design energy, and expect to deliver
about 30 fb−1 of integrated luminosity by the end of 2016, and up to 100 fb−1 in the end of Run 2
(end 2018). The discovery potential of CMS and ATLAS experiments relies on the level of under-
standing of the physics of the Standard Model (SM). The interacting constituents are gluons and
quarks contained inside the protons of the beams, which only carry a small fraction of the proton
momentum and described by parton density functions. Therefor most of the strong interactions
between quarks and gluons contained inside the proton are at a very small energy scale, much
smaller than the energy of the colliding beams, and events with high mass final state particles,
like the production of a H boson, are very rare. Experimentally such soft interaction processes are
selected with very inclusive triggers and are called “minimum bias”.
An accurate description of these soft strong interaction processes is essential for simulating single
pp interactions as well as the effects of multiple pp interactions at high instantaneous luminosity
in hadron colliders. This is an important input to the high-pT physics program in the future, were
we expect up to 40 additional soft interactions accompanied the interesting hard interaction.
While every of these 40 interactions contains most time only a small number of low energetic par-
ticle, the large number accumulate to a significant number of objects in the detector and dilute
properties like the isolation of leptons and the precision of the missing ET measurement. In addi-
tion the higher energetic tail of these interactions can produce additional jets in events.
One of the basic studies to provide insight into the strong interaction in the low-scale, non-
perturbative region of quantum chromodynamics (QCD), is the inclusive charged-particle mea-
surement. Particle interactions at these energy scales are typically described by QCD-inspired
models implemented in Monte Carlo (MC) event generators with free parameters that can be con-
strained by such measurements. The Underlying event (UE) is defined as the activity accompa-
nying any hard scattering in a collision event and produce a similar background then the pile-up
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interactions, but in the same proton-proton interaction. This includes partons not participating
in a hard-scattering process (beam remnants), and additional scatters in the same pp collision,
termed multiple parton interactions. Initial and final state gluon radiation also contribute to the
UE activity. It is impossible to unambiguously separate the UE from the hard scattering process
on an event-by-event basis. However, distributions have been measured that are sensitive to the
properties of the UE and used to improve similar models then for the low-energy pp interactions.
These additional components are important in very precise measurements like the top-mass mea-
surement.

At this workshop the first results at 13 TeV on the minimum bias and underlying event from
LHC were presented. ATLAS, CMS and ALICE have shown recent measurement of underlying
events and particle production at the new energy regime [2–6]. To be able to cross check the
results from different experiments the discussion on the synchronisation of analysis strategies
were discussed [7]. Apart form LHC experiments the latest results on the underlying event by
the STAR experiment at RICH were presented [8, 9]. In the forthcoming high-luminosity phase
at the LHC many of the most interesting measurements for precision QCD studies are hampered
by conditions of large pile-up, particularly at not very high transverse momenta. A novel data-
driven approach with a main focus to deal with the presence of high-pT jets produced from pile-up
events, in a region where tracking detectors are not available to identify them was discussed [10].
In content of the phenomenology, the new development on the underlying events and flow in
EPOS was reported [11]. Other topics related to the MC generators were developed in the “Monte
Carlo development and tuning” session.

The status of the measurements for low-scale QCD events and the UE can be summarized in
following: The comparison plots from the LHC wide working group show that the experimental
results for the common phase spaces agree within the uncertainties. This shows that experimental
issues seems to be understood and well under control.
The interpolation between different center-of-mass energy works. Most of the tunes developed
using 7 TeV data agree similar good with data taken at a center-of-mass energy of 13 TeV. Still
there are some discrepancies between the data and the model. Most tunes describe the physics
best they are tuned to. Underlying event tunes are good in underlying event distributions, as-
tropaticle generators in inclusive single particle distributions and minimum bias tunes in particle
distribution for the bulk of the pile up events. There is still some room for the development of
models but also for additional measurements, which are still very inclusive, but concentrate only
on part of the phase space. These could resolve the situation that tuning can describe some distri-
bution, but not all because of different correlations in the models then in the data.

References
[1] CMS Collaboration, “Observation of a new boson at a mass of 125 GeV with the CMS
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A. GREBENYUK, TH. KUHL

4 MPI@LHC 2015



[2] R. Iuppa on behalf of the ATLAS Collaboration, “Charged-particle multiplicities at different
pp interaction centre-of-mass energies measured with the ATLAS detector at the LHC”,
contribution to the workshop,
http://indico.ictp.it/event/a14280/session/265/contribution/1032/material/slides/.

[3] J. Robinson on behalf of the ATLAS Collaboration, “Studies of the underlying event and
particle production with the ATLAS detector”, contribution to the current proceedings.

[4] W.Y. Wang on behalf of the CMS Collaboration, “Recent measurement of underlying events”,
contribution to the workshop,
http://indico.ictp.it/event/a14280/session/265/contribution/1031/material/slides/.

[5] J.M. Grados Luyando on behalf of the CMS Collaboration, “Particle Spectra in Minimum Bias
events at 8 TeV and 13 TeV”, contribution to the current proceedings.

[6] P. Palni on behalf of the ALICE Collaboration, “Charged particle production in proton-proton
collisions at

√
s = 13 TeV, with ALICE at the LHC”, contribution to the current proceedings.

[7] D. Kar, “Review of LPCC MB& UE Working Group Activities”, contribution to the current
proceedings.

[8] B. Page on behalf of the STAR Collaboration, “Exploring the Underlying Event and
Hadronization using Di-jets at STAR”, contribution to the current proceedings.

[9] G. Webb on behalf of the STAR Collaboration, “The Underlying Event at
√
s = 500 GeV at

STAR”, contribution to the current proceedings.

[10] H. Van Haevermaet, “Treating jet correlations in high pile-up at hadron colliders”,
contribution to the current proceedings.

[11] T. Pierog, “Underlying events and flow in EPOS 3”, contribution to the current proceedings.

MINIMUM BIAS AND UNDERLYING EVENT SESSION: OVERVIEW

MPI@LHC 2015 5



A data-driven approach to treat jet correlations in high
pile-up at hadron colliders

H. Van Haevermaet1

1University of Antwerp

April 14, 2016

1 Introduction
Experiments at hadron colliders operating at a very high luminosity face the challenge of high pile-
up conditions, which create a high probability that the final state of a particular process drowns
in pile-up activity. Advanced vertex techniques have been developed to deal with this inside
regions covered by tracking detectors, but outside, experiments rely on Monte Carlo simulations
to model pile-up effects. This, however, introduces a significant model dependence, especially in
more forward regions where currently less precise measurements are available to constrain Monte
Carlo models.

We propose a novel data-driven approach with a main focus to deal with the presence of
high-pT jets produced from pile-up events, in a region where tracking detectors are not available
to identify them. An example would be Higgs production through vector boson fusion, with
associated jets produced outside tracking detector acceptances, e.g. |η| > 3. This is a different
issue than what most of the existing pile-up correction methods treat, which are the jet pT pedestal,
due to the bias in the jet pT from added pile-up particles in the jet cone, and the clustering of
overlapping soft particles from multiple collisions into jets.

We will therefore use an existing method to remove the contribution of soft pile-up particles
in the event, and introduce a new approach to treat the misidentification of high-pT jets in regions
where no track and vertex information is available. The aim is to look for a method that can
restore correlations between final state particles or jets, can be used without track information, and
without a Monte Carlo model. To achieve this we propose to use a minimum bias data sample
recorded during high pile-up runs, and apply an event-mixing technique with this sample, to
retrieve the true signal from the measured one in high pile-up. One of the features of the method
is that it does not require any dedicated data-taking at low pile-up conditions, since the required
data can be recorded at the same time as the signal events at high pile-up, so there is no loss in
luminosity. We will illustrate this using Drell-Yan with associated jet production as a case study,
and discuss the main consequences of additional pile-up collisions.
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2 Drell-Yan with associated jet production at high pile-up
Consider the production of a Drell-Yan lepton pair via Z-boson exchange with an associated jet,
at a centre-of-mass energy of

√
s = 13 TeV. We require the jet transverse momentum and rapidity

to be p(jet)T > 30 GeV, |η(jet)| < 4.5, and the boson invariant mass and rapidity to be 60 GeV
< m(boson) < 120 GeV, |η(boson)| < 2. Event samples are generated by PYTHIA8 with the 4C tune,
and jets are reconstructed with the anti-kT algorithm with distance parameter R = 0.5.

Fig. 1 shows the leading jet pT (left) and Drell-Yan pT (right) spectra with and without pile-up.
In addition a curve is present that shows the result of applying a SoftKiller (SK) [5] correction to
the pile-up distributions. This method (like others [1–4] ) can correct quite well for the presence
of a large amount of soft pile-up particles in the event, which leads to a bias (jet pedestal) in jet pT
due to added pile-up particles in the jet cone or can make fake jets when these soft particles are
clustered together; but it is clear that it can not treat the contribution from genuine high-pT jets
that come from independent pile-up events.
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Figure 1: Application of SoftKiller [5] to Z+jet production. Left: (a) the leading jet pT spectrum;
right: (b) the Z-boson pT spectrum.

In the higher pT part of the Drell-Yan pT spectrum there is no need for any correction, but at low
pT values significant contributions are still present from misidentified pile-up jets. These need to
be properly treated, particularly in regions outside tracker acceptances where vertex information
is not available.

3 Uncorrelated event samples and the jet-mixing method
To treat the remaining contributions, beyond soft particles and the jet pT pedestal, we propose to
apply jet mixing techniques [6–9] using uncorrelated samples. The main idea is that the signal

A DATA-DRIVEN APPROACH TO TREAT JET CORRELATIONS IN HIGH PILE-UP AT HADRON . . .
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at high pile-up is obtained by mixing the signal without pile-up with a minimum bias sample of
data at high pile-up. Thus to identify the contribution of high-pT jets coming from independent
pile-up events, we construct a ”signal + pile-up” scenario in a data-driven way, where physics
objects from pile-up background are added to the event before selection criteria are applied. The
technique is designed to treat the region of high NPU, where (NPU + 1)/NPU ≈ 1.

We use the Drell-Yan + jets example to illustrate the method by taking a sample (Monte Carlo
in this exercise) containing NPU minimum bias events, apply a SoftKiller subtraction to it, and mix
it with the signal at zero pile-up, to then perform the same event selection requiring a jet with
p
(jet)
T > 30 GeV and |η(jet)| < 4.5.
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Figure 2: The Z-boson pT spectrum in Z+jet production corrected with the jet-mixing method.
Left: (a) NPU = 50; right: (b) NPU = 100.

The results are presented in Fig. 2 for NPU = 50 and NPU = 100. The solid black curve is the
“true” Z+jet signal, the dashed blue curve is the high pile-up SoftKiller-corrected result, and the
solid red curve is the high pile-up SoftKiller + jet-mixing corrected result. We regard the dashed
blue curve as pseudodata in high pile-up, and the long-dashed red curve is the jet-mixed curve,
obtained as described above. The result of the mixing method (solid red curve) is then obtained by
an unfolding, here defined by multiplying the signal at zero pile-up by the ratio of the pseudodata
(dashed blue) curve to the jet-mixed (long-dashed red) curve. Without using any Monte Carlo
method, the true signal is extracted nearly perfectly from the jet-mixed sample.

In addition to the closure test shown above, we have checked the model dependence by ap-
plying the jet-mixing technique to different starting distributions, and checked the performance
of the jet-mixing method as function of NPU. We also performed checks by looking at the jet reso-
lution after the jet-mixing method is applied, and see that the features of the signal distributions
at zero pile-up are well reproduced. The aforementioned results can be found in [10].
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4 Conclusions
Existing methods designed to treat pile-up at the LHC can use precise vertex and track infor-
mation to remove all pile-up particles and correct the jet pT, but are limited to the phase space
where tracking detectors are available. Hence outside this region one has to rely on Monte Carlo
simulations to model pile-up effects, which can lead to significant model dependences.

We proposed a new data-driven approach to treat pile-up, which is model independent, and is
able to restore final state correlations without the use of track or vertex information. In particular
it is designed to correct for the misidentification of high-pT jets from independent pile-up events,
a contribution that is not treated in existing methods outside tracking detector regions.

The main ingredient is a minimum bias data sample recorded during high pile-up runs, which
is used to construct a jet-mixing method. Using Z+jet processes as example, we demonstrated
that one can successfully extract true signal distributions from the mixed sample, removing any
model dependence implied by the use of Monte Carlo event generators.

It is a general technique that can be used in any measurement to restore correlations between
final-state particles, and does not require special runs at low pile-up. The method thus implies
good prospects both for precision Standard Model studies, and for searches for beyond Standard
Model physics in high pile-up regimes.

Acknowledgements
The results in these proceedings have been obtained in collaboration with F. Hautmann and H.
Jung. Many thanks to the organizers and conveners of the MPI@LHC 2015 conference for giving
us the opportunity to present these studies.

References
[1] ATLAS Collaboration, ATLAS-CONF-2013-083.

[2] CMS Collaboration, CMS-PAS-JME-14-001.

[3] H. Kirschenmann [CMS Collaboration], PoS EPS-HEP2013 (2013) 433.

[4] D. Bertolini, P. Harris, M. Low and N. Tran, JHEP 1410 (2014) 59.

[5] M. Cacciari, G. P. Salam and G. Soyez, Eur. Phys. J. C 75 (2015) 59.

[6] D. Drijard, H. G. Fischer and T. Nakada, Nucl. Instrum. Meth. A 225 (1984) 367.

[7] S. Schael et al. [ALEPH Collaboration], Phys. Lett. B 606 (2005) 265.

[8] H. Schettler, DESY-THESIS-2013-036, CERN-THESIS-2013-265.

[9] B. Dutta, T. Kamon, N. Kolev and A. Krislock, Phys. Lett. B 703 (2011) 475.

[10] F. Hautmann, H. Jung and H. Van Haevermaet, Phys. Lett. B 754 (2016) 260.

A DATA-DRIVEN APPROACH TO TREAT JET CORRELATIONS IN HIGH PILE-UP AT HADRON . . .

MPI@LHC 2015 9



Review of LPCC MB&UE Working Group Activities

Deepak Kar, on behalf of the members of the working group 1

1University of Witwatersrand

1 A Brief History
On 14th August, 2009, just before LHC Run 1 started, Rick Field (CMS), Arthur Moraes (then
ATLAS, now CMS) and D.K (ATLAS) got together and organised a meeting [1] between different
LHC collaborations to discuss plans about early minimum-bias (MB) and underlying event (UE)
measurements. Not only it started a cross-collaboration dialogue between the people involved
in such measurements, it also started the idea of efficiently comparing the results from different
collaborations.

Subsequently, Michelangelo Mangano formalised the effort under the banner of the newly
formed LHC Physics Center at CERN (LPCC), and the LPCC Minimum-bias and underlying event
WG [2] started to exist in the current form. Initially, with early LHC measurements, there were
more frequent meetings (thrice on 2010, twice in 2011), and the latest one [3] was held on 19th
November, 2015 to start the discussion about Run 2 results.

2 Outputs
The major outcome of the group has been the so called common plots, i.e minimum bias and
underlying event distributions from different collaborations prepared with:

• common (fiducial) phase space, with same transverse momentum, pT of charged particles,
within same psuedorapidity, η range, and requiring the same minimum number of charged
particles. For example, ATLAS and CMS can measure tracks within |η| < 2.5, while ALICE
can go only upto |η| < 0.8, so a version of the common selection was proposed with the
more restricted range,

• common binning, which enabled direct overlaying of data points from different collabora-
tions, and

• comparing to at least one common Monte Carlo model prediction, which enabled indirectly
comparing the results from different collaboration even before putting them in the common
plots.
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Although it took a bit of time for experiments to fully come on board with the idea of pro-
ducing a separate set of results from the nominal published ones, currently these are considered
almost an essential part of such an analysis.

Simultaneously, the discussions led to harmonising analysis strategies between different col-
laborations. For example, the first CMS Run 1 results were corrected back to model dependent
non-single-diffractive phase space and used only charged hadrons, which were later changed.
ATLAS in Run 2 excluded strange Baryons and their decays products from the fiducial definition,
but agreed to provide results without this as well.

In Fig.1 and Fig.2, the MB charged particle multiplicity as function of η is compared between
ALICE [4], ATLAS [5], and CMS [6] results at centre-of-mass energy,

√
s of 900 GeV and 7 TeV.

Finally, in Fig.3, the average charged particle multiplicity around η ≈ 0 as function of
√
s are

compared. Overall the comparisons these MB plots showed remarkable consistency between the
results. The situation was similar for UE activity measured as a function of leading charged parti-
cle pT. This was critical in the early days of the LHC.

Figure 1: Comparisons of charged particle distributions as a function of pseudorapidity, η, for
charged particle transverse momentum pT threshold of 0.5 GeV (left) and 1.0 GeV (right) at
900 GeV pp collisions from ALICE, ATLAS and CMS.
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Figure 2: Comparisons of charged particle distributions as a function of pseudorapidity, η, for
charged particle transverse momentum pT threshold of 0.5 GeV (left) and 1.0 GeV (right) at 7 TeV
pp collisions from ALICE, ATLAS and CMS.

Figure 3: Comparisons of average number of charged particles at |η| ≈ 0 as a function of center-
of-mass energy,

√
s from ALICE, ATLAS and CMS.

D. KAR
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3 Outlook
The common plots for Run 2 results are currently under preparation. However, there have been
ongoing discussions about how to keep the working group active, possibly expanding it to in-
clude other related topics. Among the options are the characterisation of large-multiplicity events,
which is closely connected the activities in heavy ion community as well. Another area of potential
interest is the connection between central and forward particle production. The previous meet-
ings often included discussion about strange particle production, and in light of observations [7]
that most current Monte Carlo generators poorly describe the strange fraction in data, this is of
renewed interest as well.
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Particle Spectra in Minimum Bias events at 8TeV and 13 TeV

Juan Manuel Grados Luyando
on behalf of the CMS Collaboration

Deutsches Elektronen-Synchrotron

1 Introduction
The measurement of particle production without a bias of a hard scattering is one of the very first
and basic measurements in hadron–hadron colliders at high-energies. Unbiased particle produc-
tion is of great interest. Minimum Bias events are produced by strong interactions of hadrons
and/or partons inside the hadrons. Most of these events are produced in a region where pre-
dictions of Quantum Chromodynamics (QCD) cannot be obtained perturbatively and where soft
to semi-hard multiple partonic interactions (MPI), soft diffractive and non-diffractive processes
are involved. The theoretical description of those components of particle production is extremely
difficult and up to now, no unified and consistent description in terms of partonic processes ex-
ists, and one has to rely on phenomenological models of these components. However, when a
hard scale is involved, predictions obtained from perturbative QCD are in many cases in good
agreement with the measurements. An interesting and not yet answered question is to deter-
mine the transition region characterized by the interplay between hard processes calculable with
perturbative techniques and soft processes described by non-perturbative models. Here are de-
scribed measurements which could help to better understand this transition region and constrain
the modelling of the different components of particle production. Apart from these considera-
tions, the understanding of particle production is crucial when the collider is operated at high
intensities since many hadron–hadron collisions are overlaid (pileup) and form a background to
all other measurements. The measurements of particle production are often used to adjust (tune)
free parameters in the models which simulate hadron–hadron interactions. Since these are used
to simulate the pileup contribution, the measurements of particle production are important to
achieve precise predictions and search for new physics.

Inclusive measurements of charged-particle pseudorapidity distributions, dNch/dη, and trans-
verse momentum distributions, dNch/dpT , have previously been performed in pp and pp̄ colli-
sions for different centre-of-mass energies and phase space regions [1–10], where η is defined
as η = − ln[tan(θ/2)], with θ being the polar angle of the particle trajectory with respect to the
anticlockwise-beam direction. Here, charged-particle pseudorapidity distribution, also referred
to as charged-particle pseudorapidity density, measured with the CMS detector in pp collisions at
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a centre-of-mass energy of 13 TeV at 0 Tesla for long-lived charged-hadrons in the range |η| < 1.8
is discussed [1]. In addition predictions obtained from Monte Carlo (MC) event generators at
3.8 Tesla of pseudorapidity and integrated pT -leading distributions for different event topologies
corresponding to an inelastic enhanced event sample (INEL), a sample dominated by non-single
diffractive dissociation (NSD) and a sample enriched by single diffractive dissociative events (SD)
are discussed. The Monte Carlo (MC) event generators used were tuned to describe the underly-
ing event (UE) properties at

√
s = 7− 8 TeV [11] and to predictions from an event generator used

in high-energy cosmic ray hadronic interactions.

2 Pseudorapidity distribution measurement by CMS detector at
√
s =13

TeV
The first measurement of pp collisions at

√
s =13 TeV was the pseudorapidity distribution of

long-lived charged hadrons in the range |η| < 1.8 as shown in Fig. 1 left [1]. This measurement
was presented for inelastic events without minimum transverse momentum requirement. A good
agreement of the measurement with the MC predictions within the experimental uncertainties is
found, with EPOS agreeing slightly better with the measurement.
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Figure 1: Left: Pseudorapidity distribution measured by CMS at
√
s =13 TeV working at 0T. Right:

Average number of hadrons in the central region as function of the center of mass energy.

On the right side of Fig. 1 is shown the average number of long-lived charged hadrons in
the region |η| < 0.5 as a function of the energy of the center of mass compared with two MC
predictions. One can notice that both MC predictions give a reasonable description.
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3 Particle spectra
3.1 Pseudorapidity in diffractive events

In previous charged particle pseudorapidity measurements done by the CMS experiment a selec-
tion of different diffractive events was performed with the help of the TOTEM calorimeters (5.3
< |η| < 6.4) [3] according to the activity on the forward regions; an inclusive event sample, a
sample dominated by non-single diffractive dissociation (NSD) and a sample enriched by single
diffractive dissociative events (SD) by requiring activity or lack of activity on either T2 TOTEM
telescopes, activity on both sides simultaneously, and activity in one side only, respectively. In
Fig. 2 these distributions for three different event topologies at

√
s =8 TeV are shown. In them it

can be noticed a different behaviour between the most inclusive selections (inclusive and NSD-
enhanced) and the SD-enhanced selection, being the latest more flat along the full eta range. The
measurements are compared with different MC predictions being PYTHIA6 Z2* the only one to
described the central η region of all of them.
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Figure 2: Pseudorapidity distributions measured by CMS experiment at
√
s =8 TeV for inclu-

sive(left), NonSingle Diffractive(center) and Single Diffractive(right) selections.

3.2 Integrated pT−leading

The total 2→ 2 partonic cross section diverges towards small pT

σ(pT ) ∝ 1

p2T
(1)

and eventually becomes bigger than the total inelastic cross section. To deal with it a phe-
nomenological factor pT,0 is introduced in order to tame the divergent behaviour at small pT .
This turnover region is considered as the transition between perturbative QCD and non pertur-
bative QCD. This region was investigated for minimum bias events (mostly inelastic events) [12],
in Fig. 3 is shown the measurement compared to multiple MC predictions. On the left side of
Fig. 3 the effect of MPI and the saturation pT,0 taming factor are shown. It is immediately noticed
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the importance of the taming factor to describe the data and how MPI has a small effect in this
measurement. On the right side of the figure different MC generators are compared.
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Figure 3: Integrated pT−leading distribution measured by CMS experiment at
√
s =8 TeV
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Studies of the underlying event and particle production with
the ATLAS detector

James Robinson1, on behalf of the ATLAS Collaboration

1Deutsches Elektronen-Synchrotron, Notkestraße 85, 22607 Hamburg, Germany

1 Introduction
Studies of underlying event and particle production allow tuning and validation of models while
helping describe pile-up and soft backgrounds to other processes. Such measurements in AT-
LAS [1] at the LHC use the inner tracking detectors, sensitive to charged particles with transverse
momentum pT > 100 MeV and pseudorapidity |η| < 2.5, and the electromagnetic and hadronic
calorimeters, sensitive to electrons, photons and hadrons that have transverse energy ET greater
than a few hundred MeV and |η| < 4.9. Often “Minimum Bias” events are used: inclusive colli-
sions triggered by scintillators located at 2.1 < |η| < 4.9.

2 Underlying event
Underlying event (UE) is any hadronic activity not associated with the hard scatter; an unavoid-
able background to collisions. UE is modelled with multiple parton interactions (MPI), initial-
and final-state QCD radiation and colour-reconnection to the beam remnants. A reference object
is identified in each event, such as the highest-pT jet, track or Z-boson. For each particle, the az-
imuthal distance to the reference, ∆φ, is used to assign it to one of several regions: “towards”
(|∆φ| ≤ π/3), “away” (|∆φ| ≥ 2π/3) and “transverse” (π/3 < |∆φ| ≤ 2π/3); “trans-max” and
“trans-min” are subdivisions of the transverse region. UE is characterised in each region using
calorimeter deposits and charged tracks.

Using a leading jet reference [2], the differential pT sum of charged particles is shown for
inclusive (Fig. 1a) and exclusive events (Fig. 1b). The roughly flat trans-min activity shows UE
can be treated as constant at hard scales. Inclusively, activity increases in the trans-max region,
showing colour connection to the jets. For exclusive events, vetoing extra jets lessens sensitivity to
perturbative QCD. Another measurement at 7 TeV used a Z-boson as the reference [3], for which
the towards region has a smaller amount of hard QCD activity. UE is compared for different
reference objects in Fig. 2a; agreement between jet and Z-boson references supports the model of
universal MPI, as does Fig. 2a showing 13 TeV data [4]. In all cases the data are used to constrain
state-of-the-art theoretical predictions.
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Figure 1: Average scalar pT sum of charged particles using a highest-pT jet reference object [2].
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Figure 2: UE measurements using track, jet and Z-boson reference objects [3, 4].

3 Diffractive dijet production with rapidity gaps
Diffractive dijet production is analysed in terms of ∆ηF , the largest forward pseudorapidity re-
gion devoid of hadronic activity and of ξ̃, an estimator of the fractional momentum loss in single
diffractive dissociation [5]. Differential cross-sections (Fig. 3) show the non-diffractive component
dominates at low ∆ηF , but diffractive components are significant at higher ∆ηF and low ξ̃.
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Figure 3: Diffractive dijet cross-sections [5].

4 Exclusive photoproduction of dileptons
The cross-section of exclusive γγ → l+l− production was measured using 7 TeV data [6]. For
electron or muon pairs passing a strict selection, the fiducial cross-section is extracted by fitting the
dilepton acoplanarity distribution, shown in Fig. 4a. When the Equivalent Photon Approximation
(EPA), which corrects for the finite proton size, is taken into account then the extracted cross-
sections are found to be consistent with theoretical expectations, shown in Fig. 4b.
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Figure 4: Extraction of single dissociative fraction and comparison to theoretical predictions [6].

5 Transverse polarisation of Λ and Λ̄ hyperons
The transverse polarisation of Λ and Λ̄ hyperons was measured as a function of Feynman xF [7].
Large polarisation of Λ hyperons was observed by previous experiments, while Λ̄ was consistently
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compatible with zero. Fig. 5a shows no significant dependence on xF , and compatibility with zero
in both cases. Fig. 5b demonstrates that the ATLAS results are compatible with an extrapolation
from fixed-target experiments to the xF range accessible in this measurement.
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Figure 5: Extracted Λ/Λ̄ polarisations as a function of xF ; comparison to other measurements [7].

6 Conclusion
The ATLAS collaboration has measured underlying event with different references, diffractive
dijet and dilepton production and Λ polarisation. Such measurements are helpful for the devel-
opment and tuning of models of soft particle production.
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The Underlying Event at
√
s = 500 GeV at STAR

Grant Webb, for the STAR Collaboration1

1Brookhaven National Laboratory

1 Introduction
The Relativistic Heavy Ion Collider (RHIC) is the world’s first and only polarized proton beam
collider. It allows for the measurement of spin dependent observables, which are crucial to resolve
the elusive pieces of the proton spin puzzle. The underlying event (UE) is often interpreted as
the set of all final state particles not associated with the initial hard-parton interaction. This is a
combination of the beam remnants, the multiple parton interactions, and the initial and final state
interactions [1]. It is vital to determine the effect these soft processes have in the measurements of
hard interactions, which are theoretically calculable by perturbative QCD.

The underlying event may be characterized experimentally on an event-by-event basis by
defining regions based upon the azimuthal angle difference between the leading jet and outgo-
ing particle ∆φ = φjet−φparticle. In this study the toward region is defined as |∆φ| < 60◦ , the away
region |∆φ| > 120◦, and the transverse region 60◦ < |∆φ| < 120◦. The transverse region is also sep-
arated into two regions called transMax and transMin, which may provide insight on the initial
and final state radiation contributions [1]. A schematic is shown in Fig. 1. The main observables
for the charged particles are the transverse momentum sum and track multiplicity in each region.
Likewise, for the neutral particles the main observables are the transverse energy sum and tower
multiplicity in each region. These proceedings will focus on the charge track multiplicity as an
example.

In 2009 approximately 8.7 pb−1 of RHIC data from proton-proton collisions were taken at the
Solenoid Tracker at RHIC (STAR) using for the first time, center of mass energies of 500 GeV. The
STAR detector’s large acceptance in rapidity and full azimuthal coverage allows jet reconstruction
using the Time Projection Chamber (TPC), Barrel (BEMC) and Endcap (EEMC) electromagnetic
calorimeters [2] . Jets were constructed from the four-momenta of the charged particle tracks
detected in the TPC (−1.3 < η < 1.3) and the electromagnetic energy deposits in the BEMC
(−1.0 < η < 1.0). To prevent an overestimation of the jet energy a 100% subtraction scheme was
implemented. This approach subtracts the track four-momentum from the four-momentum of the
tower it struck. This avoids double-counting of energy from both hadronic showers and electrons
in the jet. Simulations of this effect in PYTHIA/GEANT [3] [4] suggest that double-counting of
energy is reduced from 20% to 5% for jets with transverse momentum in the range 5 < pT < 60
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GeV/c. The same method was implemented for the UE region observables. Events were selected
that satisfied the jet patch (JP) trigger, which required ∼13 GeV of energy to be deposited into a
1.0× 1.0 region of ∆η −∆φ space in the BEMC and/or EEMC.

Figure 1: Diagram of the UE regions defined based upon the leading jet position with respect to
the azimuthal angle. The toward region contains the leading jet, while the away region contains
the away side jet. The transverse region, perpendicular to the hard 2-to-2 interaction, is sensitive
to the underlying event. The transMax (transMin) is the region with the higher (lower) ”activity”.

2 Analysis and Results
The anti-kT algorithm with a radius of 0.6 as implemented in FastJet [5] was used for jet recon-
struction. The data are compared to an embedding Monte-Carlo sample of 4M events. The em-
bedding sample takes zero-bias data, events randomly selected throughout the run, and embeds
simulated events generated using PYTHIA version 6.4 [3] with Tune 320 (Perugia 0) [6]. The STAR
detector response was simulated using the GEANT 3 package [4]. This procedure incorporates
features of the STAR event, such as pile-up tracks and background, that cannot be easily simu-
lated. The charged particle distribution of the multiplicity and sum transverse momenta in the
embedding over-predict the data by∼8% in the transverse region. An example of this is shown in
Fig. 2. The opposite behavior is observed when comparing the neutral particle distributions. The
embedding under-predicts the data by ∼5%.

In addition, a comparison of tunes between the Perugia 0 and Tune 100 (Pythia Tune A) [7] was
discussed in the presentation. The underlying event analysis was performed with 1M events each.
The particle multiplicity and particle pT sum as a function of the leading jet pT were examined. It
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showed that the Perugia 0 tune over-predicted the Tune 100 simulation by 10% in the transverse
region. This indicates Tune 100 better simulates the underlying event in proton-proton collisions at√
s = 500 GeV. To probe if the UE has an spin dependences, which could contaminate the measured

asymmetries, we performed an analysis as a function of the beam polarization as shown in Fig. 3.
Unfortunately, the polarization in the Run 9 pp 500 GeV data was very poor (∼30%) and does not
allow for a definitive conclusion on the spin dependence of the underlying event. However, from
this first glance there doesn’t seem to be a large dependence on the different beam polarizations.
Improvements in the polarization, reaching close to ∼ 60% polarization, were achieved in recent
years can further confirm any dependence.

Figure 2: Data (solid circles) and Perugia 0 MC (solid stars) comparison of the track multiplicity
as a function of leading jet pT at the detector level. Left: Toward (red), Away (green), Transverse
(blue) Regions. Right: Transverse, TransMax and TransMin Regions.

3 Conclusions
The underlying event of proton-proton collisions at

√
s = 500 GeV has been accessed at STAR

by studying the transverse region. The theoretical simulations are systematically higher (∼8%)
than the charged particle distributions experimentally measured in data. The opposite behavior
is observed in the neutral particle distributions, a systematic ∼5% decrease. In addition, data
for future analyses are on tape to determine if the UE has any spin dependence utilizing RHIC’s
unique capabilities to provide polarized proton beams.
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Exploring the Underlying Event and Hadronization using
Di-jets at STAR

Brian Page1

1Brookhaven National Laboratory , Upton, NY 11973 USA

1 Introduction
As the world’s first and only polarized proton-proton collider, the Relativistic Heavy Ion Collider
(RHIC) is a unique platform for the study of the spin structure of the proton. Despite many years
of experimental and theoretical effort, a detailed understanding of how the intrinsic and angular
momenta of the quarks and gluons contribute to the overall proton spin budget is still lacking.
Recent measurements of the longitudinal double helicity asymmetryALL [1,2] from the two major
experiments at RHIC, STAR and PHENIX, have begun to place constraints on the contribution
due to the intrinsic gluon spin, ∆G. These data have been incorporated into next to leading order
global analyses by both the DSSV and NNPDF groups which, for the first time, find non-zero
gluon polarization values for momentum fractions greater than 0.05 [3, 4].

To date, the most precise ALL measurements from STAR have been made using inclusive jet
final states, however, extensions to correlated di-jet measurements are being pursued in the hope
that they will place better constraints on the behavior of ∆G as a function of gluon momentum
fraction. In addition to the asymmetry, the measurement of the unpolarized di-jet cross section
at
√
s = 200 GeV should help constrain parton distribution functions (PDFs) at high momentum

fractions and comparison to theory will demonstrate that di-jet reconstruction is well understood
at STAR. The remainder of this note will discuss the issue of properly accounting for underlying
event and hadronization effects when comparing theoretical and experimental di-jet cross sec-
tions.

2 Underlying Event and Hadronization Corrections
The extraction of a cross section from raw data requires corrections for detector resolution, effi-
ciency, and acceptance effects. To this end, simulated events were created using PYTHIA 6.425 [5]
with the Perugia 0 [6] tune and run through a STAR detector response package. An unfolding
was performed using the SVD method [7] and corrections for trigger efficiency and detector ac-
ceptance were made. The unfolding and efficiency corrections were all done to particle level in

MPI@LHC 2015 27



the simulation, where the input to the jet maker was all stable particles arising from the hard scat-
tering as well as underlying event sources such as multiple partonic interactions, beam remnants,
etc.

While the experimental cross section is corrected to particle level, many theoretical calculations
do not take into account these non-perturbative effects, meaning a correction to the theory must be
applied before a faithful comparison between the two can be made. This correction was found by
taking the ratio of the raw particle over parton level di-jet yield from simulation. Here, parton level
refers to jets whose constituents are pre-hadronization partons arising from the hard scattering as
well as initial and final state radiation, but not underlying event.

Figure 1: Comparison of particle (blue curve) vs parton (red curve) level di-jet mass. The spectra
in the upper left panel were constructed with the jet masses included while those in the upper
right do not include the jet masses. The bottom panel shows the particle over parton level ratio
for the two cases. The Perugia 0 tune is used.

Figure 1 shows the particle and parton level spectra, as well as their ratio, for two di-jet invari-
ant mass determinations using the Perugia 0 tune. The di-jet invariant mass is found by adding
the four-momenta of the two constituent jets and can be expressed in terms of the masses, trans-
verse momenta, rapidity difference and azimuthal angle difference of the two jets as shown in
equation 1. Typical values of jet mass range from 3 to 6 GeV/c2 although masses can extend to 15
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GeV/c2. Equation 1 was used to produce the ‘Jet Mass Included’ curves shown in the figures. If
the individual jet masses are neglected, as is often done in theoretical calculations, the mass terms
in equation 1 are set to zero and a simplified expression is obtained which is used in the ‘Jet Mass
Not Included curves’.

M =

√
m2

1 +m2
2 + 2

√
m2

1 + p2T1

√
m2

2 + p2T2 cosh (∆y)− 2pT1pT2 cos (∆φ) (1)

As can be seen in the upper left panel of figure 1, the particle and parton level spectra are
shifted in mass with respect to one another in the case where jet mass terms are included. This
leads to a particle over parton level ratio which stays significantly above unity for the entire mea-
sured mass range which is somewhat against expectation as underlying event and hadronization
effects should contribute predominantly at low mass. When the jet mass terms are excluded from
the di-jet mass calculation however, the particle and parton spectra align, resulting in a ratio which
is unity over nearly the full mass range.

Figure 2: Same format as figure 1, but the CDF Tune A parameters are used.

Figure 2 has the same layout as figure 1, but now the simulation was run with CDF Tune A
parameters [8]. As with the Perugia 0 simulations, the particle and parton spectra are shifted
with respect to one another when jet masses are included but align when they are neglected.

EXPLORING THE UNDERLYING EVENT AND HADRONIZATION USING DI-JETS AT STAR
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However, the relative amounts of di-jets are different resulting in particle over parton ratios which
are significantly different than the Perugia 0 case.

3 Conclusion
The extracted cross section should be relatively insensitive to the choice of tune, but the large
differences seen in the particle over parton level di-jet yield shows that the underlying event and
hadronization correction is quite sensitive to the modeling of the soft physics. In addition, it
appears that the choice of mass definition can affect the size of the correction. While these effects
need to be studied with more modern tunes, the large variation in correction factor between tunes
which describe STAR data well [1, 9] points to the need for better classification of the underlying
event at STAR. As tuning Monte Carlo generators can be resource intensive, future measurements
may also benefit from techniques designed to remove contributions from the underlying event.
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In this paper we will present a new approach to calculate the saturation scale in EPOS which
allows better initial conditions to test the effect of collective hadronization on underlying event
analysis in proton-proton (pp) interactions. We will demonstrate that this effect which was at-
tributed to heavy ion collisions only is very important to describe pp data in particular for strange
particle production.

1 Initial Conditions: EPOS 3
In order to make a hydrodynamical evolution calculation, proper initial conditions are needed.
In our approach the EPOS 3 [1] model is used to determine the energy density tensor and flavor
content of the thermalized matter and to solve the differential equations of the hydrodynamical
calculation.

EPOS 3 is a minimum bias monte-carlo hadronic generator used for heavy ion interactions. It
is the last generation of a long development of the EPOS model [2–6]. It is the only hadronic model
which has a consistent treatment of cross-section calculation and particle production taking into
account energy conservation in both cases thanks to the parton-based Gribov-Regge theory [7].
In this approach, the basic ingredient is the purely imaginary amplitude of a single Pomeron
exchange which is the sum of a (parametrized) soft contribution (Regge-like after Fourier trans-
formation from t space to impact parameter b space) G0(ŝ, b) = α0(b)ŝ

β0 and a semi-hard contri-
bution based on the convolution of a soft pre-evolution, a DGLAP [8] based hard evolution and
a standard leading order QCD 2→2 cross-section (mini-jet). The latter (called Ĝ) needs complex
calculations but can be fitted to a simple Regge-like term: G1(ŝ, b) = α1(b)ŝ

β1 . ŝ = sx+x− is the
fraction of the center-of-mass energy squared (mass) carried by the Pomeron and b the impact
parameter of the nucleon-nucleon collision. Details can be found in [7].

Both cross-sections and particle production are based on the total amplitude G =
∑

iGi via
a complex Markov-Chain monte-carlo. The particle production has two main components: the

1
MPI@LHC 2015 31



strings composed from the Pomerons (2 strings per Pomeron (Initial State Radiation and Final
State Radiation and the soft contribution from the non-perturbative pre-evolution (below the fixed
scale Q2

0) are included) and at high energy many Pomerons can happen in parallel for each event
(multiple parton interaction (MPI))) which cover the mid-rapidity part and the remnants which
carry the remaining energy and quarks and cover mostly the fragmentation region. A remnant
can be as simple as a resonance or a string elongated along beam axis if its mass is too high and is
treated the same way for both diffractive and non-diffractive events.

The string fragments are then used to compute the energy density tensor on an even-by-event
basis. If the energy density is higher than some threshold, string segments are merged locally into
the so-called “core” to solve hydrodynamical differential equation with an equation of state based
on lattice QCD. Details can be found in [4].

2 Saturation scale
To correct the limitation observed for instance in EPOS LHC [2] for high transverse momentum
(pt) particles in particular in proton-nucleus (pA), a new saturation scale has been introduced
which can be different for each Pomeron. In EPOS LHC and previous versions, non-linear effects
due to Pomeron-Pomeron interactions were treated by a simple correction on the βi exponent
of the Gi contributions of the Pomeron amplitude [6]. But this approach was changing both soft
(multiplicity) and hard component (high pt) the same way. Since strong nuclear effects are needed
to reproduce both cross-section and multiplicity of pA interactions leading to a strong correction
on β, a strong suppression of high pt particles was observed in EPOS simulations.

Instead of applying the correction on β to the real Pomeron amplitude Ĝ, it is possible to
change Ĝ itself to reproduce the modified G (called G̃) simply by changing the scale at which the
perturbative calculation is done: Q2

0. Q2
0 is replaced by Q2

s(x, x, s, b) to calculate each Pomeron
amplitude. It is in fact possible to calculate Q2

s by the generation of Pomeron using the effective G̃
which reproduce the cross-section and the multiplicity observed in the data. Since by definition
we want to recover a perfect binary scaling at high pt we can use NbinĜ(Q2

s) = NcolG̃(x, x, s, b) to
compute Q2

s Pomeron-by-Pomeron. Nbin is the number of binary collisions based on the Glauber
model for a particular event while Ncol is the real number of colliding pairs of nucleon in the
model (using G̃).

To illustrate the fact that a change of Q2
s is a way to reduce soft parton production without

changing the hard ones (aboveQ2
s), the deviation between EPOS 3.2 calculation of the jet transverse

momentum distribution rescaled by the number of binary collisions and a pure pQCD calculation
using Cteq6 [9] parton distribution functions can be observed in Fig. 1 for central pPb collisions at
5 TeV. The high pt part is in perfect agreement while a strong suppression is observed at low pt.

The same scheme to compute Q2
s is of course used for pp interactions and with enough MPI it

solves the problem observed in EPOS LHC [2] with high pt leading particles.

2
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3 Collective hadronization and underlying events
With hard scatterings being properly described, it is possible to test underlying event activity.
The measurement of this activity has been initiated by the CDF collaboration more than ten years
ago [11] to understand multiple parton interaction and test the capability of the event generators
to reproduce real events. This analysis has been generalized to more recent collider data includ-
ing the main LHC experiment ATLAS [12] and CMS [13]. Another analysis is of particular interest
when focusing on the effect of collective hadronization since it is based on strange particle pro-
duction [10]. Indeed the strange particles and in particular strange baryons are more sensitive
to hydrodynamical effects since statistical hadronization which occur at the surface of the fluid
leads to an increase of strangeness production compared to usual string fragmentation and the
transverse momentum flow due to the fluid evolution is larger for heavier particles.

In Fig. 2 we can compare the λ production in underlying event activity in EPOS 3 with (full
line) or without (dashed-line) collective hadronization. Without this effect the strange baryon
production is clearly underestimated as observed for other monte-carlo generator in [10] while
the data can be nicely reproduced if the formation of a core which hadronizes statistically is taken
into account. The effect is relatively important since underlying activity is measured in events
whose multiplicity is higher than the average, increasing the probability to have core formation.
We can conclude that underlying event activity measurements, and in particular whose related to
strange particles, can be used to test collective hadronization effects in proton-proton collisions.
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1 Introduction
The Run II of the Large Hadron Collider (LHC) at the CERN laboratory started mid 2015, with
proton-proton collisions at the unprecedented center-of-mass energy of

√
s = 13 TeV. At the Run

II start-up it is crucial to measure the general properties of these collisions starting from those ob-
servables that require a minimal integrated luminosity such as the average pseudorapidity density
distribution 〈dNch/dη〉 and the transverse-momentum (pT) spectrum of charged particles.

The experimental measurement of these inclusive charged hadron observables provide an es-
sential input for the tuning of the general purpose perturbative QCD models, in particular for
what concerns the constraints to the parameters handling the Multiple-Parton Interactions (MPI)
that are expected to play a significant role in particle production at the LHC energies [1]. The
non-perturbative parameters, in particular those dealing with fragmentation and hadronization,
are also affecting the 〈dNch/dη〉 and pT distribution predictions of these models. Models adopt-
ing alternative descriptions can also be tuned and tested against the data [2]. Moreover, these
measurements serve as a reference data to study nuclear effects such as the nuclear modification
factors RAA and RpA, of the transverse-momentum spectra of inclusive charged hadrons in Pb-Pb
and p-Pb collisions, respectively [3]. The details of the analysis discussed here are reported in
reference [4].

2 Data sample and analysis details
The measurements presented here rely on the data collected with the ALICE detector [5, 6] at the
beginning of the LHC Run II (in June 2015). These data were collected using a minimum-bias
trigger that requires at least one hit in either the V0 plastic scintillator arrays (V0A and V0C) or in
the newly installed ALICE Diffractive detector arrays (ADA and ADC). The data sample consists
of about 1.5 million minimum-bias events at a center-of-mass energy of

√
s = 13 TeV passing the

trigger selection criteria. The measurement of the pseudorapidity density distribution of charged-
particles at mid-rapidity is based on the short track segments (or tracklets) reconstructed using
the position of the reconstructed primary vertex and one hit on each of the two innermost layers

1
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Figure 1: Average pseudorapidity density distribution of charged-particles as a function of η.
Charged-particle pseudorapidity density measured as a function of colliding center-of-mass en-
ergy for INEL and INEL>0. Figures are taken from [4].

of the Inner Tracking System (ITS), and on the tracks reconstructed using also the Time Projection
Chamber (TPC) and additional hits in the ITS.

The efficiency of charged-hadron reconstruction and all the corrections accounting for the
background contamination are estimated from a Monte Carlo simulation using the PYTHIA 6
generator adopting the Perugia-2011 tune. The simulation of the particle transport in the ALICE
detector relies on the GEANT3 simulation package.

3 Results
The pseudorapidity distribution in |η| < 1.8 is reported in Fig. 1a for inelastic (INEL) events and
for events with at least one charged particle in |η| < 1 (the so called INEL>0 sample). The charged-
particle pseudorapidity density distribution is computed as dNch/dη = α(1 − β) dNtracklets/dη,
where α is the acceptance times the efficiency for a primary charged-particle to produce a tracklet,
β is the contamination of reconstructed tracklets from combinatorial background, and dNtracklets/dη
is the pseudorapidity density distribution of tracklets. The primary charged-particles are defined
as prompt particles produced in the proton-proton collision, including all the decay products,
except those from weak decays of strange hadrons.

The transverse-momentum distribution is measured in the range 0.15 < pT < 20 GeV/c and
|η| < 0.8 for events with at least one charged particle in |η| < 1. Track candidates are selected with
requirements on the number of space points in TPC used for tracking and on the quality of the
track fit, as well as on the distance of closest approach to the reconstructed vertex.
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Figure 2: Invariant charged-particle yield in the central pseudorapidity region |η| < 0.8 as a func-
tion of pT normalised to INEL>0 events. Ratios of transverse-momentum distributions of charged
particles in three intervals of multiplicities to the respective one for inclusive (INEL>0) collisions
in the central pseudorapidity region |η| < 0.8. Figures are taken from [4].

A comprehensive summary of the contributions to the relative systematic uncertainties of the
charged-particle pseudorapidity and transverse-momentum distributions can be found in [4]. The
major contribution to the systematic uncertainties is due to the normalization to the physical
event classes of INEL and INEL>0. In the case of the transverse-momentum distribution the
primary contribution to the systematic uncertainties comes from the contamination of weak de-
cays of strange hadrons at low momenta and from the detector acceptance and efficiency at higher
momenta.

The average pseudorapidity densities shown in Fig. 1a, are 5.31 ± 0.18 and 6.46 ± 0.19, for the
INEL and INEL>0 event classes, respectively. The result for INEL events is compared to the mea-
surements in |η| < 0.5 by CMS Collaboration for inelastic collisions [8], which is in agreement with
our measurement within the uncertainties. The average pseudorapidity density measured for the
INEL>0 events in |η| < 1 is 6.61 ± 0.20, which is directly compared with the previously obtained
INEL>0 results by ALICE at 7 TeV [7]. The results are also compared to the predictions of three
different Monte Carlo generators: PYTHIA 6 (Perugia-2011 tune), PYTHIA 8 (Monash-2013 tune)
and EPOS LHC for both the INEL and INEL>0 event classes. Overall, PYTHIA 6 provides the best
predictions at 13 TeV both for what concerns the INEL and INEL>0 event classes. The charged-
particle pseudorapidity density in |η| < 0.5 as a function of the centre-of-mass energy is shown in
Fig. 1b for both the INEL and INEL>0 event classes, along with the lower energies results from
other experiments. The energy dependence of 〈dNch/dη〉 is parametrised by the power law asb

and fitted to data, where a and b are fit parameters: the best fit is obtained for b = 0.103 ± 0.002

3
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and b = 0.111± 0.004 for the INEL and the INEL>0 event class, respectively.
The measured charged-particle pT spectrum and its comparison to predictions from PYTHIA 6,

PYTHIA 8 and EPOS LHC simulations are shown in Fig. 2a. All these event generators describes
the pT spectrum reasonably well. Both PYTHIA 8 and EPOS LHC models calculations show a
similar pattern in the ratio to data, with discrepancies up to 15-20% while PYTHIA 6 turns out
to overestimate particle production at high pT (above 3 GeV/c). The ratio of pT spectra to the
inclusive (INEL>0) pT spectrum is reported in Fig. 2b for three multiplicity intervals. The charged
multiplicity is quoted in the same kinematic region as the spectrum, |η| < 0.8 and 0.15 < pT < 20
GeV/c, using the measured track multiplicityNacc

ch for the data and the true multiplicity valueNch

known for the Monte Carlo events (PYTHIA 8 and EPOS LHC). The correlation of the spectrum
with multiplicity is prominent over the whole pT range and it becomes stronger at high pT.

4 Conclusions
This contribution summarizes the first measurements of inclusive charged-particle production in
proton-proton collisions at

√
s = 13 TeV with the ALICE detector at LHC [4]. The pseudorapidity

density distribution is measured for inelastic events (INEL) and events having at least one charged
particle in the pseudorapidity interval |η| < 1 (INEL>0). The transverse-momentum distribution
is measured in the range 0.15 < pT < 20 GeV/c and in the central pseudorapidity region |η| < 0.8
for INEL>0 events. As expected the spectrum is significantly harder at

√
s = 13 TeV than at

√
s

= 7 TeV; the hardness does also turn out to be correlated to the charged-particle multiplicity. In
general the models tuned on the older LHC data provide a good predictivity for the 〈dNch/dη〉 and
pT distribution measurements of charged particles at 13 TeV, the best tested model being PYTHIA
6 using the Perugia-2011 tune.
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A measurement of the underlying event (UE) activity is performed in proton-proton collisions
at the centre-of-mass energy of 13 TeV . The measurement is performed using leading charged-
particles as well as leading charged-particle jets as reference objects. A leading charged-particle or
charged-particle jet is required to be produced in the central pseudorapidity region (|η| < 2) and
with transverse momentum pt ≥ 0.5 (pjett ≥ 1) GeV for leading charged-particle (charged-particle
jet) [1].

The data used in this analysis are selected from an unbiased sample of events whenever there
is a beam crossing in the CMS detector. This corresponds to an integrated luminosity of 281 nb−1.
Events with exactly 1 primary vertex within 10 cm of the beamspot in the z-direction, 2 cm in the
xy-plane (ρ ≤ 2 cm), and at least 5 degrees of freedom (dof > 4) are chosen. Fake tracks from mis-
reconstruction and secondary decays are removed by requiring the tracks to pass a selection based
on a minimum fraction of consecutive hits and by requiring the impact parameter significance
d0/σd0 and the significance in the z-direction dz/σdz to each be less than 3. Only tracks with a
relative uncertainty of σpt/pt < 0.05 are selected.

Jets are constructed by clustering reconstructed tracks/particles within the interval of |η| < 2.5
and with pt > 0.5 GeV using the Seedless Infrared-Safe Cone (SISCone) jet algorithm [2] with a
distance parameter of 0.5.

The UE activity is quantified in terms of the average multiplicity and scalar transverse mo-
mentum sum (Σpt) densities of charged-particles (with |η| < 2 and pt ≥ 0.5 GeV ) in the region
orthogonal to the azimuthal direction of the leading charged-particle or jet, referred to as the trans-
verse region. The densities of particles within an azimuthal opening angle of 60◦ < |∆φ| < 120◦

with respect to the leading jet are defined as the transAVE densities.
The transverse region can be split into 2 halves depending on the sign of ∆φ. The transMAX

(transMIN) densities are then defined as the densities in the transverse half with a higher (lower)
activity. The transDIF density is then defined as the difference of transMAX and transMIN den-
sities. The average Σpt and particle densities are measured as function of the pt of the leading
particles and jets.
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The measurement of the UE activity in terms of the transMAX, transMIN, and transDIF den-
sities improves the differential power in the quantification of the activity coming from MPI. The
transMIN activity is expected to largely contain radiation coming from MPI and the transDIF
activity is more sensitive to initial- and final-state radiation. This differential power allows for
improvements in the tuning of the model parameters describing the MPI.

Data correction is performed using a Bayesian unfolding method [3] which properly accounts
for bin migration effects. The systematic uncertainty due to the model dependency (up to 8% in the
lowest few bins in pjett ) of the correction method contributes the most to the total systematic uncer-
tainty. The rest of the uncertainties come from PU (4%), fake mis-modelling (2%), impact param-
eter significance (0.8%), and vertex degree of freedom (1.5%). In general, the systematic uncertain-
ties vary between the densities in the different regions (transAVE/transDIF/transMAX/transMIN),
and as a function of pt and pjett .

The corrected distributions of the average particle and Σpt densities as a function of the pt
of the leading jet/particle are compared with predictions by the Monte Carlo generator tunes
PYTHIA8 (version 8.153) [4] CUETP8M1 and Monash [5], HERWIG++ (version 2.7.0) [6] CUETHS1,
and EPOS (version 1.99) [7]. Generated events are passed through detector simulation using
GEANT [8]. These various event generators differ in the treatment of initial- and final-state ra-
diation, hadronisation, colour reconnections, and the regularisation of the infrared cross-section
divergence (including that for MPI). PYTHIA uses the Lund string hadronisation model [9], EPOS
uses a similar string fragmentation hadronisation model [10], while HERWIG uses a cluster hadro-
nisation model [11]. Models for MPI are implemented assuming a Poissonian distribution of el-
ementary partonic interactions, with an average number depending on the impact parameter of
the hadronic collision [12, 13].

The transMAX and transMIN particle densities are shown in figure 1 as a function of pt and
pjett . The transAVE and transDIF distributions are not shown as they can be obtained from the
transMAX and transMIN densities. The agreement between the measurements and the simula-
tions is quantified by the ratio plots shown in the bottom panels. The measurements are better
described by the Monash tune of PYTHIA8. The PYTHIA8 CUETP8M1 describe the measurements
within 10–20%. The predictions by the CUETHS1 tune of HERWIG fails in the low pt region. EPOS
describes the low pt rising region well but fails to describe the plateau region by 20%. The amount
of agreement between the simulations and the measured transAVE and transDIF densities, is sim-
ilar to that of the average particle densities as described above. Distributions for the average Σpt
densities (not shown) also reveal similar behaviour.

In all plots, the densities increase sharply up to 5 (12–15) GeV and then rise slowly with in-
creasing pt (pjett ). The transMIN densities are flatter compared to the transMAX and transDIF
(not shown) densities, whereas the transMAX and transDIF densities show a similar trend in the
plateau region. Simulations describe the qualitative behavior of the measurements, i.e. the sharp
rise and the flattening of the UE activity, and a larger rise in transMAX and transDIF in the plateau
region. The level of agreement between simulations and the measurements falls within 10–20%
in the plateau region but differs in the low pt region. The sharp rise with pt is interpreted in
the MC models as due to an increase in the MPI contribution which reaches a plateau at high
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Figure 1: Comparisons of corrected (left column) transMAX and (right column) transMIN average
particle densities with the various simulations as a function of (top row) pt and (bottom row) pjett .
The error bar represents the statistical and systematic uncertainties added in quadrature. Bottom
panels show the ratio of the simulation with the measurements. The brown band in the bottom
plot represents the statistical uncertainty in the corrected data whereas the total uncertainty is
shown in the yellow band.
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pt. A slow increase in large pt region is mainly due to the increase in the initial- and final- state
radiation contribution. As MPI activity is expected to be uniform in the whole phase-space, the
transMIN densities capture mainly the activity coming from MPI whereas transDIF densities give
the evolution of the radiation with pt of the reference object.

Comparisons between various MC simulated samples and data across centre-of-mass energies
of 0.9, 2.76, 7, and 13 TeV are made for transAVE as a function of pjett as shown in figure 2. There is
a strong rise in the UE activity as a function of the centre-of-mass energy as predicted by the MC
tunes. This is attributed to an increase in the of number partons with smaller fractional momenta
x ∼ 2pt/

√
s. The transMIN (not shown) densities exhibit a stronger

√
s dependence than the

transDIF (not shown) density, indicating that the activity coming from MPI grows more with
√
s

than that from ISR and FSR.
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Recent PYTHIA 8 developments: Hard diffraction,
Colour reconnection and γγ collisions

Ilkka Helenius, Jesper R. Christiansen, and Christine O. Rasmussen

Department of Astronomy and Theoretical Physics, Lund University, Sölvegatan 14A,
SE-223 62 Lund, Sweden

1 Introduction
An overview of recent developments in PYTHIA 8 is given. First the new hard diffraction model,
which is implemented as a part of the multiparton interactions (MPI) framework, is discussed.
Then the new colour reconnection model, which includes beyond leading colour effects that can
become important when MPI are present, is briefly reviewed. As a last topic an introduction is
given to our implementation of photon-photon collisions. In particular photon PDFs, required
modifications for the initial state radiation algorithm and beam remnant handling with photon
beams is discussed.

2 Hard Diffraction
A model for soft diffraction has long been available in PYTHIA 8 and earlier versions [1, 2]. This
model allows for 2→ 2 QCD processes at all p⊥ scales, but is primarily intended for lower values
of p⊥. For truly hard diffractive processes, the new model for hard diffraction [3] was developed,
not only for high-p⊥ jets, but also allowing for W±, Z0, H etc.

The model is based on the assumption that the proton PDF can be split into a diffractive and a
nondiffractive part,

fi/p(x,Q2) = fND
i/p (x,Q2) + fDi/p(x,Q2) with (1)

fDi/p(x,Q2) =

∫ 1

x

dxP
xP

fP/p(xP) fi/P

(
x

xP
, Q2

)
, (2)

with x and Q2 the momentum fraction and virtuality of parton i, xP and t the momentum fraction
and virtuality of the Pomeron, and where the Pomeron flux fP/p(xP) =

∫ tmax

tmin
dt fP/p(xP, t), as t for

the most part is not needed. The tentative probability for side A to be diffractive is then given by
the ratio of diffractive to inclusive PDFs,

PD
A =

fDi/B(xB, Q
2)

fi/B(xB, Q2)
for AB → XB (3)
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with a similar equation for side B. The model further implements a dynamical rapidity gap sur-
vival, cf. Fig. 1. On an event-by-event basis the possibility for additional MPIs in the pp system is
evaluated, and if no such MPIs are found, then the event is diffractive. Only then is the Pp system
set up and a full evolution is performed in this subsystem, along with the hadronization of the
colour strings in the event.

The dynamical gap survival introduces an additional suppression of the diffractive events,
such that the total probability for hard diffraction drops from ∼ 10% to ∼ 1%, exact numbers
depending on parametrization of P flux and PDF as well as the free parameters of the MPI frame-
work in PYTHIA 8. The new model is compatible with suppression factors measured at the LHC.

3 Colour Reconnection
The colour reconnection (CR) refers to a phenomenon where the colour strings formed during
the hard process and parton shower generation can reconnect and form a different configuration
prior to hadronization. A new model for CR in PYTHIA 8 was introduced in Ref. [4]. The model
is based on three main principles: use of SU(3) colour rules to determine if the strings are colour
compatible, a simplistic space-time picture to check whether the two colour strings can be causally
connected, and minimization of string length measure λ to find which colour configurations are
preferred. In addition to simple colour strings between a quark and an antiquark, the new model
includes also junction structures which can connect three (anti)quarks together. As the junction
structures are related to baryons, an enhanced baryon production can be expected.

Natural observables to study the CR effects are baryon-to-meson ratios. The parameters re-
lated to the new CR model was fixed using the CMS data for the rapidity dependence of the
Λ/K0

S ratio, while keeping the rate in e+e− collisions unaffected. Without further tuning also the
p⊥ dependence of this ratio can be described more accurately than with the old PYTHIA model,
although there still exists some discrepancy for p⊥ > 5 GeV/c.

A novel way to constrain different CR models is to study the multiplicity dependence of the
baryon-to-meson ratios [5]. The old PYTHIA model is more or less flat with multiplicity but – due
to the junction structures – the new model predicts an enhancement for baryon production with
higher multiplicities. A very interesting observable is the p⊥ dependence of Λ/K ratio in different
multiplicities, shown in Fig. 2. In the lowest multiplicity bin the ratio is flat above p⊥ = 2 GeV/c,
but with higher multiplicities there is a growing enhancement at intermediate p⊥, flattening again
at p⊥ & 8 GeV/c. Also, the peak of the ratio shifts towards higher values of p⊥ with higher
multiplicities – a behaviour that is typically connected to collective flow in heavy-ion collisions.
To sort out the physical origin of these kind of observations, further studies are of great interest.

4 Photon-photon Collisions
The γγ collisions give access to several interesting hard processes and provide an additional test of
QCD factorization. A further motivation to study these collisions is provided by the future e+e−

experiments, where the γγ interactions will generate background processes that influence to the
physics potential of future measurements.
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plemented in PYTHIA 8. The model does
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lows for additional MPIs in the Pp system.
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An option to simulate γγ collisions with PYTHIA 8 have been added with the 8.215 release.
The new implementation is not just a repetition of the framework included in PYTHIA 6 [1] but a
new – more robust – machinery has been under development [6]. Currently hard processes with
parton showers and hadronization of resolved γγ interactions can be generated for real photons,
but MPIs and soft processes are not included. Here the key differences to the hadronic collisions
are briefly described.

4.1 Evolution equations and parton showers

The partonic structure of resolved photons is described by the PDFs in a similar manner as for
hadrons. The scale evolution of the photon PDFs is given by

∂fγi (x,Q2)

∂log(Q2)
=
αEM

2π
e2iPiγ(x) +

αs(Q
2)

2π

∑

j

∫ 1

x

dz

z
Pij(z) fj(x/z,Q

2), (4)

where the first term on the right hand side corresponds to the γ → qq̄ splitting of the beam photon
and the second to the usual partonic splittings. Due to the first term, the scale evolution increases
the quark PDFs over the whole x region and thus increases the large-x quark PDFs in photons
compared to quark PDFs in hadrons.

As the parton shower is generated using the DGLAP equations, the PYTHIA algorithm [7]
must be extended accordingly by including a possibility to find the original beam photon during
the generation of the initial state radiation (ISR). If the beam photon is found, no further ISR
evolution is allowed for the beam.

4.2 Beam remnants

The beam remnants describe the leftovers of the beam particle after the interaction, for details of
PYTHIA 8 implementation see Ref. [8]. Unlike in the case of protons, the valence content of photons
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is not known beforehand. To fix for the valence content the PDFs are decomposed into sea and
valence contributions. These are then used to decide whether the parton taken from the beam
was a valence parton or not. If it was a valence quark, the remnant is simply the corresponding
(anti)quark and if not, the valence content is sampled according to the PDFs. After the valence
content is fixed, a minimal number of partons are added to make sure that the flavour and colour
are preserved in an event. If the ISR algorithm ends up at the beam photon, there is no need to
add any remnant partons for the given beam.

As the quark PDFs for photons have a large contribution also from large values of x, it may
happen that there is no room to add the beam remnants with non-zero masses. Also the parton
shower can lead to a situation where the remnants can not be constructed due to the lack of in-
variant mass available for the remnants. These cases are rejected during the event generation to
make sure that only events with appropriate remnants are generated.
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[2] Torbjörn Sjöstrand, et al., “An Introduction to PYTHIA 8.2,” Comput. Phys. Commun., 191(2015),
159, arXiv:1410.3012.
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1 Introduction
The relative rate of double parton scattering (DPS) may be quantified by the so-called effective
cross section defined (here, for the production of two dijets in proton-proton collisions) as

σeff
pp (s, pcut

t ) =
1

2

[
σ2jet
pp (s, pcut

t )
]2

σ
4jet(DPS)
pp (s, pcut

t )
, (1)

where σ2jet
pp (s, pcut

t ) is the inclusive cross section for the production of a pair of jets of transverse
momentum pt > pcut

t , σ4jet(DPS)
pp (s, pcut

t ) is the cross section for DPS production of two dijets of
pt > pcut

t , (1/2) is a symmetry factor, and s is the center-of-mass energy squared.
While σ2jet

pp (s, pcut
t ) depends on the usual parton momentum distribution functions (PDFs),

σ
4jet(DPS)
pp involves generalized 2-parton distributions (2GPDs) [1–3]. In impact parameter repre-

sentation, 2GPD F
(2)
I1I2

(x1, x2, q
2
1, q

2
2,∆b) describes the momentum distribution of a pair of partons

I1 and I2 probed at the virtuality scales q2
1 and q2

2 , separated by the transverse distance ∆b.
In the simplest approach, one neglects multi-parton correlations and expresses 2GPDs as a

convolution of generalized parton distributions (GPDs) GI(x, q2, b) for two independent partons.
In particular, assuming the b-dependence to factorize, for the respective DPS cross section one has

σ
4jet(2v2)
pp (s, pcut

t ) ∝
[
σ2jet
pp (s, pcut

t )
]2

and the corresponding effective cross section σ
eff(2v2)
pp appears

to be a universal constant which characterizes spacial distribution of partons in the proton.
In reality, one has to take into consideration Gribov’s transverse diffusion which produces a

larger transverse spread for partons at smaller x [4]. Moreover, the rate of the diffusion is slower
for partons of larger virtuality [5]. Thus, one expects σeff(2v2)

pp to increase with s due to the longer
rapidity range available for the parton evolution, resulting in a larger transverse spread, and to
decrease with pcut

t - due to a smaller part of the parton cascade developing in the low q2 region.
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Recently, it has been demonstrated that substantial corrections to this simple picture arise from
parton correlations induced by a perturbative parton splitting [1–3,6,7]. In the latter case, two (say,
projectile) partons participating in the two hard processes are no longer independent but emerge
from the same “parent” parton of relatively high virtuality |q2| > Q2

0 � Λ2
QCD and are close

to each other in the transverse plane. The respective “(2v1)h” contribution to σ
4jet(DPS)
pp , while

being suppressed by an additional power of αs, receives strong collinear enhancements [1] and,
for sufficiently high pcut

t and Q0 ∼ 1 GeV, σ4jet(2v1)h
pp appears to be comparable to σ4jet(2v2)

pp , thus
reducing the effective cross section [Eq. (1)] by a factor of two [2, 8].

For decreasing pcut
t , the contribution of the perturbative parton splitting goes down due to

the reduced kinematic space for the parton evolution. However, as suggested in [2, 9], additional
important corrections to the DPS cross section should arise from nonperturbative parton correla-
tions, e.g. ones related to nonperturbative parton splitting at |q2| < Q2

0. In the following, we esti-
mate this “soft splitting” contribution, σ4jet(2v1)s

pp , in the Reggeon Field Theory framework [10], as
implemented in the QGSJET-II-04 model [11]. Treating soft parton evolution at |q2| < Q2

0 as a phe-
nomenological soft Pomeron emission, this soft parton splitting is described as a triple-Pomeron
interaction, as discussed in more detail in [12]. In numerical calculations we use the default pa-
rameters of QGSJET-II-04, in particular, for the “soft-hard” separation scale we haveQ2

0 = 3 GeV2.

2 Results and discussion
In Fig. 1 (left), we plot by solid lines σeff

pp for the production of two dijets of transverse momenta
pjet

t > pcut
t for two choices of pcut

t , integrated over the phase space. More specifically, σeff
pp is cal-

culated according to Eq. (1), taking into account all the discussed contributions to σ4jet(DPS)
pp , i.e.

σ
4jet(DPS)
pp =

∑
α σ

4jet(α)
pp , where α = (2v2), (2v1)s, (2v1)h. In addition, we show by dashed lines

the effective cross section as obtained by considering the simplest (2v2) DPS configuration only,

σ
eff(2v2)
pp = 1

2

[
σ2jet
pp

]2
/σ

4jet(2v2)
pp . For comparison with earlier studies, we repeat the above calcula-

tions for the case of central (η = 0) production of a pair of dijets of fixed transverse momentum
pjet

t , the results being plotted in Fig. 1 (right). Looking first at σeff(2v2)
pp shown by the dashed lines

in Fig. 1, we clearly see the trends discussed in the Introduction and already observed in previous
studies [2, 8]: the respective effective cross section increases with

√
s and decreases with jet pt.

The energy rise is due to the increasing rapidity interval for the parton evolution, hence, also an
extended rapidity range for the soft (|q2| < Q2

0) evolution, which results in a larger parton trans-
verse spread. The decrease of σeff

pp with increasing jet pt for the same
√
s is caused by a reduction of

the soft part of the parton evolution. In turn, shorter soft evolution produces a smaller transverse
spread of partons and leads to a smaller effective cross section. Taking into account the contribu-
tions of the soft and hard parton splitting substantially reduces the energy and pjet

t dependencies
of σeff

pp in the very high energy limit, as shown by the solid lines in Fig. 1.
In Fig. 2, we plot the calculated pcut

t dependence (at
√
s = 13 TeV) and the energy depen-

dence (for pcut
t = 50 GeV/c) of the ratio of the (2v1) to (2v2) contributions to the DPS cross section
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Figure 1: Energy dependence of the effective cross section for the production of two dijets in
double parton scattering. Left: for jet transverse momenta pjet

t > 5 GeV/c and pjet
t > 50 GeV/c (as

indicated in the plots), integrated over the phase space. Right: for fixed pjet
t = 5 and 50 GeV/c and

ηjet = 0. Solid lines - both the (2v2) and (2v1) contributions to DPS taken into account, dashed
lines - only the (2v2) contribution considered.
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(pjet

t > pcut
t ) production (solid) and partial contributions to this ratio from hard (dashed) and soft

(dot-dashed) parton splitting mechanisms.

for the production of two dijets of pjet
t > pcut

t , R(2v1) =
[
σ

4jet(2v1)s
pp + σ

4jet(2v1)h
pp

]
/σ

4jet(2v2)
pp . The

partial contributions to this ratio from soft, R(2v1)s
= σ

4jet(2v1)s
pp /σ

4jet(2v2)
pp , and hard, R(2v1)h

=

σ
4jet(2v1)h
pp /σ

4jet(2v2)
pp , parton splitting are shown as well. The plot in Fig. 2 (right) clearly demon-

strates the increasing importance of the contribution of the nonperturbative parton splitting when
jet pt decreases. In turn, Fig. 2 (left) reveals the different energy behavior ofR(2v1)s

andR(2v1)h
. In-

deed,R(2v1)s
exhibits a noticeable energy rise, which is mostly due to the increasing rapidity range

available for parton evolution. In contrast, R(2v1)h
is gradually reduced with increasing energy.

This is mainly because the contribution of the perturbative parton splitting to 2GPDs of gluons
is effectively one lnx short in the low x limit, compared to the case of two independent parton
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cascades,1 as discussed previously in Refs. [2, 9] (see e.g. Fig. 2 in [9]). An additional reduction
arises due to color fluctuations in the interacting protons and partons’ transverse diffusion [12].

It is noteworthy that a number of other effects contribute to the uncertainty of the hard splitting
contribution and are partly responsible for the much smaller values of our R(2v1)h

, compared
to previous calculations [2, 8]. For example, our choice of the factorization scale, M2

F = p2
t /4,

shortens somewhat the kinematic range available for the perturbative parton evolution, compared
to the standard choice (M2

F = p2
t ), which reduces the respective collinear enhancements. Another

effect is the sensitivity of R(2v1)h
to the chosen functional form for the two-gluon form factor:

replacing the dipole ansatz used in [2] by a Gaussian reduces R(2v1)h
by ' 17% [see their Eqs. (19-

21)]. Additionally, the relative importance of the perturbative parton splitting for DPS depends
noticeably on both the large and small x behavior of gluon PDF, g(x,Q2

0). A steeper low x rise of
g(x,Q2

0) would enhance the (2v2) contribution, compared to (2v1)h, and thus reduce R(2v1)h
(see

Eq. (5) of Ref. [2]). On the other hand, a harder large x shape of the gluon PDF would enhance the
hard splitting contribution, while leaving the (2v2) contribution practically unchanged.

Acknowledgements
The author acknowledges useful discussions with B. Blok, M. Strikman, and other participants of
MPI-2015. This work was supported by Deutsche Forschungsgemeinschaft (project OS 481/1).

References
[1] B. Blok, Yu. Dokshitzer, L. Frankfurt, and M. Strikman, Phys. Rev., D83(2011), 071501.

[2] B. Blok, Yu. Dokshitzer, L. Frankfurt, and M. Strikman, Eur. Phys. J., C74(2014), 2926.

[3] J. R. Gaunt, JHEP, 1301(2013), 042.

[4] L. Frankfurt and M. Strikman, Phys. Rev., D66(2002), 031502(R).

[5] L. Frankfurt, M. Strikman and C. Weiss, Phys. Rev., D69(2004), 114010.

[6] A. M. Snigirev, Phys. Rev., D81(2010), 065014.

[7] M. G. Ryskin and A. M. Snigirev, Phys. Rev., D83(2011), 114047.

[8] J. R. Gaunt, R. Maciula and A. Szczurek, Phys. Rev., D90(2014), 054017.

[9] B. Blok, Yu. Dokshitzer, L. Frankfurt, and M. Strikman, arXiv:1206.5594 [hep-ph].

[10] V. N. Gribov, Sov. Phys. JETP, 26(1968), 414.

[11] S. Ostapchenko, Phys. Rev., D83(2011), 014018.

[12] S. Ostapchenko and M. Bleicher, arXiv:1511.06784 [hep-ph].

1In the case of the hard parton splitting, there is a single convolution with the gluon PDF at the initial scale Q2
0.

S. OSTAPCHENKO

52 MPI@LHC 2015



Towards Diffraction in Herwig
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The multiple parton interactions (MPI) models in Monte Carlo generators are crucial in ex-
plaining many observables in hadron collisions. For a recent review of Monte Carlo generators
see [1]. One can view the incoming hadrons as bunches of incoming partons, where many scatter-
ings between them can take place. One of the motivations for considering the MPI is the fact that
the inclusive jet cross section, calculated in the usual perturbative QCD formalism, exceeds the
total cross section at moderate values of the center of mass energy (see for example [2]). A resolu-
tion to this problem is to use MPI, where one considers the luminosity of collided particles [3, 4]
to factorize in an impact parameter dependent factor and the usual PDFs. One can parametrize
the average multiplicity of multiple hard scatterings as a function of the cross section and an im-
pact parameter dependent function - the overlap function. One can then use the eikonal model to
parametrize the amplitude of multiple scattering as is done in Herwig [5].

Soft MPI in Herwig is simulated using the eikonal model as well. The kinematics of the out-
going soft partons is implemented by generic two-to-two processes with colour connections be-
tween them and the rest of the process explicitly specified. The purpose of this model was to
describe minimum bias data at central pseudorapidity and small pseudorapidity gaps. Although
the model was not expected to describe events with large pseudorapidity gaps, it was surprising
to see that it gives an enhancement, rather than a depletion of those events. This can be seen in
a recent measurement by ATLAS [6], shown in Fig. 1, where the differential cross section versus
the forward pseudorapidity is shown. The forward pseudorapidity gap is defined as the larger of
two pseudorapidities from the last particle to the edge of the detector.

The enhancement seems to be larger when the colour reconnection model is switched on. The
colour reconnection model in Herwig creates different cluster configurations from the original
colour topology in order to minimize the sum of the cluster masses [7]. This procedure seems to
produce large pseudorapidity gaps, partly due to the splitting of large clusters into smaller ones,
which end up being too forward in pseudorapidity.

In what follows we will address this issue. It is well known that the large pseudorapidity
gaps should come from diffractive events. The differential cross section in ∆ηF , using Regge
phenomenology, should behave like ∼ e∆ηF (αP(0)−1) (see [8] for a review), where αP(0) is the

MPI@LHC 2015 53



Figure 1: Inelastic differential cross section versus forward pseudorapidity gap ∆ηF taken from
[6].

Figure 2: Colour connection topologies with small pseudorapidity gaps.

pomeron intercept and its value is close to 1. This explains the almost constant value at large ∆ηF .
The differential cross section for nondiffractive events (at small ∆ηF ) behaves like ∼ e−∆ηF .

In order to get the proper behaviour of the cross section we have to consider separately the
non-diffractive and diffractive parts. To get the correct non-diffractive cross section, we have to
modify the existing colour connections between the soft partons and proton remnants in the soft
MPI model. An example of a topology giving the required suppression of large gaps is given in
Fig. 2.

Arrows pointing to the (left) right, represent an outgoing (anti) colour line. The top and bottom
lines represent proton remnants which are connected to either soft partons or the other remnant.
Contributions from different classes of colour topologies denoted by letters A,H, etc, are shown
in Fig. 3. We notice that none of the topologies gives the required exponential fall off. This be-
haviour may be obtained by changes in the colour reconnection model in restricting reconnection
of forward clusters, but also more work is needed to understand better the colour connections
themselves. This concludes our discussion of the non-diffractive cross section.

We next move to the generation of diffractive events. Diffraction is implemented using the re-
sults from Regge theory and the cross sections are given in the familiar form, for single diffraction

d2σSD

dM2dt
=

1

16π2s
|gP(t)|2gP(0)gPPP(0)

( s

M2

)2αP(t)−1 (
M2
)αP(0)−1

, (1)
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Figure 3: Differential cross section in forward pseudorapidity gap ∆ηF in Herwig using different
topologies of colour.

and double diffraction

d3σDD

dM2
1dM

2
2dt

=
1

16π3s
g2
P(0)g2

PPP(0)

(
s

M2
1M

2
2

)2αP(t)−1 (
M2

1

)αP(0)−1 (
M2

2

)αP(0)−1
, (2)

(for an extensive review see [8]) where αP(t) = αP(0) + α′t with αP(0) and α′ being the pomeron
intercept and slope respectively, gP = gpP is the proton pomeron coupling and gPPP is the triple-
pomeron coupling. The events are generated using a matrix element which implements the two-
to-two body kinematics from the cross sections above. Namely, we implement processes pp→ p∗p,
pp → pp∗ and pp → p∗p∗, where p∗ is the dissociated proton. The dissociation is simulated by a
cluster made up of a quark and a diquark. We first consider an isotropic decay of the dissociated
proton into quark and diquark. The preliminary result is shown in Fig. 4, left. In this case we
notice a quick fall off of the cross section for small ∆ηF , which should be constant for a significant
range. We also consider the case when the quark is collinear with the outgoing dissociated proton.
In this case the hadronization effects populate the region of small forward pseudorapidity gap as
shown in Fig. 4, right. The cluster hadronization seems to give better results in this case, but
not exactly as expected, since the constant behaviour of the cross section doesn’t extend to low
values of ∆ηF and hadronization effects start at very high ∆ηF . An improvement could come
from considering the dissociation into quark, diquark and gluon, since this scenario allows for
more isotropic distribution of final state particles and it could shift hadronization effects at very
low ∆ηF as expected.

In conclusion, we have shown that large pseudorapidity gaps appearing in minimum bias
results in Herwig can be tamed by introducing new colour connection topologies for soft inter-
actions and modifying the colour reconnection model. Events with final state particles in the
forward pseudorapidity region should be described properly using diffraction. We have shown
how one can implement diffraction in Herwig and some preliminary results.
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Figure 4: Single and double diffractive contribution to differential cross section in forward pseu-
dorapidity gap compared to the measurement taken from [6]. Left: diffraction with isotropic
decay of dissociated proton. Single and double diffraction shown separately. Right: sum of sin-
gle and double diffractive events in the case when quark and diquark are collinear with outgoing
dissociated proton.
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SHRiMPS — Status of soft interactions in SHERPA

Holger Schulz for the SHERPA collaboration1

1IPPP, Durham

1 Status of SHRiMPS
SHRiMPS is a Monte-Carlo implementation of the Khoze-Martin-Ryskin model [1] within the
event generator SHERPA [2]. It aims to describe Minimum-Bias and Underlying Event observ-
ables with similar precision. Ultimately, SHRiMPS will replace the default model for multiple par-
ton interactions in SHERPA. Despite exhaustive tuning studies the predictive power of SHRiMPS
is currently not entirely satisfactory. This report contains the parameter settings the authors find
best suited to get a fair assessment of the capabilities of SHRiMPS (Table 1).

2 Tuning
The release of SHERPA version 2.2 necessitated a re-tuning of the parameters of the dynamical
part of SHRiMPS. The tuning was done to ATLAS data at

√
s = 7 TeV. We included minimum

bias [3], underlying event [4] and rapidity gap [5] data. The tuning aimed at a balanced description
of that data as the model is not yet able to reproduce all observables equally well.

The SHRiMPS predictions suitable for comparison with data were obtained with Rivet [6]
while the tuning itself was carried out using version 2 of the Professor [7] tool. Figure 1 shows
an encouraging prediction of SHRiMPS for the

√
s = 13 TeV minimum bias data recorded with

CMS [8].
A summary of the tuning effort is given in Figures 2 and 3 for a selection of typical observables.

A discussion can be found in the respective captions.
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Parameter Tuned value

Q 0ˆ2 3.02
Chi S 0.65
Shower Min KT2 1.19
KT2 Factor 3.48
RescProb 1.01
RescProb1 0.18
Q RCˆ2 0.50
ReconnProb -15.30

Table 1: Tuned SHRiMPS parameter for usage
with with Sherpa 2.2.
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Figure 1: Comparison of 13 TeV CMS data [8]
with SHRiMPS prediction.
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Figure 2: SHRiMPS predictions for minimum bias distributions at
√
s = 7 TeV [3].

(a) and (b) show that on average SHRiMPS produces too many particles at high rapidities.
In (c) a modulation of the prediction of generated particle transverse momenta with respect to the
data can be seen although the overall shape is satisfying.
The plot in (d) again shows and issue with the generated multiplicity i.e. events with more than
50 particles are generated far too frequently.
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Figure 3: SHRiMPS predictions for underlying event [4] and rapidity gap distributions at
√
s =

7 TeV [5].
The plots in (a) and (b) show a satisfying prediction of SHRiMPS for typical underlying event
observables. The plateau region is compatible with the data if measurement uncertainties are
taken into account.
Similarly, the prediction of rapidity gaps ((c) and (d)) can be considered satisfying.
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CMS Underlying Event and Double Parton Scattering Monte
Carlo Tunes

Deniz Sunar Cerci (for the CMS collaboration)1

1Adiyaman University, Faculty of Arts and Sciences, Department of Physics, 02040
Adiyaman, Turkey.

1 Introduction
It is essential to have reliable predictions for the completely new and unexplored energy scenario
of which LHC recently reaches up to 13 TeV center-of-mass energy. The underlying event, consist-
ing of beam-beam remnants as well as the particles coming from the multiple partonic interactions
(MPI), in a hadron-hadron collision is simulated in QCD Monte Carlo models. The partonic cross
section of the hard scatterings can be perturbatively calculable. The non-perturbative interac-
tions are modeled with the use of experimental data. Double parton scattering (DPS) [1–3] where
two hard scattering partons can occur within the same hadron-hadron collision is described with
an effective cross section parameter, σeff , which is a non-directly observed parton level quan-
tity. Measurements of σeff were performed in pp collision at

√
s = 7 TeV, by the CMS [4] and

ATLAS [5] collaborations in a W+dijet final state. Although various experimental measurements
were performed, no evidence of an energy dependence of σeff has been observed yet.

2 CMS underlying event tunes
The charged particle with largest transverse momentum pmaxT in the event is selected and named
as the ”leading object”. In order to characterize the UE activity, the charged particles with pT > 0.5
GeV and |η| < 0.8 are used. The transverse plane is divided in different regions by taking into
account the azimuthal angle φ and pseudorapidty η of the leading jet. The regions are called
“toward” (|∆φ| < π/3, |η| < 0.8) and ”away” (∆φ < 2π/3, |η| < 0.8). The charged-particle density
and the scalar transverse momentum pT sum density in the transverse region are evaluated as the
sum of the contribution in the two regions: “Transverse-1” (π/3 < −∆φ < 2π/3, |η| < 0.8) and
“Transverse-2” (π/3 < ∆φ < 2π/3, |η| < 0.8). Further separation is used for the transverse region.
The one with bigger activity in terms of pT of the charged particles is defined as “TransMAX”
region whereas the “TransMIN” region is the one with less activity. The average of the TransMIN
and TransMAX regions are labelled “TransAVE”. This additional subdivision of the transverse
region allows a better separation of the MPI and PS components. The TransMAX region might
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contain a third jet which can be produced by PS. However, TransMIN region does not contain
the third jet but can have contribution from MPI. The TransMIN region has sensitivity to the
components of the UE such as beam-beam remnants and MPI.

The software tool, Robust Independent Validation of Experiment and Theory (RIVET) [6], is
used for generating MC predictions with a different choice of parameters related to the UE simu-
lation. The PROFESSOR [7] framework which provided the generator response parameters and set
of tuned parameters best fits to the measurement is then utilized to include the MC predictions.

CDF data at
√
s = 0.9 and 1.96 TeV [8] for charged-particle density in the TransMIN re-

gion as a function of pmaxT is shown in Figure 1. The data are compared to predictions obtained
with the PYTHIA 8 Tune 4C and with the new CMS tunes: CUETP8S1-CTEQ6L1, CUETP8S1-
HERAPDF1.5LO, and CUETP8M1 [9]. Predictions from the new CMS tunes describe CDF data.
The new CMS tunes significantly provides a better description than the PYTHIA 8 Tune 4C. This
can be explained with the better choice of parameters used in the MPI energy dependence and the
obtaining of the color reconnection in the retuning.

Figure 1: The particle density for charged particles with pT > 0.5 GeV and |η| < 0.8 in the Trans-
MIN region as a function of the transverse momentum of the leading charged particle pmaxT shown
for CDF data

√
s = 0.9 TeV (left) and for

√
s = 1.96 TeV (right). The ratio of MC to CDF data is

given at the bottom panel of each figure. Total experimental uncertainty is represented with green
band.

DPS-sensitive observable, the azimuthal angle between the two selected pairs of hard probes,
∆S, is mesured in four-jet production at

√
s = 7 TeV with the CMS detector [10]. The com-

parison of CMS data and predictions using CUETP8M1 and CUETHppS1 is shown in Figure 2
(left). Figure 2 (right) shows the comparison of predictions and the charged particle density with
pT > 0.5 GeV and |η| < 2 in the TransAVE region measured by ATLAS at

√
s = 7 TeV [11].

CUETP8M1 reproduces reasonably well the DPS-sensitive observable, ∆S, but prediction using
CDPSTP8S2-4j does not describe the UE data.
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Figure 2: Comparison of ∆S observable measured in CMS with predictions of PYTHIA8 using
CUETP8M1 and HERWIG++ with CUETHppS1 (left), the charged particle density with pT > 0.5
GeV and |η| < 2 in the TransAVE region measured by ATLAS at

√
s = 7 TeV (right).

3 Conclusion
In conclusion, CMS has produced new tunes of PYTHIA 6 [12], PYTHIA 8 [13] and HERWIG++ [14]
event generators by using the UE data measured at various centre-of-mass energies by the CDF
and CMS experiments. The UE parameters were constrained by testing the UE models. The new
CMS tunes at different collision energies provide an improved description of UE data. The new
DPS-based tunes, two W+dijet DPS tunes and two four-jet DPS tunes, were constructed for testing
the dependence of the DPS-sensitive observables on the MPI parameter. Predictions of the new
CMS tunes were also compared to several other data distributions, such as the energy flow and
charged particle spectra in the toward and the away regions measured by various experiments
and results were found to be very accurate. The new CMS tunes will have an important role on
the new LHC data as well as the predictions at the higher collision energies such as 13 or 14 TeV.
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Charm production in high multiplicity pp events
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Studying proton-proton scattering at 7 TeV, the ALICE collaboration found the unexpected
result that the D meson multiplicity increases more than linear as a function of the charged par-
ticle multiplicity. We try to understand this behavior using the EPOS3 approach. Two issues
play an important role in this context: multiple scattering, in particular its impact on multiplicity
fluctuations, and the collective hydrodynamic expansion. These data contain therefore valuable
information about very basic features of the reaction mechanism in proton-proton collisions.

Recently, several experimental groups investigated the dependence of heavy quark production
on the event activity, both for open and hidden charm or bottom, in high energy proton-proton
collisions. We will focus here on D meson production, where the term “D meson multiplicity”
refers in the following to the average multiplicity of D+, D0 and D∗+. The ALICE collaboration
found a quite unexpected result [1]: When plotting the D meson multiplicity versus the charged
particle multiplicity, both divided by the corresponding minimum bias mean values, one obtains
a dependence which is very significantly more than linear (where “linear” means ND/ 〈ND〉 =
Nch/ 〈Nch〉). The effect seems to be bigger for larger transverse momentum (pt). Both D meson
and charged particle multiplicity refer to central rapidities.

It is clear that the experimental observations are very interesting, and provide valuable in-
sight into the very nature of the reaction mechanism in pp scattering, in particular in case of high
event activity. So we try in this paper to provide an analysis of the phenomenon in the EPOS3
framework. Two key aspects are: Multiple scattering and collectivity.

EPOS3 [2] is a universal model in the sense that for pp, pA, and AA collisions, the same pro-
cedure applies, based on several stages:

Initial conditions. A Gribov-Regge multiple scattering approach is employed (“Parton-Based Gribov-
Regge Theory” PBGRT [3]), where the elementary object (by definition called Pomeron) is
a DGLAP parton ladder, using in addition a CGC motivated saturation scale [4] for each
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Pomeron, of the form Qs ∝ Npart ŝ
λ, where Npart is the number of nucleons connected the

Pomeron in question, and ŝ its energy. The parton ladders are treated as classical relativistic
(kinky) strings.

Core-corona approach. At some early proper time τ0, one separates fluid (core) and escaping
hadrons, including jet hadrons (corona), based on the momenta and the density of string
segments (First described in [5], a more recent discussion in [2]). The corresponding energy-
momentum tensor of the core part is transformed into an equilibrium one, needed to start
the hydrodynamical evolution. This is based on the hypothesis that equilibration happens
rapidly and affects essentially the space components of the energy-momentum tensor.

Viscous hydrodynamic expansion. Starting from the initial proper time τ0, the core part of the
system evolves according to the equations of relativistic viscous hydrodynamics [2,6], where
we use presently η/s = 0.08. A cross-over equation-of-state is used, compatible with lattice
QCD [7, 8]. The “core-matter” hadronizes on some hyper-surface defined by a constant
temperature TH , where a so-called Cooper-Frye procedure is employed, using equilibrium
hadron distributions, see [8]. After hadronization, there occur still hadron-hadron rescatter-
ings, realized via UrQMD [9].

The above procedure is employed for each event (event-by-event procedure).
Heavy quarks (Q) are produced during the initial stage, in the PBGRT formalism, in the same

way as light quarks. We have several parton ladders, each one composed of two space-like parton
cascades (SLC) and a Born process. The time-like partons emitted in the SLC or the Born process
are in general starting points of time like cascades (TLC). In all these processes, whenever quark–
antiquark production is possible, heavy quarks may be produced. We take of course into account
the modified kinematics in case of non-zero quark masses (we use mc = 1.3, mb = 4.2). D meson
production in the EPOS3 framework has been studied extensively, comparing to data and other
calculation, in ref. [10].

We try to understand the dependence of the D meson multiplicity on the charged particle
multiplicity, first for EPOS basic (without hydro). We study the case, where both multiplicities
refer to central rapidities (|y| ≤ 0.5 for the D mesons, and |η| ≤ 1 for the charged particles). We
use the variables Nch for the charged particle multiplicity, and NDi for the D meson multiplicities
for different pt ranges (ND1 for 1 < pt[GeV/c] < 2, and ND8 for 8 < pt[GeV/c] < 12).

In EPOS3, we have in each individual event a certain number of parton ladders (cut Pomerons).
Each ladder contributes (roughly, on the average) the same to both charged particle and charm
production, so both corresponding multiplicities are proportional to the number NPom of cut
Pomerons: NDi ∝ Nch ∝ NPom, which leads to a ”natural” linear relation between the charged
particle multiplicity Nch and the D meson multiplicities NDi (to first approximation).

We define normalized multiplicities, n = N/ 〈N〉 , both for charged particles (nch) and D me-
son multiplicities (nDi). In the following, we consider fixed values n∗ch of normalized charged
multiplicities.

We will study the average normalized D meson multiplicity for the largest pt range, for some
given n∗ch, which may be expressed in terms of the Pomeron number distribution prob(NPom, nch

∗)
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Figure 1: (Color online) Left: Pomeron number distribution at fixed charged multiplicity,
prob(NPom, nch

∗) (blue line), and number nD8(NPom, nch
∗) of D mesons (large pt) for fixed NPom

and nch
∗ as a function of the Pomeron number NPom (red line). The dotted line represents the

constant value nch∗.
Right: Average multiplicity nD8(nch) of D mesons (large pt) as a function of nch (red line) and the
diagonal (nD1 = nch, dotted line). The red point refers to nD8(n

∗
ch) for the particular value of nch∗

used in eq. (1).

at fixed n∗ch and the number nD8(NPom, nch
∗) of D mesons for fixed NPom and nch∗, as

nD8(n
∗
ch) =

∑

NPom

prob(NPom, nch
∗)

×nD8(NPom, nch
∗) . (1)

The two curves representing prob(NPom, nch
∗) and nD8(NPom, nch

∗) are shown in fig. 1 (left). We see
in the figure that nD8(NPom, nch

∗) increases strongly towards small NPom with an increasing slope.
Let us compare the expression of eq. (1) with the corresponding sum (as a reference) where we use
nD8(NPom, nch

∗) = nch
∗, which would lead to nD8(n

∗
ch) = n∗ch. For large NPom, the contribution to

the sum in eq. (1) will be less than the reference case, but this is more than compensated at small
NPom. Therefore, we have nD8(n

∗
ch) > nch

∗, which is confirmed by the precise calculation shown
in fig. 1 (right) as red point. Also shown is the complete curve nD8(nch) as obtained from EPOS
basic. Indeed, we get a more than linear increase.

The results of our calculation agree qualitatively with the trend in the data, namely a more than
linear increase, in particular for high transverse momentum D mesons. But the effect is actually
too small, as seen in fig. 2 (left), where we plot the D meson multiplicities versus the charged
particle multiplicity, both for our calculation and data from ALICE [1].

But anyhow, EPOS basic (w/o hydro) reproduces neither spectra nor correlations, we have to
consider the full approach, i.e. EPOS with hydrodynamical evolution (with or without hadronic
cascade makes no difference). In fig. 2 (right), we plot again the D meson multiplicities versus
the charged particle, EPOS3 compared to data, but here we refer to the calculations based on the
full EPOS model (with hydro). We see a significant non-linear increase, much more pronounced
as in the case of EPOS basic (without hydro), mainly due to the fact that the multiplicities from
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Figure 2: (Color online) D meson multiplicities versus the charged particle multiplicity, both di-
vided by the corresponding minimum bias mean values. The different symbols and the notations
ND1, ND2, ND4, ND8 refer to different pt ranges: 1-2, 2-4, 4-8, 8-12 (in GeV), Nch refers to the
charged particle multiplicity. We compare our calculations (lines) to ALICE data (points). Left
plot : EPOS basic. Right plot : full EPOS.

full EPOS are considerably below the results from EPOS basic. A much more detailed discussion
will be provided in a separate publication.

To summarize: We analyzed the dependence of D meson multiplicities (in different pt ranges)
on the charged particle multiplicity in proton-proton collisions at 7 TeV, using the EPOS3 ap-
proach. We find a non-linear increase. Two issues play an important role: Multiplicity fluctuations
due to multiple scattering (realized via multiple Pomerons), and the collective hydrodynamic ex-
pansion. Multiplicity fluctuations are important since in particular high pt D meson production
at given (large) charged particle multiplicity is very much favored for small Pomeron numbers,
which is responsible for the strong increase of the D meson production with multiplicity. In addi-
tion, the effect is amplified when turning on the hydrodynamical expansion, due to a reduction of
the charged particle multiplicity with respect to the model without hydro.
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Quark/gluon jet tagging and colour reconnection

Andrzej Siódmok∗1

1CERN, Theory Division, Geneva, Switzerland
2Institute of Nuclear Physics, Polish Academy of Sciences, Krakw, Poland

1 Introduction
Colour reconnection (one of the primary, yet least understood, building blocks of MPI models)
and quark/gluon jet tagging (relevant for searches for physics beyond the Standard Model1), two
seemingly very different problems, turn out to be very closely related. This interesting observa-
tion is an outcome from the “Les Houches 2015 quark/gluon jet tagging” working group. This
working group aimed to better understand the experimental observation [1, 2] that PYTHIA [3, 4]
predicts greater quark/gluon jet discrimination and Herwig [5, 6] predicts lower quark/gluon
discrimination than is seen in data.

2 Les Houches study on quark and gluon jets
The working group in Les Houches 2015 [7] for quark/gluon discriminants considered the gener-
alized angularities λκβ [8]:

λκβ =
∑

i∈jet

zκi θ
β
i , (1)

where i runs over the jet constituents, zi ∈ [0, 1] is a momentum fraction, and θi ∈ [0, 1] is a
(normalized) angle to the jet axis. The parameters κ ≥ 0 and β ≥ 0 determine the momentum
and angle weighting respectively. We consider five different (κ, β) working points, which roughly
map onto five variables in common use in the literature:

(0, 0) (2, 0) (1, 0.5) (1, 1) (1, 2)
multiplicity pDT LHA width mass,

(2)

where multiplicity is the hadron multiplicity within the jet, pDT was defined in Refs. [9, 10], LHA
refers to the “Les Houches Angularity” (named after the venue of this workshop), width is closely

∗On behalf of the “Les Houches 2015 Quark/Gluon tagging jet” working group: M. Freytsis, P. Gras, D. Kar, L.
Lönnblad, S, Plätzer, G. Soyez, P. Skands, D. Soper and J. Thaler.

1Where signals are often dominated by quarks while backgrounds are dominated by gluons.
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related to jet broadening [11–13], and mass is closely related to jet thrust [14]. To quantify discrim-
ination performance, we focus on classifier separation:

∆ =
1

2

∫
dλ

(
pq(λ)− pg(λ)

)2

pq(λ) + pg(λ)
, (3)

where pq (pg) is the probability distribution for λ in a generated quark jet (gluon jet) sample. We
consider parton shower generator predictions for quark/gluon discrimination using an idealized
setup with e+e− collisions. We can use the following processes as proxies for quark and gluon
jets:

“quark jets” : e+e− → (γ/Z)∗ → uu, (4)
“gluon jets” : e+e− → h∗ → gg, (5)

where h is the Higgs boson.

3 Results
In this short section we focus only on one effect influencing the quark/gluon tagging, namely
colour reconnection(CR), and show results of only two generators Herwig++ [15] and PYTHIA [4].
For detailed information on other effects and generators [16–18] studied in Les Houches 2015 we
refer the reader to [7].

Our Herwig++ baseline uses version 2.7.1, with improved modeling of underlying event [19]
and the most recent UE-EE-5-MRST tune [20], which is able to describe the double-parton scatter-
ing cross section [21] and underlying event data from

√
s = 300 GeV to

√
s = 7 TeV. Our PYTHIA

baseline uses version 8.205 and is based on the Monash 2013 tune, with parameters described in
Ref. [22].

In Fig. 1 we show some predictions for the five observables defined in the previous section
obtained with Herwig and PYTHIA. It is evident, from comparison of the relevant lines, labelled
“Herwig: no CR” and “PYTHIA: CR1”, to their respective baselines, that there is a strong influ-
ence from CR. One thinks of colour reconnection as being primarily important for hadron collider,
but even at a lepton collider colour reconnection may change the Lund strings or clusters used for
hadronization. The presented Pythia variation uses an alternative “SU(3)”- based colour recon-
nection model [23]. No attempts were made to retune any of the other hadronization parameters
(as would normally be mandated in a tuning context). This change simply illustrates the effects
of switching on this reconnection model with all other model parameters kept at their default
values. This variation considerably decreases quark/gluon separation compared to the baseline.
This is the most surprising effect in PYTHIA and it is also important for the Herwig generator
described next. In Herwig, CR is switched on by default and we denote by “Herwig: no CR”
the variation which turns off colour reconnections. This has no effect at parton level, as expected.
At hadron level, this variation for Herwig gives a rather dramatic improvement in quark/gluon
discrimination power. We think this arises because colour reconnection in Herwig allows any
colour-anticolour pair to reconnect, even if they arose from an initially colour octet configuration.
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Figure 1: Settings variations for PYTHIA 8.205 and Herwig 2.7.1. Hadron-level results are shown
for the classifier separation, ∆, derived from the five benchmark angularities.

Turning off colour reconnection causes the gluons look more octet-like, explaining the improve-
ment seen. This observation is a big surprise from this study, motivating future detailed studies
on colour reconnection models. Finally, it is worth mentioning that modern CR models were val-
idated against existing data from lepton colliders and they showed little effect there. Therefore,
it is quite surprising to see their significant effect in our idealized setup of e+e− collisions. The
main reason for this is that we have extensive information about quark jet radiation patterns from
LEP event shapes, however gluon jet radiation patterns are largely unconstrained. Therefore, it is
extremely important to find a way to constrain gluon jet radiation patterns using past or future
experimental data.

Acknowledgements
The author is grateful to all of the members of the quark/gluon LH working group 2015: Andy
Buckley, Jon Butterworth, Mario Campanelli, Marat Freytsis, Peter Loch, Philippe Gras, Deepak
Kar, Simon Pleatzer, Peter Skands, Dave Soper, Gregory Soyez, Frank Tackmann, Jesse Thaler,
on behalf which the studies were presented. We thank S. Webster for his critical reading of the
manuscript. The author is also grateful for the long discussions during the MPI workshop which
took place in Via Torino.

References
[1] Georges Aad et al. (ATLAS), “Light-quark and gluon jet discrimination in pp collisions at√

s = 7 TeV with the ATLAS detector,” Eur. Phys. J., C74(2014) (8), 3023, 1405.6583.

QUARK/GLUON JET TAGGING AND COLOUR RECONNECTION

MPI@LHC 2015 73



[2] Tom Cornelis (CMS), “Quark-gluon Jet Discrimination At CMS,” in “Proceedings, 2nd Con-
ference on Large Hadron Collider Physics Conference (LHCP 2014),” 2014, 1409.3072, URL
https://inspirehep.net/record/1315816/files/arXiv:1409.3072.pdf.

[3] Torbjorn Sjostrand, Stephen Mrenna, and Peter Z. Skands, “PYTHIA 6.4 Physics and Man-
ual,” JHEP, 05(2006), 026, hep-ph/0603175.

[4] Torbjrn Sjstrand, et al., “An Introduction to PYTHIA 8.2,” Comput. Phys. Commun., 191(2015),
159, 1410.3012.

[5] M. Bahr et al., “Herwig++ Physics and Manual,” Eur. Phys. J., C58(2008), 639, 0803.0883.

[6] Johannes Bellm et al., “Herwig 7.0 / Herwig++ 3.0 Release Note,” (2015), 1512.01178.

[7] M Freytsis, et al., “Les Houches 2015 proceedings: SYSTEMATICS OF QUARK/GLUON
TAGGING,” In preparation.

[8] Andrew J. Larkoski, Jesse Thaler, and Wouter J. Waalewijn, “Gaining (Mutual) Information
about Quark/Gluon Discrimination,” JHEP, 11(2014), 129, 1408.3122.

[9] Francesco Pandolfi and Daniele Del Re, “Search for the Standard Model Higgs Boson in the
H → ZZ → llqq Decay Channel at CMS,” Ph.D. thesis, Zurich, ETH, 2012.

[10] Serguei Chatrchyan et al. (CMS), “Search for a Higgs boson in the decay channel H to ZZ(*)
to q qbar `− l+ in pp collisions at

√
s = 7 TeV,” JHEP, 04(2012), 036, 1202.1416.

[11] S. Catani, G. Turnock, and B. R. Webber, “Jet broadening measures in e+e− annihilation,”
Phys. Lett., B295(1992), 269.

[12] Paul E. L. Rakow and B. R. Webber, “Transverse Momentum Moments of Hadron Distribu-
tions in QCD Jets,” Nucl. Phys., B191(1981), 63.

[13] R. Keith Ellis and B. R. Webber, “QCD Jet Broadening in Hadron Hadron Collisions,” Conf.
Proc., C860623(1986), 74.

[14] Edward Farhi, “A QCD Test for Jets,” Phys. Rev. Lett., 39(1977), 1587.

[15] J. Bellm et al., “Herwig++ 2.7 Release Note,” (2013), 1310.6877.

[16] T. Gleisberg, et al., “Event generation with SHERPA 1.1,” JHEP, 02(2009), 007, 0811.4622.

[17] Leif Lonnblad, “ARIADNE version 4: A Program for simulation of QCD cascades imple-
menting the color dipole model,” Comput. Phys. Commun., 71(1992), 15.

[18] Zoltan Nagy and Davison E. Soper, “A parton shower based on factorization of the quantum
density matrix,” JHEP, 06(2014), 097, 1401.6364.

A. SIÓDMOK
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Introduction: Double Parton Scattering from an experimental
point of view

Paolo Gunnellini1

1Deutsches Elektronen-Synchrotron (DESY), Hamburg

1 Current state of the art
In the DPS experimental session, results from various active experiments at the LHC have been
presented:

• Experimental review from CMS;

• Measurement of same-sign W pairs at the CMS experiment;

• Experimental review from ATLAS;

• Experimental review from LHCb;

Published results show a very detailed investigation of various final states in a wide region of
phase space. The general strategy for experimental analyses aiming for measuring the DPS signal
is based on the following points:

• Identification of a physics channel and observables sensitive to a DPS contribution;

• Measurements of distributions of DPS-sensitive variables corrected at the stable-particle
level;

• Interpretation and unambiguous definition of the SPS and DPS contributions;

• Extraction of the DPS fraction, study of the process dependence and possible tests of differ-
ent DPS models.

So far, a quantitative measurement of the DPS signal contributing to a considered final state
has been provided by means of σeff , which appears in the so-called ”pocket formula”, based on
very basic assumptions of complete factorization of the two scatterings. Current values of σeff
are shown in Figure 1.

From the current picture of available DPS measurements, some interesting questions arise:

MPI@LHC 2015 77



• Is a value of σeff a useful input for the theory or is it just a parameter of the simulation or of
a simplistic model?

• How can one reduce the experimental uncertainty of DPS measurements?

• Should one try also a global extraction of σeff from the different final states?
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Figure 1: Values of σeff as a function of the centre-of-mass energy measured in hadronic collisions
for several final states.

Moreover, with the new phase of the LHC run, experimental research looking for DPS signals
is going to face new challenges for the near future, such as the measurement of the energy depen-
dence of DPS contributions, the identification of new sensitive observables, physics channels or
phase space. A dialogue between the experimental and theoretical community will be necessary
and fruitful for addressing and developing these points.
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Constraining the double gluon distribution

Krzysztof Golec-Biernat1

1Institute of Nuclear Physics PAS, Cracow and Rzeszów University, Rzeszów, Poland

1 Introduction
Multiparton interactions play an important role in the hadronic collisions at high energies, see
e.g. [1–5]. A theoretical description of such interactions within perturbative QCD is possible in the
presence of hard scales, e.g. two such scales in the case of a double parton scattering (DPS). In the
latter case, the DPS cross sections in the collinear framework make use of the double parton distri-
bution functions (DPDFs), see e.g. [6], which obey QCD evolution equations, see e.g. [7,8], similar
to the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations for single parton distribu-
tion functions (PDFs). The evolution equations for DPDFs conserve new sum rules which relate
the double and single parton distributions once they are imposed on initial conditions for the evo-
lution equations. All the attempts up till now to construct the DPDFs which satisfy these sum
rules were moderately successful, see e.g. [8–11]. In this contribution, we present a construction
of DPDFs in a pure gluonic case which gives the known single gluon distribution in the MSTW
parameterization [12], using the momentum sum rule. For a full presentation, see [13].

2 The sum rules
The evolution equations for DPDFs , see e.g. [8], conserve the following sum rules imposed at
some initial scale Q0, the momentum sum rule

∑

f1

∫ 1−x2

0
dx1 x1Df1f2(x1, x2, Q0, Q0) = (1− x2)Df2(x2, Q0) , (1)

where f1,2 denote both quark flavors and gluon, and the valence quark number sum rule
∫ 1−x2

0
dx1{Dqf2(x1, x2)−Dqf2(x1, x2, Q0, Q0)} = (Nq − δf2q + δf2q)Df2(x2, Q0) , (2)

where q = u, d, s and Nu = 2, Nd = 1, Ns = 0 are the valence quark numbers. The same relations
hold true with respect to the second parton. If the initial DPDFs are parton exchange symmetric,

Df1f2(x1, x2, Q0, Q0) = Df2f1(x2, x1, Q0, Q0) , (3)
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the evolution equations guarantee that the sum rules with respect to the first parton imply the
sum rules with respect to the second one. The above sum rules relate the double and single
parton distribution functions, which reflects the common origin of those distributions, the Fock
expansion of the nucleon state in light-cone partonic components. In addition, the momentum
and valence quark number sum rules for initial single PDFs are also satisfied, respectively,

∑

f

∫ 1

0
dxxDf (x,Q0) = 1 ,

∫ 1

0
dx {Dq(x,Q0)−Dq(x,Q0)} = Nq . (4)

We will present the construction of the double gluon distribution function, Dgg(x1, x2), in the case
when only gluons are present, using the rule (1) reduced to such a case. The key idea is to obtain
the known single gluon distribution, Dg(x2), after performing the integration in the sum rule (1).
The full case with quarks has to be postponed to further studies.

3 The pure gluon case
The single gluon distribution at the scale Q0 = 1 GeV in the LO MSTW parameterization [12] is
given by

Dg(x) = Ag x
δg−1(1− x)ηg(1 + εg

√
x+ γg x) (5)

where Ag = 0.0012216, δg = −0.83657, ηg = 2.3882, εg = −38.997 and γg = 1445.5. This can be
written in a general form

Dg(x) =
3∑

k=1

Nk
g x

αk
g (1− x)β

k
g (6)

where the parameters Nk
g , α

k
g and βkg can easily be found by the comparison with eq. (5). Let us

assume the parton exchange symmetric double gluon distribution in the form

Dgg(x1, x2) =

3∑

k=1

N̄k
gg (x1x2)ᾱ

k
g (1− x1 − x2)β̄

k
g (7)

where N̄k
gg, ᾱ

k
g and β̄kg are the parameters to be determined. Substituting the above on the l.h.s. of

the momentum sum rule (1) in the pure gluonic case, we find

∫ 1−x2

0
dx1x1Dgg(x1, x2) = (1− x2)

3∑

k=1

N̄k
gg

Γ(ᾱkg + 2)Γ(β̄kg + 1)

Γ(ᾱkg + β̄kg + 3)
x
ᾱk
g

2 (1− x2)ᾱ
k
g+β̄k

g +1 . (8)

By the comparison with the known distribution (6), we find for the sought parameters

ᾱkg = αkg , β̄kg = βkg − αkg − 1 , N̄k
gg = Nk

g

Γ(βkg + 2)

Γ(αkg + 2)Γ(βkg − αkg)
. (9)

Notice that even for small momentum fractions, x1,2 � 1, the resulting double gluon distribution
is not factorizable, i.e. Dgg(x1, x2) 6= Dg(x1)Dg(x2).
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Figure 1: Dgg(x1, x2) (multiplied by x1x2) as a function of x1 for fixed x2 = 0.01, 0.5 at the scales
Q2 = 1, 10 GeV2 (upper plots) and the ratio Dgg(x1, x2)/(Dg(x1)Dg(x2)) (lower plots).

4 Numerical results
Using our numerical program, we solve the evolution equations for the double gluon distribution
for the initial condition (7) with the parameters (9) (our-solid lines). In Fig. 1 we compare our
results for Dgg(x1, x2) with those obtained from initial conditions from Ref. [8] (GS-dashed lines),

Dgg(x1, x2) = Dg(x1)Dg(x2)
(1− x1 − x2)2

(1− x1)2(1− x2)2
. (10)

In the lower panels we plot the ratio indicated in the caption which characterizes factorizability
of the double gluon distribution into a product of two single gluon distributions. At the initial
scale, Q2 = 1 GeV2, the two double gluon distributions differ significantly in the small x1 region,
however, the evolution equations erase this difference already at the scale Q2 = 10 GeV2.

The initial double gluon distribution (7) is not factorizable for any values of x1 and x2. How-
ever, if both x1 and x2 are small, Dgg becomes factorizable with good accuracy after evolution to
the shown value of Q2 (see lower panels). A small breaking of the factorization can be attributed
to the non-homogeneous terms in the evolution equations. If one of the two momentum fractions
is large, e.g. x2 = 0.5, the factorization is significantly broken for all values of x1 and any evolution
scale. We have to remember, however, that the large x domain has to be supplemented by quarks.

In conclusion, the found initial double gluon distribution (7) is very different from those pro-
posed so far. However, the QCD evolution equations significantly reduce this difference at rather
low values of the evolution scale Q2.

CONSTRAINING THE DOUBLE GLUON DISTRIBUTION
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Study of high pT particle production from double parton
scatterings at the CMS experiment

Paolo Gunnellini1

1Deutsches Elektronen Synchrotron (DESY), Hamburg
1 on behalf of the CMS Collaboration

A wide range of measurements sensitive to DPS contributions has been carried out within
the CMS physics program for different physics channels. The investigated channels are charac-
terized by a high number of physics objects in the final state, e.g. jets. Measurements related to
the W+two-jet [1], four-jet [2], γ+three-jet [3] and two-b+two-light-jet [4] final states have been
released by the CMS experiment. The current strategy for DPS-extraction analyses is based on
the association of the selected objects in two pairs and on the measurement of differential cross
sections as a function of correlation observables defined by the kinematical topology of the final
state. The two pairs can be produced by two independent scatterings in case of a DPS event and
the correlation observables are expected to be able to disentangle this occurrence. Studies at gen-
erator level have shown that variables which are most sensitive to a DPS contribution are the ones
which consider the relative topology of all selected objects, not only of the objects of one of the
two pairs [5]. One of such observables is ∆S, which corresponds to the azimuthal angle between
the two selected pairs and is defined as:

∆S = arccos

(
~pT(pair1) · ~pT(pair2)
|~pT(pair1)| · |~pT(pair2)|

)
(1)

For the W+two-jet channel, pair1 and pair2 are, respectively, the reconstructed W and the dijet
system, while in the four-jet (two-b+two-light-jet) final state, they correspond to the hard (bottom)
and soft (light) dijet systems. In Figure 1, the differential cross section normalized to the number
of selected events as a function of the ∆S observable measured by CMS is shown for various final
states.

In each of them, the measured cross sections have a similar shape with a falling distribution
from correlated configurations at high values, down to uncorrelated jet topologies at low values
of ∆S. The measured cross sections have been also compared to predictions obtained with var-
ious MC event generators, implementing different matrix elements (ME) interfaced with parton
shower (PS) and underlying event (UE) simulation. The PYTHIA 8 [6] and HERWIG++ [7] event
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Figure 1: CMS data on the ∆S observable for various measured final states: W+two-jet (left),
four-jet (center), γ+three-jet (right) channels.

generators simulate Leading Order (LO) 2→2 processes, SHERPA [8] and MADGRAPH [9] gener-
ate LO diagrams with higher number of partons in the final state, while POWHEG [10] produces
Next-to-Leading-Order (NLO) processes, with real and virtual corrections included in the ME.
Predictions without the contribution of MPI are also considered in the comparison. All predic-
tions include a simulation of parton-shower and underlying-event effects generated according to
MC tunes to the data.

In general, for all considered channels, predictions of multileg or NLO event generators are
able to reproduce reasonably well the measured distributions. However, some room for improve-
ment is available for the simulation of hard MPI contribution in the current models, in order to
achieve a better description of the cross section at low values of ∆S. Predictions from event gener-
ators without the simulation of MPI do not reproduce the measured points, mainly in the region
at low values of ∆S, where a DPS contribution is expected. This comparison clearly indicates the
need for MPI in the current models to achieve a correct description of the DPS-sensitive observ-
ables. A quantitative extraction of the DPS contribution necessarily relies on the measurement of
correlation observables and can be carried out through the so-called template [1] or the fitting [11]
methods.

Moreover, other measurements in double J/ψ final states [12] and vector-boson production
associated to b-jets [13, 14], show a clear evidence of need for DPS events in the simulation for a
correct description of the sensitive distributions. Nevertheless, no quantitative value of the DPS
contribution has been extracted so far for these measurements.

In conclusion, measurements sensitive to hard multiple interactions are available in many dif-
ferent physics channels. Observables investigating correlations in azimuthal angle between the
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objects selected in the considered final states can not be described by current models without im-
plementing a simulation of multiple-parton interactions. These measurements can be used in the
future to study the dependence of the double parton scattering contribution on the partonic initial
state in terms of x and flavour, and on the scale of the process.
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Double Parton Scattering effects in kt-factorisation for 4-jet
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1 The setup
We present a study of both Single and Double Parton Scattering contributions to the inclusive 4-jet
production in the kt-factorisation framework at Leading Order and ECM = 7TeV and compare it
to collinear results in the literature for various sets of kinematic cuts.
We use the Kimber-Martin-Ryskin prescription to build Next-to-Leading-Order Transverse Mo-
mentum Dependent PDFs and the AVHLIB1 package to evaluate and perform the numerical Mon-
tecarlo integration. When it comes to kt-factorisation, we use fully gauge-invariant amplitudes
with both initial state particles off the mass-shell for both Single Parton Scattering and Double
Parton Scattering processes, which means that we generate up to six legs amplitudes with two
off-shell legs. Techniques to compute such amplitudes in gauge invariant ways are by now well
established [1–3].

We employ a running αs from the MSTW0868cl PDF sets, use a hard scale and renormalisation
scale equal to µR = µF = 1/2

∑
i p
i
T , where the sum runs over the final state particles, and work

in the Nf = 5 and Nf = 4 flavour schemes for the collinear and kt factorisation case respectively.
We apply the Kimber-Martin-Ryskin prescription to the MSTW0868cl sets, resumming gluon

emissions and thereby obtaining TMD PDFs depending on x, the transverse momentum kT and
the factorization scale µF

2 Hard central cuts
In order to test the tools employed for our calculation, we compare our LO results to those re-
ported by the BlackHat and NJET collaborations [4,5]. The cuts on the transverse jet momenta are
pT > 80GeV for the leading jet, defined as the jet with highest transverse momentum, pT > 60GeV
for the subleading jets, |η| < 2.8 for the rapidity and the jet-size parameter is R = 0.4. In the

∗Presenter
1available for download at https://bitbucket.org/hameren/avhlib
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collinear case, we find complete agreement with the results presented by BlackHat and NJET. Pre-
dictions for the 4-th leading jet are shown in Fig. 1; the deviations from the collinear case found
when switching from collinear (left panel) to kt-factorisation (right panel), as well as when includ-
ing the DPS contributions, are shown to be negligible. In particular, it is expected that the DPS
contribution is negligible for hard central jets, as it is really unlikely to have two parton scatterings
with high momentum transfer in the same proton-proton collision. Fig. 1 also shows the ATLAS
data from [6], showing that they are well described by perturbation theory.

Figure 1: Predictions from LO collinear (left) and kt factorisation (right) calculations for the 4th
leading jet spectrum compared to ATLAS data

3 Lower cuts
On the other hand, when we lower the cuts on the transverse momentum of the final state partons,
we find that the DPS dominance found in [7] for low transverse momentum in the leading jet pT
spectrum is tamed by kt-factorisation.

We present the leading jet pT spectrum for the symmetric cuts 35GeV < pT < 100GeV,
|η| < 4.7, R = 0.5 in Fig. 2. It is striking how, in kt-factorisation, the DPS cross section is sup-
pressed with respect to the collinear case. This is not expected and needs some explanation. The
interpretation of this discrepancy is that there is a kinematic effect playing an important role here:
kt-factorisation resums gluon emission from initial state partons, which implies that, in the case
of 2 → 2 scattering, the back-to-back configuration of the final state, which is fine in a pure tree
level calculation, is doomed; in this respect symmetric cuts do not do a good job, because they
rule out all the configurations in which one transverse momentum is above the lower thresh-
old and the other one is below. We thus propose to impose the following asymmetric cuts, i.e.
35GeV < pT < 100GeV for the leading jet, 20GeV < pT < 100GeV for non leading jets, |η| < 4.7,
R = 0.5, thereby observing that the two behaviours still differ, but the strong suppression of DPS
observed in kt-factorisation for symmetric cuts is tamed (see Fig. 3).
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Figure 2: Theoretical predictions for the leadin jet pT spectrum in collinear (left) and kt (right)
factorisation for symmetric cuts.

We thus conclude that kt-factorisation pushes the DPS dominance region for the leading jet pT
differential cross section down to lower values of the transverse momentum cuts. Further im-
provement of the theoretical predictions can of course be reached by pushing the perturbative
computations to NLO. This is already well established in the collinear case, whereas work is in
progress for the kt-factorisation approach.

Figure 3: Theoretical predictions for the leadin jet pT spectrum in collinear (left) and kt (right)
factorisation for asymmetric cuts.
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Abstract

For any factorisation proof, a crucial step is a demonstration of the cancellation of so-called
Glauber gluons. We summarise a recent paper in which we demonstrated this cancellation
for double Drell-Yan production (the double parton scattering process in which a pair of elec-
troweak gauge bosons is produced), both for the integrated cross section and for the cross
section differential in the boson transverse momenta.

1 Introduction
In order to make predictions at the LHC one relies on factorisation formulae that separate the
short distance/high scale dynamics of interest, from the low-scale nonperturbative physics.
The short distance physics is encoded in perturbatively-computable partonic cross sections,
whilst the infra-red physics is encoded in parton distribution-type objects (and possibly also
soft functions). In single parton scattering, factorisation has been rigorously proven for Drell-
Yan production (or, more generally, colour-singlet production), for the total cross section and
cross section differential in the pT of the colour singlet system [1–4]. These factorisation for-
mulae are correct at leading power – i.e. up to corrections of order Λ2

QCD/Q
2, with Q the hard

scale of the process. For the analogous process in double parton scattering, namely double
Drell-Yan (dDY) production, a factorisation formula was written down long ago for the total
cross section [5, 6] based on the analysis of the lowest-order Feynman diagrams. A factorisa-
tion formula for the cross section differential in the pT s of the colour singlet systems has also
been written down using the same method [7]. However, serious attempts to rigorously justify
these formulae have only begun in recent years [7–10].

One approach to proving factorisation formulae at leading power (and potentially beyond)
is the so-called Collins-Soper-Sterman (CSS) approach, which is the one that was employed
in [1–4] (there exists an alternative approach that we will not discuss based on effective field
theories – see e.g. [11–17]). Let us give a brief review of this method. The first goal is to identify
leading infra-red contributions in Feynman graphs contributing to the process of interest –
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contributions from small regions around the points at which certain lines go on shell, which
despite having a smaller phase space are leading due to propagator denominators blowing up.
These infra-red contributions are the ones that will have to be absorbed in the PDF-type objects.
To be more precise, one needs to identify regions around pinch singular surfaces (PSSs) – these
are points where propagator denominators pinch the contour of the Feynman integral [strictly
speaking the singularities only appear in the limit in which parton masses and the boson pT (if
appropriate) are set to zero]. If poles all converge on the Feynman contour from one side, one
can perform a contour deformation to avoid them (in that case the contribution originally in the
vicinity of the poles is subsumed into another region). The identification of PSSs is facilitated
by the Coleman-Norton theorem [18], which states that PSSs in Feynman graphs correspond
to classically allowed processes, and the PSSs for single Drell-Yan (sDY) and dDY are known.

The pinch singularity analysis tells us nothing about the strength of the singularities, and
so must be complemented with a power counting procedure to identify the leading power
regions around the singularities. Doing this, one identifies several types of loop momentum
scaling that can give rise to a leading power contribution. These are collinear (momentum close
to some beam/jet direction), (central) soft (all momentum components small and of the same
order), hard (all momentum components large and of order Q) and Glauber. The kinematics of
Glauber particles is that of those mediating forward or small-angle scattering – i.e. a Glauber
momentum r satisfies |r+r−| � r2, where r± = (r0 ± r3)/

√
2, r = (r1, r2).

Initially, there are many longitudinally-polarised gluon connections between parton lines
in the collinear region and the union of the soft and Glauber regions, as well as between lines
in the collinear region and the hard region. The next step of the factorisation procedure is to
apply approximations appropriate to these momentum regions, followed by Ward identities in
the sum over graphs to strip away these multiple attachments, yielding the separate functions
that appear in the factorisation formula. Unfortunately, this procedure does not work for the
Glauber modes, since the approximations needed to apply the Ward identities may not be
made in this case. Thus, to achieve factorisation one must demonstrate that the contribution
from the Glauber region cancels for the given observable. Note that by ‘cancels’ here, we
mean that there is no remaining ‘distinct’ (pinched) Glauber contribution – there can (and will)
be remaining contributions associated with the Glauber kinematic region, but these can be
absorbed into the collinear or soft functions (this was re-emphasised recently in the effective
field theory context in [17]). The cancellation of Glauber exchanges was achieved in sDY (total
cross section and cross section differential in colour singlet pT ) by CSS, and recently in dDY
(total cross section and cross section differential in colour singlet pT s) by us in [10] – here we
summarise this latter work. In this short proceedings contribution we mainly limit ourselves
to a discussion of the cancellation of Glauber modes at the one-gluon level in section 2 – this
is useful to illustrate why the cancellation works for dDY as it does for sDY. We very briefly
mention how the all-order proof works in section 3.

2 Glauber cancellation for one-gluon exchange
In order to show the cancellation of Glauber modes at the one-gluon level, we adopt a model
in which all partons (except the exchanged Glauber gluon) are scalar (represented by a solid
line), and the hadrons are also scalars (represented by a dashed line). These partons may be
predominantly collinear to the lower hadron travelling in the plus direction (we colour plus-
collinear lines in red), or collinear to the upper hadron travelling in the minus direction (we
colour minus-collinear lines in blue). As the Glauber cancellation argument below depends
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Figure 1: Lowest order diagram contributing to dDY in the model described in the text (a), and the nonzero
virtual one-gluon corrections to this (b)-(e).

only on the analyticity properties of the Feynman integrands, which is determined only by the
propagator denominators, this argument applies beyond the model, also to diagrams in QCD.

The lowest-order diagram contributing to the dDY amplitude (which one simply squares
to get the lowest order contribution to the cross section) is given in figure 1, along with the
nonzero virtual one-gluon corrections to this (these are combined with the tree-level amplitude
to get the virtual one-gluon corrections to the cross section). The real one-gluon corrections to
the tree-level amplitude squared are zero by colour considerations, and anyway can have no
contribution associated with the Glauber kinematic region due to the on-shell constraint for
the gluon. Let us consider the virtual corrections in turn, starting with the ‘double box’ graph
in figure 1(b). In this graph, the gluon momentum ` runs ‘against’ and ‘with’ a large minus
momentum – this results in `+ being trapped at small values, as one can see by looking at the
propagator denominators associated with these minus-collinear lines:

2`+k̄−2 + ...+ iε − 2`+k̄−1 + ...+ iε (1)

The terms indicated by ‘...’ are products of small components only. This is a general principle -
to trap the plus/minus component of a soft momentum at small values, the momentum must
run both ‘against’ and ‘with’ a collinear line (or multiple lines) with large minus/plus momen-
tum. Now, since ` in figure 1(b) only runs against a large plus momentum, `− is not trapped,
and we can deform `− until ` is out of the Glauber region (and is in the collinear region). So
there is no distinct Glauber contribution associated with figure 1(b).

In the gauge boson vertex correction graph, figure 1(c), neither `+ nor `− is trapped, so we
can deform the contour out of the Glauber region there too. This leaves us only with the hadron
vertex correction and parton self-energy graphs in figures 1(d) and (e), which are topologically
factorised already, and thus can present no problem. Thus, for the one-gluon corrections to the
tree-level graph, there is no problematic pinched Glauber contribution in the first place.

This kind of consideration can be extended to arbitrarily complex one-gluon diagrams in
the model, some of which are sketched in figure 2. For many types of diagram, a routing can be
found for the gluon momentum ` such that `+ and/or `− is not trapped at small values. This is
the case for diagrams (a) - (e) in figure 2 – for each of these diagrams a routing for ` that leaves
one light-cone component untrapped is given by the green dashed arrow. The only graphs for
which both `+ and `− are always pinched are the ones in which the gluon attaches to spectator
partons that either go directly into the final state or only split into partons that go into the final
state, both in the upper and lower parts of the graph. An example of this type of graph is given
in figure 2(f) (with a routing that gives `+, `− trapped denoted by the solid purple arrow).
However, these graphs are of essentially the same nature as the Glauber-pinched graphs that
appear for sDY (only with the dDY production subgraph, as on the left of figure 2(f), replaced
by a simpler sDY production). For these graphs one can use the same unitarity-based argument
as was used by CSS for sDY (reviewed in e.g. [19]), to cancel the Glauber contribution after the
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Figure 2: Example graphs for the dDY amplitude within the model described in the text. The incoming
lines on the left of each graph could represent the proton, or partons emerging from the proton.

t

z a b

Figure 3: Spacetime structure of the pinch surfaces for sDY (left) and dDY (right). Figure taken from [7].

sum over possible final-state cuts. For this argument to work it is essential that the observable
be insensitive to the position of the cut in the ‘final state’ spectator-spectator system.

3 Glauber gluon cancellation at all orders
In order to demonstrate the cancellation of Glauber exchanges in dDY production to all orders
in QCD perturbation theory, we made use of the same techniques as were used in [3, 4] to
show the all-order cancellation in sDY – in particular, we used the light-front ordered version
of QCD perturbation theory (LCPT). We do not discuss the details of this proof here, referring
the interested reader to [10]. The general idea is the same as the one-loop proof discussed
above, however. Also in the all-order LCPT picture, one sees that from the point of view of
the Glauber gluons, single and double scattering look rather similar, and that the troublesome
‘final state’ poles obstructing the deformation out of the Glauber region cancel after the sum
over cuts. The argument is based on unitarity, and it can be cast into a form in which it is
essentially the same for sDY and dDY.

One can get some insight into why the Glauber cancellation proceeds for dDY as it does
for sDY by looking at the PSSs for the two processes in spacetime, given in figure 11 of [7] and
reproduced here as figure 3. In the diagrams are drawn the collinear lines (black and red lines)
as well as the hard vertices producing the colour-singlet particles. One observes that the hard
vertices occur at the same point in spacetime for dDY, and that the locations of the collinear
lines and hard vertices are the same for sDY and dDY. Thus, from the perspective of soft long-
range gluons the two processes look essentially the same, and the Glauber cancellation that
works for sDY should also work for dDY, as we indeed found.
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1 Introduction
For the study of high-pT/mass particle production from multiple-parton interactions (MPI) in
hadron-hadron collisions, a number of measurements has been performed [1–9], using various
processes, e.g., Z/W + jets, photon + jets, and 4-jets at different collision energies. These mea-
surements use correlation observables between the particles produced from the first and second
parton-parton scatterings. These observables show little sensitivity to MPI which lead to large
systematic uncertainties in the tuned model parameters [10]. In addition, inclusive MPI selec-
tion is required for the correct estimation of the model parameters [11–13] on theoretical grounds,
but experimental selection criteria restricts existing measurements to the double parton scattering
(DPS) only. This paper presents a study of MPI with simulated Z + jets events in proton-proton
collisions at a centre-of-mass energy of 13 TeV. The events are simulated using POWHEG followed
by hadronization and parton-showering using PYTHIA8.

2 Analysis details
Simulated events for Z + jets process, produced in proton-proton (pp) collisions at 13 TeV, are
generated upto NLO accuracy with POWHEG [14, 15]. POWHEG uses the “Multi-scale improved
NLO” (MiNLO) method [16] which describes well the jet productions associated with W/Z boson.
These hard scattering events are hadronized and parton showered using PYTHIA8 [17]. The MPI
are also simulated with the PYTHIA8 [18]. The ATLAS A14 tune [19] with NNPDF2.3LO set of
parton distribution functions (PDF) is used. This set of MPI model parameters is obtained by
fitting the underlying event data obtained at the LHC.

The events with exactly two muons having pT larger than 20 GeV/c and absolute pseudo-
rapidity (η) less than 2.5, are selected. The dimuon invariant mass is required to be in the range of
60–120 GeV/c2. The charged particle jets, having minimum transverse momentum of 20 GeV/c
and absolute pseudo-rapidity less than 2, are used to construct the observables for measurements
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of the multiple-parton interactions. Jets are clustered using anti-kT algorithm [20] with the radius
parameter equal to 0.5. This kinematic selection criteria is motivated from the trigger and the
background constraints at the LHC experiments

The hard MPI analyses, at Tevatron [3, 4] and LHC [6–8], use correlation observables between
decay products of the first and second hard interactions, for MPI measurements. These observ-
ables are based on the assumption that MPI are independent of each other. MPI contribution is
then extracted by a template fit method [6, 7]. A little sensitivity to MPI is observed for these
observables. The definitions of these observables also restrict the MPI measurement to DPS only.
The variables which support inclusive MPI selection and show significantly high sensitivity are
investigated. The jet multiplicity observable is proposed for MPI studies, which lead to inclusive
MPI selection unlike the correlation observables. A visible effect (∼ 20%) is observed using jet
multiplicity observable as shown in Fig. 1 (a). The sensitivity of jet multiplicity observable is of
the same level as that of correlation observables due to large background from the single parton
scatterings (SPS). The contribution from SPS can be reduced by applying an upper cut on the pT

of Z-boson (pZ
T). A gain, in terms of MPI sensitivity by a factor 3–4, is achieved by applying an

upper cut of 10 GeV/c on the pZ
T as depicted in Fig. 1 (b).

The jet multiplicity observables also show large sensitivity to the variation in MPI parameters
as compared to the correlation observables. This large sensitivity to the MPI parameters will lead
to more accurate estimation of the model parameters with reduced systematic uncertainties.

3 Summary
This paper presents the analysis of the Z + jets events to explore the new observables and phase-
space region which can enhance the sensitivity to the MPI. The Z + jets events are generated with
POWHEG, followed by the hadronization and showering with PYTHIA8. The distributions of jet
multiplicity associated with Z-boson can be useful in inclusive study of MPI. The sensitivity to
the presence of MPI increases significantly by requiring an upper cut on the pT of Z-boson. It
is observed that parameters of the MPI model, have increased sensitivity in the jet multiplicity
distribution than the correlation observables. Hence jet multiplicity distribution associated with
Z-boson can be used to perform the inclusive MPI measurements at the LHC and constraint MPI
model parameters with better precision.
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Figure 1: Jet multiplicity distributions are compared for events with and without MPI. The events
from Z + jets processes are generated using POWHEG, parton showered and hadronized with
PYTHIA8. Jets with pT larger than 20 GeV/c are considered. The distributions are shown (a)
without any condition on pZ

T and (b) with pZ
T less than 10 GeV/c. The ratio plot in the bottom

panel shows deviations of the distributions after switching off MPI.
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[12] Manuel Bähr, Miroslav Myska, Michael H. Seymour, and Andrzej Siodmok, “Extracting σeff

from the CDF γ + 3 jets measurement,” JHEP, 03(2013), 129, 1302.4325.

[13] Michael H. Seymour and Andrzej Siodmok, “Extracting σeff from the LHCb double-charm
measurement,” (2013), 1308.6749.

[14] S. Frixione, Paolo Nason, and Carlo Oleari, “Matching NLO QCD computations with parton
shower simulations: the POWHEG method,” JHEP, 11(2007), 070, 0709.2092.

[15] John M. Campbell, R. K. Ellis, Paolo Nason, and Giulia Zanderighi, “W and Z bosons in
association with two jets using the POWHEG method,” JHEP, 08(2013), 005, 1303.5447.

[16] Keith Hamilton, Paolo Nason, and Giulia Zanderighi, “MINLO: Multi-Scale Improved
NLO,” JHEP, 10(2012), 155, 1206.3572.
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Abstract

A typical contribution to a color ordered multi-gluon amplitude, which can split into two
weakly correlated two-body gluon scattering amplitudes and may thus contribute to a Double
Parton Interaction, is briefly discussed. We find that the color ordered amplitude is not en-
hanced in the typical configuration generated by a DPI, where the transverse momenta of final
state gluons are compensated pairwise, while a dominant contribution to the multi-gluon am-
plitude is due to terms proportional to the fusion amplitude of two initial state gluons. Which
corresponds to an amplitude effectively describing a two rather than a three-body partonic
interaction.
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Figure 1: Double parton scattering contribution to
the forward elastic amplitude

The Double Parton Interaction cross
section can be expressed as a contribution
to the forward elastic scattering amplitude
characterized by two independent loops
(cfr. Fig.1), where the initial momenta of
the partonic interactions are integrated in-
dependently in the amplitude and in its
complex conjugate, is such a way that the
process is not diagonal as a function of the
initial parton’s momenta [1]. To evaluate
the loop integral, it is convenient to dis-
tinguish two qualitatively different terms
in the vertex Φ, representing the hadron
structure (cfr. Fig.2). Namely the short dis-
tance contribution, φ, and the long distance
contribution, ψ. In this way the interaction
amplitude splits into 4 different terms. As
shown in Fig.3, the first 3 terms contribute to DPIs, since the vertex ψ introduces a non perturba-
tive dimensional factor in the amplitude, while the 4th term, where only φ vertices are present,
contributes as a loop correction to the 2→ 4 parton scattering amplitude [2] [3].
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Figure 2: Non perturbative and perturbative con-
tributions to the double parton vertex
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Figure 3: Different 4 → 4, 3 → 4 and 2 → 4 contri-
butions to the interaction amplitude

The non perturbative dimension, characterizing the vertices ψA and ψB , limits the virtualities
of the partons in the the loop to values of the order of the hadronic mass. As a consequence,
the upper part of the loop in the interaction amplitude is characterized by large light cone ’+’
components, while the lower part of the loop is characterized by large light cone ’−’ components,
in such a way that the loop integrations on the light cone ’+’ and ’−’ integration variables can be
done independently.

In the case of the 4→ 4 scattering process, the feature is illustrated in Eq.(1) where the integra-
tions on the loop variables δ− and δ+ define the functions ΨA and ΨB , which allow introducing
the Double Parton Distribution Functions and thus expressing the DPI cross section in the familiar
factorized form.

∫
ψA
l21l

2
2

T1T2
ψB
a21a

2
2

dδ−dδ+ ≈
(∫

dδ−
ψA
l21l

2
2

)
×
{
T1T2

}
×
(∫

dδ+
ψB
a21a

2
2

)
≡ ΨA ×

{
T1T2

}
×ΨB (1)

The case of the 3 → 4 contributions is more elaborate. A partonic process contributing to the
DPI amplitude is schematically shown in Fig.4. When looking at Feynman diagrams, one finds
that, in the case of all gluons, the number of diagrams to be considered for the 7-gluon amplitude
is huge: 2485 at tree level. A standard approach to the problem is therefore impractical. In the zero
mass case, tree level amplitudes are nevertheless successfully worked out with the Spinor-Helicity
formalism and, in the all-gluon case, tree level amplitudes have been worked out explicitly for any
number of external gluons [4].

In the spinor-helicity formalism, the tree level amplitude of n gluons with colors c1, c2 . . . cn,
momenta p1, p2 . . . pn and helicities ε1, ε2 . . . εn, is expressed as

Mn =
∑

perms′
Tr(T c1T c2 . . . T cn)A(p1, ε1; p2, ε2; . . . ; pn, εn) (2)

where the sum, perms′, is over all non− cyclic permutations of 1,2,. . . ,n and the T ’s are the SU(3)
generators. The partial amplitudes A(1, 2, ..., n) are called color ordered amplitudes and satisfy
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various important properties. In particular each A(1, 2, ..., n) is a gauge invariant quantity and
each different terms is incoherent inMn to leading order in the number of colors [5].

The partial amplitudes are expressed in terms of the spinor products:

〈ij〉 =
√
sij e

iϕ, [ij] =
√
sij e

−iϕ (3)

where sij = (pi + pj)
2 and ϕ is a phase factor that, in many cases, is not relevant for the final re-

sult. All contributions to the 7-gluon amplitudes of interest can be obtained from 4 different color
ordered amplitudes [6]. Each one is expressed by various terms, characterized by singularities
in different combinations of the external momenta, where the convention is to define all external
momenta in the amplitude as outgoing. The simplest color ordered amplitude is

A(1−2−3−4+5+6+7+)
= A(1−2−3−4+5+6+7+)|a +A(1−2−3−4+5+6+7+)|b +A(1−2−3−4+5+6+7+)|c (4)

As apparent in Fig.4, to contribute to a DPI, a multi-parton amplitude has to be characterized
by at least two multi-particle singularities. In the actual case the condition is satisfied by A|c:

A(1−2−3−4+5+6+7+)|c = − 〈3|(4 + 5)(6 + 7)|1〉3
P 2
345P

2
671〈34〉〈45〉〈6|7 + 1|2]〈67〉〈71〉〈5|4 + 3|2]

(5)
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Figure 4: 3 → 4 contributions to the DPI interaction
amplitude

Analogously to the 4→ 4 case, to study
the effect of the loop integration on the
term A|c, one can integrate on the loop in-
tegration variables δ+ and δ− (cfr. Fig.4) by
keeping into account of the dependence on
δ− only in the upper part of the loop and
of the dependence on δ+ only in the lower
part of the loop. The integration on δ+
thus defines the function ΨB and fixes the
values of the fractional momentum compo-
nents of P345 and of P671 with respect to p2,
actually z and 1 − z, while the integration
on δ− is estimated with the singularities of
1/(P 2

345P
2
671) in A|c:

P345 ≡ −p3 + p4 + p5 ≡ zp2 + δ, P671 ≡ p6 + p7 − p1 ≡ (1− z)p2 − δ
∫
dδ−

1

P 2
345P

2
671

=

∫
dδ−(

(zp2 + δ)2 + iε
)(

(1− z)p2 − δ)2 + iε
) =

2πi

δ2t p2+
(6)
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The final expression of the amplitude is obtained after integrating on the transverse compo-
nents δt. Notice that when δt = 0 the two intermediate gluons, with momenta P345 and P671, are
on mass shell and the process factorizes into the product of a splitting amplitude and of two on
shell scattering amplitudes, in such a way that the final state has the characteristic signature of a
DPI, namely the transverse momenta compensated pairwise.

A main point is thus the behavior of the integrand in the limit of small δt. At small δt one has:

∫
A|cdδ− '

(
z〈32〉〈δ1〉+ (1− z)〈3δ〉〈21〉

)3
[δ2]

〈34〉〈45〉〈67〉〈71〉〈δ6〉〈δ5〉 × 2πi

δ2t p2+
→ const.

δt
for δt → 0 (7)

The integration of A|c on d2δt thus washes out the singularity at δt = 0, which implies that the
amplitude is not enhanced in the configuration where the transverse momenta of the two pairs of
large pt partons are compensated pairwise. The contribution of A|c is thus of the same order of
magnitude of the other two contributions A|a and A|b to the same gauge invariant color ordered
amplitude A.

One can show that this property does not hold only for the particular case discussed here. It
holds also for all other contributions to the tree level 7-gluon amplitude, characterized by multi-
particle singularities.

At tree level, in each color ordered amplitude, one thus finds terms, which can be factorized
into a splitting amplitude and two almost on shell 2 → 2 scattering amplitudes. However these
contributions to the color ordered amplitude are not enhanced, because of the loop integration on
the initial momenta, and have to be added coherently with all other contributions (which are of
similar magnitude) to the same, gauge invariant, color ordered amplitude. One will then conclude
that the 3 → 4 terms cannot contribute in a relevant amount to cross sections, characterized by
final state configurations where transverse momenta are compensated pairwise.

parallel	


gluons 	



A7	

 A6	

Split	

a	

 a	



b	

 b	



Figure 5: 7-gluon amplitude with two parallel glu-
ons in the initial state

A further remark is that the complete
3 → 4 scattering amplitude results from
the sum of all color ordered contributions.
In the actual case of interest one has two
gluons in the initial state, which are origi-
nated by the same hadron and which thus
have a rather small relative transverse mo-
mentum. The color ordered terms, where
the almost parallel initial state gluons are
cyclically-adjacent in the amplitude, are
singular in the invariant obtained by the
sum of the two almost parallel momenta [7] and therefore give a leading contribution to the
amplitude. A main contribution to the 7-gluon amplitude, in the kinematics considered here,
is therefore factorized into a fusion amplitude and a 6-gluon scattering amplitude, the latter with
only two gluons in the initial state.

While initiated by three partons, a main contribution to the cross section is thus effectively
given by a 2→ 4, rather than by a 3→ 4 parton process.
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1 Introduction
Four-jet production was traditionally discussed in the context of double parton scattering. How-
ever, in most of the past as well as current analyses the DPS contribution to four-jet production is
relatively small and single parton scattering (SPS) mechanism dominate (see e.g. Ref. [1] and ref-
erences therein). A more evident observation of DPS in four-jet production would clearly provide
a new impulse for the MPI community.

In our recent studies we have shown how big can be the contribution of DPS for two jets
widely separated in rapidity [2]. Understanding of this contribution is important in the context of
searching for BFKL effects or in general QCD higher-order effects.

Here we wish to extend our recent collinear-approach-based studies of DPS effects in four-
jet sample [1], by application of the kt-factorization approach in which higher-order effects are
effectively included and calculation of different correlation observables become more accurate.
An updated discussion of further maximalization of the DPS contribution by selecting relevant
kinematical cuts is presented.

2 Theoretical formalism
Each step of DPS is obtained here in the kt-factorization approach. According to this framework,
the SPS cross section for dijet production can be written as:

dσSPS(pp→ jjX)

dy1dy2d2p1,td2p2,t
=

1

16π2(x1x2S)2

∫
d2k1t
π

d2k2t
π
|MRR→jj |2

× δ2
(
~k1t + ~k2t − ~p1t − ~p2t

)
F(x1, k

2
1t, µ

2)F(x2, k
2
2t, µ

2). (1)

Here the four-momenta of the initial-state gluons or quarks are parameterized as a sum of longi-
tudinal and transverse components k1,2 = x1,2P1,2 + kt1,2, kt1,2 = (0,~kt1,2, 0), k21,2 = −~k2t1,2, P1,2
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are the four-momenta of the protons, 2P1P2 = S, |MRR→jj |2 are the partonic cross sections with
Reggeized gluons or quarks (R) in the initial state. Fully gauge invariant treatment of the initial-
state off-shell gluons or quarks can be achieved in kt-factorization approach only when they are
considered as Reggeized gluons or Reggeons. The squared amplitudes of the partonic subpro-
cess are taken from Ref. [3] where the useful analytical formulae are presented. The unintegrated
parton distributions functions (UPDFs) are taken in the form proposed some time ago by Kimber-
Martin-Ryskin (KMR) [4].

The multi-dimensional differential cross section for DPS mechanism can be written as:

dσDPS(pp→ 4jets X)

dy1dy2d2p1,td2p2,tdy3dy4d2p3,td2p4,t
=

∑

i1,j1,k1,l1;i2,j2,k2,l2

C
σeff

× dσ(i1j1 → k1l1)

dy1dy2d2p1,td2p2,t

dσ(i2j2 → k2l2)

dy3dy4d2p3,td2p4,t
, (2)

where C =

{
1
2 if i1j1 = i2j2 ∧ k1l1 = k2l2
1 if i1j1 6= i2j2 ∨ k1l1 6= k2l2

}
and partons j, k, l,m = g, u, d, s, ū, d̄, s̄. The com-

binatorial factors include identity of the two subprocesses. In the calculations presented here we
have taken σeff = 15 mb.

The SPS production mechanisms of four-jet production is calculated within the LO event gen-
erator ALPGEN [5] where only light quarks/antiquarks are included. Weighted events from the
generator are used to construct distributions presented in the next section. In order to effectively
include higher-order effects an extra phenomenological K-factor is used. It was found that the
NLO contributions to four-jet production are important and the global K-factor for the integrated
cross section is only about 0.5.

3 Numerical results
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Figure 1: Pseudorapidity distributions for the leading (left panel) and fourth (right panel) jet together with
the CMS data. Details are shown on the plot.

In Fig. 1 we show the calculated SPS and DPS pseudorapidity distributions of the leading and
fourth jet together with the CMS data [6]. We observe that the DPS contribution increases when
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going to large pseudorapidities. Clear improvements are achieved at large pseudorapidities (|η| >
3) when the DPS contribution is added to the SPS contribution. The presented CMS data were not
optimized for searching for DPS effects and now we wish to explore how to improve the situation.
i.e. to enhance sample of the DPS events.

In Fig. 2 we show some correlation distributions which may be useful to increase relative DPS
contribution in four-jet case. In the left panel we present the distribution in rapidity distance
between the most remote jets and in the right panel the azimuthal angle distribution between
them. In order to enhance the DPS cross section the lower cut on pt of all four jets is taken (pt > 20
GeV). Lowering the lower cut on jet transverse momentum to 20 GeV for all four jets gives already
about 70% of DPS. Imposing in addition that the distance between the most remote jets is bigger
than ∆Y > 7 enhances the DPS contribution to about 80%. Thus imposing such cuts would help
to extract fairly precisely the σeff parameter.
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Figure 2: Distribution in rapidity distance (left) and azimuthal angle (right) of the most remote jets from
the four-jet sample.
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1 Introduction
Some time ago we predicted that at large energies the production of double charm should be

dominated by the double-parton scattering (DPS) mechanism [1]. The leading-order double cc̄
production was extended next to the kt-factorization approach [2, 3]. A good description of the
LHCb experimental data [4] was achieved for both the total cross section as well as the dime-
son correlation observables. In these calculations the standard scale-independent Peterson frag-
mentation function [5] was used. The single-parton scattering (SPS) gg → cc̄cc̄ contribution was
discussed carefully in both collinear [3] and kt-factorization [6] approaches.

Studies of inclusive D meson production at the LHC based on scale-independent FFs have
been done in the kt-factorization [7]. In turn, in Ref. [8] the calculation was done according to
the GM-VFNS NLO collinear scheme together with the several scale-dependent fragmentation
functions [9, 10]. A similar calculation were done recently also in the kt-factorization approach
with parton Reggeization hypothesis [11].

Very recently [12] we have investigated how important is the gluon fragmentation mecha-
nism for the double D-meson production, i.e. double fragmentation of each of the gluons in the
gluon dijets in SPS production and double fragmentation of each of the gluons in the gluon jet
in DPS production mechanism. Here the gluon and digluon production is considered in the kt-
factorization approach. via subprocesses RR→ g and RR→ gg, where R is the Reggeized gluon.
In this analysis we used scale-dependent fragmentation functions from [13].

2 A short sketch of theoretical formalism
In the traditional scenario the gg → cc̄ is the dominant production mechanism. In the scenario

proposed in [11] also g → D is included. When going to cc̄cc̄ the situation becomes even more
complicated as discussed in our recent paper [12]. Naturally a new single-parton scattering mech-
anism (called here SPS gg → DD) appears (top-right panel in Fig.1). Since here the two produced
gluons are correlated, the mechanism naturally leads to an azimuthal correlation between the DD
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Figure 1: A diagrammatic illustration of the mechanisms considered in Ref. [12]. The c → D, c̄ → D̄ and
g → D, D̄ is not shown explicitly, but is included in the calculation.

(or D̄D̄) mesons. Such a correlation was actually observed in the LHCb data [4] and could not be
explained by the SPS 2 → 4 perturbative gg → cc̄cc̄ contribution (see e.g. Ref. [6]).

In addition to the SPS double gluon fragmentation there are three classes of DPS contributions.
In addition to the coventional DPS cc → DD (top-left panel in Fig.1) considered in Refs. [2, 3, 6]
there is a double g → D (or double g → D̄) fragmentation mechanism, called here DPS gg → DD
(bottom-left panel in Fig.1) as well as the mixed DPS gc → DD contribution (bottom-right panel
in Fig.1).

Details of our calculation can be found in Ref. [12].

3 Preliminary results
Now we wish to show some preliminary results.
In Fig. 2 we compare results of our calculation with experimental distribution in transverse

momentum of one of the meson from theD0D0 (or D̄0D̄0) pair. We show results for the traditional
scenario when the standard Peterson FF is used for the c → D0 (or c̄ → D̄0) fragmentation (left
panel) as well as the result for the new scenario when more mechanisms are included and when
FFs with DGLAP evolution for c → D0 (or c̄ → D̄0) and g → D0 (or g → D̄0) are used. In
this calculation µ2 = m2

t,c is used as a scale for the fragmentation function. The different new
mechanisms shown in Fig. 1 give contributions of similar size. We can obtain agreement in the
second case provided the σeff parameter is increased from conventional 15 mb to 30 mb. Even
then we overestimate the LHCb data for 3 < pT < 5 GeV. The larger value in the second scenario
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is surprising but not excluded as discussed in Ref. [12].
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Figure 2: D0 meson transverse momentum distribution within the LHCb acceptance region. The left panel
is the first scenario and for Peterson c→ D fragmentation function while the right panel is the new scenario
and for the fragmentation function that undergo DGLAP evolution equation.

In addition in Fig. 3 we show dimeson invariant mass distribution MD0D0 . In the first scenario
we get a good agreement only for small invariant masses while in the new scenario we get a good
agreement only for large invariant masses. The large invariant masses are strongly correlated with
large transverse momenta, so the situation here is quite similar as in Fig. 2.
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Figure 3: MD0D0 dimeson invariant mass distribution within the LHCb acceptance region. The left panel
is the conventional scenario and the right panel is the new scenario.

In Ref. [12] we discuss more distributions.
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4 Conclusions
We have found that several new mechanisms appear if one allows g → D, D̄ fragmentation

with scale dependent fragmentation functions.
We have included the mechanism in double charm production. When added together the

new mechanisms give similar result as the traditional scenario with one subprocess (cc → DD)
and fixed (scale-independent) fragmentation function. However, some correlation observables,
such as dimeson invariant mass or azimuthal correlations between D mesons, are slightly better
described.

In our calculation within the new scenario a larger value of σeff is needed to describe the
LHCb data than found in the literature for other DPS processes.

The presence of the new single-parton scattering mechanism (non DPS type) may mean that
the extraction of σeff directly from the LHCb experimental data [4] may be incorrect.
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1 Abstract
The violation of DPS factorization ansatz due to the evident restriction on the total parton mo-
mentum is discussed. Numerically the corrections from the limited partonic phase space amount
to a factor 2 in the total rates at the LHCb conditions with ZD or WD associated production taken
as examples.

2 Introduction
The existence of multi-parton interactions (MPI) in hadron-hadron collisions [1–4] at high energies
is a natural consequence of the fast increase of the parton flux at small parton longitudinal mo-
mentum fractions and the requirement of unitarization of the cross sections in perturbative QCD.
The great splash of investigation activity around MPI in last years [1–4] has been stimulated by
the experimental evidence for double parton scattering (DPS) in the processes producing two in-
dependently identified hard particles in the same collision. Such processes have been observed in
proton-proton and proton-antiproton collisions by a number of collaborations for the final states
containing four jets, γ + 3 jets, W + 2 jets, double J/ψ and others.

In our recent publication [5] we have considered associated production of charged gauge
bosons W± and charged charmed mesons D(∗)± at the LHC and came to the conclusion that
same-sign W± D(∗)± events could serve as an indicator of DPS. Our investigation was only re-
stricted to central region, i.e. to CMS [6] and ATLAS [7] kinematic conditions, since these were the
only collaborations who provided the data (though not on same-sign WD configurations). LHCb
Collaboration is also going to measure the production cross sections for all of the four WD charge
combinations. It is very tempting to foreshow the experimental measurement with theoretical pre-
diction. At the LHCb conditions the probed longitudinal momentum fractions are not far from the
phase space boundary where the evident restriction on the total parton momentum may spoil the
factorization hypothesis commonly used in DPS. The possible influence of the momentum con-
servation factor on the total rates at the LHCb conditions with ZD or WD associated production
taken as examples is main purpose of this talk.
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3 Formalism and results
As far as the single parton scattering (SPS) are concerned, the calculations were done [5] in the
kt-factorization technique. The evaluation of DPS contributions was done in accordance with the
formula

σWD
DPS =

σWSPSσ
D
SPS

σeff
, (1)

where σeff is a normalization constant that encodes all “DPS unknowns” into a single phenomeno-
logical parameter (for details see the reviews [1–4] and references therein). This simple formula is
usually derived under the two following simplifying approximations: (i) the double parton dis-
tribution functions can be decomposed into longitudinal and transverse components, and (ii) the
longitudinal component Dij

p (x1, x2;Q2
1, Q

2
2) reduces to the diagonal product of two independent

single parton distribution functions:

Dij
p (x1, x2;Q2

1, Q
2
2) = Di

p(x1;Q2
1)Dj

p(x2;Q2
2) (2)

(here x1 and x2 are the longitudinal momentum fractions of two parton of type i and j undergoing
the hard subprocesses at scale Q1 and Q2). The latter approximation is acceptable in collider
experiments where only small x1 and x2 values are probed. However, this cannot be said of the
LHCb conditions, especially with respect to as heavy systems as gauge bosons. At the LHCb
conditions, the probed longitudinal momentum fractions x1 and x2 are not far from the phase
space boundary where the evident restriction on the total parton momentum x1 + x2 ≤ 1 violates
the DPS factorization ansatz commonly used.

Setting the boundary condition in the form of theta-function Θ(1 − x1 − x2) would result in
a step-like discontinuity at the edge of the phase space. This does not seem physically consistent
for double parton distribution functions. In more accurate approach [8–15]

Dij
p (x1, x2;Q2

1, Q
2
2) = Di

p(x1;Q2
1)Dj

p(x2;Q2
2)

×(1− x1 − x2)n. (3)

The factor (1 − x1 − x2)n smoothly imposes the kinematical constraints and n > 0 is a parameter
to be fixed phenomenologically. One chooses n to be 2 often. This choice of phase space factor
can be partly justified [8, 10] in the framework of perturbative QCD and gives the double parton
distribution functions which satisfy the momentum sum rules [9] reasonably well. We use n = 3
also to get feeling of possible effects related to the kinematical constraints, The case without the
kinematical constraints is just n = 0. A numerical value of σeff ' 15 mb has earlier been obtained
empirically from fits to pp̄ and pp data.

Having considered the production of Z0D,W±D states at the LHCb conditions we found [16]:
As a general rule for the production of electroweak bosons in the DPS channel, the simple DPS
factorization formula needs to be corrected for the limited partonic phase space. Numerically,
these corrections amount to a factor of 2 in the total rates and, when taken into account, lead to
better agreement with the available data [on Z0D production [17]] than it seemed before.
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This contribution deals with double parton scattering, whose cross section, studied through
the so called “effective cross section”, σeff , depends on non-perturbative quantities, the so called
double parton distribution functions (dPDFs), describing the joint probability of finding two par-
tons at a given transverse distance with given longitudinal momentum fractions. dPDFs are re-
lated to the three-dimensional (3D) nucleon structure, as discussed in Ref. [1]. However, since
there are no data available for dPDFs, they must be estimated through non perturbative methods,
such as using model calculations, see Refs. [2–5]. In particular, in Ref. [5], dPDFs have been calcu-
lated by means of the Light-Front (LF) approach, which allows one to achieve a Poincaré covariant
treatment, an essential feature to reproduce the dPDFs sum rules. Thanks to this procedure we
have a correct starting point for a precise perturbative QCD (pQCD) evolution. In this scenario,
dPDFs are estimated at a low energy scale,Q0 ∼ ΛQCD, as extensively done for the PDFs, and then
the results must be evolved using pQCD in order to match data taken at an energy scale Q > Q0.
dPDF evolution is described in, e.g., Refs. [4, 6–8]. We stress that in our approach, there is only
evolution on x1,2, the one on k⊥ being still an open challenge and, since we are interested in the
valence region, only the homogenous part of the evolution equations has been taken into account
in our calculations. Thanks to this scheme, our model calculations can be relevant for the analysis
of high-energy data. In Ref. [9], we have evaluated σeff in the dynamical framework of Ref. [5],
deriving a suitable expression of σeff , in terms of PDFs and dPDFs. In particular, we started from
the phenomenological definition of σeff and then, following the strategy described in details in
Ref. [9], one finds:

σeff (x1, x
′
1, x2, x

′
2) =

∑
i,k,j,l Fi(x1)Fk(x

′
1)Fj(x2)Fl(x

′
2)CikCjl∑

i,j,k,l CikCjl
∫
Dij(x1, x2;k⊥)Dkl(x

′
1, x

′
2;−k⊥) dk⊥

(2π)2

, (1)

where F pi(k) is the standard single PDF, i = {q, q̄, g}, Cij are color factors which stay in the ratio
Cgg : Cqg : Cqq = 1 : (4/9) : (4/9)2 and Dij(x1, x2;k⊥), is the so called “double generalized
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parton distribution” (2GPD, [10, 11]). This quantity, depending on k⊥, the transverse momen-
tum imbalance of the partons 1 and 2, is the the Fourier transform of the dPDFs Dij(x1, x2; r⊥),
depending on r⊥, the transverse distance in coordinate space. This is the non-perturbative input
describing soft Physics. In Eq. (1), neglecting parton correlations, a factorized form of dPDFs, in
terms of standard PDFs, e.g., Dij(x1, x2;k⊥) ∝ Fi(x1)Fj(x2)T (k⊥), can be used. In this scenario,
a constant value of σeff w.r.t. to xi is obtained, see e.g. Refs. [10, 11]). This condition is often
guessed for the extraction of σeff from data. For discussions on the uncorrelated ansatz see, e.g.,
Refs. [6,7]. Anyhow, in the valence region we are interested here, this assumption is not supported
by model calculations [2, 3, 5]. However, in the present experimental scenario, σeff , measured by
different experiments [12–17], with different final states and values of the center-of-mass energy,
is consistent with a constant value. Nevertheless, the large experimental errorbars could hide the
fundamental xi-dependence, an important feature strictly related to the 3D nucleon structure [1].
Usually, information on the 3D structure of nucleons, associated to the transverse position of par-
tons, is investigated through Generalized Parton Distributions (GPDs) in impact parameter space.
However they are one-body distribution while, dPDFs are two-body densities, sensitive to correla-
tions, which encode information on the relative transverse distance of partons, a complementary
information w.r.t. the one described in GPDs. This issue motivates the present study. For the
calculation of σeff , the quark model, adopted to estimate PDFs and dPDFs, is the one used in
Ref. [5], being capable to reproduce the light baryon spectrum. Moreover, we focus our analysis
on the the kinematics of the old AFS data [12], being the ones including the valence region, i.e.
x1 ' x′1, x2 ' x′2 and 0.2 ≤ x1,2 ≤ 0.3 and the energy scale turns out to be Q2 ' 250 GeV2. In Fig.
1, σeff is shown at the scale of the model, µ20 ' 0.1 GeV2, and after non-singlet evolution to Q2. A
strong x1,2 dependence has been found in this kinematical range in both the scenarios. As one can
see in Ref. [9], the average value of σeff , σ̄eff ∼ 10.9 mb, is in good agreement with the experimen-
tal data [12–14]. Preliminary results of the evaluation of σeff , in the valence region, including also
gluons and sea quarks, perturbatively generated, are qualitatively in agreement with the the ones
shown in Fig. 1 In all these calculations, a strong x-dependence has been found in the valence re-
gion, due to the presence of correlations before and after pQCD evolution. One should notice that
the three old experimental extractions of σeff [12–14], which include the valence region, lie in the
obtained range of values of σeff shown in Fig. 1. and Fig. 2. We conclude remarking that we have
found a suitable expression of σeff for microscopic calculations. σeff has been estimated within
a relativistic Poincaré covariant quark model and our investigation predicts an xi dependence of
σeff , whose values are consistent with data including the valence region. The measurement of
σeff , in restricted xi ranges, would lead to a first signature of double parton correlations in the
proton, a novel and interesting aspect of the 3D structure of the nucleon.

M. RINALDI
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Figure 1: σeff (x1, x2, Q2) for the values of x1, x2 measured in Ref. [14] Left panel: hadronic scale; right panel: Q2 = 250 GeV2.
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1 Ultraviolet behaviour of double parton scattering
The familiar factorisation formula for double parton scattering (DPS) reads

dσDPS

dx1dx̄1 dx2dx̄2
=

1

C
σ̂1 σ̂2

∫
d2y F (x1, x2,y)F (x̄1, x̄2,y) , (1)

where C is a combinatorial factor, σ̂1,2 is the cross section for the first or second hard-scattering
subprocess, and F (x1, x2,y) is a double parton distribution (DPD). y denotes the transverse dis-
tance between the two partons. A field theoretical definition of F (x1, x2,y) is naturally given
by the matrix element between proton states of two twist-two operators at relative transverse dis-
tance y. As explained in [1], the leading behaviour of DPDs at small y is controlled by the splitting
of one parton into two, shown in figure 1a. The corresponding expression reads

F (x1, x2,y) =
1

y2

αs
2π2

f(x1 + x2)

x1 + x2
T

(
x1

x1 + x2

)
for small y . (2)

For simplicity we dropped labels for the different parton species and polarisations, as we already
did in (1).

Inserting the short-distance limit (2) in the cross-section formula (1) reveals an immediate prob-
lem: the integration over y diverges strongly in the ultraviolet. In fact, the approximations that
lead to (1) are not valid when y becomes too small (compared with the inverse of the large mo-
mentum scale Q of the hard scattering). This unphysical ultraviolet divergence signals another
problem, namely one of double counting: the graph in figure 1b shows a contribution to double
parton scattering, with perturbative splitting in each DPD. Drawn as in figure 1c, the same graph
gives however a contribution to single parton scattering (SPS) at higher loop order. For multi-jet
production this problem was already pointed out in [2].
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(a)

F (x̄1, x̄2,y)

F (x1, x2,y)

(b) (c)

Figure 1: (a) Perturbative splitting contribution to a DPD. (b) Contribution of double perturbative
splitting to DPS, also called “1 vs 1” graph. (c) Single hard scattering contribution.

2 A consistent scheme
The following scheme provides a consistent treatment of single and double scattering contribu-
tions to a given process, and it removes the ultraviolet divergence in the naive double scattering
formula just discussed. We regulate the DPS cross section (1) by inserting a function under the
integral over DPDs,

∫
d2y

[
Φ(νy)

]
2 F (x1, x2,y)F (x̄1, x̄2,y) , (3)

which is chosen such that Φ(u)→ 0 for u→ 0 and Φ(u)→ 1 for u� 1. (We take the square of Φ in
order to have a closer connection to the case discussed in section 5.) This removes contributions
with distances y = |y| below 1/ν from what is defined to be double parton scattering. An appro-
priate choice for this cutoff scale is ν ∼ Q. Double and single parton scattering are then combined
as

σDPS − σsub + σSPS , (4)

where σDPS is the regulated DPS cross section and σSPS the SPS cross section computed in the
usual way (given by figure 1c and its crossed variants in our example). The subtraction term
σsub is given by the DPS cross section with both DPDs replaced by the splitting expression (2),
computed at fixed order in perturbation theory and used at all y. Note that at any order in αs, the
computation of σsub is technically much simpler than the one of σSPS.

Let us see how this construction solves the double counting problem. We work differentially
in y, which is Fourier conjugate to a specific transverse momentum variable as specified in [1]
and can thus be given an unambiguous meaning, not only in the DPS cross section but also in the
box graph of figure 1c and the associated term σSPS. For y ∼< 1/Q one has σDPS ≈ σsub because
the perturbative approximation (2) of the DPD works well in that region. The dependence on
the cutoff function Φ(νy) then cancels between σDPS and σsub, and one is left with σ ≈ σSPS. For
y � 1/Q one has σsub ≈ σSPS, because in that region the box graph can be approximated just as
is done in the DPS formula. One is thus left with σ ≈ σDPS at large y, and the cutoff function
Φ(yν) ≈ 1 does not have any effect there. The construction just explained is a special case of

M. DIEHL, J.R. GAUNT
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F (x̄1, x̄2,y)

(a) (b)

Figure 2: (a) Contribution of single perturbative splitting to DPS, also called “1 vs 2” graph. (b)
Graph with a twist-two distribution for one proton and a twist-four distribution for the other.

the general subtraction formalism discussed in chapter 10 of [3], and it works order by order in
perturbation theory.

3 Splitting and intrinsic contributions to DPDs
At small y a DPD – defined as a hadronic matrix element as already mentioned – contains not
only the perturbative splitting contribution described by (2) but also an “intrinsic” part in which
the two partons do not originate from one and the same “parent” parton. We emphasise that our
scheme does not need to distinguish these “splitting” and “intrinsic” contributions when setting
up the factorisation formula for the cross section. In fact, we do not know how such a separation
could be realised in a field theoretic definition valid at all y. It is only when writing down a
parameterisation of F (x1, x2,y) that has the small-y limit predicted by QCD that we separate the
DPD into splitting and intrinsic pieces.

If we consider the DPS cross section formula at small y and take the splitting contribution
for only one of the two protons, then we obtain the “1 vs 2” contribution depicted in figure 2a,
which has been discussed in detail in [4, 5], [6, 7] and [8]. The corresponding integral in the cross
section goes like d2y/y2 and thus still diverges at small y if treated naively. In our regulated DPS
integral (3), it gives a finite contribution with a logarithmic dependence on the cutoff scale ν.

Just as the 1 vs 1 contribution of figure 1b corresponds to the SPS graph 1c, the 1 vs 2 contri-
bution of figure 2a corresponds to a contribution with a twist-two distribution (i.e. a usual parton
density) for one proton and a twist-four distribution for the other proton, shown in figure 2b. The
complete cross section is then obtained as

σ = σDPS − σsub (1vs1) + σSPS − σsub (1vs2) + σtw2 × tw4 . (5)

The DPS term contains the full DPDs and thus generates 1 vs 1, 1 vs 2 and the usual 2 vs 2 contri-
butions. The terms σsub (1vs1) and σSPS were discussed in the previous section. The term σtw2 × tw4
corresponds to figure 2b, and the associated subtraction term σsub (1vs2) is obtained from the DPS
formula by replacing one DPD with its perturbative splitting approximation (2) and the other
DPD with a twist-four distribution.
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Figure 3: Graphs with additional gluon emission that give rise to DGLAP logarithms in strongly
ordered kinematics, as explained in the text.

Since very little is known about parton distributions of twist four, including σtw2 × tw4−σsub (1vs2)
in the cross section is a challenge for phenomenology. One can however show that with the choice
ν ∼ Q this combination is subleading in logarithms log(Q/Λ) compared to the 1 vs 2 part of σDPS
and can hence be dropped at leading logarithmic accuracy.

4 DGLAP logarithms
As discussed in [1], the DPDs F (x1, x2,y) are subject to homogeneous DGLAP evolution, with
one DGLAP kernel for the parton with momentum fraction x1 and another for the parton with
momentum fraction x2. One can show that the evolved distributions in the DPS cross section
correctly resum large DGLAP logarithms in higher-order graphs. An example is the 1 vs 2 graph
in figure 3a, which builds up a logarithm log2(Q/Λ) in the region Λ � |k| � Q, compared with
the single log(Q/Λ) of the graph without gluon emission. Similarly, the higher-order SPS graph in
figure 3b builds up a logarithm log(Q2/Q1) in the region Q1 � |k| � Q2 if the scales Q1 and Q2

of the two hard scatters are strongly ordered among themselves. This type of logarithm is readily
included in the cross section by taking separate renormalisation scales µ1,2 ∼ Q1,2 for the two
partons in the DPDs.

5 Extension to measured transverse momenta
So far we have discussed DPS and SPS in collinear factorisation, where the net transverse momen-
tum q1 and q2 of the particles produced by each hard scatter is integrated over. As shown in [1],
DPS can also be formulated for small measured q1 and q2 by generalising the corresponding for-
malism for SPS (which is e.g. documented in chapter 13 of [3]). Our scheme is readily extended to
this case. The DPS cross section then involves a regularised integral

∫
d2y d2z1 d

2z2 e
−iq1z1−iq2z2 Φ(νy+) Φ(νy−)F (x1, x2, z1, z2,y)F (x̄1, x̄2, z1, z2,y) , (6)

where F (x1, x2, z1, z2,y) is a transverse-momentum dependent DPD transformed to impact pa-
rameter space. The perturbative splitting mechanism renders these distributions singular at the
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points y± =
∣∣y ± 1

2(z1 − z2)
∣∣, as seen in section 5.2 of [1], and the function Φ regulates the loga-

rithmic divergences that appear in the naive DPS formula.
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Studies of double parton scattering with the ATLAS detector

Orel Gueta
on behalf of the ATLAS collaboration

Tel Aviv University

Interactions with more than one pair of incident partons in the same hadronic collision have
been discussed on theoretical grounds since the introduction of the parton model to the descrip-
tion of particle production in collisions with hadronic initial states [1–3]. The simplest case of
multi-parton interactions, referred to as double parton scattering (DPS), has been the focus of
many phenomenological studies and experimental measurements [4]. For a process in which a
final state A + B is being produced, the simplified formalism of [5, 6] yields

σDPS
A+B =

1

1 + δAB

σAσB

σeff
, (1)

where σA (σB) is the cross-section for the final state A (B). The quantity δAB is the Kronecker
delta used to construct a symmetry factor such that for identical final states with identical phase
space, the DPS cross-section is divided by two. The σeff is a purely phenomenological parameter
determining the overall size of DPS cross-sections. At values typical for hadronic cross-sections, it
has been measured to range between 10 and 20 mb. Described here are four studies of ATLAS [7]
in various final states [8–11].

The production of W bosons in association with two jets in pp collisions at a center-of-mass
energy of

√
s = 7 TeV has been analyzed for the presence of DPS using data corresponding to

an integrated luminosity of 36 pb−1 [8]. The fraction of events arising from DPS, fDPS, has been
measured through the normalized pT balance between the two jets, ∆n

jets,

∆n
jets =

|~pJ1T + ~pJ2T |
|~pJ1T |+ |~pJ2T |

, (2)

which shows good differentiating power between the production of the W + 2 jets final state in a
single parton scattering (SPS) and in a DPS. A fit was performed to the normalized, detector-level,
background-corrected data distribution of ∆n

jets using two normalized templates, denoted by A
and B. The result of the fit of the form (1−fDPS)·A+fDPS·B is shown in Figure 1. Template A repre-
sents the expected contribution to the distribution of ∆n

jets from SPS events and was selected from
events generated with the ALPGEN Monte Carlo generator, interfaced with HERWIG and JIMMY

126 MPI@LHC 2015



n
jets∆

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
v
e

n
ts

 /
 0

.0
3

0

0.02

0.04

0.06

0.08

0.1

0.12
=7 TeVs data ­ physics BG, νWl

Fit distribution
A+H+J template A
template B 

ATLAS

­1
 Ldt=36 pb∫

Figure 1: Distribution of ∆n
jets

from background-subtracted
data (dots) compared to the re-
sult from the best fit for fDPS [8].
The result of the fit is shown
as the green histogram. The
bins to the right of the vertical
dash-dotted line were excluded
from the fit. Data and the overall
fit have been normalized to
unity, Template A (dashed line)
to 1− fDPS and Template B (blue
solid line) to fDPS.

(AHJ). Template B represents the expected contribution from DPS events and was estimated from
dijet events in data.
For jets with transverse momentum pT ≥ 20 GeV and rapidity |y| ≤ 2.8, a central value of

fDPS = 0.08± 0.01 (stat.)± 0.02 (sys.) (3)

was obtained. The result for fDPS was used to extract σeff ,

σeff(7 TeV) = 15± 3 (stat.) +5
−3 (sys.) mb. (4)

The W + J/ψ cross-section, corrected for the detector acceptance and the branching ratio of
J/ψ → µ+µ−, was measured relative to the inclusive W boson cross-section (Rincl

J/ψ) using the 2011
ATLAS dataset of 4.5 fb−1 at

√
s = 7 TeV [9]. The value of σeff measured in the W + 2 jets final

state, together with the prompt J/ψ cross-section from the ATLAS measurement [12], were then
used to estimate the DPS contribution to the W + J/ψ final state, fDPS = 0.38+0.22

−0.20 (tot.). The
distribution of Rincl

J/ψ as a function of the pT of the J/ψ is shown in Figure 2(a) together with the
estimated DPS contribution.

The first measurement of associated Z + J/ψ production was performed in ATLAS using
20.3 fb−1 of data at

√
s = 8 TeV [10]. In DPS producing the Z + J/ψ final state, the azimuthal

angle between the Z boson and the J/ψ (∆φ(Z, J/ψ)) is expected to be uniform, while in SPS pro-
ducing the same final state the angle is expected to be ∼ π at leading-order. Assuming that all of
the events with ∆φ(Z, J/ψ) < π/5 originate from DPS, a limit on the maximum DPS contribution
to the observed Z+J/ψ signal was obtained (see Figure 2(b)). The upper limit on fDPS was found
to be fDPS < 0.29 at 68% confidence level, corresponding to the lower limit on σeff ,

σeff(8 TeV) > 5 mb. (5)

For the purpose of measuring σeff in the four-jet final state [11], the 2010 ATLAS dataset, corre-
sponding to 37 pb−1 at

√
s = 7 TeV, was used to select three samples of events, two dijet samples
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Figure 2: (a) The cross-section ratio dRincl
J/ψ/dpT as a function of the J/ψ transverse momentum [9].

The shaded uncertainty corresponds to the variations due to the various spin-alignment scenarios.
The estimated contribution from DPS is overlaid with its uncertainty shown by a shaded region.
(b) Distribution of the azimuthal angle between the Z boson and the J/ψ meson for prompt J/ψ
production, overlaid with the pileup contribution [10]. The maximum DPS contribution allowed
by the data is shown as the yellow band. The hashed region shows the DPS and pileup uncertain-
ties added in quadrature.

and one four-jet sample. The former have at least two jets in the final state and the latter has at
least four. Jets are required to have pT ≥ 20 GeV and |η| ≤ 4.4. In each event, jets are sorted in
decreasing order of their transverse momenta. Denoting piT the transverse momentum of the i th

jet in an event, the jet with the highest-pT, p1
T, is referred to as the leading jet. The leading jet in

four-jet events is required to have p1
T ≥ 42.5 GeV to comply with the requirements of the available

jet triggers.
Based on Monte Carlo studies, DPS contributes in two ways. In one contribution, the sec-

ondary scatter produces two of the four leading jets in the event; such events are classified as
complete-DPS (cDPS). In the second contribution of DPS to four-jet production, three of the four
leading jets are produced in the hardest scatter, and one jet is produced in the secondary scatter;
such events are classified as semi-DPS (sDPS). The contribution of DPS to the four-jet final state
was estimated using the expected topology of the jets in SPS, cDPS and sDPS events. The SPS and
sDPS samples were extracted from a multi-jet sample generated with AHJ and the cDPS sample
was constructed by overlaying dijet events from data. The kinematic relations between pairs of
jets were then used as input in the training of an artificial neural network (NN). The fraction of
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DPS events was estimated with a template fit to the NN output distribution in data,

fDPS = 0.084 +0.009
−0.012 (stat.) +0.054

−0.036 (syst.) . (6)

The distribution of the variable

∆pT
34 =

∣∣~p 3
T + ~p 4

T

∣∣
p3

T + p4
T

, (7)

in data is compared to a combination of the distributions in the three samples, SPS, cDPS and
sDPS in Figure 3. The latter three distributions are normalized to their respective fraction in the
data as obtained by the fit. A good description of the data is achieved. The fraction in Eq.(6) was
used to extract σeff , yielding

σeff(7 TeV) = 16.1 +2.0
−1.5 (stat.) +6.1

−6.8 (syst.) mb . (8)

This value is consistent within the quoted uncertainties with previous measurements, performed
in ATLAS and in other experiments [8, 10, 11, 13–20], some of which are summarized in Figure 4.
Within the large uncertainties, the measurements are consistent with no

√
s dependence of σeff .
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Double parton scattering in same sign W pairs

Diego Ciangottini1
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The internal partonic structure of the hadron is an open issue that has a huge impact especially
in experiments at hadron colliders as LHC. In fact the increasing center of mass energy, reached
at colliders, makes the description of final states more complicated as the time goes by. In first
place that is due to the increasing energy of the parton with a same x, that in collision with larger
s enhances the probability of the production of an hard parton. Therefore a good understanding
of parton interactions is essential in performing precise physics measurements.

The evidence for Multi Parton Interactions (MPI) came from high pT events observed in hadron
collisions at the ISR at CERN [1] and later at the Fermilab Tevatron collider [2,3]. The introduction
of MPI models (extending the perturbative description in a soft regime) in Monte Carlo tools,
improved the description of those observations. Only a phenomenological approach can be used,
due to the fact that its dynamics are not well understood since they are governed by soft and semi-
hard interactions. In almost all cases, MPI are implemented by assuming a Poissonian distribution
of elementary partonic interactions, with an average number depending on the impact parameter
of the hadronic collision. The cross section is characterized by a stronger dependence on the
incoming parton flux (as compared with the single pair case). Therefore MPI becomes increasingly
important at higher centre-of-mass energies [4, 5] of the colliding hadrons, where partons with
smaller and smaller fractional momenta play an active role.

All the actual Monte Carlos used for event simulation at CMS have to include MPI in order to
make their predictions compatible with some observables of inelastic events such as the final state
multiplicities, energy densities and many others.

In order to characterize MPI one can try to access a more controlled scenario by directly observ-
ing MPI processes; the simplest case is in the Double Parton Scattering (DPS), where two among
all the parton-parton interactions can be described perturbatively (Double hard Parton Scatter-
ing). The talk is focused in the characterization of the MPI through same sign W boson pairs final
state, as a first attempt to observe DPS in a model independent scenario.

This analysis studied DPS events with two same sign muons and two respectively associated
neutrinos in the final state at 8 TeV [6]. In case of DPS the two W bosons are produced in first
approximation independent of each other, and they are expected to be randomly distributed in
the azimuthal plane and with less transverse momentum (pT ) as compared to SPS production.
Hence, the muons produced from DPS are less boosted as compared to the leptons produced from
SPS and there would not be any correlation between the two muons in the azimuthal plane.
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The final state leptons can be studied using several observables. The scalar sum pT of two
muons and their pT can be used for the discrimination purpose. For the same reason the az-
imuthal separations between the muon direction and MET have been studied as well. The invari-
ant transverse mass of a muon and MET and the invariant transverse mass on two muon system
are studied since they are sensitive to energy imbalance in the two W boson system.

After applying a standard selection for same sign W final states, background contributions
are normalized for the considered integrated luminosity, and simulation-based events are used
to evaluate the standard model background of WZ, Wγ, ZZ and single parton scattering WW
processes. The predicted contribution on the total yield for those processes, after event selection,
is less than 30%; the dominant part of background is due to events in which one (or two) muons
coming from heavy-flavour decays are misidentified as coming from a prompt decay of W or Z
boson. We will refer to misidentified muon will as fake, while prompt muons are those directly
coming from W or Z boson decays. The method used to evaluate backgrounds with fake muons is
data-oriented and consists in taking a fake muon enriched control sample and then extrapolating
that to the background of the signal sample. Both control samples and extrapolation factors are
derived directly from data.

After several control and validation studies, a Multi-Variate Analysis (MVA) using a Boosted
Decision Tree (BDT) [7] has been performed in order to improve sensitivity to DPS events with
respect to a single observable study. BDT’s have been successfully used in High Energy Physics
analyses, e.g., by the MiniBooNE experiment [8], in which the selection is done on a majority vote
on the result of several decision trees, which are all derived from the same training sample by
supplying different event weights during the training. For BDT selection, an event is successively
subjected to the whole set of decision trees and depending on how often it is classified as signal,
a ”likelihood” estimator is constructed for the event being signal or background. The idea is to
use the BDT estimator to get a response shape with the highest possible DPS sensitivity; therefore
many sensitive kinematic observables have been put into the BDT training process.

BDT response is studied on top of the same-sign offline base selection and results are shown
the following (Figure 1).

In order to evaluate a limit on the DPS yield, we computed the expected and observed upper
limits on the ratio of measured DPS yield with respect to the yield expected from simulation (at
95% C.L). We used the CLs method which is based on the modified frequentist approach [9, 10].
Table 1 shows the results for expected and measured limits on DPS yields.

Then a further study is performed in order to investigate the results: ”limit vs σDPSWW ” plots (fig. 2),
shows on x-axis different MC assumptions on σDPSWW , then for each of these hypothesis the limit on
DPS yield ratio is calculated (both expected and observed). In this way it is visible how sensitivity
changes for different σeff scenario.

Although no direct measurements of DPS yield are allowed with current statistics, an exclusion
limit on DPS signal strength can be set. The limit estimation excludes at 95% CLs a signal strength
r > 1.897 (28 DPS events), with an expected exclusion of r > 2.01 (30 DPS events), which means
an upper limit on σDPSWW < 1.12 pb at 95% of confidence level. Considering the two scattering
to be independent and no correlation between interacting partons, one can put in relation the
limit on σDPSWW with the σeff using the factorization formula. Considering the cross section for
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the production of a W boson that decays leptonically σW→lν = 37509pb and the corresponding
branching ratio BRW→lν = 0.326, the limit on the σeff can be written as:

σeff >
(σW→lν)

2

2 · (BR2
W→lν) · σDPSWW

= 5.91mb.

A scenario with 10 times more luminosity of the presented analysis has been preliminarily
investigated and, considering additional final states from W leptonic decays, would allow a direct
measurement of σeff with the incoming LHC Run-II.

Figure 1: BDT response for events passing offline base selection. Yellow bands are systematics
uncertainties, error bars on point are statistical uncertainties.
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Table 1: 95% CLs Limit on DPS signal strength

95% CLs
BDT
Expected r < 2.001
Expected ±1σ [1.443,2.778]
Expected ±2σ [1.085,3.691]
Observed r < 1.897
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Dynamical approach to MPI in four jet, W+dijet and Z+dijet
production within the PYTHIA event generator

B.Blok1 and P. Gunnellini2

1Physics Department, Technion, Haifa 32000 Israel
2Deutsches Elektronen-Synchrotron (DESY), Notkestrase 85, 22607 Hamburg, Germany

It is widely realized now that hard Multiple Parton Interactions (MPI) play an important role in
the description of inelastic proton-proton (pp) collisions at high center-of-mass energies. Starting
from the eighties [1,2] until the last decays the detailed theoretical, experimental and Monte Carlo
(MC) studies were performed (see e.g. [3–12] (and references therein) for the latest work on the
subject).

Recently, a new approach based on perturbative Quantum Chromodynamics (pQCD) has been
developed [6–9] for describing the MPI.Its main ingredients are:

• the MPI cross sections are expressed through new objects, namely double Generalized Par-
ton distributions (GPD2);

• besides the conventional mean field parton model approach to MPI, represented by the so-
called 2 ⊗ 2 mechanism (see Fig. 1 left), an additional 1 ⊗ 2 mechanism (Fig. 1 right) is
included. In this mechanism, which can be described in pQCD, the parton from one of the
nucleons splits at some hard scale and creates two hard partons that may participate in MPI.
This mechanism leads to a significant transverse-scale dependence of MPI cross sections;

• the contribution of the 2⊗2 mechanism to GPD2 is calculated in a mean field approximation
with model-independent parameters.

Recently, the first step towards implementation of this approach in MC generators was done
in [13, 14]. We use the standard simulation of the MPI implemented in PYTHIA [17], but with
values of σeff calculated by using the QCD-based approach of [6–9], i.e. including 1⊗ 2 processes.

We use a single gaussian to model the matter distribution function of the protons in PYTHIA

[15–17]. With these settings, the value of σ(0)
eff would however be constant and independent on the

scale. In order to implement the x and the scale dependence of σeff in collisions where a hard MPI
occur, according to [6–9], the Pythia-8 generated events are reweighted according to:

σeff =
σ

(0)
eff

1 +R
, (1)
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Figure 1: Sketch of the two considered MPI mechanisms: 2⊗ 2 (left) and 1⊗ 2 (right) mechanism.

where σ(0)
eff is the effective cross section in the mean field approach calculated in a model inde-

pendent way from GPD1, parameterized from HERA data [6, 18, 19], and R corresponds to the
correction due to 1 ⊗ 2 mechanism [7–9]. This approach gives a unified description of experi-
mental data at both hard (DPS) and morderate (UE) scales, with good accuracy and no new fit
parameters, specific for MPI, except Q2

0 whose value is expected to lie in the range 0.5-2 GeV2,
and that describes the separation between hard and soft scales. The transverse scale dependent
function R is calculated numerically by solving the nonlinear evolution equation [8, 9].

The new tune, that includes reweighting according to Eq. (1) is called in the graphs below ”UE
tune dynamic σeff ”, and the number is a Q0 value.

For underlying event we use the following observables:Ncharge and
∑
p⊥ density.

For DPS we use the following observables for 4 jet final states:

∆S = arccos

(
~pT (pair1) · ~pT (pair2)

|~pT (pair1)| × |~pT (pair2)|

)
, (2)

∆relpT =
|~p jet1T + ~p jet2T |
|~p jet1T |+ |~p jet2T |

, (3)

while for W+dijet, and Z+dijet we have:

∆S = arccos

(
~pT (boson) · ~pT (jet1,2)

|~pT (boson)| × |~pT (jet1,2)|

)
, (4)

∆relpT =
|~p jet1
T + ~p

jet2
T |

|~p jet1
T |+ |~p

jet2
T |

, (5)

where boson may be the W or Z boson, jet1,2 is the jet pair and jet1 (jet2) is the leading (subleading)
jet.

Our results are depicted in Figs. 2-4 for 4 jet case, and 5,6 for W and Z+dijet production.
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Figure 2: Charged particle density (left) and
∑
pt density (right) as a function of the leading

charged particle in the transverse regions, measured by the ATLAS experiment at 7 TeV. The data
are compared to various predictions: the UE tune with constant σeff value (red curve), the UE tune
with σeff x dependence applied (blue curve), the UE tune with σeff scale dependence with Q2

0=1.0
GeV2 applied (black curve) and the UE tune with both σeff x and scale dependence with Q2

0=1.0
GeV2 applied (pink curve). The lower panel shows the ratio between the various prediction and
the experimental points.
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Figure 3: Normalized cross section distributions as a function of the correlation observables ∆S
(left) and ∆rel

softpT (right) measured in a four-jet scenario by the CMS experiment at 7 TeV. The data
are compared to various predictions: the new UE tune (red curve), the new UE tune with the x
dependence applied (blue curve), the new UE tune with only the scale dependence with Q2

0=1.0
GeV2 applied (black curve) and the new UE tune with both x and scale dependence with Q2

0=1.0
GeV2 applied (pink curve). The lower panel shows the ratio between the various prediction and
the experimental points.
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Figure 4: Normalized cross section distributions as a function of the correlation observables ∆S
(left) and ∆rel

softpT (right) measured in a four-jet scenario by the CMS experiment at 7 TeV . The
data are compared to various predictions obtained with the new UE tune where both x and scale
dependence have been applied with Q2

0 equal to 1.0 (red curve), 0.5 (blue curve) and 2.0 (black
curve) GeV2. The lower panel shows the ratio between the various prediction and the experimen-
tal points.
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Figure 5: CMS data at 7 TeV for the normalized distributions of the correlation observables ∆S
(left) and ∆relpT (right) in the W+dijet channel, compared to predictions of POWHEG interfaced to
PYTHIA 8 UE Tune with different σeff dependence applied: no reweighting applied (red line), x-
dependent σeff values (blue line), x- and scale-dependent σeff values with Q2

0 = 0.5 GeV2 (green
line) and x- and scale-dependent σeff values with Q2

0 = 1 GeV2 (pink line). Also shown are the
ratios of these tunes to the data.
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Figure 6: Predictions at 7 TeV for the normalized distributions of the correlation observables ∆S
(left) and ∆relpT (right) in the Z+dijet channel, of simulations performed with POWHEG interfaced
to PYTHIA 8 UE Tune with different σeff dependence applied: no σeff reweighting applied (red
line), x-dependent σeff values (blue line), x- and scale-dependent σeff values with Q2

0 = 0.5 GeV2

(green line) and x- and scale-dependent σeff values with Q2
0 = 1 GeV2 (pink line). Also shown are

the ratios of each curve to the predictions of the UE Tune.
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The Atlas and CMS data is given in [20–22].
We achieve for the first time a unified description of MPI at moderate and hard transverse

momenta within a consistent framework, in good agreement with experimental data measured at
7 TeV both for 4 jet and Wjj and Zjj final states. The corresponding code implementing the new
MPI approach is publicly available at http://desy.de/∼gunnep/SigmaEffectiveDependence/.
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Multiparton Interactions, Small-x and Diffraction Session:
Introduction

F Hautmann and O Kepka

The central role of small-x physics in the study of multiple parton interactions in hadronic
collisions emerges from the following two observations.

i) The contribution of multiple parton interactions (MPI) becomes more important with in-
creasing parton densities. The parton densities rise steeply in the region of small longitudinal
momentum fractions x, where they become dominated by gluon and sea quark distributions.

ii) MPI affect primarily highly differential cross sections and the detailed distribution of multi-
particle final states produced by parton evolution. Theoretical predictions for MPI observables are
thus sensitive to the theory of final states associated with small longitudinal fractions x.

One of the main consequences of these observations concerns the treatment of QCD factoriza-
tion and evolution in the context of processes with MPI [1, 2]. While collinear factorization and
evolution are expected to accurately describe inclusive cross sections, high-energy observables
which are sensitive to the exclusive components of final states require generalizations of QCD
methods to non-collinear factorization/evolution. This implies the use of transverse momentum
dependent (TMD) parton distributions [3, 4]. TMD factorization theorems in QCD exist both for
the low-qT region [5–7] and high-energy region [8–10].

A substantial part of the Small-x and Diffraction section at the Multi-parton Interaction Work-
shop MPI@LHC 2015 is thus devoted to the theory and phenomenology of QCD factorization be-
yond the collinear approximation. On the theory side, this includes the calculational program [11]
of scattering amplitudes with off-shell partons in the high-energy limit; the development of im-
proved factorization formulas [12] which interpolate between the low-qT and low-x regions; the
coordinate-space approach [13] to investigate gluon transverse-momentum dependent distribu-
tions both at small x and at large x. On the phenomenology side, double scattering contributions
to small-x processes at the LHC are investigated [14] using TMD pdf fits to DIS experimental
data [15, 16]; the effects of diffraction and soft color rescattering [17] are implemented in Monte
Carlo event generators LEPTO [18] and CASCADE [19]. A new model for including diffraction in
PYTHIA [20–22] is now also available.

Connections between the main theme of the workshop, multi-parton interactions, and soft
QCD dynamics are further explored in the Small-x and Diffraction section with the discussion of
soft hadronic cross sections [23] and measurements by ATLAS [24] and LHCf [25].

One of the most basic open questions on multi-parton interactions remains the role of parton
correlations and how one can gain insight into this. It is appropriate to address this question

1
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in terms of parton showers, as the detailed structure of final states is central to measurements
of MPI effects. Color dipole cascades in the Lund DIPSY model [26, 27] may be used to analyze
final-state effects of color coherence from small-distance correlations due to strings overlapping
in transverse coordinate space [28], and to model high-energy collisions of nuclei [29]. Initial-state
effects from color coherence at small x [30, 31] are predicted to influence angular correlations,
multiplicity distributions and energy flow observables associated with multi-jet production at the
LHC. Taking into account the parton correlations implied by all of these dynamical effects may
well influence, ultimately, the amount of MPI needed to describe experimental data at colliders.

An example of the interplay between multi-parton interactions and higher-order coherence
effects from soft multi-gluon radiation was discussed in [32, 33] in the case of the energy flow
associated with jets produced at high rapidity in pp collisions at the LHC. New calculations for
multi-jet observables have been presented at MPI@LHC 2015 in the BFKL [34] and color glass
condensate [35] approaches, as well as experimental measurements of multi-jet cross sections by
CMS [36–38] probing the physics of jet correlations, strong coupling, parton distributions, and the
potential influence of multi-parton interactions.
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1 Introduction
Multi-particle production and the (azimuthal or polar) angular correlations between the produced
particles in Deeply Inelastic Scattering (DIS) of electrons (positrons) on protons and nuclei carry
a wealth of information about the rich dynamics of QCD. In particular azimuthal angular corre-
lations between hadrons produced in the kinematic region where small x partons in the target
are probed can shed light on the largely unexplored region of QCD kinematic phase space where
novel and exciting phenomena such as gluon saturation are expected to occur. Here we report
on the progress made toward calculating three-parton differential cross section in DIS at small x
using the Color Glass Condensate formalism.

The Color Glass Condensate formalism [1, 2] describes the dynamics of gluon saturation ex-
pected to occur at small x (equivalently at high energy or large rapidity). It encodes two ef-
fects which are not included in the collinear factorization approach to collisions; first it includes
multiple-scatterings and second, it re-sums quantum corrections which are enhanced by large logs
of x rather than Q2. It has been applied to many processes where at least one hadron is present in
the initial sate of a high energy collision [3, 4]. Here we [5] consider production of three partons
in DIS at small x due to two reasons; first a DIS process is much ”cleaner” than a proton-nucleus
collision both theoretically and experimentally. Second, in a three-parton production process one
has two azimuthal angles that one can control. This will give an additional handle on probing
saturation of gluons in the target. Furthermore this calculation will serve as the contribution of
real diagrams to the Next to Leading Order corrections to di-hadron correlations after one of the
three final state partons is integrated out.

2 Three-parton production in DIS at small x
We consider the process where a virtual photon splits in a quark anti-quark pair which (either
quark or anti-quark) then radiates a gluon, i.e. γ? → q q̄ g. The diagrams where the gluon is
radiated from a quark are shown in figure 1. One also needs to include the diagrams where the
gluon is radiated from the anti-quark (bottom line). These can be obtained by a simple re-labeling
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Figure 1: Leading Order 3-parton production diagrams corresponding to A1 (left) and A2 (right).
The solid thick line represents interactions with the target (shock wave). The diagrams where the
anti-quark radiates the gluon (A3 and A4) are not shown.

of momenta. The essential ingredients are the quark (anti-quark) and gluon propagators in a
background field defined as

SF (p, q) ≡ S0
F (2π)4δ4(p− q) + S0

F τF (p, q)S0
F (q)

Gabµν(p, q) ≡ G0 ab
µν (p) δab (2π)4δ4(p− q) +G0

µλ(p)τabg (p, q)G0,λ
ν(q) (1)

where S0
F , G

0,ab
µν are the free fermion and gluon propagators,

S0
F (p) =

i(/p+m)

p2 −m2 + iε
G0,ab

µν(k) =
idµν(k)

k2 + iε
δab (2)

with the projector

dµν(k) ≡
[
−gµν +

kµnν + kνnµ
n · k

]
(3)

and τF , τg contain the all-order scattering from the target color field, defined via

τF (p, q) ≡ (2π)δ(p− − q−)γ−
∫
d2xte

i(pt−qt)·xt
{
θ(p−) [V (xt)− 1]− θ(−p−)

[
V †(xt)− 1

]}

τg(p, q) ≡ −(2π)δ(p− − q−)2p−
∫
d2xte

i(pt−qt)·xt
{
θ(p−) [U(xt)− 1]− θ(−p−)

[
U †(xt)− 1

]}

where V,U are Wilson lines in the fundamental and adjoint representation of SU(Nc),

V (xt) ≡ P̂ exp {ig
∫
dx−A+

a (x−, xt) ta}

U(xt) ≡ P̂ exp {ig
∫
dx−A+

a (x−, xt)Ta}

and ta and Ta are the corresponding generators. εν(l), εµ(k) are the polarization vectors of the in-
coming virtual photon and the outgoing gluon respectively. Transverse momentum of the virtual
photon is set equal to zero so that l+ = −Q2/2l− without any loss of generality.
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The Leading Order (LO) amplitude can be written as

Aa = Aa1 +Aa2 +Aa3 +Aa4 (4)

with

Aa1 = (ie)(ig)ū(p) γµ ta SF (p+ k, k1)γ
ν SF (l − k1, q)

[
S0
F (q)

]−1
v(q) ε?ν(l) εµ(k)

d4k1
(2π)4

Aa2 = (ie)(ig)ū(p)
[
S0
F (p)

]−1
SF (p, k1 − k3)γλ tc S0

F (k1)γ
ν SF (l − k1, q)

[
S0
F (q)

]−1
v(q)

[
G δ
λ

]ca
(k3, k)

[
G0µ
δ (k)

]−1
ε?ν(l) εµ(k)

d4k1
(2π)4

d4k3
(2π)4

Aa3 = (ie)(ig)ū(p)
[
S0
F (p)

]−1
SF (p, k1) γ

νSF (l − k1, q + k) γµ ta v(q) ε?ν(l) εµ(k)
d4k1
(2π)4

Aa4 = (ie)(ig)ū(p)
[
S0
F (p)

]−1
SF (p, k1) γ

ν S0
F (l − k1)γλ tc SF (l − k1 − k3, q)

[
S0
F (q)

]−1
[
G δ
λ

]ca
(k3, k)

[
G0µ
δ (k)

]−1
ε?ν(l) εµ(k)

d4k1
(2π)4

d4k3
(2π)4

(5)

The momentum integrations in terms A1, A3 can be done analytically but not in A2, A4 which
need to be evaluated numerically. We then need to square the amplitude and to evaluate the Dirac
traces which is done using FORM. The resulting expression involves trace of products of multiple
Wilson lines [6] whose evolution equations are known. The resulting expressions will then allow
us to investigate transverse momentum and azimuthal angular dependence of the three-produced
partons (hadrons or jets).
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Application and calculation of
amplitudes with off-shell partons
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1 cc̄ cc̄-production in kT -factorization
It was shown in [1, 2] that

pp→ cc̄ cc̄X (1)

is a golden reaction to study double-parton scattering (DPS) processes at hadron colliders. The
theoretical prediction of a large cross section for the production of two mesons, both containing c
or c̄ quarks, was confirmed by the LHCb collaboration [3]. The single-parton scattering (SPS) con-
tribution to the process was calculated in [4] in a high-energy approximation, neglecting certain
contributions, and in [5] at complete tree-level within collinear factorization. In both papers it was
found that the SPS contribution is much smaller than the DPS contribution.

The DPS contribution was calculated in the kT -factorization approach [6, 7]. One of the ad-
vantages over collinear factorization is that it allows for a momentum imbalance in 2 → 2 pro-
cesses, giving a more realistic description of the process without the need of a parton shower.
It requires so-called unintegrated gluon distribution functions (UGDFs), and the Kimber-Martin-
Ryskin (KMR) model of UGDFs [8] is believed to include dominant higher-order corrections.

Another ingredient are matrix elements with off-shell initial-state partons. For g∗g∗ → cc̄,
the asterisk indicating off-shellness, these were already calculated in [6, 7]. In order to have both
the DPS and the SPS contribution to Eq.(1) in a uniform approach, and in order to investigate
the possibility that the SPS contribution may be enhanced, the SPS contribution was calculated
within kT -factorization in [9]. The main challenge was the calculation of the matrix element with
the off-shell partons, now for a 2 → 4 process. This was done with the help of A Very Handy
LIBrary [10], which numerically evaluates helicity amplitudes, defined for off-shell partons fol-
lowing [11, 12]. The latter papers provide a formulation that leads to manifestly gauge invariant
amplitudes with off-shell partons. The calculation in [9] showes that kT -factorization indeed leads
to an enhancement of the SPS contribution, but nowhere close to the size of the DPS contribution.
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2 Recursive calculation of off-shell amplitudes
The formulation of [11,12] also allows for the application of efficient recursive techniques [13,14],
already widely applied in the calculation of tree-level amplitudes for on-shell partons. This Dyson-
Schwinger recursion is mainly useful for numerical applications. In [15, 16] it was shown that
the formulation of [11, 12] also allows for the application of the recursion devised by Britto, Cac-
hazo, Feng, and Witten (BCFW) [17], leading to compact analytical expressions for the amplitudes.
Whereas the Dyson-Schwinger recursion was implemented in AVHLIB, compact expressions for
off-shell amplitudes obtained via BCFW recursion were implemented in AMP4HEF for numerical
evaluation. Both libraries can be retrieved from

http://bitbucket.org/hameren

AMP4HEF computes the value of helicity amplitudes as well as matrix elements summed over
helicities and colors for the processes g∗g∗ → 4g, g∗q → q + 2g, gq∗ → q + 2g, and all processes
with fewer on-shell gluons, all processes with fewer off-shell partons, and all processes with anti-
quarks instead of quarks. More processes are planned to be added. It is practical in use, and can
be used both in Fortran and C++ programs.

AVHLIB computes amplitudes and matrix elements for any process with the Standard Model,
for essentially any number of final-state particles, and for any off-shell initial-state partons. It
includes a complete Monte Carlo framework in Fortran with efficient phase space integration for
the calculation of arbitrary observables. Due to its flexibility and completeness, it is less practical
in use if one would only be interested in the matrix elements.
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Colour Dipole Cascades

Gösta Gustafson1
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1 The role of pertubation theory and unitarity constraints
HERA has shown that the parton density at small x grows rapidly ∼ 1/x1.3, as predicted by the
perturbative BFKL pomeron. For pp collisions this implies a very large probability for gluon-gluon
subcollisions, which implies that unitarity constraints are very important. These constraints lead
to saturation of the gluon density, and suppression of partons with k⊥ < Q2

s, which may explain
why models based on multiple perturbative partonic subcollisions (like PYTHIA [1, 2]) are very
successful at high energies. One can then ask: if perturbative physics dominates, is it then possible
to calculate the result from basic principles, without input pdf’s?

Unitarity constraints and saturation is most easily described in impact parameter space. Rescat-
tering is represented by a convolution in k⊥-space, which simplifies to a product in b-space. The
small size of ReAppel indicates that pp interaction is driven by absorption. If the absorption proba-
bility in Born approx. equals 2F (b), the optical theorem and the eikonal approximation gives the
result: dσel/d2b = T 2 = (1− e−F )2, dσtot/d

2b = 2T = 2(1− e−F ).

2 Dipole cascade evolution
Mueller’s dipole cascade model [3, 4] is a formulation of LL BFKL evolution in impact parameter
space. A colour charge is always screened by an accompanying anticharge, forming a dipole.
The dipole emits bremsstrahlung gluons coherently, which splits the dipole in two dipoles. The
new dipoles splits repeatedly, developing into a cascade. When two cascades collide, s-channel
unitarity is restored in the eikonal approximation.

The Lund cascade model, DIPSY [5–7], is a generalization of Mueller’s model. Thus it is based
on BFKL evolution, but includes a set of important corrections:

1) Important non-leading effects in BFKL evolution. (The most essential are related to energy
conservation and running αs.)

2) Saturation from pomeron loops in the evolution. (This is not included by Mueller or in the
BK equation.)

3) Confinement, which also implies t-channel unitarity.
4) The DIPSY MC gives also fluctuations and correlations.
5) It can be applied to collisions between electrons, protons, and nuclei.
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Figure 1: Left: σtot and σel vs
√
s. Middle: dσel/dt. Right: Nch vs p

lead
⊥ at 7 TeV. Data from ATLAS.

Some DIPSY results
Cross sections: As examples fig. 1 shows results from DIPSY for the total and elastic pp cross

sections. Note that these results are obtained without input pdf’s tuned to experimental data. The in-
creased cross sections and shrinking forward peak follow directly from the perturbative evolution.
As an example for final state properties, Nch vs p

lead
⊥ is also shown in fig. 1.

Correlations: The BFKL evolution is a stochastic process, and the DIPSY MC can also describe
correlations and fluctuations. Results for two-parton correlations are given in ref. [8]. The result
depends on both x andQ2, and a spike (or a hotspot) is developed at largerQ2 for small transverse
separations, corresponding to large momentum imbalance ∆.

Fluctuations and Diffractive excitation
A projectile with a substructure may be diffractively excited to a different mass eigenstate.

This can be described in the Good–Walker formalism as the result of fluctuations. Assume that
the projectile and the target are linear combinations of diffractive eigenstates, Φn, with definite
eigenvalues Tn. The elastic amplitude is then given by 〈Ψin|T |Ψin〉, where the average is taken
over both projectile and target states. The differential total and elastic cross sections are then
given by

dσtot/d
2b = 2〈T 〉, dσel/d

2b = 〈T 〉2.
The total diffractive cross section, including elastic scattering, is given by 〈T 2 〉. Diffractive

excitation is obtained subtracting the elastic, and thus given by the fluctuations 〈T 2 〉 − 〈T 〉2. For
the single and double excitations it is necessary to separate the averages over projectile and target
states, below denoted by subscripts p and t respectively. Thus single excitation of the projectile
and of the target is given by:

dσSD,p/d
2b = 〈 〈T 〉2t 〉p − 〈T 〉2p,t, dσSD,t/d

2b = 〈 〈T 〉2p 〉t − 〈T 〉2p,t.
It is also shown in ref. [9] that the stochastic nature of the BFKL evolution implies that this

Good–Walker formalism actually agrees with the more commonly used triple-pomeron analysis.
Fig. 2 shows a comparison between DIPSY and CDF results for single diffraction vs max M2

X

[10]. It is also possible to calculate diffractive final states. Some results are here also shown in
fig. 2 [11]. Note in particular that the MC is here only tuned to σtot and σel, with no new parameter.
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3 Final state saturation, Ropes
It has been an old problem that the s/u ratio is higher in pp than in e+e− collisions. Also at LHC
one observes higher fractions of strange particles and baryons. It was early proposed by Biro,
Nielsen, and Knoll [12] that many strings close in transverse space may form “ropes”. These
authors studied collisions with nuclei, but at high energies there will be many overlapping strings
also in pp collisions. This is illustrated in fig. 3, which shows the extension of strings in (r⊥, y)-
space in a pp event at 7 TeV. The string diameter is expected to be of the order of 1 fm, but for a
more clear picture, the string radius in fig. 3 is set to 0.1 fm. This shows that there is a very high
degree of overlap between the strings.

If overlapping strings interact coherently as a rope, the colour charge at the end of such a rope
is obtained from a random walk in colour space. Lattice calculations show that the tension in the
rope is then given by the second Casimir operator. In ref. [13] we assume that the rope breaks
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by repeated production of qq̄ pairs. This implies that the “effective string tension” is determined
by the difference in rope tension before and after the pair production. The result is a reduction in
the number of produced quarks, and a higher rate of strange particles and baryons. Fig. 3 shows
some results for p/π and Λ/K ratios.

4 Collisions with nuclei
The DIPSY model is directly generalizable to collisions with nuclei. It here gives a full partonic pic-
ture, a dense gluon soup. The model accounts for saturation in the cascades, correlations and fluc-
tuations in the partonic states, and finite size effects. Understanding the initial states is essential
for the interpretation of collective final state effects, and models for initial states in AA collisions
can be tested in pA or γ∗A. While the nucleus is rather transparent in γ∗A, it is more absorptive in
pA. Thus the pA cross section scales approximately with the interaction area∝ (A1/3+1)2 [14]. It is
also seen that the colour interference between different nucleons in the nucleus is a small effect in
the almost black pA total cross section, but an order 10% effect in γ∗Au, which is more transparent.

Interpreting results for pA collisions, it is interesting to estimate the number of interacting
“wounded” nucleons. Gribov showed early that diffractive excitation of the nucleons is impor-
tant in such an analysis, and it is important to separate the absorptive, non-diffractive, from the
inelastic cross section. Diffractive excitation is here most easily treated in the Good–Walker for-
malism. In many analyses the problem with diffraction is neglected. To our knowledge, also
those who include it take only excitation of the projectile into account. A study of the fluctuations
causing the excitations, including also effects of excitation of target nucleons, is in progress.
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1 Introduction
Diffractive deep inelastic scattering (DDIS) has been previously described via Pomeron exchange
in Regge theory [1, 2]. An alternative approach is to model the diffractive process by an effective
colour screened interaction via the exchange of soft gluons. The underlying hard process is hereby
assumed to be the same as in the corresponding non-diffractive process. Because of the assumed
low scale of the additional soft gluon exchanges, the kinematics of the underlying hard process is
not affected. However, the exchange of colour charge modifies the colour topology and can lead
to forward final state protons and large rapidity gaps.

The original soft colour interaction model (SCI) [3] assumes random colour exchanges between
the final state partons, determined by a fixed probability which is a free parameter of the model.

In the case of DDIS a more theoretically motivated basis for soft colour exchanges has been
obtained [4, 5] using perturbative methods. It is based on the hard process at a small spacetime
scale occurring in the gluon background field of the proton, with which the outgoing partons of
the hard process may interact further. For these additional gluon exchanges, an amplitude was
derived in the eikonal approximation to all orders in perturbation theory with a dependence on
the event kinematics. This dynamic model for colour screening was recently implemented in a
Monte Carlo study and we present the results [6] in this contribution.

2 Dynamic colour screening model
We consider the impact parameter representation in the proton rest frame, as in the colour dipole
picture of the process, where the γ∗ fluctuates into a qq̄. After the hard subprocess, the qq̄ interacts
softly with the proton background field. In the forward limit where the total transverse momen-
tum exchange δ⊥ from the soft exchanges is small, the DDIS amplitude can be written in the high
energy limit as

Mdiff(k⊥, δ⊥) ∝
∫
d2rd2bMg(xP ; r,b)ADCS(r,b) eirk⊥eibδ⊥ ,
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additional soft interactions of the qq̄ dipole with the proton colour field. Right: The screening
probability P (r/b) for different values of αeff

s ∈ {0.7, 0.6, 0.5} (upper to lower curve).

where k⊥ is the relative quark transverse momentum in the qq̄ dipole in the lowest order subpro-
cess g∗ + γ∗ → qq̄. The dynamic colour screening (DCS) amplitude ADCS can be written as

ADCS(r,b) = 1− exp
(
iCFα

eff
s (µ2

soft) ln
|b− r|
|b|

)
. (1)

Here, CF is the colour factor for the single gluon exchange amplitude and αeff
s is the effective

coupling constant at the soft hadronic scale µsoft.
In our study we obtain a probability for the colour screened process from the soft amplitude

ADCS by writing

|Mdiff(r,b)|2
|Mincl(r,b)|2 = |ADCS(r,b)|2 ≡ P (r,b) . (2)

With r · b ≡ rb cosϕ and under the requirement that r/b < 1, we average over the unobserved
angle to obtain the probability in terms of r/b as

P (r/b) =

∫
dϕ

2π
|ADCS|2 . (3)

The resulting probability is shown in figure 1 for different choices of αeff
s . We note the key prop-

erties of the levelling off at large r/b resembling the saturation feature of the dipole scattering
amplitude, and the vanishing of the probability for small dipoles r/b � 1 which is compatible
with the colour transparency property.

For the application in our Monte Carlo based study, we associate the transverse size r with
the smallest k⊥ difference within the partonic X-system, r ' 1/k⊥min. Similarily, we associate the
impact parameter b with the soft transverse momentum b ' 1/q⊥, which is a free parameter. To
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avoid a possible divergent behaviour in the Monte Carlo based treatment, we introduce a regu-

lator k⊥0 in the ratio r/b = q⊥/
√
k2
⊥min + k2

⊥0 which constitutes the second free parameter of the
model.

Since experimental data covers a wide kinematic range where it is possible to have M2
X � Q2,

we expect CCFM evolution [7, 8, 9] to be better suited to our process because of the resummation
of potential large logarithms lnM2

X/Q
2 ' − lnβ, with β = x/xP .

3 Results and Conclusions
Our main result in figure 2 shows an agreement with HERA data, where the diffractive observable
σD(Q2, β, xP ) is defined in terms of a forward small-mass system with proton quantum numbers.
From the fit to data we obtain the parameters k⊥0 = 0.72 GeV and q⊥ = 0.58 GeV. We conclude
that the dynamic colour screening model with its two physically motivated parameters can give
a good fit to data over a wide region of the kinematic range. However, the model is below data
at large xP , small Q2 and small β. One reason for the remaining discrepancy could be the fact
that not the full phase space is included, for example because of the lack of gluon emission from
the quark propagator. This could potentially be improved by a NLO matrix element or by the
addition of quarks to the CCFM parton evolution.

Acknowledgements: DW would like to thank the organizers of the MPI@LHC 2015 for the
interesting workshop and the generous support.
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Figure 2: The reduced diffractive cross section σD(Q2, β, xP ) in comparison with the H1 data [10].
The model prediction uses dynamic colour screening with the parameters k⊥0 = 0.72 GeV and
q⊥ = 0.58 GeV and the CASCADE [11] event generator with CCFM evolution. P (k⊥min) for the
fitted parameters is shown in the upper-left corner. Diffractive events in the model are defined as
having a remnant system Y with proton quantum numbers and invariant mass MY < 1.6 GeV.
Rows for different values of β are offset by a factor 3k as indicated on the figure.
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We study the production of forward dijets in proton-nucleus high-energy collisions. When
both of the jets are produced in the forward rapidity direction, the collision probes the large-x
parton distributions in the projectile and the small-x gluons in the target. We derive a factorization
formula for this process valid for an arbitrary value of the momentum imbalance kt of the jets [1]1:

dσpA→dijets+X

d2Ptd2ktdy1dy2
=

α2
s

(x1x2s)2

∑

a,c,d

x1fa/p(x1, µ
2)

2∑

i=1

K
(i)
ag∗→cd(kt)Φ

(i)
ag→cd(kt)

1

1 + δcd
. (1)

The proton’s large-x1 partons are described with parton distributions functions of collinear factor-
ization fa/p(x1, µ

2), while the target is represented with a total of six, two per channel, transverse

momentum dependent (TMD) gluon distributions Φ
(i)
ag→cd(kt). The dependence on the transverse

momentum kt of the small-x2 gluon is also explicitly present in the hard factors K(i)
ag∗→cd(kt) for

the partonic subprocesses 2. The factorization formula, Eq.(1), is therefore applicable for the whole
range of kt values between the saturation scale Qs and the hard typical momentum of the jets Pt.

The new formula interpolates between the regions of validity of two factorization formulas
for dijet production applicable for only certain limits of kt values. The first framework is the
high-energy factorization (HEF) [2–4] valid for large kt on the order of the momentum of the
jets, Qs � kt ∼ Pt. The HEF formula has kt dependent matrix elements, but only one gluon
distribution for the target. It can be derived from the color glass condensate (CGC) cross section
in the dilute target approximation [1]. The CGC formalism [5] captures the multi-gluon scatterings
of the projectile parton with the saturated field of the target from first principles, but the CGC cross
section for dijet production can not be written in a factorized form in the most general case. We

1The rapidities of the outgoing particles are y1 and y2, and s is the center of mass energy squared.
2The expressions for the hard factors can be found in Ref. [1].
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show that by restricting the interactions to two gluon exchanges (dilute target limit) the CGC cross
section involves only the HEF gluon distribution for the target, and complete equivalence with the
HEF formula is achieved.

The second formalism is the TMD factorization [6,7] with on-shell hard factors and eight TMD
gluon distributions for the target. It is valid for small kt values, kt ∼ Qs � Pt. The TMD dis-
tributions are the result of the resummation of collinear gluons from the target that couple to the
hard part. We improve the TMD formula that was derived in Ref. [7] by including all finite-Nc

corrections, reducing the number of independent distributions to two per channel, and restoring
the kt dependence in the hard part. The resulting formula, Eq. (1), encompasses both formalisms,
the HEF and TMD factorization.

The TMD gluon distributions Φ
(i)
ag→cd(kt) are specific for this process and are determined by the

color structure of the hard partonic scattering. For large-Nc they can be written as a convolution
of only two fundamental distributions, the dipole distribution, and the Weizsäcker-Williams gluon
distribution. We calculate the gluon densities in the large-Nc limit in the Golec-Biernat-Wusthoff
model [8]:

Φ(1)
qg→qg(x2, kt) =

NcS⊥
2π3αs

S⊥
Q2
s(x2)

k2
t exp

[
− k2

t

Q2
s(x2)

]
,

Φ(2)
qg→qg(x2, kt) =

NcS⊥
2π3αs

exp

[
− k2

t

Q2
s(x2)

] ∫ ∞

1

dt

t(t+ 2)
exp

[
2k2

t

(t+ 2)Q2
s(x2)

]
,

Φ
(1)
gg→qq̄(x2, kt) =

NcS⊥
16π3αs

exp

[
− k2

t

2Q2
s(x2)

](
2 +

k2
t

Q2
s(x2)

)
,

Φ
(2)
gg→qq̄(x2, kt) = − N3

c S⊥
16π3αs

exp

[
− k2

t

2Q2
s(x2)

](
2 − k2

t

Q2
s(x2)

)
,

Φ(1)
gg→gg(x2, kt) =

NcS⊥
8π3αs

exp

[
− k2

t

2Q2
s(x2)

](
1

2
+

k2
t

4Q2
s(x2)

+

∫ ∞

1

dt

t(t+ 1)
exp

[
k2
t

2(t+ 1)Q2
s(x2)

])
,

Φ(2)
gg→gg(x2, kt) =

NcS⊥
4π3αs

exp

[
− k2

t

2Q2
s(x2)

](
1

2
− k2

t

4Q2
s(x2)

+

∫ ∞

1

dt

t(t+ 1)
exp

[
k2
t

2(t+ 1)Q2
s(x2)

])
.(2)

We also obtain their high-kt behavior in the McLerran-Venugopalan model [9]. To leading order
all the distributions scale as Q2

s/k
2
t .

The factorization formula in Eq. (1) can be used for phenomenological studies of dijet az-
imuthal correlations in dilute-dense collisions, with both, analytical input for the TMD gluons,
Eq. (2), or numerical calculations that implement small-x evolution. The results will be presented
in a forthcoming publication.
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1 Introduction
The Balitsky-Fadin-Kuraev-Lipatov (BFKL) formalism [1–3] is one of the most important resum-
mation programmes in high energy QCD. A typical BFKL observable at the LHC is the azimuthal
angle (φ) decorrelation of two tagged forward/backward jets widely separated in rapidity, Y , in
the so-called Mueller-Navelet jets setup [4]. This multiple emission appears as a fast decrease of
〈cos (nφ)〉 as a function of Y [5–8]. However, these differential distributions suffer from a large in-
fluence of collinear regions in phase space, so it was proposed to remove the n = 0 dependence by
studying the ratios Cm,n = 〈cos (mφ)〉/〈cos (nφ)〉 [9–11]. In recent studies [12,13], a BFKL analysis
at NLL is able to fit the large Y tail of the Mueller-Navelet Cm,n ratios.

In Ref. [14], we proposed new observables related to final states with two tagged forward jets
separated by a large rapidity span, along with a third tagged jet produced in the central region of
rapidity, allowing for inclusive radiation in the remaining areas of the detectors.

The two tagged forward jets A and B have transverse momentum ~kA,B , azimuthal angle θA,B
and rapidity YA,B . The central jet is characterized by~kJ , θJ and yJ and the differential cross section
on these variables can be written in the form

d3σ3−jet

d2~kJdyJ
=

ᾱs
πk2J

∫
d2~pA

∫
d2~pB δ

(2)
(
~pA + ~kJ − ~pB

)
ϕ
(
~kA, ~pA, YA − yJ

)
ϕ
(
~pB,~kB, yJ − YB

)
(1)

where we assume that YA > yJ > YB and kJ lies above the experimental resolution scale. ϕ are
BFKL gluon Green functions normalized to ϕ (~p, ~q, 0) = δ(2) (~p− ~q) and ᾱs = αsNc/π. Now, new
distributions can be defined using the projections on the two relative azimuthal angles formed by
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Figure 1: The ratiosR1,1
2,2 andR1,2

2,2 as a function of the rapidity of the central jet yJ .

each of the forward jets with the central jet, θA − θJ − π and θJ − θB − π:
∫ 2π

0
dθA

∫ 2π

0
dθB

∫ 2π

0
dθJ cos (M (θA − θJ − π)) cos (N (θJ − θB − π))

d3σ3−jet

d2~kJdyJ

= ᾱs

N∑

L=0

(
N
L

)(
k2J
)(L−1/2) ∫ ∞

0
dp2

(
p2
)(N−L/2) ∫ 2π

0
dθ

(−1)M+N cos (Mθ) cos ((N − L)θ)√(
p2 + k2J + 2

√
p2k2J cos θ

)N

× φM
(
p2A, p

2, YA − yJ
)
φN

(
p2 + k2J + 2

√
p2k2J cos θ, p2B, yJ − YB

)
, (2)

with φn defined in Ref. [14]. The experimentally relevant observable is the mean value in the
selected events of the two cosines, i.e.

〈cos (M (θA − θJ − π)) cos (N (θJ − θB − π))〉 (3)

=

∫ 2π
0 dθAdθBdθJ cos (M (θA − θJ − π)) cos (N (θJ − θB − π))d

3σ3−jet

d2~kJdyJ∫ 2π
0 dθAdθBdθJ

d3σ3−jet

d2~kJdyJ

.

In order to have optimal perturbative convergence and eliminate collinear contamination, we can
remove the contributions from zero conformal spin by defining the ratios:

RM,N
P,Q =

〈cos (M (θA − θJ − π)) cos (N (θJ − θB − π))〉
〈cos (P (θA − θJ − π)) cos (Q (θJ − θB − π))〉 , with M, N, P, Q = 1, 2. (4)

2 Results and Outlook
Now, different momenta configurations can be investigated. Here, in Fig. 1, two ratiosRM,N

P,Q with
M,N = 1, 2 are shown while the momenta of the forward jets are fixed to kA = 40 GeV and
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kB = 50 GeV and their rapidities also fixed to YA = 10 and YB = 0. The central jet transverse
momentum takes three values, kJ = 30, 45, 70 GeV and the rapidity of the central jet yJ is varied
in between the forward/backward jet rapidities.

It will be very interesting to see the predictions from fixed order analyses as well as from the
BFKL inspired Monte Carlo BFKLex [15–21] for these and other similar observables [22] where
the projection on azimuthal angles is used. This type of observables will be crucial to define the
region of phenomenological applicability of the BFKL resummation.
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Relating hadronic total cross sections to low-x nuclear
structure functions

Lászlo Jenkovszky1

1Bogolyubov Institute for Theoretical Physics, National Academy of Sciences of Ukraine,
Kiev, 03680 Ukraine

In the additive quark model, the hadron-hadron total cross section can be written as a product
of the cross sections of the constituents, σqq [1, 2], e.g.

σ(s)tpp = σqq[nV + nS(s)]2, (1)

where nV is the number of valence quarks and nS(s) is that of sea quarks, their number increasing
with energy.

It was suggested in Refs. [1, 2] that the increasing number of sea quarks is related to the
Bjorken scaling-violating contribution to the deep inelastic lepton-hadron structure function (DIS
SF), namely to the momentum fraction of the relevant quarks given by the integral over the DIS
structure function F2(x,Q2). In Ref. [1] a simple model for the DIS structure function, known at
those times, was used, resulting in the following expression for the total cross section, compatible
with the data

σ(s)tpp = σqqn
2
V (1 + 0.0.16 ln(s/Q2

0), (2)

where σqq is a free parameter, Q2
0 was fitted to the DIS data, and nV = 3 .

In Ref. [2] the DIS SF was related to hadronic cross sections by means of finite-energy sum
rules in Q2.

In Ref. [3] following ansatz for the small-x singlet part (labelled by the upper index S, 0) of
the proton structure function, interpolating between the soft (VMD, Pomeron) and hard (GLAP
evolution) regimes was proposed:

F
(S,0)
2 (x,Q2) = A

(
Q2

Q2 + a

)1+∆̃(Q2)

e∆(x,Q2), (3.1)

with the ”effective power”

∆̃(Q2) = ε+ γ1`n

(
1 + γ2`n

[
1 +

Q2

Q2
0

])
, (3.2)
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Figure 1: Slope of the structure function F2(x,Q2).

and

∆(x,Q2) =
(

∆̃(Q2)`n
x0

x

)f(Q2)
, (3.3)

where
f(Q2) =

1

2

(
1 + e−Q

2/Q2
1

)
. (3.4)

At small and moderate values of Q2, the exponent ∆̃(Q2) (3.2) may be interpreted as a Q2-
dependent ”effective Pomeron intercept”, as shown in Fig. 1.

The function f(Q2) has been introduced in order to provide for the transition from the Regge
behaviour, where f(Q2) = 1, to the asymptotic solution of the GLAP evolution equation, where
f(Q2) = 1/2.

In Ref. [3] the above singlet SF was appended by a non-singlet part, important at large values of
x. The parameters were fitted to the DIS data in a wide range of x and Q2. The values of the fitted
parameters are: A = 0.1623, a = 0.2916 GeV2, γ2 = 0.01936, Q2

0 = 0.1887 GeV2, Q2
1 = 916.1

GeV2; x0 = 1, ε = 0.08, γ1 + 2.4 were fixed (by QCD-related arguments). The resulting fits and
more details can be found in Ref. [3].

The proton-proton total cross section is cast by integrating Eqs. (3) between x = 0 and x = 1.
At high energies, only the singlet part of the SF, Eqs. (3) (the ”Pomeron”) is relevant. Integration
can be performed numerically. The result is in reasonable agreement with the data on pp total
cross sections, including those from the LHC.
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Results of the LHCf experiment so far and future prospects

K.Kasahara on behalf of the LHCf collaboration

RISE, Waseda University, Japan

1 Introduction
The LHCf is one of the LHC experiments; it is a small experiment both in the detector size and the number
of participants, and its purpose is quite different from the others.

Existence of ultra high energy (UHE) cosmic-rays (1015 ∼ 1020 eV), especially those at the highest en-
ergies, poses a fundamental (astro-)physical questions: where their birth place is, how they are accelerated
and propagated to the Earth. To get (clues to) the answer, we need to know the energy, species, arrival
direction etc of the cosmic rays.

Direct detection of UHE cosmic-rays is impossible and they are observed via air showers they produce.
To get a reliable guess of the primary cosmic-ray energy etc, we need good hadronic interaction models
which are used in Monte Carlo (MC) simulation of air shower development; observed characteristics of air
showers are always compared with corresponding MC to derive the incident energy etc.

However, the energy scale of the playground is so high and, before LHC, we had almost no means to
measure the relevancy of the models. Now, the LHC energy reaches

√
s = 13 TeV of which equivalent

laboratory energy is almost 1017 eV.
Our purpose is to afford stuff for selecting good models or for tuning the models by measuring, at

LHC, high energy neutral particles emitted in the very forward region which is important for air shower
development (but measurement is usually not easy)1.

2 LHCf Detectors
Two detectors (called Arm1 and Arm2) are placed at the both sides of the beam Interaction Point (IP) of
ATLAS. For further details, see [1].

3 Results
We compare our experimental results with several interaction models used in the cosmic-ray field (Sibyll
2.1 [2], QGSJET II-03/04 [3], EPOS 1.99/EPOS-LHC3700 [4], DPMJET3.04 [5]), and PYTHIA8.145/8.815 [6]
used in high energy physics.

3.1 π0 spectrum
Figure 1 shows Pz spectrum of π0 at

√
s = 7 TeV pp collisions in 3 different important PT regions. We see

that
1In terms of Feynman XF , we may say 0.05 < XF < 0.5 region is important though LHCf sensitivity becomes less and less for

smaller XF and smaller
√
s due to geometrical constraint.

1
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C. Results in p + Pb collisions at p
sNN = 5.02 TeV

The inclusive ⇡0 production rate in p+Pb collisions is
given as

1

�pPb
inel

E
d3�pPb

dp3
=

1

NpPb
inel

d2NpPb(pT, ylab)

2⇡pTdpTdylab

=
1

NpPb
inel

E
d2NpPb(pT, pz)

2⇡pTdpTdpz
, (5)

where �pPb
inel is the inelastic cross section, Ed3�pPb/dp3

is the inclusive cross section of ⇡0 production in p + Pb
collisions at p

sNN = 5.02TeV, and ylab is the rapidity
in the detector reference frame. The number of inelastic
p+Pb collisions, NpPb

inel , used for normalising the produc-
tion rates is calculated from NpPb

inel = �pPb
inel

R
Ldt, assum-

ing the inelastic p+ Pb cross section �pPb
inel = 2.11 b [66].

The value for �pPb
inel is derived from the inelastic p + p

cross section �pp
inel and the Glauber multiple collision

model [37, 66]. Using the integrated luminosities de-
scribed in Sec. III, NpPb

inel is 9.33⇥ 107. Note that, again,

only the LHCf Arm2 detector was operated in p + Pb
collisions at p

sNN = 5.02TeV.
Figure 8 shows the LHCf pT spectra with both sta-

tistical and systematic errors (filled circles and shaded
rectangles). The pT spectra in p + Pb collisions atp
sNN = 5.02TeV predicted by the hadronic interaction

models, dpmjet (solid line, red), qgsjet (dashed line,
blue), and epos (dotted line, magenta), are also shown in
the same figure for comparison. The expected UPC con-
tribution discussed in Sec. IV A is added to the hadronic
interaction model predictions for consistency with the
treatment of experimental data, and the UPC pT spec-
trum is shown for reference (dashed-double-dotted line,
orange).

In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
each other and show better agreement with LHCf mea-
surements at pT > 0.4GeV than dpmjet. The charac-
teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡0 + p via baryon resonances in UPCs. In fact
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FIG. 4: (color online). Experimental combined pT spectra of the LHCf detector (filled circles) in p+p collisions at
p

s = 7 TeV.
Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models
are shown for comparison (see text for details.)
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In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
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teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡0 + p via baryon resonances in UPCs. In fact

Figure 1: Pz spectrum of π0 at 7 TeV.

• DPMJET3 and PYTHIA show similar tendency, i.e, in the high Pz region, the spectrum is too hard as
compared with the data.

• QGSJET and EPOS show more or less consistent results with the data.

• SIBYLL is very good in 0.2 < PT < 0.4 GeV/c, but in other PT regions (also in PT > 0.6 GeV/c not
shown here), deviation from the data is obvious. This is due to that PT distribution is too hard in
SIBYLL.

• The photon energy spectrum (not shown here) shows naturally quite similar tendency.

• We have π0 data for pPb at 5.02 TeV. In this case, it is found that the UPC (ultra-peripheral collision)
effect is strong. After correcting the UPC effect, we see model vs data tendecy is similar to the 7 TeV
pp case but due to the nucleus effect, hardness of DPMJET3 spectrum is decreased.

3.2 Neutron energy spectrum

Figure 2: Unfolded neutron energy spectrum at 7 TeV.

Neutral hadrons (mostly neutrons) are also observed but the energy resolution of our detector to hadrons
is ∼ 40 % so we applied a multidimensional-spectra unfolding method [7] to get Fig.2. It is interesting to
note that in the very forward region (pseudo rapidity η > 10.76), only QGSJET gives a comparable yield to
the data, while at larger angles (η < 9.22), DPMJET3 is quite good. This feature will give an important hint
for tuning interaction models. However, it would be premature to discuss how this feature affects the air
shower development, since the leading proton (which we cannot measure) + leading neutron is important
for the air shower development.
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4 Future Prospects
4.1 Common trigger with ATLAS
In 5.02 TeV pPb run, we did a trial common trigger with ATLAS. One example of its effectiveness is shown
in Fig.3; the angular distribution of very forward neutron is dominated by the UPC effect [8]. This type of
events would not trigger the ATLAS central detector. Indeed, if we require that ATLAS observes at least
one charged particle, most of very forward neutrons are dramatically eliminated.

This indicates that if we use signals from ATLAS in 13 TeV pp runs (for this, we did the common trigger),
we will be able to extract single and/or double diffraction events and analyze such events. In fact, a MC
study with PYTHIA shows that, we can select 35∼40% of the diffraction events with ∼ 1 % contamination
of non-diffractive ones. These indicate possibility of testing a theory that small mass diffraction has a key
to UHE air showers [9].

Figure 3: Angular distribution of neutrons.
Black dots: data. Blue: data with Nch ≥ 1
in ATLAS. Histograms are MC simulations
for QCD+UPC and QCD only.

TA, ICRC 2015 23 
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Figure 4: < Xmax > as a function of pri-
mary energy: Folded TA and Auger data
(see text).

4.2 Scaling Feature
The π0 energy spectra at 2.76 TeV and 7 TeV are compared in terms of the Feynman XF variables. At
XF > 0.6 (PT < 0.4 GeV/c), the data shows scaling feature within 15 ∼ 20 %. To see the scaling feature (or
its break) in a wider incident energy and XF region, an experiment at RHIC of BNL (where a larger phase
space can be covered for

√
s =0.51 TeV with the current LHCf detectors) is planned [10]. Together with

LHC 13 TeV data, we will be able to get more reliable expectation for > 1017 eV.

5 Summary and Remarks
•Models having been used in the cosmic-ray field are not perfect but not off the wall.
• QGSJET II and EPOS (especially LHC tunned ones) are fairly good.
• Figure 4 shows the average maximum development depth of UHE air showers as a function of primary
energy [11]. The observational data is compiled by a working group formed by the TA and Auger group.
The data is compared with prediction by the proton and Fe incident case using QGSJET II-03. The TA group
says the composition is light, but almost pure proton case cannot be excluded with this statistics and errors.

If we add other predictions (relative to QGSJET II-03) for the proton primary at 1019 eV, EPOS 1.99
would sit at +27, EPOS-LHC +24 and QGSJET II-04 +5 g/cm2, respectively. Then, if the EPOS prediction
is good, it would be rather difficult to conceive dominance of very light composition such as p and He.
Recently, the TA group announced a possible discovery of a hot spot [12] (localized origin of UHECR’s)
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which favors proton dominance in a simple scenario. In view of this, we may say that further refined
model test is needed, suggesting importance of 13 TeV data as well as those from other detectors such as
Castor [13] observing charged particles at larger angles (−6.6 < η < −5.2) than LHCf.
•Uncertainty of pion interaction is one problem at UHE. We may use one pion exchange process in analogy
to γ+ p→ n + X; i.e, p+p→ n + X where p goes n + π+ and π+ interacts with p to produce X. LHCf Arm1
may detect a leading n and ATLAS and LHCf Arm2 detect π+p interaction. This may give a clue to the
pion interaction at very high energies [14]
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The study of the production of two jets separated by a large interval of rapidity at hadron colliders
was proposed by Mueller and Navelet [1] to test QCD in the high energy limit, described by the
Balitsky-Fadin-Kuraev-Lipatov (BFKL) approach [2–5]. The standard mechanism for this process
is based on single parton scattering (SPS) illustrated in the left panel of Fig. 1 and involves usual
parton distribution functions (PDF) of incident partons inside the scattered protons. The classical
observable in this process is the azimuthal correlation of the produced jets: in the approach based
on collinear factorization of QCD at leading order the two jets would be emitted back-to-back
whereas in the BFKL case, with multiple emissions between the two jets described by the BFKL
Green’s functionG, one should expect a stronger decorrelation in the azimuthal angle between the
two jets. The azimuthal correlations of Mueller- Navelet jets were measured for the first time at
the LHC by the CMS collaboration. In our recent studies we have shown in [6] that the measured
data on decorrelation coefficients can be well described by a complete next-to-leading logarithmic
(NLL) BFKL calculation [7, 8] supplemented by the use of the Brodsky-Lepage-Mackenzie proce-
dure adapted to BFKL dynamics to fix the renormalization scale (for details we refer the reader
to [6]). These results are not severely affected by energy-momentum non-conservation [9].
However, at high energies and low transverse momenta probed at the LHC, parton densities can
become large enough that contributions where two partons from the same incoming hadron take
part in the interaction could become important. In the case of Mueller-Navelet jets production
such a mechanism is illustrated in the middle panel of Fig. 1. Thus it is natural to ask about the
potential impact of such double parton scattering (DPS) contributions on the good agreement of
our earlier results based on single parton scattering (SPS) with experimental data. This was the
subject of our recent study [10].

178 MPI@LHC 2015



PDF

PDF

G

PDF

UGD

Figure 1: Left: The SPS contribution to Mueller-Navelet jets production at LL accuracy; Middle:
The DPS contribution; Right: Inclusive forward jet production.

The main assumption of the analysis in [10] concerns the independence of the production of each
jet. This is the basis of the so-called ”pocket formula” for the cross section in the DPS mechanism

σDPS =
σfwdσbwd

σeff
, (1)

where σfwd(bwd) is the inclusive cross section for one jet in the forward (backward) direction as
shown in the right panel of Fig. 1 and σeff is a phenomenological quantity related to the density of
the proton in the transverse plane. According to measurements at the Tevatron and the LHC, σeff

should be of the order of 15 mb but there is some discrepancy between these measurements. To
account for this uncertainty we vary σeff between 10 and 20 mb in our calculation.
A more refined approach to compute the DPS contribution shown in the middle panel of Fig. 1
would require to introduce some kind of “hybrid” double parton distribution, related to the prob-
ability for a proton to emit both a collinear parton and a gluon with some transverse momentum.
Since almost nothing is known about such distributions we are forced to use the simplistic factor-
ized model (1).
The cross section for one forward jet production, σfwd, shown in the right panel of Fig. 1 requires
the knowledge of the unintegrated gluon density (UGD). Contrary to usual collinear parton dis-
tributions (PDF), the unintegrated gluon distributions are not very well known. To estimate the
uncertainty of our calculation due to this fact, we will use several sets found in the literature to see
the impact of this choice on our final results. For each set we fix the normalization by a comparison
with CMS data on inclusive forward jet production (for more details see [10]).
Our analysis about the importance of DPS in Mueller-Navelet jets production is performed for
four choices of kinematical cuts on

√
s and the transverse momenta of the jets relevant for present

and forthcoming experiments at the LHC:

• √s = 7 TeV, |kJ,1| = |kJ,2| = 35 GeV,

• √s = 14 TeV, |kJ,1| = |kJ,2| = 35 GeV,

• √s = 14 TeV, |kJ,1| = |kJ,2| = 20 GeV,

• √s = 14 TeV, |kJ,1| = |kJ,2| = 10 GeV.
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Figure 2: Comparison of the differential cross section obtained at LL (green) and NLL (red) accu-
racy in the BFKL approach and the DPS cross section (blue) for the four kinematical cuts described
in the text.

The resulting predictions for the differential cross section and the decorrelation coefficient 〈cosϕ〉
are shown on Figs. 2 and 3 respectively. One can see that in most cases the DPS cross section is
much smaller than the SPS one and thus the impact of this contribution on the azimuthal cor-
relation is rather small. However, if one considers the set of parameters giving the largest DPS
contribution, for low transverse momenta and large rapidity separations the effect of DPS can be-
come larger than the uncertainty on the NLL BFKL calculation. Therefore in this region a more
careful analysis or experimental data would be required to conclude.
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1 Introduction
Hadronic jets carry information about partons produced in pp-interaction. Hard parton scattering
is described within the perturbative QCD (pQCD) framework. Fixed order analytic predictions
for jet production observables are available in the next-to-leading-order (NLO) or next-to-next-
to-leading order (NNLO) pQCD. For observables sensitive to higher order parton radiation re-
summation of full perturbative series enhanced by large logarithms of energy scale ratios such as
performed by DGLAP [1–4] or BFKL [5–7] frameworks is important. Measurements of hadronic
jets production allows to test perturbative QCD calculation methods and gives direct access to
basic QCD components like the parton density functions or the strong coupling constant.

In this review selected CMS analyses performing extraction of PDF or αs as well as measure-
ments sensitive to higher-order pQCD radiation are discussed.

2 Inclusive jet and 3-jet production cross-section measurements
The inclusive jet production cross-section is directly sensitive to the proton PDFs and αs. CMS has
measured the inclusive jet production cross-section for 7, 8 and 2.76 TeV pp-collisions energies
[8–11]. Measurement performed differentially in pT and η allows to extract PDF for the wide
range of Q and x values. CMS has performed extraction of PDFs and αs from 7 TeV inclusive jet
cross-section in the work [12]. For the extraction of PDFs inclusive jet data was combined with
HERA DIS data. Comparison with the HERA-only PDF shows shift in central value and clear
improvement in the uncertainty of the PDFs (Fig. 12-17 of the reference [12]).

The cross section of 3-jet production is proportional to α3
s at the LO of pQCD. Therefore it

should be particularly sensitive to αs variations. The measurement of the inclusive double differ-
ential 3-jet production and extraction of the αs was performed in the work [13]. The dataset cor-
responding to 5 fb−1 of 7 TeV proton-proton collisions was used. The cross-section was measured
differentially in the mass of the 3-jet system, m3. Measurement was performed for the range of
3-jet system masses of 445 < m3 < 3270 (GeV). Data is in agreement with NLO pQCD predictions
within the experimental and theoretical uncertaintites. For the extraction of αs the CT10 NLO PDF
set was used which includes variations in αs. The running αs(Q) was determined for the set ofm3
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ranges corresponding to range in Q: 0.4 < Q < 1.4 (TeV). The obtained result summarised in Fig.
7 of the reference [13] is in agreement with previous mesurements and extends the Q range to 1.4
TeV. The value of αs(MZ) was determined from the combined fit of the data in the rangem3 > 664
GeV. The obtained value of αs(MZ) = 0.1171±0.0013(exp)±0.0024(PDF)±0.0008(NP)+0.0069

−0.0040(scale)
is in agreement with the world-average.

3 Dijet azimuthal decorrelation measurements
The leading order pQCD contribution to the dijet production is 2 → 2 process. Outgoing jets in
2 → 2 process are back-to-back in the xy plane and azimuthal angle between them is ∆φ = π.
In real life an additional higher-order hard parton radiation leads to decrease of azimuthal angle
between jets. Therefore measurement of azimuthal angle between jets is sensitive to hard parton
radiation and may allow to test various models of parton showers or analytic pQCD resummation
methods.

Figure 1: Normalised cross-section for dijet production differential in ∆φ for the set of bins in pT
of the leading jet. Good description of the data is given by MADGRAPH+PYTHIAMC
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CMS has measured azimuthal angle distributions between jets using the full dataset of 8 TeV
pp-collisions of 19.7 fb−1 [14]. Events in which two leading jets have y < 2.5 and the leading jet
have pT > 200 GeV were selected. The normalised dijet cross-section differential in ∆φdijet was
measured. Results of the measurement were compared to predictions of analytic calculations in
NLO pQCD, predictions from Monte-Carlo generators and fixed-order calculations matched to
different parton shower simulations. Monte Carlo generators PYTHIA6 [15], PYTHIA8 [16] and
HERWIG++ [17] use LO matrix elements complemented by parton shower simulations to account
for higher-order radiaion. The MADGRAPH MC generator [18] uses LO matrix elements with up to
4 outgoing partons which can be matched to partons showers produced by PYTHIA or HERWIG++
programs. The POWHEG framework [19–21] provide the full NLO matrix elements which can also
be matched to PYTHIAor HERWIG++ parton showers. Normalised cross-section for different bins
in the pT of the leading jet, pT,MAX, is presented at Fig. 1. Among the MC generators PYTHIA8
shows the smallest deviations from the measurement. The best description of the measurement
is given by the MADGRAPH matched to PYTHIA6 for parton showering, hadronisation and multi-
parton interactions.

Figure 2: Average cosines (top) and cosine ratios (bottom) as a function of the rapidity separation
between jets. Best desription of the data is given by the NLL BFKL calculation.

The production of jets with similarly low transverse momentum and large rapidity separation
was proposed in the work [22] as a process probing dynamics beyond the description of DGLAP
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approach. Indeed such final state has increased phase space for hard parton radiation ordered
in rapidity and with random walk in pT described in the BFKL framework. The important BFKL
prediction is the strong growth of inclusive dijet cross-section with increasing rapidity interval be-
tween jets, σ ∼ eA∆y, A > 1. Therefore measurement of azimuthal decorrelation between low-pT
jets as a function of rapidity separation may reveal features not described by the DGLAP-based
PS models or analytic calculations. In the work [23] CMS has measured azimuthal decorrelations
of jets using the low-pileup 7 TeV dataset. Decorrelations were measured as normalised cross-
sections differential in ∆φ for three bins of pseudorapidity for ∆y < 9.4 and average cosines of
azimuthal angle between jets Ci = cos(n ∗ (π − ∆φ) as a function of ∆y (Fig. 2, top). In ad-
dition ratios of average cosines C2/C1 (Fig. 2, bottom) and C3/C2 were measured as a function
of ∆y according to suggestion from [24] where it was derived that cosine ratios are particularly
sensitive to contributions from BFKL dynamics. Results corrected for the detector effects were
compared to the predictions of Monte-Carlo generators PYTHIA6, PYTHIA8, HERWIG++, POWHEG

complemented by parton showers and non-perturbative effects simulated with PYTHIA8 or HER-
WIG++ and to other theory predictions described below. The SHERPA Monte Carlo [25] which
incorporates tree-level matrix elements with up to 4 outgoing partons and its own models of par-
tons shower, hadronisation and multi-parton interactions. The HEJ Monte-Carlo generator [26]
uses BFKL formalism for the description of wide-angle gluon emission, the measurement was
compared to the predictions HEJ matched to ARIADNE program [27, 28] for the simulation of non-
perturbative processes. Analytic calculations in the next-to-leading log (NLL) BFKL framework
have become available recently [29, 30]. The presented measurement was compared to results
from [29]. The results of theory comparison of presented measurement may be summarised as
follows. The general - purpose MC PYTHIA8, PYTHIA6 and HERWIG++ show significant spread
of predictions around the data for different observables, none of MC describes well the full set of
measured observables. The improvement of MC with higher order matrix elements as performed
in predictions of POWHEG and SHERPA matched to parton shower does not improve the agree-
ment with the data. The HEJ MC incorporating elements of BFKL approach matched to ARIADNE

program overestimates the hard parton radiation. The NLL BFKL prediction obtained in [29] de-
scribes all measured observables withing the experimental and theoretical obsrvables therefore
giving the best overall description of the data.

4 Conclusion
The double differential inclusive jet production cross-section measured with full 7TeV dataset has
been used for the PDF extraction in combination with HERA DIS data. The significant reduction
of PDF uncertaintites has been observed. Results on the αs extraction from the 3-jet data are in
agreement with previous mesurements and extend the range of Q to 1.4 TeV.

The dijet azimuthal decorrelation for the leading in pT dijet system was measured on the full
8 TeV dataset of 19.4 fb−1. The best description of the data is given by the Monte-Carlo generator
MADGRAPH matched to PYTHIA6 for parton showering, hadronisation and multi-parton interac-
tions. The azimuthal decorrelation of jets widely seprated in rapidity was measured using the
low-pielup 7 TeV dataset. Monte-Carlo generator predictions showed significant spread around
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the data points. The best overall description is given by the NLL BFKL analytic calculation pre-
dictions.
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Gauge-invariant gluon TMD at the LHC: Higgs production

I.O. Cherednikov1 and M. Pieters1
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Factorization theorems are pivotal for the QCD description of the structure of the nucleon
visible in high-energy hadronic processes. During recent years a particular framework, namely
the transverse-momentum dependent (TMD) approach to the factorization beyond the collinear
approximation [1], attracts more and more attention, as it allows us to describe non-perturbatively
intrinsic collinear and transverse momenta and polarizations of the quarks and gluons in terms of
the TMD parton distribution functions (TMD pdfs). This approach is important for the calculation
of the differential cross-section in such semi-inclusive processes as the Drell-Yan process and the
semi-inclusive deep inelastic scattering [2, 3].

At the LHC, the TMD pdfs are suitable for the low-qT heavy particle production and for the
high-energy (small-x) factorization [4]. To be more precise, let us consider the Higgs boson pro-
duction through the gluon-gluon fusion. Because the Higgs boson does not directly couple to
gluons, one can form a Higgs boson through the triangular quark loops. The appropriate effective
Lagrangian is given by [5–7]

Leff = −1

4
gφΦ FµνFµν , (1)

where gφ stands for the effective coupling, Φ is the scalar boson field, and Fµν is the gluon field
strength. The main contribution to the effective theory comes from the top quark loop as the
masses of the other quarks are negligible compared to the mass of the top quark. For a recent
discussion of the NNLO corrections within the effective theory, see, e.g., Ref. [8].

The Higgs production via the gluon-gluon fusion naturally introduces the gluon TMD pdfs
(gTMDs), given that the gluons dominate at high energies in colliders such as the LHC. In general,
depending on the region of the Bjorken-x under consideration, one can make use of the following
approaches to define the gTMD1:

• In the small-x regime, the lnx provides a natural rapidity cutoff and the gTMD can be writ-
ten as [13]

1Each of these functions contains the Wilson lines with light-like segments, which calls for an appropriate regular-
ization of the rapidity/light-cone singularities [1, 9–12]. Hence an extra regulator shows up in each case.
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Gij
small−x(x,k⊥; lnx;h) ∼

∫
dz−d2z⊥eik⊥z⊥ 〈h| DiWγLC(z)W†γLC(z)DjWγLC(0)W†γLC(0) |h〉,

(2)

where z = (0+, z−, z⊥) andDi is a sort of the covariant derivative with boundary conditions.

• At moderate or large Bjorken-x, the lnx cannot be a rapidity cutoff anymore, so an extra
regulator η must be introduced to make the “primordial” gTMD definition valid [14, 15]

Gij
large−x(x,k⊥; η;h) ∼

∫
dz−d2z⊥e−ixP

+z−+ik⊥z⊥
〈
h| F il(z)WγLC(z, 0) F lj(0) |h

〉
. (3)

• Another way to get rid of the rapidity divergences is to shift the Wilson lines from the light
cone. To this end one adopts a new regulator, ζ = (2v ·P )/v2, where v stands for a non-light-
like vector [16, 17]

Gij
off−LC(x,k⊥, ζ;h) ∼

∫
dz−d2z⊥e−ixP

+z−+ik⊥z⊥〈h| F il(z)Wγζ (z, 0) F lj(0) |h〉. (4)

• More detailed analysis of the singularities entails a more sophisticated approach to the TMD
pdf definition with a system of the Wilson lines and the soft factors [1].

Whatever the definition of the gTMD is adopted, an omnipresent object is the generating matrix
element defined in the coordinate space:

Gµν|µ′ν′
gen. (z;h) = 〈h| Fµν(z)Wγ(z, 0) Fµ′ν′(0) |h〉, (5)

where Wγ is a generic Wilson line (gauge link) evaluated along an arbitrary path γ. Speaking
formally, the presence of the gauge links not only ensures the gauge invariance of the gTMDs, but
is also a result of the resummation of soft gluons [18].

The ‘standard’ way to derive an operator definition of a TMD pdf starts from the identifica-
tion of an appropriate factorisation scheme in a convenient gauge (in the small- or large-x regime).
Thus one comes to an evidently gauge-dependent pdf. Then, through the soft gluon resummation
one obtains a gauge-invariant pdf with Wilson lines, whose path-dependence is prescribed by the
hard part of the factorized cross-section. The latter affects the structure of the gauge links via the
relevant colour flows. An alternative approach we discuss here starts from the most general oper-
ator structure related to a given pdf. Such a generic gauge-invariant and heavily path-dependent
object undergoes evolution in the coordinate space to fit a specific factorisation scheme (in the
small- or large-x regime). Therefore, one gets a gauge-invariant pdf with the Wilson lines, whose
path-dependence is prescribed by the factorisation.

More specifically, making use of non-Abelian Stokes’ theorem (see Ref. [19] and Refs. therein)

Pγ exp

[∮

γ
dζρAρ(ζ)

]
= PγPσexp

[∫

σ
dσρρ′(ζ)Fρρ′(ζ)

]
, (6)
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where Pσ denotes the area-ordering, we see that the generating matrix element (5) can be re-
written as

G̃µν|µ′ν′
gen. (z;h) =

δ

δσµν(z)

δ

δσµ′ν′(0)
〈h|Wγ[z,0] |h〉 =

δ

δσµν(z)

δ

δσµ′ν′(0)

∑

X

〈h|W ′γ[z] |X〉〈X|W ′γ[0] |h〉,

(7)

where the underlying (arbitrary) path γ[z,0] must contain the points z and 0. The key feature of
this approach is that one first calculates the generating matrix element 〈h|Wγ[z,0] |h〉, choosing its
underlying integration path to fit a specific factorization framework.

Let us demonstrate how this approach works in practice by considering the Abelian gauge
theory, where the Wilson loops exponentiate

〈h|Wγ |h〉 = 〈h|Pγ exp

[∮

γ
dζρAρ(ζ)

]
|h〉 = exp

[
−g

2

2

∮

γ
dζρ

∮

γ
dζ ′ρ′ D

ρρ′(ζ − ζ ′)
]
. (8)

The hadronic correlator Dρρ′(ζ − ζ ′) = 〈h|Pγ Aρ(ζ)Aρ
′
(ζ ′)|h〉 can be parameterized as

Dρρ′(z) = gρρ′ D1(z, P ) + ∂ρ∂ρ′ D2(z, P ) + {Pρ∂ρ′} D3(z, P ) + PρPρ′ D4(z, P ). (9)

Hence the area derivative can be calculated straightforwardly

δ

δσµν(z)
〈h|Wγ |h〉 = −g

2

2

[
∂µ

∮

γ
dζ ′ρ′ Dνρ′(z − ζ ′)− ∂ν

∮

γ
dζ ′ρ′ Dµρ′(z − ζ ′)

]
〈h|Wγ |h〉, (10)

and expressed in terms of the invariant functions D1,2,3,4. Therefore, the generating matrix ele-
ment in the coordinate space can be evaluated completely in terms of the arbitrary Wilson loops
and thereafter adjusted to fit a particular factorization scheme, Eqs. (2, 3, 4).
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1 Introduction
Events with jets which are collimated sprays of hadrons and signatures of quarks and gluons in
the detector can be described by Quantum Chromodynamics (QCD) in terms of parton-parton
scattering. The hard part of QCD considers perturbative QCD (pQCD), parton density functions
(PDFs), initial and final state radiation (ISR, FSR) and parton shower (PS) modeling whereas the
soft part of QCD deals with fragmentation, multiple parton interactions (MPI) and underlying
event (UE). The inclusive jet cross section in pp collision is a fundamental quantity which can be
measured and predicted within the framework of pQCD. Because of that, jet measurements can be
used to determine the strong coupling constant αs and to constrain the PDFs. For a comparison of
the jet production processes obtained in hadron-hadron collisions with the next-to-leading order
(NLO) parton level theory calculations non-perturbative (NP) corrections have to be applied to
account for MPI, UE and PS effects [1].

2 Results
NP correction factors are obtained by using Shower Monte Carlo (SMC) event generators. In or-
der to take into account the NP effects coming from MPI and hadronization, the NP corrections
factors are applied to next-to-leading order (NLO) theory calculations. A new approach treating
NP corrections in the context of NLO-matched PS event generators is also introduced in Ref. [2].
NP correction factors can play important role for quantifying the relation between the perturba-
tive hard processes and the softer interactions of particles involved in hadronization and PS. The
leading order correction factors CNPLO are obtained by using leading-order Monte Carlo (LO-MC)
generators HERWIG [3, 4] and PYTHIA [5]. In this study, CNPLO is calculated as in Refs. [1, 6, 7]:

CNPLO =
d2σ

dpTdy
(LO + PS +MPI + HAD)/

d2σ

dpTdy
(LO + PS) (1)

where in the numerator PS, MPI and hadronization effects and in the denominator only PS effects
were included in addition to the LO hard process. The NP correction for LO is evaluated by
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averaging those provided by PYTHIA 6 (version 4.26), using tune Z2*, and HERWIG++ (version
2.4.2), using tune UE. This is the most obvious way to evaluate NP corrections when only the
LO+PS event generators are available. However, once CNPLO corrections are applied on results at
NLO parton-level, a potential inconsistency arises because the real correction of the first parton
emission is treated differently in the NLO calculation and the PS. To avoid this, an alternative
method [2], based on NLO Monte Carlo (NLO-MC) generators, can be used. This method makes
possible to study separately correction factors to the fixed-order calculation due to PS effects.
The NLO NP corrections are derived using POWHEG [8, 9], interfaced with PYTHIA 6 (version
4.26) for PS, MPI and hadronization. In this case averaging the results for two different tunes of
PYTHIA 6, Z2* and P11 are taken. The correction factor between PS and the hadronic final state is
defined [2, 10] as

CNPNLO =
d2σ

dpTdy
(NLO + PS +MPI + HAD)/

d2σ

dpTdy
(NLO + PS) (2)

CPSNLO =
d2σ

dpTdy
(NLO + PS)/

d2σ

dpTdy
(NLO) (3)

where the denominator in Eq. 3 is evaluated by switching off PS+MPI+HAD in the MC simulation.
The difference between the correction factors in Eqs. 1 and 2 calculation is due to the matching of
multiple parton interactions to the NLO calculation. The transverse momentum pT scale of MPI
is smaller than the pT scale of the hard process, which is defined by the average pT of the hard
partons in the process. Thus the hard scale in LO and NLO is different, leading to a non-negligible
numerical difference in the NP correction factor. In particular, this difference can be seen clearly
in the forward rapidity 3.2 < |y| < 4.7 region and at low pT as shown in Fig. 1. The correction
factor CPSNLO in Eq. 3, is evaluated with the NLO-MC simulation.
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Figure 1: NP correction factor (left) and PS correction factor (right) shown for the forward rapidity
3.2 < |y| < 4.7 as a function of jet pT as determined in [1].

In this study, the three correction factors evaluated with Eq. 1, 2 and 3, are applied to NLO pre-
dictions (CT10 [11]). NP and PS corrections, depend on pT and y, are obtained for central (|y| < 3)
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and forward (3.2 < |y| < 4.7) regions of CMS [1]. Since the PS effect is largest at large y, only
results from the forward region are presented in here. The obtained theoretical results are com-
pared to inclusive jets measurement performed in forward region at

√
s = 8 [1]. Figure 2 (top left)

shows the comparison of the experimental data with the theoretical jet distribution obtained by
applying only the correction factor CNPLO to NLO prediction. The average of LO and NLO correc-

tion factors, C
NP
LO +CNP

NLO
2 , is applied to NLO prediction and the comparison with the experimental

data is shown in Fig. 2 (top right). A further comparison of data to the NLO prediction, in which

the correction factor CPSNLO + (
CNP

LO +CNP
NLO

2 ) is applied, is shown in Fig. 2 (bottom). By looking at all
the comparisons shown in Fig. 2, the NP corrections change the shape of jet distributions as well
as affect significantly the comparison of theory predictions with the experimental data. The PS
corrections contribute as well.

Figure 2: Ratio of inclusive jet cross sections to the theoretical prediction using the central value
of the CT10 PDF set which are applied NP and PS correction for forward rapidity ( [1])

It can be also concluded that NP corrections have influence on the determinations of parton
distributions. Perturbative QCD, supplemented by a small NP correction, is able to describe well

MPI AND UE CORRECTIONS TO JET MEASUREMENTS AND INFLUENCE ON PDF . . .
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the data over a wide range of pT and y and over many orders of magnitude in cross section. A
cross check including PS corrections is performed with CT10 NLO PDF set, and good agreement
is observed with each other within the estimated uncertainty limits [1].
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This recently introduced working group reflects the growing interest in the study of high mul-
tiplicity final states in pp and pA interactions. A deep investigation of these final states performed
in the LHC RUN I allows to regard them as the contribution of several rather soft MPI [1, 2].

The LHC RUN I highlights in this research field include the unexpected observation of ”ridge”
structures (long-range, near-side angular correlations) for high multiplicity final states in pp and
pA interactions [3, 4]. In heavy ion collisions the azimuthal modulation of the produced particles
is typically considered the manifestation of a transport effect in dense matter (medium), however,
what is giving rise to such effects in smaller systems?

In the context of this edition of the MPI@LHC workshop, all the LHC collaborations present
updates on the phenomenology of long-range angular correlations, including the first RUN II
results on pp at

√
s = 13 TeV from ATLAS and CMS [5,6] (presented by A. Moraes and A. Buckley,

respectively) that indicate some nice
√
s scaling properties of the correlation strength, found to

basically depend just on the charged multiplicity Nch.
In P. Tribedy’s contribution (summarised in these proceedings), the ridge correlations are stud-

ied in the Color Glass Condensate (CGC) framework. It is argued that ridge correlations in pp
collisions at

√
s = 7 and 13 TeV are in agreement with the expectations from the CGC effective

theory of high energy QCD, which in particular can predict the scaling property of the correlation
strength.

As stressed in the ALICE contribution presented by M. Floris, the collective flow, as measured
in heavy ion collisions, is expected to follow a well defined mass dependence (heavier particles
are modified in a more pronounced way by the collective expansion). In [7] ALICE shows that
this is also the case for pA and that hydro predictions are in agreement with the observed phe-
nomenology. Of course other explanations exist: the main competitor to hydro is CGC, though it
offers no ”natural” explanation for the mass dependence.

The LHCb ridge results [8] presented by Álvaro Dosil constitute the first measurement of a
long-range correlation on the near side in pA collisions in the forward region and extend the
previous observations in the central region.
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C. Oppedisano (see her contribution in these proceedings) reports on the ALICE study of Mul-
tiple Parton Interactions patterns in pA collisions, focusing on the detailed topological investiga-
tion of the mini-jet structure, which is examined over a wide centrality range. Mini-jets shapes are
basically found to be independent with respect to the overall multiplicity of the event (Nch) while
the mini-jet rate turns out to be proportional toNch, corroborating the evidence of a rather modest
contribution of leading jet production to the high multiplicity final states. As important spin-off
of this study one gets an improved criterion for centrality determination in pA interactions that
tends to favour the adoption of very forward estimators.

M. Strikman’s contribution (summarised in these proceedings) does focus on the study of color
fluctuations in the proton. It is argued that the proton (photon) - nucleus collisions at LHC energies
can be used to probe fluctuations of the strength of pp and pA interactions. The dependence
of hard pA collisions on centrality observed at LHC and at RHIC for large xp is explained as a
consequence of the small cross section of proton configurations with xp ≥ 0.3. It is also suggested
that strong fluctuations in the interaction strength are responsible for a factor of ∼ 2 suppression
of the γA → ρA cross section as compared to predictions of the vector dominance model. Also
in this case it is reported an important application to the centrality determination in pA at the
LHC [9].

Z. Conesa del Valle reports on the ALICE measurements of heavy flavour yields at different
charged particle multiplicities in pp and pA collisions [10]. In a naı̈ve picture,Nch and all the event
yields should be roughly proportional to the number of MPI, however the observed deviations to
this rule may point to flow-like effects: see the contribution of K. Werner in the Monte Carlo
section of these proceedings.

Hints of flow-like patterns in small systems have also been reported in studies focusing on
identified particle yields [11]. As stressed in the presentation of E. Fragiacomo, the hardening of
the pT spectra and mass-ordering in pA collisions provide a first hint on the presence of collec-
tive behavior, whose observation is well consolidated in heavy ion collisions. B. A. Hess (see his
contribution to these proceedings) presents the ALICE measurement of the identified hadron pro-
duction as a function of event multiplicity in pp collisions at

√
s = 7 TeV. The yield normalised to

pion production rises faster with multiplicity for baryons with higher strangeness content, while
it turns out to be constant for protons. Therefore this still unexplained feature doesn’t seem to be
baryon-related, but rather strangeness-related.

As already reported in the previous edition of this workshop, alternative explanations to these
flow-like phenomena may be provided by MPI models with color reconnections (CR). That’s why
it is particularly important to dedicate some resources to the tuning of the MPI models with CR
in estreme conditions (high multiplicity final states). Of course hydro, CGC and other models
should also be tested against the observables sensitive to CR. Both the presentations of Guy Paić
and Antonio Ortiz focus on such aspect (see the relative contributions to these proceedings).

In A. Bylinkin’s presentation (summarised in these proceedings) the author studies the trans-
verse momentum spectrum of charged particles in pp collisions on the basis of the two component
model, which combines the power-like and the exponential terms in pT .

In B. Blok’s presentation (summarised in these proceedings) the pseudorapidity distribution of
final hadrons on the basis of Double logarithmic Approximation and Local Parton Hadron duality
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is calculated and compared with HERA data. The calculation is done in the pQCD framework.
O. Zenin’s contribution (summarised in these proceedings) reports the ATLAS study focusing

on the multiplicity dependence of Bose Einstein Correlation (BEC) parameters characterising the
correlation strength and the source size. These observables are investigated for charged particle
multiplicities of up to 240 and a saturation effect in the multiplicity dependence of the correlation
source size parameter is observed.

The panorama of the presentations in our section is completed by S.Heppelmann (see his con-
tribution to the proceedings) reporting on the transverse proton polarisation dependence of for-
ward neutral pion production in p-Au collisions in STAR.

The LHC beams of RUN II should soon switch to the pA mode, achieving a factor 10 increase
in the integrated luminosity with respect to the figures obtained in RUN I. This should allow to
focus on additional challenges as the study of the Double Parton Scattering (DPS) in pA collisions
where - due to anti-shadowing effects - the signal/background ratios are expected to be strongly
enhanced with respect to the corresponding pp processes.
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1 Introduction
The two-particle correlations in high-multiplicity proton-proton (pp) and proton-lead (p-Pb) colli-
sions were observed to exhibit flow-like patterns similar to those in lead-lead (Pb-Pb) collisions [1].
Also, similar features in p-Pb and Pb-Pb collisions for particle ratios such as Λ/K0

S were recently
discovered [2]. In order to understand the origin of these effects, it is important to complement
the existing measurements with corresponding ones in pp collisions.

2 Analysis technique
The ALICE detector [3, 4] at the LHC is used in this analysis to study the production of charged
light flavour, strange and multi-strange hadrons (π, K, p, Λ, Ξ, Ω) in the mid-rapidity region
|y| < 0.5. The Inner Tracking System (ITS) and the Time Projection Chamber (TPC) are used for
primary and secondary vertex determination and tracking. Pions, kaons and protons are iden-
tified with a technique that combines the information on the specific energy loss dE/dx in the
ITS and the TPC with the Time-Of-Flight (TOF) measurement. The relativistic rise of the dE/dx
inside the TPC allows for a statistical particle identification to momenta of up to 20 GeV/c and
beyond [5]. Short-lived particles as K0

S, Λ, Ξ and Ω are detected via their (weak) decay topologies.
Their yields are extracted using a bin-counting technique (see [6] for a detailed description).

The analysis was performed on data from low-pile-up pp collisions at
√
s = 7 TeV recorded in

2010 with a minimum bias trigger. The dataset was restricted to events with at least one recon-
structed charged track (segment) within |η| < 1. After tagging events with more than one primary
vertex as pile-up and removing them, the dataset contains up to about 180 million events.

The multiplicity selection is performed via the sum of the signal amplitudes of the V0 plastic
scintillator arrays at forward and backward rapidity (V0M). The events are classified by the per-
centiles of the V0 amplitude distribution. For each multiplicity class, the average pseudo-rapidity
density of primary charged particles 〈dNch/dη〉|η|<0.5 is measured [7].

A Monte Carlo simulation with PYTHIA 6 Perugia 0 with particle transport through the ALICE
geometry via GEANT3 was used to determine acceptance and efficiency.
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3 Results
The transverse-momentum spectra (pT) of charged pions and of Ξ− + Ξ

+ are shown in Fig. 1 for
various V0M multiplicity classes. Both species show a similar evolution with multiplicity. The
spectra become harder with increasing multiplicity and the ratio to the multiplicity-integrated
spectrum (0− 100%) becomes approximately constant for pT & 4 GeV/c. The same trends are also
observed for all the other species considered in this analysis. The unaltered spectral shapes at high
pT could possibly indicate the presence of a scaling with the number of multi-parton interactions.
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Figure 1: Charged pion yield (left) and Ξ− + Ξ
+

yield (right) as a function of pT for various V0M multi-
plicity classes. The lower panel shows the ratios to the 0− 100% spectrum. The error bars (smaller than the
marker size) represent the statistical uncertainties and the error boxes indicate the systematic uncertainties.

To compare different collision systems, the spectral ratio of Λ/K0
S is shown in Fig. 2 for pp,

p-Pb and Pb-Pb collisions. It exhibits a maximum around pT ∼ 2 − 3 GeV/c and changes with
multiplicity in a qualitatively similar way for all three collision systems. The magnitude of the
change is larger in Pb-Pb than in p-Pb and pp. However, it has to be noted that 〈dNch/dη〉|η|<0.5

for the most central V0M multiplicity class shown in the figure is two orders of magnitude larger
in Pb-Pb than in p-Pb and pp. Indeed, an earlier study [2] of this ratio in p-Pb and Pb-Pb showed
a quantitative agreement of the evolution as a function of 〈dNch/dη〉|η|<0.5 in both systems. This
strikingly similar behaviour is observed for the spectral ratio of p/π as well. Also in that case, the
ratio exhibits a maximum at intermediate pT.

In order to obtain the pT-integrated yields, the transverse-momentum spectra have been fit-
ted with a Levy-Tsallis function, which is then used to extrapolate to the full pT range. The
pT-integrated yield ratios of Ξ/π and Ω/π are shown in Fig. 3. The functional dependence on
the multiplicity is the same in pp and p-Pb, as is also observed for the K/π and p/π ratios. The

B.A. HESS

204 MPI@LHC 2015



0 1 2 3 4 5 6 7 8

S0
/K

Λ

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  = 7 TeVsALICE Preliminary pp 

 = 21.3〉η/d
ch

dN〈0­1%, 

 = 2.3〉η/d
ch

dN〈70­100%, 

(V0M Multiplicity Classes)

)c (GeV/
T

p

0 1 2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  = 5.02 TeV
NN

sALICE p­Pb 

 = 45.1〉η/d
ch

dN〈0­5%, 

 = 9.8〉η/d
ch

dN〈60­80%, 

(V0A Mult. Classes ­ Pb side)

0 1 2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  = 2.76 TeV
NN

sALICE Pb­Pb 

 = 1601.0〉η/d
ch

dN〈0­5%, 

 = 13.4〉η/d
ch

dN〈80­90%, 

ALI−PREL−98746

Figure 2: (Λ + Λ)/K0
S ratio as

a function of pT in a high and
a low V0M multiplicity class.
The ratios for pp (left) are com-
pared to p-Pb (middle) and Pb-
Pb (right). The error bars rep-
resent the statistical uncertain-
ties, the empty boxes indicate
the total and the shaded boxes
the uncorrelated (with respect
to multiplicity) systematic un-
certainties.

yield ratios in both systems approach those in Pb-Pb reaching the grand-canonical saturation limit
calculated in two different implementations of the statistical model (THERMUS v3.0 [8] and the
GSI-Heidelberg model [9]) in case of the Ξ, but stay slightly below for the Ω. The pp results are
compared to predictions from three different versions of PYTHIA. None of the considered ver-
sions reproduces the rising trend with multiplicity. Switching on or off colour reconnection has
only little impact and does not change this observation. The same holds true for K0

S/π and Λ/π.
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Figure 3: (Ξ−+Ξ
+

)/(π−+π+) (left) and (Ω−+Ω
+

)/(π−+π+) (right) ratios as a function of 〈dNch/dη〉|η|<0.5

in pp (green), p-Pb (blue) and Pb-Pb (red) collisions. The error bars represent the statistical uncertainties,
the empty boxes indicate the total and the shaded boxes the uncorrelated (with respect to multiplicity)
systematic uncertainties.

To quantify how fast the yield ratio to pions increases with multiplicity for various species,
each ratio normalised to the pp inclusive value is shown in Fig. 4 for pp and p-Pb. As before,
the multiplicity dependence is similar in both systems. The ratio is constant at unity for p/π, but
rises with multiplicity for strange hadrons. The relative increase of the ratio with multiplicity is
more pronounced for hadrons with higher strangeness content. These observations suggest that
the yield increase is not baryon-related, but strangeness-related.
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Figure 4: Particle ratios of protons and
strange baryons to pions normalised to the
corresponding ratio in pp in the 0−100% mul-
tiplicity class. The ratios are shown as a func-
tion of 〈dNch/dη〉|η|<0.5 for pp (full symbols)
and p-Pb (open symbols). The error bars rep-
resent the statistical uncertainties and the er-
ror boxes indicate the systematic uncertain-
ties. Note that the latter are highly correlated
among multiplicity bins.

4 Conclusions
First measurements of the identified hadron production as a function of event multiplicity in pp
collisions at

√
s = 7 TeV have been presented by the ALICE collaboration. The pT spectra of π,

K, p, Λ, Ξ and Ω all become harder with multiplicity and their shape is unaltered with respect to
inclusive at high pT. The pT-differential baryon/meson ratios (p/π, Λ/K0

S) exhibit a qualitatively
similar evolution with multiplicity in pp, p-Pb and Pb-Pb collisions, when multiplicity classes cor-
responding to similar 〈dNch/dη〉|η|<0.5 values are compared. In all systems, the baryon production
at mid-pT is observed to be enhanced in high-multiplicity events. The pT-integrated yield ratios
to pions (h/π) show the same multiplicity dependence in pp and p-Pb, which indicates that the
underlying mechanisms are similar in both systems. The ratios rise faster with multiplicity for
baryons with higher strangeness content, while the ratio is constant for protons. This suggests
that this feature is not baryon-related, but strangeness-related. The observed trends are not repro-
duced by commonly used PYTHIA tunes.
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Abstract

This report summarizes studies of Bose-Einstein Correlations (BEC) for pairs of like-sign
charged particles measured in the kinematic range pT > 100 MeV and |η| < 2.5 in pp colli-
sions at

√
s = 0.9 and 7 TeV with the ATLAS detector at LHC. The integrated luminosities

are approximately 7 µb−1, 190 µb−1 and 12.4 nb−1 for 0.9 and 7 TeV minimum-bias and 7 TeV
high-multiplicity data samples, respectively. The multiplicity dependence of BEC parame-
ters characterizing the correlation strength and the correlation source size are investigated for
charged-particle multiplicities of up to 240. A saturation effect in the multiplicity dependence
of the correlation source size parameter is observed using the high-multiplicity 7 TeV data
sample. The dependence of the BEC parameters on the average transverse momentum of the
particle pair is also investigated. ATLAS results are compared to other experiments at the same
and lower centre-of-mass energies, where possible.

1 Introduction
Particle correlations play an important role in the understanding of multiparticle production.
Bose-Einstein correlations (BEC) between identical bosons are manifested as an enhancement in
the production rate of identical bosons that are close together in the momentum space. Studying
BEC in terms of a relative momentum difference between identical bosons, in dependence on the
average particle momentum and the total multiplicity in the event, allows to probe geometry and,
to some extent, dynamics of multihadron production.

In this report, studies of one-dimensional BEC effect in pp collisions at center-of-mass energies
of 0.9 and 7 TeV, using the ATLAS detector [1] at the Large Hadron Collider (LHC), are presented.
The analysis [2] extends previously published LHC studies [3–6] to total charged multiplicities up
to 240.
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2 Observables and their parameterization
Bose-Einstein correlations are measured in terms of a two-particle four-momentum density func-
tion ρ(p1, p2) for identical bosons normalized to a two-particle reference function ρ0(p1, p2), ideally
containing all correlations present in ρ(p1, p2) excluding BEC,

C2(p1, p2) =
ρ(p1, p2)

ρ0(p1, p2)
. (1)

As no particle identification is attempted in the present analysis, ρ = ρ(++,−−) and ρ0 =
ρ(+−) are constructed, respectively, from pairs of like- and opposite-sign charged particles uni-
formly treated as pions. The purity of the like-sign sample is estimated from MC to be approx-
imately 70%, where 69% and 1% are π±π± and K±K± pairs, respectively. Same-sign sample
impurity effects are absorbed by the correlation strength parameter λ.

TheC2 function is parameterized in terms of the Lorentz-invariant four-momentum difference,
Q =

√
−(p1 − p2)2. A typical parameterization of C2(Q) is

C2(Q) =
ρ(Q)

ρ0(Q)
= C0 [1 + Ω(λ,QR)] (1 + εQ) , (2)

whereR is the effective radius of the production region, and λ is the correlation strength parameter
characterizing relative contributions of coherent and non-coherent emissions of identical bosons.
The BEC effect vanishes in case of a fully coherent emission, λ = 0, and reaches a maximum
strength for fully chaotic emissions λ = 1 [7]. C0 is the normalization constant adjusted so that
C2(Q) → 1 at large Q and, finally, ε is the fitted parameter accounting for correlations not fully
removed by normalization to the reference function ρ0. The functional form of Ω(λ,QR) will be
discussed later.

The effect of resonances in ρ(+−) is cancelled by normalizing the measured C2 function to the
one obtained using Monte Carlo simulation without BEC effects but known to correctly describe
resonances and their reflections. The double ratio R2(Q) is defined as

R2(Q) =
C2(Q)

CMC
2 (Q)

=
ρ(++,−−)

ρ(+−)

/
ρMC(++,−−)

ρMC(+−)
(3)

In what follows, R and λ parameters of the emission model will be extracted from the fits of
R2(Q) parameterization to the data. Among various parameterizations of the Ω(λ,R) function
in Eq. 2, each assuming a specific geometry of the hadron production region, the exponential
parameterization of a static source with a radial Lorentzian density distribution [8] was found to
better reproduce the observed two-particle spectrum at low Q:

Ω = λ · exp(−RQ) (4)

3 Data and MC samples
The analysis utilizes ATLAS pp datasets collected at

√
s = 0.9 and 7 TeV with the minimum-bias

trigger [9, 10], as well as
√
s = 7 TeV dataset recorded with the high-multiplicity track trigger
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(HMT). The HMT selects events with at least 124 charged tracks with pT > 400 MeV originating
from a single vertex, as reconstructed at the trigger level. The final event and track selection cri-
teria reproduce the ones used in ATLAS minimum-bias multiplicity analysis [9]. All events are
required to have at least one vertex reconstructed from more than two tracks with pT > 100 MeV
and consistent with the beam spot position. Tracks with pT > 100 MeV and |η| < 2.5 originat-
ing from the vertex with the maximum

∑
p2T of tracks and satisfying the quality criteria [9], are

selected for the analysis. Events triggered by the HMT are selected if they contain more than 120
such tracks.

The datasets collected with the minimum-bias trigger at
√
s = 0.9 and 7 TeV contain 3.6× 105

events with a total of 4.5 × 106 selected tracks and 107 events with 2.1 × 108 tracks, respectively.
This corresponds to integrated luminosities of approximately 7 µb−1 at 0.9 TeV and 190 µb−1 at
7 TeV. The high-multiplicity 7 TeV dataset contains 1.8× 104 events with 2.7× 106 selected tracks
in total, corresponding to the integrated luminosity of approximately 12.4 nb−1.

Monte Carlo samples of minimum-bias and high-multiplicity events were generated using
PYTHIA 6.421 MC generator [11] with the ATLAS MC09 set of optimized parameters [12]. Single-,
double- and non-diffractive processes contribute to the sample in proportions predicted by the
PYTHIA model. As mentioned previously, the MC model does not include BEC effects. The
generated events were passed through a full GEANT4 based detector simulation [13] and the
reconstruction chain identical to the one applied to the data.

For the study of systematic effects, additional MC samples were produced with PHOJET 1.12.1.35
[14], PYTHIA with the Perugia0 tune [15], and, for the high-multiplicity analysis, the EPOS 1.99 v2965
[16] Monte Carlo generators.

The MC models correctly predict C2(Q) single-ratio functions at Q > 0.5 GeV, while BEC
enhancement seen in the data at Q < 0.5 GeV is not reproduced in the MC, as expected.

4 Data correction procedure
The data correction procedure closely follows the one applied in the previous ATLAS minumum-
bias measurements [9, 10]. Each track enters the observables with a weight accounting for track
reconstruction inefficiency, for contribution of secondary particles, for migration of primary par-
ticles into and outside the kinematic range, and for contribution of fake tracks. Each like- and
opposite-sign particle pair is assigned Gamow correction factor accounting for a charge-dependent
shift in the relative momentum Q due to the final state Coulomb interaction (see, e.g., [17]). In ad-
dition, each event is assigned an overall multiplicative weight accounting for trigger and vertex
reconstruction inefficiencies.

The multiplicity distributions are unfolded to the particle level using the Bayesian approach,
as described in [9, 10]. The folding matrix giving a probability to select nsel reconstructed tracks
in an event with nch charged primary particles within the kinematic range was constructed using
PYTHIA with ATLAS MC09 tune [12]. The unfolding procedure was validated by applying it to
simulated MC events and comparing the results to the known particle level distributions.
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5 Systematic uncertainties
The leading systematic uncertainty on the fitted parameters λ andR originates from the MC model
dependence of the R2(Q) correlation function. The uncertainty due to Coulomb correction esti-
mated by varying its size by ±20% is also sizeable but affects mostly the λ parameter. Other
non-negligible uncertainty sources include the dependence on the fitted Q range and on the size
of Q bins. Track related uncertainties are lower due to their cancellation in the double ratio. The
effect of photon conversions into e+e− pairs, as well as the effect of treating all charged particles
as pions were found to be negligible. The total systematic uncertainty on R and λ parameters
amounts to approximately 10-15% (see Table 1 of Ref. [2]).

6 Results
In Fig. 1 R2(Q) distributions measured at 0.9 and 7 TeV are compared with the Gaussian [8] and
the exponential (Eqs. 2,4) fitting functions. The Gaussian function does not provide a satisfactory
description of the low Q region, thus in what follows only exponential fits are considered.

The multiplicity dependence of the fitted parameters λ and R is shown in Fig. 2. The λ param-
eter decreases with nch as ∼ e−δ·nch , with a larger slope for lower

√
s. The R parameter scales as

∼ n
1/3
ch up to nch ' 55 independently of the center-of-mass energy, as predicted in Refs. [18, 19].

At nch & 55, the fitted R parameter saturates at ∼ 2rp, in a qualitative consistence with Pomeron-
based models [20]. However, a decrease of R at higher multiplicities predicted in these models is
not observed in the data. The saturation of R at high multiplicities is observed for the first time.

The dependence of λ and R parameters on the average transverse momentum of the particle
pair, kT = 1

2 |~pT,1 + ~pT,2|, is shown in Fig. 3. The fitted chaoticity parameter λ tends to exponen-
tially decrease with kT , almost independently of

√
s. The R parameter also decreases with kT

exponentially, with a
√
s independent slope and the intercept increasing with

√
s, as confirmed by

the measurements at center-of-mass energies ranging from 200 GeV to 7 TeV.

7 Conclusion
In summary, the two-particle Bose-Einstein correlations were studied in pp collisions at

√
s = 0.9

and 7 TeV using pairs of like-sign charged particles with pT > 100 MeV and |η| < 2.5 in events
with the total charged multiplicity up to nch = 240.

The BEC effect manifested as an enhancement in the double-ratioR2(Q) (Eq. 3) atQ < 200 MeV
was quantified by fitting the measured double-ratio by the function R2(Q) = 1 + λ exp(−RQ),
where R is an effective radius of the hadron production region and λ is the degree of emission
incoherence. The effective radius R increases as ∼ n

1/3
ch for nch . 55, without a significant depen-

dence on
√
s, and remains approximately constant for 55 < nch < 240. The saturation of R at high

multiplicities was observed for the first time at
√
s = 7 TeV only. The incoherence parameter λwas

found to decrease with nch, with a slope increasing as
√
s decreases. As a function of the average

transverse momentum of the pair kT , R exponentially decreases towards higher kT values for any
nch, while λ decreases with kT without a significant nch dependence.
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Figure 1: The two-particle double-ratio correlation function R2(Q) for charged particles in pp col-
lisions at

√
s = 0.9 TeV (left) and 7 TeV (right). The lines show the Gaussian and exponential fits.

The region affected by an overestimate of ρ(770) production rate in the MC is excluded from the
fits as indicated. The error bars represent the statistical uncertainties [2].

Figure 2: Multiplicity, nch, dependence of the parameters λ (left) and R (right) obtained from the
exponential fit to R2(Q) at

√
s = 0.9 and 7 TeV, compared to the equivalent measurements of the

CMS [3,4] and UA1 [21] experiments. The error bars represent the quadratic sum of the statistical
and systematic uncertainties [2].
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Figure 3: The kT dependence of (a) λ and (b) R obtained from the exponential fit of R2(Q) at√
s = 0.9 TeV, 7 TeV and 7 TeV high-multiplicity events. The average transverse momentum kT

of the particle pairs is defined as kT = |~pT,1 + ~pT,2|/2. The solid, dashed and dash-dotted curves
are results of the exponential fits at 0.9 TeV, 7 TeV and 7 TeV HMT, respectively. The results are
compared to the corresponding measurements by the E735 experiment at the Tevatron [22], and
by the STAR experiment at RHIC [23]. The error bars represent the quadratic sum of the statistical
and systematic uncertainties [2].

The presented ATLAS measurement confirms the results obtained in other experiments at the
same and lower energies, and extends them towards higher multiplicities and transverse mo-
menta.
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1 Introduction
The study of the high-multiplicity pp events has become important because we need to under-
stand the origin of the fluid-like features which have been found in such small systems [1–4].

In this work we concentrate on the radial flow signatures, which not only hydrodynamical
models can explain. Namely, the effect has been also found in PYTHIA [5] and it is attributed
to multi-parton interactions (MPI) and color reconnection (CR) via boosted color strings [6]. For
high-multiplicity events, the blast-wave parametrization, a hydro inspired model, has been found
to fit very well the transverse momentum (pT) spectra of different particle species [7]. Although,
the quality of the fits become worse for low-multiplicity events, we see that the parameter related
to the average transverse expansion velocity (〈βT〉) increases with increasing multiplicity. This
effect is qualitatively similar to what has been seen at the LHC [8].

In PYTHIA, color reconnection was originally introduced in order to explain the rise of the av-
erage pT with the event multiplicity. In short, the model allows the interaction among the partons
which originate from MPI and initial-/final-state radiation. There are different implementations,
e.g., the default MPI-based model of PYTHIA8.212 introduces a probability which is the largest for
a low-pT system to be reconnected with one of a harder pT scale. And the interaction between two
systems of high-pT scales is not allowed. Such a soft-hard interaction also suggests that jets may
play a role in the observed radial flow-like patterns as highlighted in [7, 9].

In this work, the role of jets in high-multiplicity pp collisions is investigated using PYTHIA 8.212.
The inclusive pT spectra of identified particles are studied for events with and without jets, where
the jets are reconstructed using the anti-kT algorithm implemented in FastJet [10].

2 Results
Proton-proton collisions at

√
s = 7TeV were simulated with PYTHIA8.212 using the tune Monash

2013 [11]. Events were classified according with their event multiplicity (Nch) and leading jet pT
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(pjetT ). All the observables were calculated counting particles within |η|<1. For the jet finder only
detectable particles (including charged and neutral particles) are considered within cone radius of
0.4, while for the pT spectra and event multiplicity only charged particles are taken into account.

To investigate on the radial flow-like effects in jets we first study the proton-to-pion ratio in
low-multiplicity events and as a function of pjetT (see Fig. 1). It is worth noticing that events without
jets1 dominate for momenta below 2 GeV/c, while at larger momenta, jets start playing a more
important role. In addition, a bump at intermediate pT is observed in all the event classes. The
pT, where the peak emerges, increases with increasing pjetT . This structure resembles one observed
in the different colliding systems at the LHC [1, 12] and which sometimes is referred as a “flow
peak” [6]. This effect is the same in events generated with and without color reconnection.
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Figure 1: (Color online). Leading jet pT dependence of the proton-to-pion ratio as a function of
transverse momentum for low-multiplicity pp collisions at

√
s = 7TeV. The results for the different

pjetT intervals (markers) are compared with the inclusive case (solid line). Events with (left) and
without (right) color reconnection are shown.

The blast-wave analysis of the pT spectra has been performed using the same particle species
and pT intervals described in [7]. Figure 2 shows that the hydro model can describe the PYTHIA

pT spectra when jets with momentum above 5 GeV/c are part of the event. Actually, a 〈βT〉 of
≈0.5 can be achieved when the jet pT is larger than 20 GeV/c. Contrarily, the model does not
describe the spectra in events without jets. This result is consistent with the spherocity analysis
reported in [7], where it was argued that the fast parent parton being a boosted system can mimic
radial flow too. The same analysis was also implemented for high-multiplicity events, in that
case, thanks to color reconnection, the quality of the fit improves in events without jets, however
a small 〈βT〉 (≈0.37) is obtained and it increases up to ≈0.51 when a high-pT jet is identified in the
event. Actually, when a high-pT jet was required, a very weak multiplicity dependence of 〈βT〉 is
observed.

1Events without jets are those where the jet finder can not reconstruct one with pjetT >5 GeV/c.
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Figure 2: (Color online). Leading jet pT dependence of the transverse momentum spectra for low
(top) and high (bottom) multiplicity pp collisions at

√
s = 7TeV. The blast-wave parametrization

is shown with solid lines.
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3 Summary
In summary, we have studied the role of jets in the radial flow-like features of PYTHIA. We have
found that even in low-multiplicity events the blast-wave model is able to describe the pT spectra
of different particle species only when jets are part of the event. At high-multiplicity, 〈βT〉 can
be very small in events without jets (≈0.37). The interaction of jets with the soft component is
therefore important to produce the observed effects in PYTHIA. This seems to be a promising tool
which could be exploited by the experiments in order to understand better the LHC data.
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Color fluctuation phenomena in high energy hadron and
photon nucleus collisions

Mark Strikman1

1Penn State University, Univeristy Park, PA 16802, USA

1 Introduction
An important feature of high energy QCD processes is the color coherence. It is a consequence of
compositeness of the bound states and the Lorentz slowing down of interaction. Here we focus
on the evidence for color fluctuation effects from pA collisions at the LHC and coherent photopro-
duction of ρ-mesons. We also outline briefly perspectives of future studies of this phenomenon in
electron (photon) nucleus collisions.

An early manifestation of the coherence of high energy interaction was the observation that
the contribution of planar diagrams of exchange by two ladders corresponds to the amplitudes
decreasing with energy as 1/s. The physical reason for this behavior is that a sufficiently energetic
hadron being a composite particle can be considered as the superposition of configurations of
constituents described by the wave function of a hadron. Due to the Lorentz slowing down of
interaction such configurations are frozen during the coherent length/ time interval

lcoh = 2Ph/(m
2
conf −m2

h), (1)

when coherence length is much larger that the proton/nucleus size. Thus at high energies inter-
action of the projectile hadron with a target is given by the sum over the interactions of frozen
configurations of constituents of the projectile. This is the origin of coherence phenomena specific
for high energy processes.

Hence a projectile hadron scatters off the nucleus in different configurations of constituents,
each of which is frozen during the passing through the nucleus. Thus the strength of its interac-
tions with nucleons along its path should remain constant and it is legitimate to introduce prob-
ability distribution for the hadron to be in configuration with the interaction strength σ – Ph(σ)
For small σ it was expressed in QCD in terms of the wave function of projectile [1]. The sum rules∫
Ph(σ)dσ = 1,

∫
Ph(σ)σdσ = 〈σ〉 ≡ σtot follow from the probability conservation and from the

definition of the configuration-averaged cross section. The variance of the distribution is given by
〈
σ2
〉
/ 〈σ〉2 − 1 = ωσ (2)
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Eq. 2 follows directly from the optical theorem and the definition of Ph(σ), and was first intro-
duced in [2] by reinterpreting formulae of quasieikonal approximation in the spirit of the scatter-
ing eigenstate formalism. These and several other considerations constrain the shape of Ph(σ) [1].
In our numerical studies we will use parametrization of Ph(σ) for the proton suggested in [1]

PN (σtot) =
ρ

σ0

(
σtot

σtot + σ0

)
exp

{
−(σtot/σ0 − 1)2

Ω2

}
. (3)

2 Color fluctuation effects in pA collisions
Account for fluctuations of the strength of the interaction which we will refer to as color fluctua-
tions (CF) leads to a broadening of the distribution over the number of wounded nucleons, ν. The
distribution is expressed through Pin(σ) - differential probability that projectile interacts with a
particular inelastic cross section:

σν =

∫
dσPin(σ)

A!

(A− ν)! ν!

∫
d2~b x(b)ν [1− x(b)]A−ν , (4)

where x(b) = σinT (b)/A and the normalization is
∫
d2~b T (b) = A. Pin(σ) and Ptot(σ) are trivially

related under a natural assumption that σel/σtot is approximately the same for different configu-
rations. The Glauber model expression [3] corresponds to the limit Pin(σ) = δ(σin − σ).

Eq.4 resembles formulae of the Gribov Reggeon calculus, where the factor of x(b)ν corresponds
to ν cut Pomeron exchanges and the factor of [1− x(b)]A−ν — to A− ν uncut Pomeron exchanges
while the integral over σ with weight Pin(σ) describes the ν-Pomeron – projectile coupling. Eq. 4
is essentially probabilistic, reflecting the semiclassical picture of high energy inelastic interactions
with nuclei. The Monte Carlo (MC) which includes accurately both geometry of the NN interac-
tions and nuclear correlations was presented in [4]. The calculation confirms much broader dis-
tribution over ν in the CF approach. In the calculation we use parametrization Eq.3 with ωσ = 0.1
which corresponds to our estimate of ωσ at the LHC energies using Eq.2 and limited LHC data on
diffraction. The predicted broader distribution over ν and ωσ ∼ 0.1 is consistent with the analysis
of ATLAS which studied dependence of the multiplicity at the central rapidities as a function of
transverse energy,

∑
ET at -4.9 < η < - 3.2 in the nucleus-going direction in pA have collisions at√

s = 5.02 TeV [5].
It was argued that quarks with large x in the fast frame belong to configurations with large

relative momenta in the rest frame and, thus, of a smaller size and it was suggested to test this
expectation in the p -A scattering by measuring the x dependence of average ν for events where
a hard process involve a large x parton [6]. The studies of the centrality dependence of the jet
production in pA scattering were reported in [7, 8]. The pattern of deviation from the Glauber
model is consistent with the above expectations. A quantitative analysis of the ATLAS data was
reported in [9] focusing on production of jets in the kinematics where jet production involves
scattering off a quark of the proton with large x ∼ 0.6. It was demonstrated that 〈σ(x ∼ 0.6)〉 /σin
describes well the jet rate as a function of centrality. Further studies of this process at the LHC as
well as analysis of a similar effect observed in d−Au collisions at BNL are under way.
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3 Color fluctuation effects in ultra peripheral processes
The coherent photoproduction of ρ mesons in the γA → ρA process is usually considered as due
to transition of γ → ρ and consequent interaction of the ρ meson with a target A. Recently this
process was studied at significantly larger energies in ultra peripheral collisions (UPC) of heavy
ions at the LHC [10]. A comparison of the data with a ”classical” vector dominance model (VDM)
in which one assumes that σtot(ρN) = σtot(πN) and takes into account for elastic shadowing
significantly overestimates cross section of the coherent ρ-meson production in γPb → ρPb at
W ∼ 50GeV . Our analysis [11]. has demonstrated that CFs in the case of transition of the photon
to hadronic configurations which produce ρ-mesons are much larger than in the case of the proton
interactions resulting in a large enhancement of the nuclear shadowing which explains the ALICE
data.

The experimental studies of the jet production in pA scattering described in section 2 indicate
that in the case when average configurations in nucleon are selected by the trigger, the distribution
in ΣET gives an accurate information about average strength of interaction of nucleon with the
nucleons. Conversely, one can extract from the distribution in ΣET at rapidities far enough from
the projectile average strength of interaction for a particular trigger.

At the LHC it is feasible to study the ultraperipheral ion collisions at least up toWγN ∼ 0.5TeV
[12]. This opens a way to exploring the high energy photon wave function in great detail along
the lines we described in section 2 for pA scattering. In fact, CF effects should be larger in this
case. Indeed for the component corresponding to the VDM contribution we expect ωσ ∼ 0.5 ÷
0.6 like for the pion. A large fraction of the non VDM contribution originates from aligned jet
configurations (large mass, low transverse momentum qq̄ configurations) which interact with a
strength comparable to that of pion, cf discussion of the aligned jet model in [13] and likely to
have similar CFs. There is also a contribution from small size qq̄ dipoles. Distribution over ν for
γA scattering can be calculated using Eq.4. The production of hadrons at large negative rapidities
is expected to be very similar for proton and photon projectiles for the same ν. Hence by studying
distribution in ΣET for different forward triggers it would be possible to determine both 〈σ〉 and
variance of the distribution for selected configuration. A starting point would be to investigate
the direct photon (xγ = 1) dijet production. For xA ≥ 0.01 we expect ν ≈ 1. In this case the
distribution over ΣET should be similar to that in γp scattering. For smaller xA the leading twist
shadowing sets in resulting in a broader distribution over ν, see discussion in sections 6.3, 6.4
of [14]. With a decrease of xγ distribution over ΣET should become broader and approach for
small xγ distribution for generic γA collisions. Our first numerical estimates indicate that the
distribution over ν should be very broad with a significant fraction of events with ν ≥ 5. Other
interesting triggers are production of leading charm, strangeness, etc.
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Multi-particle production in small colliding systems from the
Color Glass Condensate
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1 Introduction
Recent measurements of multi-particle correlations in high multiplicity events in small collisions
systems such as p+p, p+A, d+A, 3He+A resemble many features that are commonly observed
in heavy ion collisions. Some of the observations are generally attributed to final state collective
effects due to hydrodynamic flow. However alternative explanations can be obtained for a number
of such phenomena using the framework of Color Glass Condensate effective field theory (CGC
EFT) that includes ab inito treatment of multi-parton interactions (MPI) of QCD at high energies.
We highlight some of the recent developments and challenges in this direction. In particular, we
discuss on : 1) the origin of high multiplicity events and 2) the appearance of long-range azimuthal
correlations in such events in small collision systems.

2 The CGC framework of multi-particle production
The fact that long-range ridge like correlations appear only in high multiplicity events in small
colliding systems indicates the same underlying dynamics possibly drives these two phenomena.
The first step is to understand the origin of high multiplicity events that populate the long tail of
experimental multiplicity distributions. The probability distribution of multiplicity P (n) contains
the information of n-particle correlations, a first principle estimation of which is a challenging
problem. This requires full treatment of different sources of initial state fluctuations of the wave
functions of the colliding systems and a framework of multi-particle production. In the CGC EFT,
the saturation scale (Q2

S) is the natural scale controlling sub-nucleonic scale fluctuations which
combined with the knowledge of nuclear geometry accounts for major sources of such initial-
state fluctuations. Significant progress has been made in recent years to model these fluctuations
using the framework of IP-Glasma model. Recently the importance of additional sources of initial
state fluctuations have been realized, the origin of which is intrinsically non-perturbative and not
captured in the conventional framework of CGC. Such fluctuations lead to a distribution of the
intrinsic saturation scale of the hadron or nucleus as shown in Fig.1(left) and has to be introduced
in the IP-Glasma model [1]. With the initial state including different sources of fluctuations con-
strained by the HERA data, the CGC EFT can be generalized to estimate n-particle production.
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Figure 1: (left) Distribution of the saturation scale of proton driven by stochastic dipole splitting.
(right) Effect of intrinsic fluctuation of proton saturation scale on the probability distribution of
multiplicity (σ = 0 corresponds to no fluctuation of QS). The two figures are from Ref [1]

For a given configuration of initial color charge, the n-particle distribution is a negative binomial
distribution (NBD) with mean and width related to the saturation scale. Due to fluctuation of im-
pact parameter, a convolution of many such NBDs gives rise to the final probability distribution
of multiplicity. However it has been demonstrated that such distribution is narrower compared
to the data. Only after including the intrinsic fluctuations of the proton saturation scale one can
describe the tails of the experimental multiplicity distributions (Fig.1(right)). Since multiplicity is
dominated by low momentum (pT < 1GeV) gluons, it is very challenging to implement a scheme
of fragmentation for the production of soft hadrons. Therefore in this approach the number of
produced charged particles are taken to be proportional to the number of gluons estimated in the
IP-Glasma model. The results shown in Fig.1 indicate that the high multiplicity events that popu-
late the tail of P (n) distributions are generated due rare high color charge density configurations
of the wave functions of the colliding systems.

3 Azimuthal correlations in CGC
CGC EFT predicts azimuthal collimation of the particles produced in the high multiplicity events.
These collimations originate due to scatting of a parton from the projectile probing the color do-
mains of size ∼ 1/QS in the target. These are microscopic correlations and suppressed by the
number domains which are un-correlated with each other, therefore only dominate for smaller
systems. This is quite a contrast to the picture of azimuthal correlations driven by hydrodynamic
response to some global spacial geometric anisotropy. A number of processes lead to the emer-
gence of azimuthal correlations in CGC. The Feynman diagrams describing the process of corre-
lated two particle production are referred as “Glasma” graphs. Eight of such graphs give rise to
non-factorizable two particle correlations that has symmetric structure in relative azimuthal angle
∆φ around π/2 (see Fig.2). An additional diagram includes the contribution that can be factorized
into the product of two single particle distributions, which is expected to have no modulation in
∆φ. However due to fluctuations leading to event-by-event breaking of the rotational invariance
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Figure 2: A cartoon showing the contributions of di-jet and glasma graphs in two particle correla-
tion function Y (∆φ) integrated over a broad range of |∆η|.

of the color charge density, a momentum space anisotropy is introduced in the single particle dis-
tributions. Therefore all the “Glasma” graphs contribute to dominant two-particle correlations
at early stages of collisions, they however produce collimations that are only symmetric around
∆φ = π/2. When decomposed in terms of the Fourier coefficients of the particle distributions,
they give rise to non-zero even harmonics vn. Further contributions to the azimuthal collimations
come from the multiple scattering of partons during the space time evolution of the Glasma gluon
fields after the collisions. These late time effects have been shown [2] to contribute to azimuthal
correlations leading to both even and odd vn. The boost invariant structure of the Glasma gluon
fields extend the structure of azimuthal two particle correlations over a wide range in rapidity
difference ∆η.

The experimentally observed distribution of two-particle correlations when plotted in ∆η−∆φ
is also dominated by back-to-back di-jet productions. Such processes (also referred as “Mueller-
Navelet” jets) are kinematically constrained to produce only away side (peaked at ∆φ = π) col-
limations. The relative strength of the di-jet production represented by the “Jet-Graph” and the
“Glasma-Graphs” determines the features of the observed di-hadron correlations as shown in
Fig.2. In high multiplicity events a relative enhancement of the Glasma graphs by α−4

S compared
to the “Jet-graphs” leads to a pronounced near side collimation at ∆φ ∼ 0 that extends over a wide
range of rapidity referred as “near side ridge”. Since the near-side collimation is driven by the dy-
namics of gluon saturation, the strength of such correlations is determined by the saturation scale
Q2
S that also determines the inclusive multiplicity. This results in an energy independent universal

scaling of the near-side yield of ridge-like correlations when plotted against multiplicity in p+p
collisions as shown in Fig.3 (left). This particular phenomenon observed in recent measurements
confirms that multi-particle productions in small collision systems are driven by a single satura-
tion scale as captured in the framework of the CGC EFT. Systematics of azimuthal correlations
in both p+p and p+A collisions have been very well described both qualitatively and quantita-
tively in the CGC framework. Classical Yang-Mills simulations performed in [2] have recently
demonstrated that the observation of non-zero positive odd vn coefficients (Fig.3(right)) that are
often attributed to collective hydrodynamic correlations can also be described from initial state
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from [3], Right: v3(pT ) in p+Pb collisions from Yang-Mills simulations, figure obtained from [2]

dynamics included in the CGC EFT.

4 Summary
We have argued how the dynamics of gluon saturation included in the CGC EFT provide con-
sistent explanations to multi-particle production in small systems. A major challenge in this ap-
proach is to implement a scheme of fragmentation of produced gluons into hadrons, work in this
direction is under progress.

Acknowledgements
We thank K. Dusling, L. McLerran, B. Schenke, S. Schlichting and R. Venugopalan for important
discussions. This work was supported under Department of Energy Contract No. DE-SC0012704.
We thank ICTP for hospitality and support during the MPI@LHC conference.

References
[1] Larry McLerran and Prithwish Tribedy, “Intrinsic Fluctuations of the Proton Saturation

Momentum Scale in High Multiplicity p+p Collisions,” Nucl. Phys., A945(2016), 216,
1508.03292.

[2] Bjoern Schenke, Soeren Schlichting, and Raju Venugopalan, “Azimuthal anisotropies in p+Pb
collisions from classical Yang? Mills dynamics,” Phys. Lett., B747(2015), 76, 1502.01331.

[3] Kevin Dusling, Prithwish Tribedy, and Raju Venugopalan, “Energy dependence of the ridge
in high multiplicity proton-proton collisions,” Phys. Rev., D93(2016) (1), 014034, 1509.04410.

MULTI-PARTICLE PRODUCTION IN SMALL COLLIDING SYSTEMS FROM THE COLOR . . .

MPI@LHC 2015 227



Preview from RHIC Run 15 pp and pAu Forward Neutral
Pion Production from Transversely Polarized Protons

Steven Heppelmann1

1Penn State University(For STAR Collaboration)

1 STAR FMS Transverse Single Spin Asymmetries (TSSA)

Figure 1: An example of the leading
photon pair mass distributions used
to select π0 events is shown. For
this sample, the π0 energy range is
45 GeV<E<55 GeV and the transverse
momentum range is 4 GeV/c < pT <5
GeV/c. The same π0 event selec-
tion, described in the text, is applied
to proton-proton (left) and proton-gold
(right) data. In this kinematic region,
the selection criterion cuts off the mass
distribution just above the η mass.

The STAR collaboration has observed unexpected
transverse momentum dependence in the forward
single spin asymmetry of neutral pion production
from pp collisions at center of mass energies of 200
GeV [1] and 500 GeV [2]. The transverse single spin
asymmetry (TSSA) is defined by

AN =
σ↑ − σ↓
σ↑ + σ↓

with σ the observed cross section for pions scatter-
ing to the left and with transverse proton spin up ↑
or down ↓. The trends observed in these preliminary
measurements stand in sharp contrast to a general
argument that these asymmetries, as higher twist ef-
fects in a collinear fragmentation framework, should
fall with transverse momentum pT above a nominal
pT scale of about 1 or 2 GeV/c at fixed Feynman XF .
In conventional collinear Perturbative QCD (PQCD)
models, the forward pions at large Feyman XF and
pT >1 or 2 GeV/c are expected to come from the
leading fragments of forward jets from hard parton
interactions and should be observed above a back-
ground of soft jet fragments. With collinear factoriza-
tion assumptions, the hard parton cross section does not significantly depend upon the transverse
spin of the parton and neither would the forward pion cross section. Only by including the effects
related to transverse components of parton momentum can significant asymmetries be modelled.
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Characterizations of transverse parton momentum effects in the initial state are referred to as the
Sivers effect [3,4] or in the final state fragmentation process are referred to as the Collins effect [5].

Many calculations have been done based on these ideas, focusing on the details of the role
for parton transverse momentum [6–8]. However, the general argument about higher twist still
should constrain the detailed predictions. Calculations have been done [9] that explore the parametriza-
tions of fragmentation that is required to push the pT scale to larger values, as STAR has observed.
It was also suggested in that analysis that at lower pT the ratio of the TSSA asymmetry in pAu to
pp is given by the ratio of the saturation scales in the pp and pAu systems.

Figure 2: Comparison of TSSA AN for forward π0 production as a function of transverse momen-
tum (pT ) for six Feynman xF regions from 0.2 to 0.7 . The event selection is described in the text for
both pp and pAu collisions at

√
sNN = 200 GeV. The filled squares represent the asymmetries mea-

sured in pp and the open circles represent the asymmetries for pAu scattering. Systematic errors
indicated by the bands at the bottom of each plot are dominated by variation in the asymmetry
depending on Beam Beam Counter cuts, which could be an indication of centrality dependence.

2 TSSA Comparison Between pAu and pp Collisions
STAR has measured forward π0 asymmetry AN with the FMS electromagnetic calorimeter using
data from the 2015 RHIC run from pp and pAu collisions. The data were collected from collisions
with nucleon-nucleon center of mass energy of

√
sNN = 200 GeV. The FMS detector covered the

pseudo-rapidity range 2.6 < η < 4.0, in the direction forward to the polarized proton. As in a
jet analysis, the electromagnetic energy in each event is organized into clusters, where a cluster
is defined by a cone radius of 0.035 radians and contains a minimum of 1 photon shower with
energy > 3 GeV. The π0 event sample is selected by finding the highest energy photon pair within
the highest energy cone cluster in the event, with photon energies E1 and E2 each >3 GeV. We
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further cut the sample based on the pion decay distribution with |Z| < 0.7 where Z ≡ E1−E2
E1+E2

. The
selected pion signal is obtained from the mass peak of the 2 photon distribution, selecting events
with mass in the range |Mγγ − 0.135| < 0.12 GeV/c2. The pions are selected to satisfy an FMS pT
threshold trigger and a condition on the STAR Beam Beam counters [10], implying a real pp or
pAu collision. For typical two photon mass distributions (Figure 1) the background under the π0

mass peak is about 10% for the selected region. This selected event sample is then used to calculate
the asymmetry AN in Figures 2 and 3. In this kinematic region, this selection algorithm is nearly
equivalent to inclusive event selection. In Figure 2, we show preliminary results, comparing AN

Figure 3: This figure shows an enhancement of TSSA (AN ) for more isolated π0 events in com-
parison to events with nearby fragments. Transverse Momentum (PT ) dependence of π0 AN for
events with an observed π0 cluster and also a second cluster of EM energy (>3 GeV) within the
FMS. This ”two cluster” data set is from the 2015 pp and pAu STAR runs with nucleon-nucleon
energy

√
sNN=200 GeV. The π0’s were selected to have Feynman xF in the range 0.25 < xF < 0.35.

Open circles correspond to events where the second cluster is observed near the primary π0,
within an angle of 0.1 radians. The filled squares represent events with the direction of the second
cluster at an angle of more than 0.1 radians from the π0 direction. The left and right frames show
this result for pp and pAu collisions, respectively.

for pp and pAu collisions from the RHIC 2015 data run. In Figure 3, we show that in the region
0.25 < xF < 0.35, the asymmetry is much reduced for events where a second cone is observed
within 0.1 radians of the π0 cone.

3 Conclusion
To summarize, STAR has made a preliminary analysis of data from 2015 comparing the TSSA
of forward π0 production in pp and pAu collisions. The general trend is that the asymmetry
AN for pAu collisions is nearly as large as that for pp collisions. For xF < 0.6, the asymmetry
generally rises with transverse momentum, up to transverse momentum as large as 7 GeV/c.
As has been observed in pp measurements earlier, both pp and pAu measurements indicate that
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the asymmetry is much larger for π0 events that are produced in isolation than for events where
the π0 is observed with accompanying jet-like fragments. The scale of AN asymmetries, the pT
dependence of asymmetries and finally the enhancement of AN for events that are more isolated
than for events that appear more jet-like are similar in pp and in pAu collisions.
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Multi-parton interactions in p-Pb collision at√
sNN = 5.02 TeV with ALICE

C. Oppedisano for the ALICE Collaboration1

1INFN Sezione di Torino

1 Introduction
At LHC energies, the large number of initial hard parton-parton scatterings is a common feature
of high-multiplicity pp and p-Pb collisions. In the Multi-Parton Interaction (MPI) model, high-
multiplicity events in pp arise from low impact parameter collisions and statistical upward fluc-
tuations of the number of MPI per event. Going from pp to p-A collisions, a larger number of MPI
per event is accessible over an overlap reaction area similar to the one covered by the pp interac-
tion. It is therefore crucial to understand MPI related effects in pp as a reference for p-A. While
in A-A collisions the average number of initial parton-parton scatterings is largely determined by
the collision centrality, in p-Pb collisions the proton-nucleon geometry becomes important [1].

In pp collisions, events characterized by a transverse momentum larger than average corre-
spond to events where a multiplicity larger than average is measured [2]. Therefore selecting high
pT particles, more central collisions are selected. This observation must be properly taken into
account especially when dealing with p-A collisions, where a selection based on multiplicity can
bias the estimate of the number of hard scatterings per binary collision. Assuming that p-A colli-
sions can be described as the independent superposition of pN collisions, the number of MPIs in
p-A can be factorized as: < nhard >

pA=< NMB
coll > · < nhard >

pp. This implies that in general the
scaling of particle yields from hard processes per binary collisions is unity when integrated over
the whole centrality range but it can deviate from unity in centrality selected classes. In the follow-
ing sections the centrality determination in p-A is discussed and results from jet-like two-particle
correlations are presented.

2 Centrality in p-A collisions
Usually the Glauber model [3] is used to relate geometry quantities such as the impact parameter
b, the number of participating nucleons Npart or the number of binary collisions Ncoll to the exper-
imental observables. A model to describe the observable distrbution is convoluted with Glauber
in order to determine < Npart >, < Ncoll > values in classes of centrality selected from the ob-
servable distribution. The connection between the estimator and the geometry must be verified,
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either comparing the calculations from a Glauber MC with experimental data for a known pro-
cess or correlating observables from kinematic regions that are causally disconnected after the
collision. In ALICE the centrality can be estimated by measuring the charged particle multiplicity
at midrapidity (in the innermost silicon pixel layers of the Inner Tracking System, CL1 estimator)
or at forward y (measuring the multiplicity in 2 scintillator odoscopes, V0A or V0C estimators).
At very forward y the neutron Zero Degree Calorimeters (ZN) detect the energy carried by nu-
cleons knocked out or emitted in de-excitation processes by the interacting nucleus. A detailed
description of the centrality determination in ALICE can be found in [4]

2.1 Biases in centrality determination

In p-Pb collisions, the large relative fluctuations in particle multiplicity can induce a bias for a
centrality estimator based on multiplicity. The bias can be quantified through the Glauber model
convoluted with a Negative Binomial Distribution (NBD) to account for charged particle produc-
tion. The left panel of Fig. 2.1, shows the ratio between the average multiplicity per participant
and the average multiplicity from the NBD as a function of centrality. This ratio differs from unity
over the whole centrality range, with large deviations for most central and most peripheral events.
To study a baseline based on an incoherent and unconstrained superposition of nucleon-nucleon
collisions, we coupled PYTHIA6 (Perugia 2011 tuning) [5] event generator to p-Pb Glauber MC
calculation. For each Ncoll value from the Glauber distribution, a corresponding number of in-
dependent PYTHIA pp events is summed (G-PYTHIA). In the right panel of fig. 3 the average
number of hard scatterings per collision obatined from G-PYTHIA is plotted as a function of cen-
trality. Deviation from the binary scaling are observed over the whole centrality range, with a
behavior resembling the bias in multiplicity obtained from the Glauber MC.
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Figure 1: Left: multiplicity fluctuation bias calculated from NBD-Glauber MC as the ratio between
mean multiplicity per ancestor and mean NBD multiplicity. Right: number of hard scatterings per
Ncoll as a function of centrality as calculated with GPYTHIA (see text).

A kinematic bias arises in events containing high pT particles. These particles contribute to the
overall event multiplicity and can thus introduce trivial auto-correlations between the centrality
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estimator and the presence of a high pT particle in the event.
Finally there is a purely geometrical, centrality estimator independent bias for peripheral p-Pb

collisions. This is due to the fact that the mean impact parameter between two nucleons (bNN) is
almost constant for central collisions, but rises significantly for peripheral interactions [6]. This
reduces the average number of MPIs for most peripheral events, enhancing the effect of the bias
leading to a nuclear modification factor less than (greater than) the one for peripheral (central)
collisions.

In summary, these three sources of bias are expected to lead at high pT to deviations from bi-
nary scaling both in peripheral and in central collisions. These expected deviations are present in
the nuclear modification factor, that we denote as QpPb to remind that it is affected by biases due
to the centrality selection. Therefore, as can be seen looking at Fig. 2.1, we have large deviations
from unity when using particle multiplicity at midrapidity (CL1) as estimator. The bias is reduced
increasing the rapidity gap between the estimator and the region where the tracks are measured.
We assume therefore that the less biased estimator is the forward energy carried by nucleons de-
tected by ZN. Then, based on experimental observations, we assume different scalings for particle
production in different η regions and we determine the average Ncoll values in each defined cen-
trality class. With this approach the nuclear modification factors are compatible with unity over
the whole centrality range.

3 Jet-like two-particle correlations
Two-particle angular correlations in azimuthal (∆φ) and pseudo-rapidity (∆η) differences, after
the subtraction of long range correlations, allow to study jet-like short range correlations [7]. These
studies are of particular interest in this context since overlapping mini-jets are interpreted as due
to MPIs. Therefore particle yields in the near side (NS, ∆φ = 0) and in the away side (AS, ∆φ = π)
provide information about the fragmenting properties of the partons producing the jets. Another
observable of interest is the number of uncorrelated seeds:

< Nuncorrelated seeds >=
< Ntrigger >

< Ncorrelated triggers >
=

< Ntrigger >

< Nass NS > + < Nass AS > +1
(1)

It provides the number of independent sources of particle production and contains information
about the number of semi-hard scatterings in the events. PYTHIA predicts a strong correlation
between the number of uncorrelated seeds and the number of MPIs.

The average number of associated particles in the NS and in the AS peaks in p-Pb collisions
does not depend on centrality, implying that high multiplicity events are not built by a higher
number of particles per trigger particle. The average number of uncorrelated seeds increases
with multiplicity, indicating that the number of MPIs scales linearly with particle multiplicity (see
Fig. 3). The same kind of analysis in pp collisions shows the onset of a saturation in the number
of parton-parton scatterings. < Nuncorrelated seeds > scales with the number of binary collisions
at intermediate multiplicity. For most peripheral and most central collisions the multiplicity bias
plays a role and deviations from the binary scaling are observed. An event selection based on ZN
energy has a much flatter pattern as a function of centrality.
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Figure 2: Left: QpPb based on CL1 estimator. Right: QpPb based on ZN event selection (see text for
details).

4 Conclusions
The picture emerging from p-Pb collisions at

√
sNN = 5.02 TeV indicates that coherent effects are

needed to explain some observations such as the rise of the average pT as a function of centrality
and the long range correlations. On the other hand, the per trigger yield in jet-like correlations
are unmodified over a large centrality range, showing no coherence effects for MPIs. This finding
is therefore consistent with a picture where independent parton-parton scatterings with conse-
quent incoherent fragmentation produce the observed mini-jet yield. This imposes significant
constraints on models which aim at describing p-Pb collisions.
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Figure 3: Left: Associate yield in the near side peak versus V0A multiplicity. Right: <
Nuncorrelated seeds > and < Nuncorrelated seeds > per binary collision versus V0A multiplicity.
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Two Component model for hadroproduction in high energy
collisions.

Alexander Bylinkin1

1Moscow Institute of Physics and Technology (MIPT), Moscow, Russia

1 Introduction
Recently a qualitative model considering two sources of hadroproduction has been introduced [1].
It was suggested to parametrize charged particle spectra by a sum of an exponential (Boltzmann-
like) and a power-law pT distributions:

d2σ

dηdp2T
= Ae exp (−ETkin/Te) +

A

(1 +
p2T
T 2·N )N

, (1)

whereETkin =
√
p2T +M2−M with M equal to the produced hadron mass. Ae, A, Te, T,N are free

parameters to be determined by a fit to the data. The detailed arguments for this particular choice
are given in [1]. The exponential term in this model is associated with thermalized production
of hadrons by valence quarks and a quark-gluon cloud coupled to them. The power-law term
is related to the mini-jet fragmentation of the virtual partons (pomerons in pQCD) exchanged
between two colliding partonic systems.

A typical charged particle spectrum as a function of transverse momentum fitted with this
function (1) is shown in figure 1. As one can see, the exponential term dominates the particle
spectrum at low pT values.

Separating “soft” and “hard” contributions with this model allowed to calculate the predic-
tions on the mean < pT > values as a function of multiplicity in a collision [2] and pseudora-
pidity distributions of charged particles. However, the major interest of many studies in QCD is
the transverse momentum spectrum itself. Therefore, in this article it is discussed how its shape
varies in different experiments under various conditions. In [1] it was shown that the parameters
of the fit (1) show a strong dependence on the collision energy. Unfortunately, due to the fact that
different collaborations measure charged particle production in their own phase space and under
various experimental configurations, the dependences observed in [1] were smeared and did not
allow to make strong predictions for further measurements. Thus, an approach to correct the mea-
surements in order to allow an accurate combination of different experimental data is proposed
here.
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Figure 1: Charge particle differential cross section: the red (dashed) line shows the exponential
term and the green (solid) line shows the power law term.

2 Parameter variations
In [3] it was shown that two sources of hadroproduction described above contribute to different
pseudorapidity regions: while the power-law term of (1) prevails in the central rapidity region
(|η| . O(1)), the exponential term dominates at high values of η. Since each collaboration presents
measurements on transverse momentum spectra in various pseudorapidity intervals, these varia-
tions might explain the smearing of the dependences in [1]. The idea to study parameter variations
as a function of both collision energy and pseudorapidity region has already been successfully
tested in [4].

Let us now plot the parameter variations as a function of the rapidity interval between the
incoming proton and the produced secondary hadron in the moving proton rest frame according
to a simple formula:

η′ = |η| − log(√s/2mp), η
′′ = |η|+ log(

√
s/2mp), (2)

where mp is the mass of the incoming proton. The results of this procedure are shown in figure 2.
Surprisingly, all the points came to a single line in this interpretation. To understand the origin
of this universality one might use Monte Carlo(MC) generators: hard processes at large pT are
known to be described by MC generators pretty well, thus it is expected to get the value of the N-
parameter from the fits of the MC-generated spectra rather close to the real data, but with a higher
accuracy and in a wider collision energy range. To check this universality, we have produced the
Monte Carlo samples for proton-proton collisions at different energies for inelastic(INEL) events
with the PYTHIA 8.2 generator. Indeed, the values of the parameter N extracted from the fits to the
MC-generated spectra are nicely placed at the same line. Thus, a universal parameter describing
the shape of the transverse momentum spectra in pp-collisions has been found.

Remarkably, similarly to N , the T and Te also show dependences as a function of both the
collisions energy

√
s and the measured pseudorapidity interval η. The variations of the T and Te

parameters were studied in [4]. The dependences are shown on figure 2 as well.
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Figure 2: The dependence of the parameters on the pseudorapidity interval between the sec-
ondary hadron and the incoming proton.

3 Prediction for further measurements
Using the parameter dependences [5] extracted from figure 2, one can calculate double differen-
tial cross sections d2σ/(dηdp2T ) of charged particle production in high energy collisions at different
energies for NSD events. These predictions are shown in figure 3 for |η| < 0.8 and |η| < 2.4 pseu-
dorapidity intervals together with the experimental data measured by CMS [6] and ALICE [7].
A good agreement of the prediction with the data can be observed. Thus, these results give us a
powerful tool for predicting the spectral shapes in NSD events.
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4 Conclusion
In conclusion, transverse momentum spectra in pp-collisions have been considered using a two
component model. Variations of the parameters obtained from the fit have been studied as a func-
tion of pseudorapidity η and c.m.s. energy

√
s in the collision. A universal parameter describing

a shape of the spectra in pp-collisions was found to be a preudorapidity of a secondary hadron in
the moving proton rest frame. Finally, the observed dependences, together with previous investi-
gations allowed to make predictions on double differential spectra d2σ/(dp2Tdη) at higher energies,
successfully tested on the available experimental data.
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Abstract

Kinematic variables like average transverse momenta and multiplicity distributions in pp
interactions at the LHC energies have been successfully described by phenomenological mod-
els which include color reconnection as part of the hadronisation processes. In the present work
the transverse momentum distribution of the leading particles produced in pp interaction, are
investigated using the PYTHIA 8 event generator with different color reconnection modes. The
effect of the different modes is reported in function of the multiplicity of the events.

1 Introduction
A considerable amount of work has been dedicated by several groups, in the implementation of
interactions among partons in the initial and final state, following the general idea of QCD. The
color fields are modeled by strings interacting in the final state before hadronisation. Among
them the color reconnection (CR) hadronisation mechanism has allowed to fit simultaneously
the multiplicity and the pt distributions in pp collisions. The attractive of the models implying
multiparton interactions and color reconnection is that they consider plausible QCD mechanisms.
In recent publications [1–4] the effects of the CR in producing flow-like effects in pp collisions has
been investigated. The similarity with the predictions of hydrodynamics is striking and it would
be very interesting to decide which approach is favored by nature. It was pointed out in Ref. [5]
that it will be an important task for future experimental and phenomenological studies to find
ways of disentangling color reconnection effects from hydrodynamics ones.

A key element in comparing color reconnection with hydrodynamics results might be to study
the results for the two approaches in function of the transverse momentum range. Namely, the
boost effect of the radial flow on transverse momentum diminishes at larger pt values, getting
rather small above pt larges that 3 GeV/c. In the color reconnection modes, on the other hand, it
is the probability to reconnect strings that gets smaller at higher transverse momenta.

Following the general idea exposed in [6, 7] a Multiple Parton Interaction (MPI) system with
a scale pt of the hard interaction ( normally happens in 2→ 2 QCD processes) can be merged with
one of a harder scale with a probability that is (RrecPT0)

2/((RrecPT0)
2 + P 2

T ), where Rrec is the
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color reconnection range and PT0 is the phase space cut of processes. The latter being the same
energy-dependent dampening parameter as used for MPI ′s. Thus it is easy to merge a low-pt
system with any other, but difficult to merge two high-pt ones with each other. However, for rel-
atively hard transverse momenta of ≈ 10 GeV/c the probability is still sizable so that we decided
to investigate the behavior of the spectra at transverse momenta higher than the range where hy-
drodynamics and CR coincide in the qualitative description.
Our special interest is to see the effect of color reconnection at relatively high pt values where we
expect little influence of hydrodynamics. To see this effect we have chosen to study the leading
particles in each event. By leading we mean the highest detected charged particle in the accep-
tance, for each event. We have studied the two cases of color reconnection: mode 0 - the original
PYTHIA recipe, where the gluons of a lower-ptMPI system are merged with the ones in a higher-
pt MPI ; mode 1 - new scheme, where the gluons of a lower-pt MPI system are merged with the
ones in a higher-pt. In both cases of color reconnection the QCD color rules are incorporated, and
determine the probability that a reconnection is allowed.

2 Results and discussion
We have generated 100 million events for each CR mode, and for the no CR case for pp collisions
at 7 TeV . Only the charged particles were taken into account excluding the weak decays, in a
pseudorapidity interval of |η| < 0.8. All the PYTHIA parameters were set to the default values.
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Figure 1: (Color online). Transverse momentum spectra for different multiplicities with CR mode
1 (left), and without CR (right)

In figure 1 we show the generated transverse momentum spectra obtained with CR mode 1 (left)
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without CR. On the right one: the ratio for the case of the CR mode 0, as described in the text.
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same spectra generated with mode 1.

and without CR (right) for the case of minimum bias events, and for two multiplicity ranges,
defined in terms of the parameter z = Nch/ < Nch >: 0.0 < z < 0.5 and 5 < z < 6, which means
low and high multiplicity events. Those distributions clearly show the pt dependence with the
multiplicity. We observe harder spectra when CR is included with respect to those without CR
ones.
In Fig2, the ratio of the inclusive spectra with and without CR are shown for the same z bins as
in the Fig.1. The left panel corresponds to the case CR mode 0, while the right side is for CR
mode 1. From figure 2, we see that the spectra ratios show a very important dependence with
the multiplicity, predominantly at high momenta, but significant differences are also observed for
the CR modes used, especially, at high momenta. It is important to note that the effect of CR gets
much more important at higher multiplicities which indicates that the lowest multiplicity range
has a behavior very similar to no CR and could therefore be used for reference in the analysis of
CR effects in experimental data.

In Fig. 3, we show the spectra for the leading pions, simulated in the same multiplicity ranges
as in Figs. 1 and 2 for the CR mode 1(left) and without CR (right). It is visible that the peak
of the high multiplicity distribution is shifted towards higher multiplicities by almost 1 GeV/c!
Essentially the same behavior is observed for protons and other identified particles.

In the Fig. 4, we show the ratio of the leading particle spectra for the cases of CR mode 0 to the
same spectra generated with CR mode 1. One observes that the high multiplicity events present
the largest differences between the two modes.

In conclusion, we see that the color reconnection mechanisms have a very marked incidence on
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transverse momentum spectra at high pt. We have also demonstrated that the lowest multiplicity
bins yields results very similar to the case with no color reconnection so that it may be used in
experimental analysis to extract the ratios at high multiplicities instead of the no CR option used
in this work. The ratio of the lowest multiplicity bin corresponding to events with less than half
the mean multiplicity to the highest multiplicities renders possible an experimental check of the
importance of color reconnection and a method to tune it. It is shown that different CR modes do
produce slight differences among them, most significantly at highest pt values, indicating possible
studies on pQCD of this effects. A comparison with other hydrodynamics based generators like
EPOS will allow an interesting comparison which could be composed to experimental data.
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Final State Hadrons in DIS.

B.Blok1

1Physics Department, Technion, Haifa 32000 Israel

The structure of final hadronic states in deep inelastic scattering (DIS) is important both from
the point of view of deeper understanding of hadron structure, and for the understanding of ideas
of coherence and angular ordering that play the crucial role in physics of lHC. Although there is a
number of MC generators that describe the final hadronic states in DIS [1–4], it is of great interest
to understand the structure of these states analytically, based on ideas of coherence and angular
ordering. This is especially important since MC generators include fitting parameters, and the
corresponding parametrisations may cover up new physical mechanisms. The MC approach is
essentially classical and may miss important interference and correlation effects. In addition,such
analysis may lead to better understanding of initial state radiation and underlying event (UE) in
pp collisions at LHC.

The analytical picture of final hadronic states, based on DGLAP picture of DIS at small x , was
developed in [5]. (For other studies, based on CCFM and BFKL pictures, see e.g. [6]). The authors
of [5] considered however only the distribution of final states in energy of produced hadrons.
Recently [7] a new data on distribution of final states in pseudorapidity in DIS at HERA had
appeared. At the moment the data covers the entire current fragmentation region, and the recent
measurements also touch the target fragmentation region, where the gluonic part of the ladder
dominates. The purpose of the current letter is to apply the model [5] of final states in DIS to their
distribution in pseudorapidity. We shall derive the distribution of final hadrons in pseudorapidity
in the [5] framework, and compare this distribution to recent experimental measurements. Note
that coherence and angular ordering are realised in ISR in a different way than in jets, and thus its
study will shed additional light on color coherence effects in pQCD.

In this letter we shall calculate the soft gluon radiation in DIS and connect it to hadron final
states via the concept of local parton hadron duality (LPHD) [8]. We shall calculate the pseu-
dorapidity distribution of final hadrons dN/dη, and then compare it to experimental data, after
averaging according to the corresponding experimental bins. We see good qualitative agreement
with the experimental data. Quantitatively there is good agreement in the current fragmentation
region in Breit frame − log(Q/Λ) < η < log(Q/Λ), while the agreement sseems to worsen beyond
this region. The possible reasons-rather low Q used for ”penetration” in this properly target frag-
mentation region in HERA, inaccuracies in transition from c.m. to Breit frame for soft hadrons
with pt ∼ m, m being their mass, or noneperturbative effects, are discussed below.
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It was demonstrated in [5] that the DIS final state radiation originates from three basic contri-
butions, each working in a different part of the phase space. For simplicity we shall work here in
the Breit reference frame.

First contribution is due to the radiation from the ejected quark (current fragmentation), com-
bined with the radiation from the virtual quark-antiquark pair. It was shown in ref. [5] that,due to
color interference, in the Breit frame radiation from quarks is the same as for two quark-antiquark
jets created in e+e− annihilation in their c.m.s. reference frame.

The second piece is the radiation and subsequent fragmentation of soft gluons with energies
l < Q, where −Q2 is the virtual photon virtuality, coming from the gluonic part of the ladder. The
third part is the sum of structural and so called anomalous contributions. The structural contri-
bution is the contribution from horizontal rungs of the ladder (see Fig. 1), while the anomalous is
the radiation from the t-channel exchange gluons.

dN

dη
=
dN1

dη
+
dN2

dη
+
dN3

dη
(1)

Consider first the current fragmentation region. In this region the multiplicity is described by
a contribution of quark -antiquark dijet in its center of mass frame.

For the multiplicity inside the polar angle θ we shall useN(Yθ = log(2Q sin(θ/2)/Q0), whereN
is the jet multiplicity in MLLA approximation, see ref. [9] for explicit expression in terms of modi-
fied Bessel functions. In actual curves we use distributions in pseudorapidity η = − log(tan(θ/2))
so the rapidity distribution in the current fragmentation region is dN(Yθ(η))/dη + dN(Yθ(−η))/dη.

In the case of DIS energy of each jet is Q/2, so full multiplicity due to current fragmentation
region is 2N(Q), while for pseudorapidity distribution we have:

dN1

dη
= (

dN(Log(Q× sin(θ(η)/2)

dy
+
dN(Log(Q/2× sin(θ(−η)/2)

dy
) · CF

Nc
. (2)

where the connection between polar angle θ and pseudorapidity η is given by ??.
The next contribution is due to the soft gluon radiation from inside ladder. Note that due to

the color coherence the angle of radiation of soft gluon ”l” (Fig.1) relative to beam axis is smaller
than the quark angle i.e. this radiation is inside the quark cone:Q > kt, kt > Q sin(θ), so we can
obtain with double logarithmic accuracy

dN2

dη
=
dN(Q sin(θ(η))

dη

Dh
Q(x,Q)−Dh

Q(x,Q sin(θ(η))

Dh
Q(x,Q)

(3)

whereDh
Q(x,Q) is the quark PDF. Note that gluon energy l < Q both for first and second radiation

types.
The third contribution is the structural and anomalous contributions, where by structural con-

tribution we mean radiation from the ladder rungs, and anomalous is due to t-channel exchange
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gluons. It is concentrated in the target fragmentation region.

dN3

dη
=

∫ ξQ

0
dξ

∫ kt/θ

Q

dl

l

αs(l
2θ2)

4π

× Dq
h(l/P, k2t /Q

2
0)
d2Dq

G(Q/l,Q2/k2t )

d2ξ(Q2, k2t )
Ng(l sin(θ)/Q0)/(1 + exp(−y)) (4)

This contribution includes fragmenting gluons with energy P > l > Q and radiation in the cone
or on larger angles than the angle of the radiated hard DGLAP gluon. Here x = Q/(2P ). While
carrying the differentiation we use the approximate relation

dDF
G(x, ξ)

dξ
= 2/3DG

G(x, ξ) (5)

and next differentiate the DGLAP kernel DG
G numerically. Note that this contribution is impor-

tant only for sufficiently large rapidities, where we can use approximation sin(θ) ∼ θ without
numerically influencing the results.

In our numerical calculations we take ΛQCD=0.320 MeV, and use the limiting spectrum ap-
proximation, i.e. for soft partons the transverse cut off is Q0 = ΛQCD. This is the best fit from the
analysis of LEP data on total quark jet multiplicities in MLLA [10]. Note that this is the value of Λ
in the so called MC (Monte Carlo) scheme.

tIn structure functions G we use the GRV regularization scheme [12] which is actually a MC
scheme with ΛQCD = 0.23 GeV. The ratios of these two Λ obtained from best fit is 1.4 and is very
close to the one obtained theoretically [11].

The comparison with experimental H1 data [7] is complicated by three considerations: first,
the approach is strictly speaking, justified at αsLog(1/x), αs log(Q2/µ2) ≤ 1, and these conditions
are not fulfilled in the significant part of the bins. Second the experimental data is given in in c.m.
reference frame, while theoretical calculations are performed in the Breit system, and the shift by
log(1/x)/2 is rather rude approximation, especially for massive particles. Third, the experimental
data is presented after averaging in rather large bins, in Q2, y, x. Nevertheless we have at Fig.2
qualitative agreement with HERA data, although further work must be done to make detailed
comparison.

Consider first the transition from the Breit to c.m.s. system and vice versa. It is easy to see that
nucleon momenta in Laboratory, Breit and c.m.s. systems are related as

P = (M,~0), (
Q

2
√
x
,~0,− Q

2
√
x

), (
Q

2x
,~0,− Q

2x
). (6)

Hence the rapidity difference between the Breit and c.m. frame is

∆η = 1/2 log(1/x) (7)

forx ∼ 10−3 this rapidity difference is of order 3.4, i.e. the H1 data must be shifted by ∼ 3.4 units.
(and positive and negative directions interchanged).
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Figure 1: The pseudorapidity distribution of final hadronic states in DIS. Q=10 GeV, x=0.001 and
x=0.0001, and Q=4.5 GeV, x=0.001,x=0.0001 (below). Here and in 3 subsequent pictures the four
curves in the figure correspond to total, current (left), soft(middle) and structural plus anomalous
(right) contributions to multiplicity. Note that here and in the following 3 pictures the graphs are
in Breit frame the target fragmentation region corresponds to positive pseudorapidities.
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Figure 2: The averaged over bins pseudorapidity distribution dN̄/dη: 20 < Q2 < 100
GeV2,0.0004 < x < 0.0017 and and bin 10 < Q2 < 20 GeV2,0.0002 < x < 0.00052,0.00052 <
x < 0.0017. experiment versus pQCD. Note that the pictures are in c.m. frame of and the target
fragmentation corresponds to negative values of pseudorapidities-opposite to Fig 1.

The average over bins is carried with the help of

dN̄

dη
=

∫
dxdQ2dy dσDIS

dxdQ2
dN
dη (−η + log(1/x)/2)

∫
dxdQ2dy dσDIS

dxdQ2

(8)

where the limits of integration are determined by the bin boundaries. The deep inelastic cross
section σDIS is given by

dσDIS
dxdQ2

=
4πα2

Q4
((1 + (1− y)2)F1 + (1− y)(F2 − 2xF1)/x) (9)

and with current accuracy we use F2 = 2xF1, F2(x,Q
2(, F!(x,Q

2) are standard electromagnetic
structure functions, and y = Q2/(xs), where s is the invariant squared center of mass energy
s = 4 ∗ 28 ∗ 800 GeV2 for HERA. For F2 we can use

F2 =
4

9
x(u(x) + ū(x)) +

1

9
(d(x) + d̄(x)) (10)

where u(x), d(x) are quark PDFs in nucleon [12]. The corresponding bins are detected in Fig. 2
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