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Foreword

The workshop on ‘Future Physics at HERA’ started with a general meeting at DESY in
September 1995 and is now completed a year later with these proceedings. With the experience
of the first years of HERA running, it was the appropriate time to consider how to go ahead for
the coming years. The HERA program must be carefully planned based on physics priorities
and realism of what is feasible with possible upgrades of the accelerator complex and the
detector systems, or even entirely new experiments. Thus, the aim of the workshop has been:
“To work out and review prospects for future physics at HERA, running in collider and fixed
target modes. Options to be considered include high luminosity, polarized beams, light and
heavy nuclei.’

With the assistance of the Advisory Committee (W. Buchmiiller, J. Feltesse, A. Levy, H.
Schréder, J. van den Brand, A. Wagner) we organized the work in nine study groups to cover
different topics: HERA upgrades and impacts on experiments, structure functions, electroweak
physics, heavy quark production and decay, jets and high-E, phenomena, diffractive hard
scattering, polarized protons and electrons, light and heavy nuclei in HERA and, last but not
least, physics beyond the standard model. For each working group conveners were appointed,
both theorists and experimentalists to promote collaborative efforts. In February 1996 a mid-
term plenary meeting was held to communicate the progress and the final general workshop
meeting took place at DESY May 29-31, 1996, with summaries of the results from the working
groups. The complete reports of the groups are now available in these proceedings.

An overview of all the interesting and important results can be obtained from the summary
reports for each of the working groups. Some totally new aspects compared to what was treated
in the 1987 and 1991 HERA workshops should be noted. Beams in HERA of polarized protons
as well as light and heavy nuclei were studied seriously both regarding machine aspects and
physics potential. New fixed target experiments were considered and the machine aspects of
possible HERA upgrades and their impacts on experiments were studied.

It is our hope that these proceedings will be a valuable basis for the future of HERA. In
particular, that they contribute to wise decisions concerning upgrades and running programs
of HERA and the experiments.

These proceedings represent an enormous effort and dedication of the many participants. As
organizers, we are particularly grateful to the conveners of the working groups, who shared our
responsability to carry through the workshop. We are much indebted to our workshop secretary
Ms. H. Haertel and also thank Ms. B. Bahr, Mr. A. Edin, Ms. S. Guenther, Ms. I. Harm, Ms.
S. Lefay and Dr. G. Soehngen for their assistance. Finally, we gratefully acknowledge the strong
support to this workshop from the DESY directorate.

Hamburg, September 1996

Gunnar Ingelman Albert De Roeck Robert Klanner

Introduction

HERA is a world wide unique facility which supports a broad and exciting programme in
experimental particle physics. The HERA performance has been steadily improving and is now
starting to approach the design value with an integrated luminosity of 4 pb~! per month, an
overall efficiency of 50% and a longitudinal positron polarization of more than 50%. However,
the request for a luminosity well beyond its design value of 35-40 pb~'year~ is clearly justified
by this study. A design group with members from both the accelerator division and the HERA
experiments has recently completed a conceptual design study which shows that it should be
possible to reach a yearly integrated luminosity of order 150 pb~' by moving the low beta
quadrupoles closer to the interaction point. The directorate considers the luminosity upgrade
to be of high priority and expects that the upgrade can be carried out during the 1999/2000
winter shutdown.

A conceptual design study has shown that it may be possible to store polarized proton
beams in HERA. However, to carry out a programme on nucleon spin physics requires major
modifications to both the preaccelerators and to HERA proper. A decision how to proceed will
be taken after the completion of the luminosity upgrade, i.e. in 2000/2001, and also after the
completion of a more technical study. The construction time is estimated to be 4 years such
that polarized protons could in principle be available around 2005, after the first part of the
high luminosity programme has been completed.

Colliding heavy and light nuclei with high energy electrons opens up a new field of research.
DESY and GSI are now exploring how such a facility could be realized as a collaborative effort
between the two institutions. As a first step a joint workshop on electron-nuclei interaction at
high energies is planned for the spring of 1997.

This study not only shows that we have just scratched the surface of the HERA physics
potential, it also provides a guide towards its realisation. On behalf of the DESY Directorate
I thank the organizers and all the participants in the study for a job well done.

Bjoern H Wiik
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Structure Functions
in Deep Inelastic Scattering at HERA'

J. Blitmlein (DESY), T. Doyle (Glasgow), F. Hautmann (Oregon)
M. Klein (DESY), A. Vogt (Wiirzburg)

Abstract

An introduction and summary is given of the main results achieved by working group 1:
Structure Functions in Deep Inelastic Scattering at HERA. The prospects were discussed of
future measurements of the structure functions Fy, Fr, zGj, F,QQ and F, at HERA.
The results represent a long term programme of experimentation with high luminosity,
different lepton beam charges, proton and deuteron beams, allowing for precision mea-
surements. The theoretical investigations focussed on QED corrections, higher order QCD
corrections for different observables, resummation of small z contributions, and the de-
tailed understanding of NLO QCD evolution codes, to allow for a high precision analysis
of the forthcoming deep inelastic data.

1 Introduction

The discussion of prospects of structure function physics has taken place for the third time in a
HERA physics workshop. In 1987, the emphasis was put mainly on high Q? structure function
simulations, and the determination of parton distributions [1]. In 1991, the experimental part
concentrated on the reconstruction of the deeply inelastic event kinematics and Monte Carlo
simulations, while the theoretical investigations began to focus on the physics of the parton
densities at very low z [2].

This workshop was based on the experience gained in the first four years of running at
HERA, and on recent important theoretical developments, in particular the extension of next-
to-leading order (NLO) calculations to more observables, and on small z resummations. One of
the major goals on the theoretical side was to summarize the progress towards high-precision
calculations, and to point out which further theoretical investigations are most important in
order to match the accuracy expected in future high-statistics structure function data from

HERA.

On the experimental side, the scope of the studies has been extended to the charm con-
tribution to the proton structure functions at low z, and to the pion structure function. The
knowledge of existing HERA data allowed for much more reliable simulations than in previous
workshops. Demands on the future HERA running were derived, which are contained in the
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experimental section of this paper. A challenging scenario of running HERA for many years has
been developed. It requires the accumulation of high luminosity for both lepton beam charges
and also to accelerate deuterons. This will permit to reach very high precision, i.e. an error
level of only a few % for the proton stucture function F, and also accurate results for Fy, Fs
and Fy. On the basis of this data high precision studies of QCD in the regions of very small
z and of very large Q? can be carried out. In the following, we summarize the main results
obtained in the theoretical and experimental investigations of the working group.

2 Theoretical Studies

Since the 1991 HERA Physics Workshop, various theoretical developments have taken place
in the field of deep-inelastic scattering (DIS). These include the extension of QED radiative
corrections to more observables, the calculation of various QCD coefficient functions and scat-
tering cross sections to O(a?), determinations of the 3-loop corrections of a series of moments
of coefficient functions and anomalous dimensions for non-singlet as well as singlet structure
functions, and the resummation of certain classes of logarithmic corrections at small z. Dur-
ing the present workshop, applications of these results have been considered to future HERA
data. Comparisons have been performed of the experimental requirements and the theoretical
accuracy achieved at present.

2.1 QED Radiative Corrections

The understanding of the O(a) QED corrections for a few choices of kinematical variables was
already obtained at the time of the 1991 HERA workshop [3]. In a contribution to the present
workshop [4], recent developments in the semianalytical approach by the HECTOR collabora-
tion [5] have been summarized. These include the O(a) corrections for a wide variety of kine-
matical variables as well as leading-log O(a?) results. Recently also the QED corrections due
to the resummation of the O(ajaIn®(1/z)]' log[Q?/m?]) terms were calculated [6]. For leptonic
variables, their contribution is of similar size as the second order corrections ~ a2 log(Q?/m?)
and diminishes the effect of these terms. A first complete O(a) calculation was reported also for
neutral current polarized-lepton polarized-hadron scattering [7] accounting for photon and Z-
boson exchange. This calculation covers the cases of both longitudinal and transverse nucleon
polarization for the twist-2 contributions to the Born term [8].

2.2 Comparisons of NLO QCD Evolution Codes and the Theoretical
Error of o,(M32)

A major effort within the working group concerned a detailed comparison of next-to-leading
order (NLO) QCD evolution codes. The aim of this comparison was to understand the ac-
curacy of the different numerical solutions of the evolution equations and their conceptual
differences. A numerical agreement of better than +0.05% of the parton densities has been
achieved between five of the evolution programs. For these codes, previous deviations due to
different theoretical assumptions on the truncation of the perturbative series at NLO are now
completely understood. The results of this study are summarized in ref. [9].



Precision measurements of F, allow for detailed QCD tests and an improved extraction of
a,(Q?). The theoretical uncertainties of the a, measurement from scaling violations have been
investigated for NLO analyses in the HERA range [10, 11]. The different representations of
the evolution within NLO lead to a shift of up to Aa,(M%) = 0.003. The largest theoretical
errors at NLO are due to the renormalization (R) and factorization (M) scale uncertainties,
resulting in Aa,(M3) = fg:gg; Ir ;ggg: Iae s for a Q*~cut of Q* > 50 GeV>. The contribution
of mass threshold uncertainties to Aa,(M3) was conservatively estimated to 0.002 in ref. [12].
Due to the large statistics at low Q? it appears to be desirable to include also the range down
to a few GeV? in the QCD analyses. To exploit this region fully, however, requires to carry out
next-to-next-to leading (NNLO) analyses, for which the 3-loop splitting functions still have to
be calculated.

2.3 0O(a?) and O(a?) Corrections

Since the 1991 HERA Physics workshop, various two-loop calculations have been performed
for quantities related to structure functions. A survey on the status of these calculations, and
recent three-loop results, was presented to this working group [13]. The NLO corrections turn
out to be essential for the quantitative understanding of most of the observables.

Numerical studies during this workshop were devoted to the behaviour of Fi(z, Q?) [14] and

F,QQ [15, 16]. An update of the parametrization of the NLO heavy flavour coefficient functions
is also given in [15]. Moreover, a calculation of the heavy flavour structure functions in charged
current interactions has been presented [17]. Besides of the twist-2 contributions to the structure
function Fy, also higher-twist terms for its non-singlet part have been investigated, accounting
for renormalon contributions [18]. Also the NLO corrections to the scattering cross section
o(y+ g — J/¢ + X) are available now [19].

First results on the behaviour of structure functions in NNLO were reported by the NIKHEF
group (20, 21]. The first moments for both the non-singlet and singlet combinations of unpo-
larized DIS structure functions have been calculated. By the same group also a phenomeno-
logical analysis was presented [22], estimating the z-dependence of the corresponding splitting
functions by a fit allowing for a set of functions which are known to contribute. Also a phe-
nomenological application of the non-singlet results to zF3 was reported [23].

2.4 Resummations for Small r

The measurement of DIS structure functions remains one of the major methods to investigate
the small-z physics at HERA. Various aspects have been considered in the working group.
A possible approach has been discussed which relies on the k,-factorization method [24]. Tt
consists of combining systematically the resummation of the small-z logarithmic corrections,
as given by the BFKL formalism [25] and the QCD corrections to it, with the QCD mass
factorization theorem, dictated by the renormalization group. This approach enables one to
study the small-z effects by solving improved evolution equations which include resummed
kernels. A first numerical analysis along these lines was carried out in ref. [26]. A review of
these equations and the current status of resummed calculations, covering also the non-singlet
cases, can be found in ref. [27].

During the workshop numerical studies of structure functions at small z have been performed
by two groups [28, 29]. One contribution to the workshop [30] dealt with the resummation of
the small-z contributions on the level of a double-log approximation. In the flavour non-singlet
sector resummation effects are small, less than 1% [31]. In the singlet sector, however, they may
give rise to large contributions [28, 29]. The question of assessing the importance of unknown
sub-leading terms has also been addressed in ref. [28], comparing several different models. The
outcome is that these terms seem to be able to affect the result sizeably. This indicates that
at present the uncertainties on the theoretical predictions at small-z are fairly large, and more
accurate calculations (next-to-leading small-z logarithms as well as exact 3-loop contributions)
are necessary. The analysis in ref. [29] has emphasized the role of a combined determination of
F; and Fy, to pin down the behaviour of the QCD perturbative series at small z. The effects
of small-z resummations on the photon structure functions were also discussed [28].

On the leading-order level, predictions for the structure functions, covering the BFKL effects
at small z, can also be obtained starting from a different equation, which was introduced a few
years ago [32] to describe the detailed structure of the gluon radiation associated to small-z
events. In ref. [33], the solution to this equation has been investigated numerically for the
structure function Fj.

In the working group also the properties of the BFKL resummation equation itself were dis-
cussed with emphasis on the transverse momentum cut-off [34]. Recent progress in calculating
NLO corrections to the BFKL kernel was reported in ref. [35], see also [27] for other ongoing
investigations.

An alternative formulation of QCD at small = has been proposed in a series of papers, based
on a colour dipole concept [36]. The theory has been worked out for the case of scattering
of two quarkonia, in which non-perturbative effects are suppressed by the smallness of the
quarkonium radius. First attempts to apply the colour dipole formulation to deep-inelastic
scattering have been reported at this workshop [37, 38]. The suitability of this approach to
investigate unitarity corrections and parton saturation has been emphasized, and an explicit
parametrization of multi-pomeron exchange contributions has been presented [38].

3 Experimental Studies

The future HERA measurements of structure functions using electron and positron, proton and
deuteron beams promise to be of great interest, since the envisaged increase of luminosity will
allow for reducing the statistical and the systematic errors, especially for the proton case, to the
level of a few per cent in almost the full accessible kinematic range. Within this working group,
detailed simulation studies have been performed of various structure function measurements,
in order to estimate their expected accuracy and to analyze their physics impact.

3.1 The Proton Structure Function F;

A thorough simulation has been carried out [39] of future HERA measurements of the proton
structure function Fy(z,Q?) for a nominal kinematic range given by y < 0.8, 8. < 177°,
Q? > 0.5 GeV?, and 6, > 8°. The following assumptions were made on the future measurement
accuracies: 0.5-1% for the scattered electron energy E., 0.5-1 mrad for the polar angle 6., 2% on
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the hadronic energy Ej, 1-2% for the photoproduction background uncertainty at high y, and
2% due to trigger and detector efficiencies. The luminosity was assumed to be known within
1%. Moreover, control of the radiative corrections at the level of 1% has been assumed. These
conditions lead to an estimated systematic error of F; of about 3% in almost the full kinematic
range of 2-107° < = < 0.7 and 0.5 < Q* < 5 10* GeV?. The anticipated accuracy represents
an improvement by about a factor of two compared to the present results but extended to a
much wider region. The current H1 and ZEUS structure function analyses served as a basis for
the simulations and were summarized in various talks presented to this working group [40].

In a detailed NLO QCD analysis [39], possible determinations of the strong coupling con-
stant @, and of the gluon distribution have been considered using the H1 and the ZEUS QCD
analysis programs and fitting techniques. The error of a, strongly depends on the minimum
@* which can be included into such analysis. While perturbative QCD seems to work down
to 1 GeV? at low z, the theoretical scale uncertainties in NLO become very large, see above.
With only HERA proton data an a, error of about 0.004 can be expected for Q? > 3 GeV?.
As described in [39] the measurement of @, requires very accurate control of the dependence
of the systematic errors on the kinematic variables. This will permit to largely reduce their
effect in the fit procedure like it has been practiced in the BCDMS/SLAC data analysis [41]
which lead to an experimental a, error of 0.003. Combination of the high z fixed target F,
data with the low z HERA data promises to yield a precision measurement of a, with an esti-
mated experimental error of 0.0013 for a,(M3). Simultaneously the gluon distribution can be
measured very accurately with an estimated error of e.g. 3% for z = 107* and Q? = 20 GeV?
[39] using HERA data only. This potential measurement can only be reliably interpreted if the
theoretical description is extended to NNLO.

3.2 High @? Structure Functions

For Q% 2 500 GeV? and with both electron and positrons beams employed, there are two
neutral current and two charged current reactions, i.e. four cross sections to be measured.
This permits to extract various structure functions and combinations of parton densities, as
was already thoroughly studied in the previous HERA workshops [42, 43] and summarized in
the discussion [44]. The main conclusions remain valid: i) the charge asymmetry in neutral
current e*p scattering allows to determine the interference structure function Gy =2z Y Qqay
(g — q) for large y; ii) the charged current cross sections directly determine the valence quark
distributions for z > 0.3; iii) with a high precision measurement of the four cross sections,
various combinations of parton distributions can be unfolded, e.g. the singlet distribution or
the strange quark density. All these measurements require highest luminosities, £ > 500 pb~?,
about equally shared between electron and positron runs.

3.3 Deuteron Structure Functions

Interest has been expressed in the structure function working group [39, 45| in measuring the
electron—deuteron DIS cross section at HERA. At low z, despite a few % structure function
extraction uncertainty due to shadowing effects [46], the proton-deuteron F, difference will
permit to constrain the up-down quark difference. This is expected to vanish towards low z
but has not been measured yet in the domain of z < 10~3. Deuteron structure function data

are important for a self consistent QCD analysis of HERA data as they constrain the non—
singlet distributions in the a, and gluon determination. Even with a luminosity of £ = 50pb~!
only, interesting parton distribution combinations as s — ¢ [43] at high Q% > 100 GeV? can be
measured.

3.4 Changing the Beam Energies

With the maximum possible energies of E, ~ 1000 GeV and E. ~ 35 GeV, the cms. energy
squared can be increased by about a factor of 1.5 as compared to the nominal energy runs.
Hence z values lower by this factor can be accessed at a given Q2. It should be stressed that this
high-energy option is the only way to explore this extended kinematical range in the foreseeable
future. It requires only modest luminosity £ ~ 5 pb~! for the exploration of the low z region.

Because of the relation Q? ~ (2E. cot 6,/2)?, the decrease of the electron beam energy can
be employed to reach very low values of Q2 < 1 GeV?2, Using a small luminosity, £ ~ 1 pb~!,
only this will allow for a high precision measurement of the transition region to photoproduction
even after the foreseen luminosity upgrade which may limit the detector acceptance close to
the beam pipe.

A run at lowest possible proton beam energy with £ ~ 10 pb~1 is required in order to ensure
maximum overlap of the HERA F; data with the fixed-target results. This is important for the
precision measurement of a,. Lowering E, is also a necessity for measuring the longitudinal
structure function Fp.

3.5 The Longitudinal Structure Function F;

Various, partially complementary studies were presented to the workshop on the estimated
measurement accuracy of the longitudinal structure function Fy [47, 48]. The joint conclusion
of these studies is that an Fy precision measurement requires a set of about four different
proton beam energies, E, = 250,350,450 and 820 GeV, for instance, with luminosities around
5-10 pb~! per energy setting. In a wide range of Q?, between about 4 and 100 GeV?, F,
should be measurable with an absolute error of typically 0.08 [48]. That accuracy largely
depends on the maximum y, i.e. the minimum electron energy which can be controled in view
of background and trigger requirements. The availability of various proton energies and the
use of the subtraction method [49] will permit a significant measurement of the z dependence
of Fr(z,Q*) which is important to distinguish between different predictions for Fy. A run at
highest proton energy, E, ~ 1000 GeV, would represent an important gain in sensitivity to Fy,
and lower E, data would provide useful systematics cross checks.

3.6 The Charm Contribution to F,

At low z, the charm contribution to the inclusive DIS cross section has been measured to be
about one quarter [50]. Its understanding is crucial for the interpretation of F, and interest-
ing for an independent measurement of the gluon distribution. With a luminosity of several
100 pb~!, the charm structure function will be measurable with an estimated accuracy of 10%,
the error being mainly due to the limited knowledge of the charm fragmentation probability
P(c — D) into D mesons, and the detector and analyses uncertainties [51, 15]. This will permit
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a detailed investigation of the charm production mechanism as a function of Q? and = and a
complementary determination of the gluon distribution. The measurement relies on the obser-
vation of open charm production at HERA which should profit from Silicon detectors installed
near the interaction vertex in order to enhance the charm tagging efficiency.

3.7 Structure of the Pion

HERA provides an interesting opportunity to study the structure of the pion [52, 53] as was
presented to this working group [54]. Finite values of momentum transfer squared from the
incoming proton beam to the outgoing neutron can be measured in the H1 and ZEUS neutron
calorimeters with mean values of the order of 0.1 GeV?. Studies were performed prior to the
workshop [53], and a complete Monte Carlo simulation of the performance of the H1 forward
neutron calorimeter is described in [55]. A modest luminosity of 10 pb~! would yield about
5000 events in the range 10 < Q% < 15 GeV2 This would enable the structure of the virtual
pion to be determined as a function of the longitudinal momentum of the exchanged pion for
0.6 > z, > 10~*. Higher luminosities may allow the separation of the longitudinal structure of
the pion and the determination of the structure of higher mass resonances.
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Abstract: We describe several numerical results for radiative corrections for deep
inelastic ep scattering at HERA which are calculated using the HECTOR package.
We present radiative corrections for ten different choices of kinematical variables
for unpolarized neutral and charged current deep inelastic scattering. Radiative
corrections for neutral current scattering off polarized protons are calculated in
leptonic variables and compared to those obtained by the POLRAD code for the
kinematic regime of the HERMES experiment.

1 Introduction

The precise knowledge of QED radiative corrections is indispensable in the determination of nu-
cleon structure functions. The forthcoming high statistics measurements of F3(z, Q?), Fr(z, Q%)
and F(z,Q?) at H1 and ZEUS require knowing the radiative corrections at the % level. In
some of the measurements particularly, the range of high y is essential. Here the radiative
corrections turn out to be large for some choices of the kinematical variables and higher order
corrections can be necessary.

In the present note we summarize the status reached in the calculation of the QED radiative
corrections. In section 2, we present a short description of main features of the recently released
code HECTOR [1].

For the first time also polarized nucleon structure functions can be measured at HERA with
the HERMES experiment Also here the radiative corrections are large. Recently a dedicated
new calculation [2] was performed including both 4 and Z-boson exchange and accounting for
all twist-2 contributions to the structure functions contributing to scattering cross sections both
for the case of longitudinally and transverse polarized nucleons.

In section 3, we present a discussion of numerical results summarized in a collection of
figures. A particular emphasis is given on the high y range by presenting and discussing the
results for ten different choices of the kinematical variables. A first comparison between the
results of HECTOR and earlier results of POLRAD [3]-[5] is presented.
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2 HECTOR 1.00 and its recent upgrade

The code HECTOR was created at DESY-Zeuthen in 1995. Version 1.00, November 1995 [1],
accumulates and comprises results collected over the course of 20 years (1975-1994) by the
Dubna-Zeuthen Radiative Correction Group (DZRCG) [6], based on a semi-analytic, model-
independent (MI) approach and results by J. Blimlein (1990-1994), based on an inclusive leading
logarithmic approach (LLA).

The branches of HECTOR include earlier codes for treatment of selected parts of radiative cor-
rections:

o HELIOS — an inclusive LLA treatment of leptonic QED radiative corrections including
second order initial state radiation, O((aL)?), and soft-photon ezponentiation to all orders
for a variety of measurements: leptonic, mixed, Jaquet-Blondel, double angle variables,
the £ method and others [7];

o TERAD - a complet= O(a) MI treatment of leptonic QED radiative corrections for several
types of measurements, for a detailed description see [8];

e DISEP - a complete O(a) quark-parton model treatment of QED radiative corrections
and one-loop electroweak radiative corrections (9] for leptonic and mixed variables;

o TERADLOW — a MI treatment of leptonic QED radiative corrections in the photoproduction
region for leptonic variables [8].

HECTOR makes use of extensive access to existing libraries of the structure functions and
parton densities, both via the PDF-library [10] and directly, and to recent low Q*-libraries.

The QCD corrections are implemented in the framework of different factorization schemes,
as the MS and DIS schemes, in order to ensure a proper use of available parton densities. The
LO option is also available.

Currently one may access ten different choices of kinematical variables for neutral and
charged current deep inelastic scattering, see figures 2a-j.

Simple kinematical cuts are possible within the complete O(a) MI approach.

The upgrade of HECTOR, version 1.11, will contain the following additions:

e The option to calculate radiative corrections for neutral current deep inelastic polarized
lepton — polarized nucleon scattering has been incorporated [2]. It includes both v and Z-
boson exchange. The Born cross section contains all twist-2 contributions to the polarized
structure functions — for the cases of longitudinal and transverse proton polarization.

e The radiative corrections for a tagged photon measurement based on a mixture of complete
MI, deterministic and LLA approaches are being incorporated [11].

Version 1.11 will be released by the end of 1996.
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3 Numerical Results

3.1 QED radiative corrections at high y

The radiative corrections (RC) at high y are presented in two sets of figures, 1 and 2, at HERA
collider energies. Here for the structure functions, we used the CTEQ3M LO parametriza-
tion [12].

In figures la-d, we show the comparison between complete () MI calculations and those
in LLA, for 4 types of measurements for which the complete results are available.

In leptonic variables at small z and high y, where the correction is big, the difference between
complete and LLA calculations reaches tens of percent.

In mized variables we registered an almost constant, z,y-independent shift between the two
calculations, which is quite small, < 0.5%.

An interesting phenomenon is observed in Jaquet-Blondel and hadronic variables. There
the difference between the two calculations grows with growing y, reaching several percent for
y = 1, i.e. in the soft photon corner of hadronic y. This could be a reflection of the fact that
in these variables the final state radiation leading log correction is absent and non-logarithmic
terms can be important.

So, one can conclude, that although the LLA approximates the gross features of radia-
tive corrections in all 4 variables, its precision is not sufficient if one aims at an accuracy of
measurement of the order of 1%.

In figures 2a-j, we show the comparison between lowest order and higher order LLA cal-
culations of radiative corrections for ten measurements: eight — for neutral current (NC) and
two — for charged current (CC). Although we have presented figures for all ten choices of
measurements available in HECTOR, we will discuss only several of the most popular kinematic
variables.

In leptonic variables at small z and high y, the higher order corrections reach tens of percent.
Since LLA qualitatively decribes the lowest order corrections, one may trust the reliability of
higher order corrections estimation.

In Jaquet-Blondel, mized, and hadronic variables, the higher order corrections exhibit very
similar properties. They grow with increasing  and y, reaching 1 — 2% at high z and high v,
i.e. in the soft photon corner.

The constant positive shift, growing with increasing z, is distinctly seen in double angle and
¥ variables. It may reach 1% for z = 0.1 and goes down rapidly with decreasing z.

In the eX method, the higher order corrections are surprisingly large, but this method is
not so popular.

From figures presented, we may conclude that higher order corrections are in general rather
important for the precision measurement of deep inelastic scattering at HERA.

Both sets of figures prove that a realistic radiative corrections procedure must take into
account both the complete lowest order calculations and higher order corrections, at least
within LLA. This is exactly the strategy that the HECTOR code follows.
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3.2 Comparison of HECTOR and POLRAD15 for Polarized Deep Inelastic
Scattering

In this section we compare the results of the codes HECTOR and POLRAD15. We refer to the
kinematic range of the HERMES experiment and consider only leptonic corrections in leptonic
variables for scattering off polarized protons. Both the cases of longitudinal and transverse
polarizations were studied. We used the parametrizations of Schifer’88 [13] and GRSV'96 [14]
to describe the polarized structure functions.

To simplify the first comparison between the two codes, we neglect Z-boson exchange,
account only for one structure function (g;”) for the case of longitudinal proton polarization,
and at most for two (g;3) for the case of transverse polarization. Furthermore, we neglect the
vacuum polarization correction (the running a), higher order radiative corrections. hadronic
corrections and electroweak corrections.

The comparison for unpolarized, longitudinal and transverse parts of deep inelastic scattering
(DIS) radiative corrections normalized by corresponding Born cross sections is presented in
figures 3a-d. They are denoted in figures as UNPOL, LONG, TRAN, correspondingly. Further
details may be found in [2].

The results of the comparison may be summarized as follows:

® Very good agreement was found for all values of z and y in the unpolarized-case.

o We registered some disagreement for small z and high y, i.e. in the Compton region, for
longitudinal- and transverse-cases.

o We observed an amazing agreement between complete and LLA calculations in the con-
sidered set-up. This suggests the use of a fast, LLA code for HERMES measurements in
leptonic variables.

Further work on the comparison, aimed at the resolution of the above-mentioned disagreement,
is in progress.
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Abstract: Seven next-to-leading order QCD evolution programs are compared.
The deviations of the results due to different theoretical prescriptions for truncating
the perturbative series are clarified, and a numerical agreement between five codes of
better than 0.1% is achieved. Reference results for further comparison are provided.

1 Introduction

In order to exploit the full potential of HERA for deep-inelastic scattering (DIS), the highest
possible luminosities and considerable efforts for the reduction of experimental systematic un-
certainties are necessary. This will finally allow a measurement of the proton structure function
F; over a wide range, with errors on the level of very few percent [1]. To make full use of such
results, and to allow even for combined analyses using the high-precision fixed-target data
as well, the structure function evolution programs required for the necessary multi-parameter
QCD fits have to be numerically and conceptually under control to a much higher accuracy. At
least one order of magnitude is desirable. This accuracy is necessary to safely rule out contribu-
tions to the theory error of a,(M3%) which arise from the particular technical implementation of
the solution of the NLO evolution equations. Due to the current apparent difference in a,(M2)
as determined in e*e~ and DIS experiments [2], this question is of particular importance for
the future QCD analyses based on the HERA structure function data.

So far no high-precision comparison of next-to-leading-order (NLO) programs has been per-
formed including the full HERA range. In previous studies partial comparisons were carried out
demanding a considerably lower accuracy (see e.g. ref. [3]). Other comparisons focussed on the
valence range and compared the effect of different codes used for the QCD fit on Aqcp only. see
ref. [4]. The required accuracy cannot be easily reached by just comparing results to published
parametrizations, due to their inaccuracies, caused by respective numerical representations.
Often also the physical and technical assumptions made are not fully documented.

In this paper, we present the results of a dedicated effort, comparing the results of seven
NLO codes under perfectly controlled conditions. The paper is organized as follows. In Sec-
tion 2 we recall the basic formulae, and sketch the most commonly used approaches to the
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evolution equations. Section 3 compares the differences of six ‘global’ evolution programs. The
clarification of the deviations found there, using also a seventh program especially suited for
the ‘local’ evolution of Fj, is described in Section 4. The size of the numerical differences
which persist after this development is investigated in Section 5, where also reference results
for further comparison are provided. Finally Section 6 contains our summary.,

2 Approaches to the Next-to-Leading Order Evolution

The evolution equations for the parton distributions f(z.Q?) of the proton are given by

9f(z,Q%)

FIPYOE = [(l,(Qz)Po(J'l +a(Q*) Py(z) + O(af)] @ f(z,Q%). (1)

Here z stands for the fractional momentum carried by the partons. and % denotes the Mellin
convolution. For brevity. we have introduced a,(Q?) = a,(Q?)/4x. Eq. (1) is understood to
represent, in a generic manner, the non-singlet cases as well as the coupled quark and gluon
evolutions. P'® and P") denote the corresponding leading order (LO) and NLO splitting
functions, respectively (see, e.g., ref. [5]). Only these two coefficients of the perturbative series
are completely known so far, hence the solution of the evolution equations is presently possible
only up to NLO. To this accuracy, the scale dependence of the strong coupling a,(Q?) reads

da,(Q?)

W: —doﬂs(Qz)—31af(Q2)+()(a"‘)_ (2)

Throughout our comparisons, we will identify the renormalization and factorization scales with
@Q?, as already indicated in eqs. (1) and (2). For different choices see refs. [6, 7). Introducing
the QCD scale parameter A, the solution of eq. (2) can be written as

N 1 B Biln [In(Q*/A%)]
T Boln(Q*/A%) 5 In*(Q2/A2)

a,(Q*) (3)

Two approaches have been widely used for dealing with the integro-differential equations
(1). In many analyses, they have been numerically solved directly in r-space. We will exemplify
some techniques applicable in this case for one particular program, choosing ‘QeDNUM’, which
is based on the programs of ref. (8], and is planned to become publicly available [9]. See, for
example, ref. [10] for a description of a differing z-space implementation.

In QcpNUM, the @? evolution of the parton momentum densities is calculated on a grid in
« and Q?, starting from the z-dependence of these densities at a fixed reference scale Q2. The
logarithmic slopes in Q* are calculated from eq. (1). To compute the convolution integrals, the
assumption is made that the parton distributions can be linearly interpolated (at all Q?) from
one r gridpoint to the next. With this assumption the integrals can be evaluated as weighted
sums. The weights, which are essentially integrals over the splitting functions, are numerically
calculated (by Gauss integration) to high precision at program initialization. From the value
of a given parton distribution and the slopes at @2, the distribution can be calculated at the
next gridpoint Qf > QF (or Q@ < Q). This distribution then serves to calculate the slopes
at Qf etc., and the evolution is continued over the whole 2-Q* grid. The evolution algorithm
makes use of quadratic interpolation in In Q2.
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In this way, a fast evolution of parton densities is obtained, entirely based on look-up
weight tables which are calculated at program initialization. The numerical accuracy depends
on the density of the z grid and, to a lesser extent, on that of the Q? grid. In the comparisons
presented here, 370 gridpoints in x covering 107 < x < 1 have been used: 230 points distributed
logarithmically for # < 0.2, and 140 points distributed linearly for z > 0.2. A logarithmic Q?
grid with 60 points covered the range 4 < Q? < 10* GeV?.

An important alternative to the direct r-space treatment, employed in the analyses of refs.
[11, 12] based upon ref. [13], is to transform the evolution equations to Mellin-V moments.
The main virtue of this transformation is that the convolution is reduced to a simple product.
Hence eq. (1) turns into a system of ordinary differential equations at fixed N, which allows
for an analytic solution. Rewriting the evolution equations in terms of a, = a,(Q*) using eq.
(2). and expanding the resulting r.h.s. into a power series in a,, one arrives in NLO at

af(l' d,) l [ "l 2
= PO a(l’“):——P(“’.r)+Oa']'-‘ \a). 4
Da. Boa, (x)+a, (r) Bo (r) (a7)| © flz,a,) (4)
After transformation to N-moments, its solution can be written down in a closed form for the
non-singlet cases, with ag = a,(Q3), as

4= 3 N\ PN 1B
Fulan) = [1 - 2222 (PY - 220) + 0(ad)] (2) 7 f(ao). (5)

For the notationally more cumbersome, corresponding relation for the singlet evolution. the
reader is referred to refs. [11. 12].

From these analytic solutions, one can acquire the z-space results by one contour integral in
the complex N-plane, see ref. [12]. Using a chain of Gauss quadratures, a numerical accuracy of
this integration at better than 107° is readily achieved. In our comparisons, at most 136 fixed
support points at complex N-values have been used, with this maximal number emploved only
for very large values of z [14]. Due to the required non-trivial analytic continuations of the
NLO anomalous dimensions [12], this approach is technically somewhat more involved than the
numerical z-space solution. On the other hand, since the @Q* integration is done in one step.
regardless of the evolution distance, and the use of fixed support points allows for performing
the calculation of the anomalous dimensions only once at program initialization. this method
is competitive in speed to the r-space iterations.

A partly independent N-space program has been developed during this workshop [15], im-
plementing an iterative numerical solution of the Mellin-transformed eq. (4). Since one of the
advantages of the N-space approach is not exploited here. this program is so far not compet-
itive in speed with the ones discussed before. It has however been of considerable value for
cross—checks and theoretical investigations. see below.

Before we now turn to the comparisons, it should be emphasized that a perfect agreement
between the results based upon eqgs. (1), (4), and (5) is not to be expected, since they all differ
in terms of next-to-next-to leading order (NNLO). hidden under the O(a?) and O(a?) signs.

3 The Initial Comparisons

All our comparisons are performed under somewhat simplified, but sufficiently realistic condi-
tions. We assume four massless flavours, in eq. (1) as well as in eq. (2), at all scales considered,
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i.e. effects due the non-zero charm mass and the existence of the bottom quark are not taken
into account. All our results below will refer to the MS renormalization and factorization
schemes, and the corresponding scales are identified with Q. The reference scale Q? for the
evolution, and the four-flavour QCD scale parameter A in eq. (3) are chosen as

Q2 =4GeV?, AUl =250 MeV . (6)
The following initial conditions are selected for the (anti-) quark and gluon densities:

ruy(z, Q%) = A (1 =), zdy(z,Q}) = Aga®3(1— )t
xS(x.Q3) [ - ru, — rd,)(2.QF) = Asz™*(1-1z)", (7)
2g(2.Q3) = Az 1—2)°, xe(z,Qf) = x¢(z,QF) = 0

Il
I

The SU(3)-symmetric sea S is assumed to carry 15% of the nucleon’s momentum at the input
scale, and the remaining coefficients A, are fixed by the usual sum rules. Finally F} is determined
by simply convoluting the resulting parton densities with the appropriate coefficient functions.

Q% =100 GeV*
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Figure 1: The differences between the up-valence, singlet quark and gluon densities, u,, & and g,
and the proton structure functions F), as obtained from evolving the input (7) with various NLO
evolution programs [9, 10, 14, 15, 16, 17] to Q* = 100 GeV?. All results have been normalized to
those of ref. [9]. For a detailed discussion see the text.
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The results of our first comparisons are shown in Figure 1. One notices the very good
agreement between the programs (9, 10] used by the HERA collaborations. The differences
are always much less than 1%, and the curves can hardly be distinguished, except for large
x, with the present resolution. A similarly excellent agreement is seen between the two N-
space programs (14, 15], except for very low z, where offsets up to 1.5% show up. The most
striking feature of the figure, however, is the very sizeable differences between these two groups
of programs: the scaling violations, increasing (decreasing) the distributions at small (large)
values of r, are considerably stronger in the results of refs. [14, 15], although. of course, the
same values for a, are employed as in refs. [9, 10]. This effect reaches a magnitude of as much
as 8% for the structure function F, at the smallest r-values considered.

As stated above, perfect agreement had not been expected due to theoretical differences,
but the size of this offset was a surprise to most of us. It initiated quite some checking and
programming activity, which will be summarized in the next section.

Also shown in the figure are the results obtained by the z-space evolution programs of the
MRS and CTEQ global fit collaborations (16, 17]. Very good agreement to the results of refs.
[9, 10] is found for the valence quarks, except for ref. [16] at extremely low values of z. In the
singlet sector, however, significant differences are observed for some quantities: 1.5 — 3% on the
gluon density in ref. [16], and up to 4% on the sea quark distributions in ref. [17].

4 Pinning Down the Differences

Besides checks and comparisons of the numerical values of the NLO splitting between the codes
of refs. [9, 14, 15], the large differences discussed in the previous section led to three program
developments, which together allowed for their full understanding on an unprecedented level.

e A program for a local representation of the evolution of F, close to the initial scale,
completely independent of all previous ones, was added to the comparisons [18].

o The code of ref. [15] was extended to include, still in moment space. an option for evolving
also on the basis of eq. (1) instead of (4).

o The program of ref. [14] was used to simulate an iterative solution of eq. (4) as performed
in ref. [15], and additionally two new iterative options, one of them equivalent to eq. (5),
were introduced into this package.

The results of these efforts are displayed in Figure 3, where we show the evolution of F;, close
to our reference scale Qf = 4 GeV?, for three typical values of 2. The differences, depicted
in the previous figure for Q* = 100 GeV?, build up very quickly near Q?: already around
10 GeV? they are close to their final level. The second important observation is the perfect
agreement of the local representation [18] with the z-space codes [9. 10], which immediately
stopped any speculations on possible problems in the latter programs. Next one notices that
the 1% small-z difference between refs. [14] and [15] is perfectly understood in terms of the
slightly different contributions truncated away in eqs. (4) and (5). cf. ref. [6]. The concluding
step is the comparison of the modified evolution of [15] with the results of [9, 10, 18]. This
reveals that in fact virtually all offsets between the results of refs. 9, 10, 14, 15] in Figure 1 are
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Figure 2: A comparison of results on the Q* evolution of F} close to the reference scale ()2 = 4 GeV?.
The results of refs. [9, 15, 12] (denoted by B, R, and V) are as in the previous figure. BvN
represents a local representation of the F, evolution [18], and the curves R’ and V' check the
numerical consistency by adapting to the theoretical assumptions of refs. [9] and [15], respectively.

due to the differences introduces by the employed truncation prescriptions for the perturbative
series the NLO level, i.e. by terms of NNLO and beyond.

The origin of the differences between the results of refs. [16, 17] and our programs could
not be clarified during this workshop. Hence for the very precise comparisons to which we now
turn, we will keep only our five program packages, which agree, at least, sizeably better than
to 1%.

5 The Achieved Numerical Accuracy

Armed now with at least two different codes for any of the truncation prescriptions of Section 2,
we can proceed to explore the limits of the agreement of our five program packages under
consideration. This complete coverage will be used for comparing all programs, even those
with conflicting theoretical treatments, in one figure. For this purpose. the results of refs.
[9, 10] have been normalized to the modified evolution of ref. [15] (based upon eq. (1)). whereas
the ‘iterated’ evolution of ref. [14] is normalized to the original results of ref. [13] (based upon
eq. (4)).

The results are shown at two fixed Q? values in Figure 3 for the parton distributions, and
in Figure 4 for Q? evolution of the proton structure function F, at three fixed values of x. The
total spread of the results at Q* = 100 GeV? amounts to at most about 0.05%, except for very
large x, where the distributions, especially the gluon density, become very small. Even after
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evolution to 10* GeV?, the differences are still on the level of 0.1%. meeting the goal formulated
in the introduction. Moreover, there is no reason for failing to reach an even higher accuracy,
at least to 0.02% as already achieved between the N-space programs, also in z-space, e.g. by
increasing the still not too high number of Q? grid points in the program of ref. [9].

Finally, for the convenience of those readers who want to check their own existing of forth-
coming NLO evolution program to an accuracy well below 0.1% over a wide range in z, we show
in Table 1 two sets of reference results, which represent the evolution of the initial distributions
(7) under the conditions (6), according to eq. (1) and eq. (3) to Q* = 100 GeV?.

T Uy zd, xS 2zc g F,

1075 || 9.2793E-3 | 5.2115E-3 | 2.6670E1 | 5.0866 E0 | 9.6665E1 | 7.0270 E0
10-* || 2.8777E-2 | 1.6134E-2 | 1.3862E1 | 2.4694E0 | 4.7091E1 | 3.5868 EO
103 || 8.7208 E-2 | 4.8678 E-2 | 6.7503E0 | 1.0663E0 | 2.0801El | 1.7271 E0
1072 || 2.4598E-1 | 1.3494 E-1 | 2.8562E0 | 3.5762E-1 | 7.5998 E0 | 7.9497E-1
0.1 || 4.7450E-1 | 2.3215E-1 | 5.7924E-1 | 4.6496E-2 | 1.4260E0 | 3.3397 E-1
0.3 | 3.1152E-1 | 1.1662E-1 | 5.7780E-2 | 3.5268E-3 | 1.9173E-1 | 1.6536 E-1
0.7 || 2.5048E-2 | 3.9486 E-3 | 8.0219E-5 | 4.0111E-6 | 1.1276 E-3 | 1.4359 E-2

x Tu, zd, ) 2zc zg F,

107° || 9.4109E-3 | 5.2848E-3 | 2.8893E1 | 5.6465E0 | 9.8060E1 | 7.6417E0
107" || 2.9144E-2 | 1.6336 E-2 | 1.4755E1 | 2.6954E0 | 4.7859E1 | 3.8325E0
10-3 || 8.8083E-2 | 4.9146E-2 | 7.0516E0 | 1.1434E0 | 2.1110E1 | 1.8094 EO
1072 || 2.4723E-1 | 1.3553E-1 | 2.9226E0 | 3.7584E-1 | 7.662TE0 | 8.1358E-1
0.1 | 4.7268E-1 | 2.3097E-1 | 5.7880E-1 | 4.7422E-2 | 1.4152E0 | 3.5337E-1
0.3 | 3.0798E-1 | 1.1511 E-1 | 5.6817TE-2 | 3.4796 E-3 | 1.8757E-1 | 1.6349E-1
0.7 || 2.4433E-2 | 3.8429E-3 | 7.6136E-5 | 3.5004 E-6 | 1.0854 E-3 | 1.4013 E-2

Table 1. Reference results at Q* = 100 GeV? for the NLO evolution using the direct solution of
eq. (1) (upper half), and the truncated analytic solution (5) (lower half). The initial conditions are
specified in egs. (6) and (7). The estimated numerical accuracy of these results is about 0.02%.

6 Summary

The results of seven programs for the NLO evolution of parton densities and structure functions
have been compared. Differences due to terms of NNLO. truncated differently in the various
implementations, turn out to be larger than anticipated. They can reach, e.g., about 6% at
=107 and Q? = 100 GeV?. A full quantitative understanding of these differences has been
achieved at an unprecedented level of accuracy for five of these codes. There the remaining
numerical differences are on the level of £0.02% at Q* = 100 GeV?. Two sets of reference
results, according to different theoretical prescriptions, have been provided for further high-
precision checks of evolution programs.
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Figure 3: The remaining numerical x-dependent deviations on u,, £ and g at Q* = 100 and 10°
GeV? between the programs of refs. [9, 10, 14, 15], after the differing theoretical assumptions have
been corrected for, see the text. The results have been normalized to those of ref. [15].
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Abstract: The results are presented of a study of the accuracy one may achieve
at HERA in measuring the strong coupling constant a, and the gluon distribution
zg(x,Q?) using future data of the structure function Fy(x,Q?) which are estimated
to be accurate at the few % level over the full accessible kinematic region down to
x ~10~% and up to Q* ~ 50000 GeV?. The analysis includes simulated proton and
deuteron data, and the effect of combining HERA data with fixed target data is

discussed.

1 Introduction

Deep inelastic scattering is the ideal place to investigate the quark-gluon interaction. Previous
fixed target experiments have lead to very precise tests of Quantum Chromodynamics in the
kinematic range of larger = > 0.005 and lower @* < 300 GeV?. The first few years of exper-
imentation at HERA extended this range to very low = ~ 0.0001 and large Q* ~ 3000 GeV?
leading to remarkable results in the investigation of deep inelastic scattering [1. 2| including
rather accurate measurements already of the proton structure function Fy(x, Q*). In this study
an attempt has been made to estimate the accuracy of future measurements of £, at HERA
and their possible impact on precision mesurements of the strong coupling constant a,(@*) and
the gluon distribution zg(z, @%). The measurement of these quantities is a key task at HERA.
Both can be determined in a number of different processes as deep inelastic jet production,
charm and J /i production and with future measurements of the longitudinal structure func-
tion. The measurement of F,, however, is expected to be the most precise way to determine a,
and zg from the scaling violations of /. Those are most prominent at very low r due to quark
pair production from the gluon field and weaker at large r > 0.1 due to gluon bremsstrahlung.
Both processes, and their NLO corrections, will be accessible with future high statistics data
at HERA which is hoped to deliver a final luminosity figure near to £ ~ 1 fb=" during the next
8 years of operation.
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The QCD analysis of the past and present F; structure function data lead to remarkable
results already, more than listed here:

e A rather precise determination of a,(Q?) with an experimental error of 0.003 at Q*= M}
was performed using the SLAC and the BCDMS structure function data (3].

e Both H1 [4, 5] and ZEUS [6, 7] have determined the gluon distribution with an about
15% accuracy at Q2 = 20 GeV? and = ~ 10™* by using different sets of fixed target data
[8. 9, 10] combined with the HERA results.

e The HERA deep inelastic structure function data have a big impact on global analyses
and the determination of parton distributions [11].

The analysis presented in this paper will show that HERA will allow to reach the 1% level of
determining o, and rg. This represents a challenge to the theoretical understanding of deep
inelastic scattering in perturbative QCD in the low z and low Q* ~ Mz region. A precision
measurement of the strong coupling constant will represent an important constraint to unified
theories. As such it represents one fundamental reason to perform an extended long term
programme of experimentation at HERA.

This paper is organized as follows. Section 2 presents the assumptions and the results of the
simulation of F, structure function data. Section 3 contains the outline of the QCD analysis
procedure and error treatment required for the analysis. The results of a detailed study of
the a, measurement accuracy are given in section 4. Similarly the determination of the gluon
distribution is presented in section 5. A brief summary is given in section 6.

2 Accuracy of Future HERA Structure Function Data

Recent measurements of the proton structure function Fy(z,Q*) by the H1 and ZEUS col-
laborations [4, 6], based on data taken in 1994 with an integrated luminosity £ of about
3 pb=!, have reached a systematic error level of about 4-3% in the bulk region of the data,
10 < Q? < 100 GeV2. Exploratory measurements of the very low @ region with about 15-20%
accuracy were presented by H1 with 1995 shifted vertex data [12] and by ZEUS using a rear
calorimeter installed near the beam pipe in backward direction [13]. Based on the experience of
these analyses a study has been made in order to estimate what might be the ultimate accuracy
of F, measurements at HERA. This is a difficult task: on one hand one can rather easily ex-
trapolate the present knowledge of systematic errors and also calculate rather straightforward
the effect of residual miscalibrations on the cross section measurement. On the other hand
there will always be local. detector dependent effects in addition and, furthermore, one can not
simulate the results to be expected from innovations of the structure function analyses. For
example, it is likely that a low electron energy calibration, much below the kinematic peak.
can be performed reconstructing the my mass or, to give another one, the region of y below
0.01. which was considered to be not accessible due to calorimetric noise, may be accessed
nevertheless by imposing a pr balance constraint using the electron information. Therefore
this simulation study may give valid estimates but the truth will be the result of data taking
and analysis work over many years still to come.
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For this analysis the following kinematic constraints have been imposed:

o Q? > 1 GeV? which may be the limit of applicability of the DGLAP evolution equations
at low x [14];

e 0. < 177° which might be accessible with nominal energy running even after the luminosity
upgrade;

o y < 0.8 a limit arising from large radiative corrections and a small scattered electron
energy limit £/ > few GeV due to photoproduction background and electron identification
limitations;

e 0, > 8, a hadron reconstruction limit imposed by the beam pipe which may differ
somewhat finally.

A number of data sets was generated as summarized in table 1 and illustrated in fig.1. The
maximum Q2 of the data depends on the available luminosity and might reach values of up to
50000 GeV?. The generation and systematic error calculation was performed with a numerical
program written by one of us which was checked to be in good agreement with the Monte Carlo
programs used for real data analyses.

number | nucleon | E. | Ex [ £/pb™! L -
[ proton | 27.6 | 820 10 0.5 100

11 proton | 27.6 | 820 1000 | 100 | 50000
1 proton | 27.6 | 400 200 100 | 20000
Y proton | 15.0 | 820 10 05 100

Y deuteron | 27.6 | 410 10 0.5 100
VI deuteron | 27.6 | 410 50 | 100 | 20000

Table 1: Summary of simulated data sets for this study, energy values are in GeV and Q? in GeV?.

The following systematic error sources were considered in the analysis the effect of which is
illustrated in fig.2:

o An electron energy calibration error of 0.5% in the backward region (0, > 160°) and 1%
in the central barrel and forward region of the detectors.

o An electron polar angle uncertainty of 0.5 mrad backwards and 1 mrad in the central part
of the detector (0, < 165%).

o A 2% uncertainty of the hadronic energy scale which is important at lower y < 0.1 where
the kinematics cannot be determined solely with the electron variables E! and 6, because
of divergencies of the resolution > 1/y. The energy scales E! and E, may be cross
calibrated by comparing cross section mesurements in different parts of the detector [15]
once there is high statistics available in the barrel part, and using the electron and track
information in the detector.
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The photoproduction background may cause a 1-2% error at large y > 0.5 and for Q*<
100 GeV?. This requires an about 10% control of its shape and normalization which
can be envisaged with the electron taggers, the hadronic calorimeter sections and using
tracking information in front of the calorimeters which suppresses the 7, part of the
contamination.

¢ Radiative corrections can be controled to 1%, perhaps 2% at highest y > 0.7, using the
hadronic and electron information which overconstrains the kinematics. The Monte Carlo
[16] and numerical calculations [17] are known to be in very good agreement. This F,
simulation assumes the radiative corrections to be performed, including the electroweak
part which at high y and Q* modifies the cross section at the ~ 20% level.

e Beam background and various efficiencies are assumed to introduce an overall error of

2%.

o A luminosity error of 1% is assumed.

These systematic errors are about one half of those presently reached in the high statistics
domain of the F; measurements. If the kinematic dependence of the correlated systematic
errors is sufficiently well known, it can be taken into account in QCD fits, see below. Note in
this respect that the required luminosity is not simply given by the statistical errors per bin
but rather by the statistics needed for detailed systematic studies. However there will always
be residual local and higher order effects which we represent here by a random systematic error

of 1%.

3 Analysis Procedure

The generated data were analysed using the H1 [18] and ZEUS [19] QCD fitting programs.
Elsewhere in these proceedings both programs are shown to be in good agreement [20]. In
order to simplify the analysis the data were replaced by the QCD model (see below) so that the
fits immediately converged to the minimum * = 0 and CPU time was effectively spent only
on the calculation of the covariance matrix of the fitted parameters. The errors on the gluon
distribution and on a, are then obtained from standard error propagation.

3.1 QCD Model

The QCD prediction for the F; structure function can be written as
F(2,Q%) = F{*(z.Q") + Fi(2,Q"), (1)

where F}% obeys the NLO QCD evolution equations for f = 3 light flavours and the charm
contribution Fy is calculated according to [21]. The light flavour contribution in turn is decom-
posed into a singlet and a non-singlet part:

Fi*(2.Q) = FJ(2.Q%) + F{°(2.Q%). (2)

The singlet structure function is related to the singlet quark momentum distribution, % =
Y7 z(qs + Gg), which obeys an evolution equation coupled to the gluon distribution xg. The
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main contribution to FQNS: comes from the difference of up and down quarks and antiquarks:
Ay = z(u+ 1) — 2(d+d). We remark here that A4 is constrained by the difference Fj — Fj
of proton and deuteron structure functions.

At the input scale Q3 = 4 GeV? the parton distributions were parametrised as

*G(z,Q}) = AgzPs(l —x)Ce
e2(2,Q%) = AszPs(1-2)%5(1 + Dsz + Esv/x) (3)
IAud(I,Qg) = A}\'SIBNS(I . I)C.-vs.

The input parameters for the gluon and the singlet distributions were obtained from a fit to
the simulated data whereas the non-singlet parameters and their uncertainties were taken from
[7]. The input value of a, was set to a,(M3) = 0.113 corresponding to A“:_) =263 MeV [3].

3.2 Definition of the \? and Fit Procedure

The two fitting programs of H1 and ZEUS have been used in parallel and all important numbers
were cross checked. The ZEUS program uses a step by step ( a la Runge Kutta) procedure
to solve the DGLAP evolution equations. The H1 program projects the DGLAP equations
on a functional basis where they are solved exactly [18, 22]. Both programs use MINUIT to
make the fitting. In addition the H1 program has the possibility to use an independent set of
routines (called LSQFIT) which performs a least chisquare fit. In LSQFIT the \* function to
be minimised is recognized to be the sum of the square of deviations and the derivatives of the
deviations are computed by finite differences. Both MINUIT and LSQFIT can compute the
second order derivatives of the y* with respect to the parameters: these may be used for the
error computation as will be shown in the following.

The \? is defined as
2 _ F,(P.S)-f.' 3 A2
=X (F) + ) (4)

1

where F, is the model prediction, f; the measured F, value. Af, its statistical error and the
sum runs over all data points (). In addition to the set of parton distribution parameters {p},
including a,, we have introduced the parameter set {s} which takes into account the systematic
errors of the measurements. The relation between the model prediction and the QCD prediction
for F; is written as:

Filp.s) = F2(p) (1 =3 siA™) (5)

[

where AJ”*" is the relative systematic error on data point (z) belonging to the source ({). We
assume that the parameters s; are gaussian distributed with zero mean and unit variance so
that the A; correspond to a one standard deviation systematic error'.

3.3 Systematic Error Evaluation

Given the y? definition of the previous section there are essentially three methods to evaluate
the systematic errors on the fitted parameters:

! Asymmetric errors can be taken into account by adding terms quadratic in s; in eq. 5.

37

o Repeat the fit with several values of the systematics variables s, either chosen at random
or giving to each variable in turn the value 1. The systematic errors are then obtained
by adding all the deviations from the central value in quadrature.

o Leave the systematic parameters fixed to zero but propagate the errors on s; (assumed to
be 1) to the covariance matrix of the fitted parameters [23]. If the deviations are linear
functions of the systematic variables it is easy to compute directly the errors from the
second derivatives of the x%. Let us introduce the following matrices:

aF,oF; 1 '\
=) ————=x1/2
M 2; dp dp Am? 1 dpdp

(6)

61’; (’)F, 1 62\2 -
C=Lgp 5 ami ™ 5005 ™)
Vatat = M1 s the {p} statistical error matrix and C is the matrix which expresses
statistical and systematic correlations. One can show that [23]

Vet = M1 CCTM ! (8)

is the {p} systematic error matrix. The LSQFIT program determines these matrices and
also the function error bands. For MINUIT a fit has to be performed where the systematic
parameters are left free and the inverse of the resulting covariance matrix contains the
matrices M and C. Reinverting M and using eq.(8) yields the statistical and systematic
errors in case all systematic parameters are kept fixed.

o The \? =2, + 1 method

If the correlations between parameters are big and/or the dependence of the deviations
with respect to the parameters is highly non-linear, it is more appropriate to compute
the error on a specific parameter by considering an increase of the \? by one, all the other
parameters being optimised. Both MINUIT and LSQFIT can provide this calculation.
This method has been used also to draw error bands with LSQFIT which is faster than
the MINOS option of MINUIT. In this case the value of the function itself at some fixed
x and Q2 point is taken as a parameter. Then the equation say G(z,Q% = G is used to
eliminate the more sensitive parameter.

The three different methods and the two different programs have been compared in detail
leading to consistent results. Fits were performed on data randomly offset both statistically
and systematically. Taking as the error the r.m.s. of the fitted a, values this appeared to be
in agreement with the standard error calculation. This method gives the most reliable error
estimate. but it is clearly too elaborate to be of practical use in a study like the one undertaken
here.

3.4 Fitting the Systematics

If the kinematical dependence of a systematic error, like the 1/y behaviour of the electron energy
scale uncertainty. is well known, a contribution, ¥; sf, can be added to the x? and a fit can be
performed determining an extended set of parameters {p.s}. The interest of such a procedure
is obviously that here full knowledge of the experiment enters to improve the measurement
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accuracy. Such a procedure was adopted in [3] to reduce the influence of the main experimental
errors, the magnetic field calibration of the BCDMS spectrometer for example, on the value and
error of a,. The method to find the resulting errors is practically the same as for the statistical
error treatment. LSQFIT and MINUIT deliver the complete error matrix which in the case of
MINUIT is exactly the one used in method 2.

4 Results on o,

4.1 Introduction

The data and the fitting procedures as described above were used to determine the expected
error of a,(M3). and of zg in the subsequent section. Three types of fits were performed:

e A - Fits to HERA proton data alone.
e B - Fits to HERA proton and deuteron data.

o C - Fits to HERA proton data with inclusion of fixed target data, in most of the cases
those from SLAC [8] and BCDMS [9].

In the fits the systematic error parameters were left free. The input values s; = 0 were always
reproduced while the input errors A, = 1 were typically reduced by a factor of two. The
correlation coefficients between the systematic error parameters were well below unity. In the
following we denote the error on a, from these fits by Aay;,. The statistical error (Aaya) and
the systematic error (Aayy,) for fixed systematic errors were calculated from the covariance
matrix as described above.

4.2 o, with HERA Data only

As a starting point of the investigation fits were made to HERA high energy proton data alone
(sets I and II in table 1). The low Q* sample (set I) covers an z range of 1.4 x 1075 < r <
4.3 x 1072 whereas the high Q? sample (set 1I) covers 2.4 x 1072 < z < 0.65. For the nominal
fits integrated luminosities of 10 and 500 pb~! were assumed for the low and the high Q? data
set respectively.

The strong coupling constant and the parameters describing the input singlet (5 parameters)
and gluon distributions (3 parameters) at Q2 = 4 GeV? were left free in the fit. The gluon nor-
malization was calculated by imposing the momentum sumrule. The non-singlet contribution
to [, was kept fixed since it is not well constrained by proton data alone.

Besides a, and the parton distribution parameters five systematic error parameters were
introduced as described in section 3. In addition the assumed random systematic error was
added in quadrature to the statistical error.

Recent analyses of ZEUS [7] and H1 [4] F; data have shown that perturbative QCD might
be applicable down to Q* >~ 1 GeV? at very low z, see also [14]. In figure 3a and table 2 the a,
error is given as a function of Q* which is the lowest Q* considered in the fit. The statistical
error (which includes the 1% random systematic error) increases from A, = 0.0024 to
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0.0053 with increasing Q2. When all systematic errors are fitted. Aay,, is almost identical to
the statistical error for Q* = 1 GeV? but increases more rapidly to 0.0075 at Q? = 8 GeV2,
When the systematics are not fitted, their contribution to Aa, rises very stronélv to about
0.012 above Q? = 2 GeV?. The same tendency is observed when all the s_;'stemalic- errors are
scaled down by a factor of two (figure 3b) though, as expected, the uncertainty of e is reduced
almost by a factor of two.

To investigate the impact of the high Q* data on the result, the luminosity of dataset II
was varied between £ = 10 and 1000 pb='. For a Q? cut of 1 GeV? the variation of the a,
errors with L is fairly modest as shown in figure 4a and table 2. However, the dependence on
the high Q? luminosity becomes stronger if the Q2 cut is raised. This is illustrated in figure 4b
for Q7 = 3 GeV2 Here a factor of 10 increase in luminosity decreases the a, errors by about
40%. On the other hand, increasing the luminosity of the low Q? sample (dataset I) from 10
to 50 pb~! gave an insignificant improvement (x~ 10%) on the uncertainty in a,.

An improvement of the result is obtained if the lower energy data are included, sets I1] and
IV in table 1. For example, for Q? = 3 GeV? the nominal data set yields an error of 0.0061,
see table 2 while the inclusion of the lower energy data reduces that error to 0.0046, if in both
cases the systematics is fitted.

As described above, the nonsinglet distribution is input to the fit of the proton data. Taking
its uncertainty from the QCD analysis of [7] a contribution of about 0.004 is estimated to the
uncertainty on a,. However, when both proton and deuteron data are available the nonsinglet
contribution is constrained by the difference F} — Ff and the 0.004 error gets eliminated.
Therefore, a low and a high Q* deuteron data sample (set V and VI in table 1) with modest
lumionosities were included in the fit. Apart from the highest @? region these data have roughly
the same kinematic coverage as the proton data.

In the combined proton and deuteron QCD fit the three parameters which describe the
nonsinglet input distribution were left free. Furthermore one normalization parameter and five
independent systematic parameters for the deuteron data were added. The resulting a, errors
are given in table 2 for a @? cut of 3 GeV? It is seen that the error on ay is reduced by
about 25% compared to the corresponding fit on proton data only although the number of fit
parameters had to be increased and the non-singlet distribution is as well fitted.

4.3 Inclusion of High r Fixed Target Experiment Data

The published QCD analysis [3] of SLAC and BCDMS proton and deuteron structure function
data yielded an experimental error of 0.003 on as(M%). The natural question to be answered is
whether the combination of the low x and high Q? HERA data with the fixed target experiment
data can improve this result significantly.

As a first necessary step it was studied if our fits can reproduce the error quoted above.
The following conditions were applied to mimic the analysis of [3] as closely as possible:

o A cut of W? > 10 GeV? was imposed to effectively remove the region at high z and low
@* dominated by higher twist effects.

e The parameters of the input singlet, gluon and nonsinglet distributions were left free
except Bs and Bg which describe the low # behaviour of ¥ and zG (the SLAC/BCDMS
data extend only down to 2 = 0.07).
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o One normalisation parameter was kept fixed (BCDMS deuteron) whereas those of the
remaining three datasets were left free. In addition two systematic parameters for the

BCDMS data were left free.
e No momentum sumrule was imposed.

e Being interested in the derived error only, the SLAC and BCDMS data were replaced by
the model input.

o The quoted errors of ref [3] correspond to an increase of the x* by 9 units which was
taken into account in the estimate of the statistical errors.

The fit defined above on the SLAC/BCDMS data alone yielded as a result Aa, = 0.0030,
exactly as published.

Using all high energy HERA proton data in addition the error on a, was reduced to Aay;; =
0.0016 with Q* = 3 GeV?. Adding the latest data of the NMC experiment with a preliminary
treatment of the systematic errors of this measurement reduces this number to 0.0013. In table 2
results are given on Aa, for various choices of the (? cut, the size of the systematic errors and
the luminosity of the high @? data sample. It turns out that Aay;, ranges from about 0.001 to
0.002 and is thus fairly insensitive to these choices. Compared to fits on HERA proton data
alone, the error on a, is much less sensitive as to whether the systematic parameters are left
free or kept fixed and the dependence on the minimum Q? is less severe. With fixed systematic
errors the combined statistical and systematic error ranges from Aa, = 0.002 to about 0.003.

4.4 Double Logarithmic Scaling and the Error of a;

With high precision data the low x behaviour of I, will be much better understood. If the data
further support the double logarithmic approximation [24] of the low r, large Q* behaviour
of F,, then a precision of a, to 0.001 or even better can be reached with HERA data alone.
Already with the present H1 data only, such an analysis [25] lead to a value of a,(M3) =
0.11340.002(stat) +0.006(syst). The advantage of this approach is obvious as it likely requires
only the low = data of HERA and depends on two scale parameters, Q2. z,, a normalization
constant and a, only. This is in contrast to the QCD analysis of HERA and fixed target data.
considered here, which has to include the full parametrization of two nonsinglet, the singlet
and the gluon distribution leading to typically 15 parameters to be simultaneously controled.
Further theoretical understanding of the double scaling approach is necessary, however.

5 Determination of the Gluon Distribution

5.1 HERA Proton Data Only

The previous determinations of the gluon distribution from the scaling violation of F, at low «
by H1 [4, 5] and ZEUS [6, 7] were performed combining the HERA results with fixed target data
and trealing a, as an extra parameter. Since the scaling violations essentially are proportional
to the product of a, - zg. a large data range in = and Q? is required to disentangle these two
basic quantities.
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#===p # # #
|Fit| L(LQ) L(HQ)|sfac gmin | sigf stat syst total |
#===1 # # #
| A] 10 500 | 1.0 1.0 | .0024 .0021 .0052 .0056 |
| A] 10 500 | 1.0 2.0 | .0050 .0036 .0107 .0113 |
| Al 10 500 | 1.0 3.0 | .0061 .0041 .0114 .0120 |
| Al 10 500 | 1.0 5.0 | .0069 .0047 .0114 .0123 |
| Al 10 500 | 1.0 8.0 | .0075 .0052 .0105 .0117 |
[ | | |
| Al 10 500 | 0.5 1.0 | .0015 .0013 .0024 .0028 |
| A ] 10 500 | 0.5 2.0 | .0033 .0026 .0055 .0061 |
| Al 10 500 | 0.5 3.0 | .0040 .0031 .0060 .0067 |
| A | 10 500 | 0.5 5.0 | .0046 .0035 .0069 .0070 |
| Al 10 500 | 0.5 8.0 ] .0050 .0040 .0054 .0067 |
B s o ————— B e +
| Al 10 10 | 1.0 1.0 | .0028 .0023 .0045 .0050 |
| Al 10 100 | 1.0 1.0 | .0026 .0022 .0048 .0053 |
] Al 10 1000 | 1.0 1.0 | .0023 .0020 .0053 .0057 |
[ | | |
| A | 10 10 | 1.0 3.0 | .0096 .0080 .0126 .0149 |
| Al 10 100 | 1.0 3.0 | .0073 .0055 .0123 .0134 |
| Al 10 1000 | 1.0 3.0 | .0057 .0037 .0110 .0116 |
| B|] 10 500 | 1.0 3.0 | .0043 .0030 .0087 .0092 |
|lcl 10 500 | 1.0 1.0 | .0014 .00i1 .0031 .0033 |
lcl 10 500 | 1.0 0| .0016 .0012 .0032 .0034 |
| | | |
lcl 10 500 | 0.5 1.0 | .0011 .0009 .0018 .0020 |
| ¢l 10 500 | 0.5 0| .0014 .0011 .0018 .0022 |
tommdmm e o B e +
| c| 10 10 | 1.0 3.0 | .0020 .0018 .0022 .0028 |
lc] 10 100 | 1.0 3.0 | .0017 .0015 .0023 .0027 |
| ¢ | 10 1000 | 1.0 3.0 | .0015 .0011 .0030 .0032 |

Table 2: Errors on a, for fits with HERA proton data only (A), proton and deuteron data (B) and
combinations of simulated HERA proton data with fixed target experiment data (C) from SLAC and
BCDMS, see text.
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Fig.5 shows the result of a QCD fit to the simulated F, data, sets I and I in table 1, without
fitting the systematics but determining zg and the singlet distribution 2. In this fit a, was
fixed considering an a, uncertainty of 0.005 for the calculated gluon error. The inner dark error
band is the statistical error while the total error is shown as the outer grey band for all Q*
values. The error bands were drawn using the LSQFIT routines and the \? = y2,, + 1 method.
At Q* =20 GeV? and r = 0.0001 the total error amounts to 11% somewhat better than the
present result which included the fixed target experiments. If o, is allowed to vary and the
systematics is fitted as described in section 3 the gluon determination gets very accurate with
an estimated error of 3% at the same x and Q? values. This is illustrated in figure 6.

5.2 HERA Proton and Deuteron Data

The consideration of deuteron data of £ = 50 pb~" allowed finally to perform a complete fit
of all distributions. In particular one has to notice that the non-singlet distributions are not
well constrained with proton data only. In section 3 the up-down quark distribution difference
was introduced as the non-singlet quantity to be determined assuming the strange distribution
was fixed, see [7]. Generally there are two non-singlet distributions which may be written as
ut = u+u—Y/3 and similarly d*. The deuteron data allow to determine these distributions.
Fig.T shows the calculated accuracy of the u™ distribution at Q? = 2 GeV? from a complete fit
to all distributions, a, and with free systematic error parameters. This represents an interesting
result as apparently the non-singlet distributions will be measurable with high accuracy down
to very low x, and the predicted weak Q* dependence can be verified. The gluon belonging to
this fit is determined with an error of only 1-2% at the x.Q? point chosen for comparison.

Further studies of the importance of HERA deuteron data are necessary. For example, this
data will have an additional few % uncertainty due to shadowing corrections at low = which was
neglected here. Constraints on the non-singlet distributions are available already from the fixed
target deuteron data, but at higher . A more thorough discussion of these aspects has been
beyond the scope of this study. Independently of theoretical preassumptions, however, one may
regard this data as important to measure the low x behaviour of the up-down quark distribution
difference which requires modest luminosity only. With larger luminosity £ ~ 50 pb~! it will
help to decompose the flavour contents of the nucleon as was discussed already ten years ago

[26].

6 Summary

According to this analysis HERA will have an important impact on the measurement of a, and
the gluon distribution. A precision near 0.001 for a,(M3%) and of almost 1% for xg is in reach
if

o [, measurements in the full HERA range will become available with systematic and
statistical errors of a few % only,

o the systematic errors are thoroughly studied at the per cent level as functions of = and
@? such that their gross effects can be absorbed in the QCD analysis,
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e and the HERA data can be combined reliably with the fixed target experiment results on
F‘z.

Such an accuracy represents a great challenge for the experimental programme at HERA. The
HERA data should be complete, i.e. comprise a high luminosity data set with £ > 300 pb™!
and modest luminosity data sets: i) at lowered proton energy £ > 50 pb~! to reach highest z, as
close as possible to the fixed target data region, ii) at lowered electron beam energy £ > 3 pb~!
to cover the r dependence at smallest Q* and iii) possibly also deuteron data with £ ~ 50 pb~!.
Note that no attempt was made to optimize these luminosity values, in particular, since the
necessary level of systematic error control is competing with the requirements coming from
simple statistical error considerations.

Completion of this programme also requires a major theoretical effort to calculate the 3-loop
coefficient functions since the present theoretical uncertainty of a, of ~ 0.005 [27] exceeds most
of the estimated experimental a, errors discussed in this study. It is obvious that a precision
at the level of 0.002 for a,(M3) will lead to a very precise study of its Q* dependence and
resolve the question of the compatibility of the deep inelastic a, values with those from e*e~
scattering.
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Figure 1: Simulated structure function data sets. The huge luminosity of 1 fb=" will lead to precise
data even at very high Q*. For Q% > 10000 GeV? about 2000 events may be available. The largest
bins shown are made with 20-50 events. With £ = 10 pb~! for Q* > 0.5 GeV? about 107 events
are occuring which will be prescaled at lowest Q*. The curve represents a NLO QCD fit. The high
z, low Q? region can not be accessed with HERA but is almost completely covered by the fixed
target experiment data, not shown here.
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Figure 2:  Estimated systematic errors of the F, measurement for different Q* as a function of
z. Dashed line: effect of error on the scattered electron energy £, dashed-dotted line: effect of
error on the hadronic energy scale £, solid line: effect of error on the polar angle 0,; long dashed
line: 2% efficiency error. Not drawn are the effect of photoproduction background at high y and
the radiative correction error. Both have been added to the other error sources which gives a total
error drawn as the upper solid line. The authors apologize for the workshop style of this figure.
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Figure 3: The error on a,(M2%) from fits to the HERA high energy proton data as a function of
QZ: (a) with full systematics included; (b) with systematics further reduced by a factor of two. The
(dotted, solid, dashed) curves correspond to the errors (Aagar, Aagi, Aay,,) described in the
text.
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Figure 4: The error on a,(M3) as a function of the luminosity of the high Q* sample: (a) for
Q? =1 GeV*; (b) for Q* = 3 GeV?. The (dotted, solid, dashed) curves correspond to the errors
(A, Aagir, Aayyy) described in the text.
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Figure 6: Determination of gluon distribution using future F, data from electron-proton scattering
with fitted systematic error parameters. Note that for simplicity the gluon is shown also outside the
allowed region of z < Q?/10°.

Figure 5: Determination of the gluon distribution using future F, data from electron-proton scat-
tering with fixed systematic error parameters. The inner band is the statistical error. Note that for
simplicity the gluon is shown outside the allowed region of < (2*/10°.
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Figure 7: Determination of the non-singlet distribution u* = u + u — ¥/3 from a QCD fit to the
simulated proton and deuteron data (sets |,Il and V,VI in table 1).
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Abstract: Uncertainties in the next-to-leading order evolution of deep-inelastic
structure functions - arising from different prescriptions for truncating the pertur-
bative series, and from the freedom the choose the renormalization and factorization
scales - are briefly discussed, and their quantitative implications on a, determina-
tions from FJ” at HERA are estimated.

1 Introduction

Deep-inelastic scattering (DIS), especially the proton structure function FJ(z,Q?), has been
one of the classical tools for determining the strong coupling constant a,. With the advent
of HERA, the accessible kinematic range has been expanded to scales up to Q* ~ 10* GeV?,
and down to Bjorken-z values of &~ 107 in the deeply inelastic regime. Given a sufficient
luminosity of HERA, this enhanced lever arm for measuring the scaling violations of F, can be
used for obtaining improved «, extractions from DIS.

For the anticipated experimental errors from such analyses, see refs. [1, 2]. In this contri-
bution, we briefly summarize a recent study on present theoretical uncertainties pertaining the

determination of as from F, scaling violations at HERA. For a detailed account the reader is
referred to ref. [3].

2 QCD Evolution in Next-to-Leading Order

The complete understanding of the evolution of F, in perturbative QCD is currently limited
to next-to-leading order (NLO). Generically, the evolution of the parton densities f(z, M?) at
the fractional momentum = can be written as

df(x, M?)
dln M?

identifying M as the mass factorization scale and a, = a,/47. Here @ stands for the Mellin
convolution. The evolution equation (1) is understood to represent the non-singlet cases as

- [a,(M?)P‘”’(r) + a*(M?) PY(x) + omf)] ® f(z, M?), (1)
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well as the coupled singlet quark and gluon evolutions. P and P") denote the corresponding
leading order (LO) and NLO splitting functions, respectively.

The second important ingredient is the scale dependence of a,. governed by
Ja,(R?)
dln R?

where R stands for the renormalization scale. Only the first two terms in the series, 3y and /3,
are kept at NLO. As already indicated in eq. (1). we set R = M in this section.

= —fBoa}(R*) — Bra®(R?*) + O(a}) , (2)

Beyond LO, the parton densities are not observables. To obtain the structure functions from
the (anti-) quark and gluon densities, the latter have to be convoluted with the appropriate
coefficient functions, e.g.

F(z.QY) = Y c(2.QY) ® fi(z.Q%). (3)

=q.9

Here we have additionally identified the factorization scale by putting M? = Q*. The coefficient
functions ¢, are also treated as an expansion in a,, according to

ai(2.Q%) = & 6,4 8(1 - ) + a,(Q*) &)(z) + O(a?) . (4)

This completes the ingredients required for a complete NLO calculation. For an overview of
the concrete calculations of P (z) and ¢!P(z), see ref. [4].

We now turn back to the evolution equation (1). Two approaches to its solution, which
differ in their treatment of terms beyond NLO, have been widely used. The first approach is to
solve eq. (1) numerically in z-space, see for example refs. [5, 6. 7]. An important alternative.
employed in refs. [8. 9], is to transform to Mellin-N space via

1
ANE/l;dfo'lA(I). (3)

The main virtue of this transformation is that the convolution is reduced to a simple product.
Hence eq. (1) turns into a system of ordinary differential equations at fixed N, which allows for
further analytical developments. After rewriting the evolution in terms of a, = a,(M?*) using
eq. (2), and expanding the resulting r.h.s. in a power series in a,, one arrives in NLO at

6f.‘\'(aa} o 1

a“s —dﬁat

3
[P0+ a (PY) = P + Ot (e (6)
0
Its solution can be written in a closed form for the non-singlet cases, with ag = a,(M{F). as

as—a 3 2] (@ \FN 1%
fala,) = [1 - _3__"(1{(\,‘) = T'pl‘\f‘)) % 0(,,;)] (—) falag) . (7)
o 7o Qg
For the notationally more cumbersome singlet evolution, see refs. [8. 9]. From these analytic
solutions, one can acquire the z-space results by one contour integral in the complex N-plane.
The truncation of the perturbative series at NLO in either eq. (1) [5, 6, 7] or eq. (6) [S, 9]
leads to noticeably different evolutions, see refs. [3, 10]. Fitting the same data. in the HERA
kinematical range for Q% > 4 GeV?, with the two approaches leads to central values for a.( M2)
which differ by Aa,(M32) ~ 0.003 [3]. This shift is very similar to the differences observed in
earlier non-singlet fits with various programs to the large-v BCDMS data [11].
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3 Renormalization and Factorization Scale Dependence

In the previous section, the condition M? = R® = Q* was imposed on the renormalization
and factorization scales. In general, however, those scales can be chosen differently. The
stability of the results against variations of R and M provides a measure of the quality of the
perturbative approximation under consideration. For general choices of the scales, the NLO
evolution equations for the parton densities read
M2 R? 2
g(;hf—[”f—) = a,(R?)|P9(z) + a,(R*) PV () + a,(R*) 3PV () In (%7)] ® f(z; M*, R?).
(8)

This relation differs from eq. (1), where the parton densities are expressed as functions of one
scale, only by terms beyond NLO.

In ref. [3] the scale-choice dependence of F; has been studied for two cases. The impact
of varying the renormalization scale R has been considered for M 2 = Q% In this case, the
structure function is given by

Fe.QY) = &A@ R [d6.450 ) + a(R))] 9)
1=9.9
The dependence on the factorization scale, on the other hand, has been investigated for R? =
M?. Then the parton densities obey eq. (1), and F, is determined via
2
Fz.QY)= Y [cg‘_’,’ 8 5 E(L=a) a,(_\ﬂ){cgf,’(x)s., + P9(z)In (?—[2) }] @ f,(z, M?).
1.J=9.9 :
(10)

The uncertainty of o,(M32). as determined in fits to future high-precision F; data from
HERA, due to the arbitrariness of R and M has been estimated in the following way: a sample
data set has been constructed for R2 = M? = Q?, using typical kinematic cuts, see fig. 3 of ref.
[3]. Then one-parameter fits of a,(M2) to these data have been performed, with R? and M?
varied up and down up to factors of four in the manner described above. The resulting shifts
from the assumed central value of a,(M2) = 0.112 are displayed in Table 1 for characteristic
additional Q? cuts on the data.

Q? Cut (GeV?) || M? = Q*/4 | M? = Q*/2 | M* =2Q* | M? = 4Q?

B - - —0.0068 —-0.012
20 +0.0067 +0.0029 —0.0024 —0.0044
50 +0.0032 +0.0015 —0.0015 —0.0029

0 Cut (GeV?) | R*=Q¥/4 | R =Q*/2 | R* =2Q* | R? = 4Q?

B —0.0076 —0.0037 +0.0032 +0.0059
20 —0.0067 —0.0032 +0.0027 +0.0049
50 —0.0061 —0.0028 +0.0023 +0.0042

Table 1. Theoretical shifts on a,(M2) from variations of the factorization scale M (upper part) and
the renormalization scale 1 (lower part), for F, data in the HERA kinematic range. The reference
data was generated for a,(M3) = 0.112 and imposing M* = R* = Q.
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4 Summary

The theoretical uncertainties have been briefly outlined, which arise from the truncation of the
(twist-2) perturbative series for the scaling violations of the structure function F, at NLO.
Their effect on the value of a,(M}) as extracted from data in the HERA regime has been
investigated. An uncertainty of

+0.004
—-0.006

—0.003

R +0.003 .

has been estimated originating in the freedom of choice of the renormalization scale R and
the factorization scale M. if only data above Q* = 50 GeV? are taken into account. Different
Drescriptions for truncating the series at M* = R* = Q* lead to shifts of about Aa,(M32) =
0.002 under these conditions. Lower Q? cuts, as possibly experimentally desirable, lead to
larger theoretical uncertainties. All these uncertainties can only be significantly reduced, if the
analyses reach the next-to-next-leading order level. To achieve this goal, however, the extremely
demanding calculation of the 3-loop splitting functions has to be carried out.
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Review of Higher Order QCD Corrections
to Structure Functions

W.L. van Neerven*

* Instituut-Lorentz, University of Leiden, P.0. Box 9506, 2300 RA Leiden. The Netherlands

Abstract: A review is presented on all higher order QCD corrections to deep
inelastic structure functions. The implications of these corrections for polarized
and unpolarized deep inelastic lepton-hadron scattering will be discussed.

1 Introduction

The past twenty years have shown much progress in the field of perturbative calculations in
strong interaction physics [1]. This in particular holds for the radiative corrections to the deep
inelastic structure functions. Sometimes these corrections could be even extended up to third
order in the strong coupling constant a,. The structure functions we would like to discuss are

measured in deep inelastic lepton-hadron scattering

[l(k1)+H(P)—P[z(kg)-‘-"_\w (

1)

where [}, [, stand for the in- and outgoing leptons respectively. The hadron is denoted by H
and "X stands for any inclusive hadronic state. The relevant kinematical and scaling variables

are defined by

g=ki—-k  @=-@?>0 =2 ,-H X

2 " pky

with the boundaries

l<y<l 0<zr<l (3)

Reaction (1) proceeds via the exchange of one of the intermediate vector hosons V' of the

standard model which are represented by V = v, Z,W. In the case of unpolarized scatterir
with V' = 5 one can measure the structure functions Fi(z.Q?%) (longitudinal) and F(x,Q
(transverse) or the better known Fy(x,Q?) which is related to the former two via

g
%)

Fy(2,Q%) = 20 I (2,Q%) + FL(2.Q%) (4)

When V = W or V = Z one can in addition to F}, F, and F}, also measure the structure function
Fa(x,Q?) which is due to parity violation of the weak interactions. In the case the incoming
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lepton and hadron are polarized one measures besides the structure functions F; (i = 1.2,3. L)
also the spin structure functions denoted by g;(z, Q%) (1 = 1,---5). At this moment, because of
the low Q? available, reaction (1) is only dominated by the photon (V' = ) so that one has data
for ¢y(r.@*) (longitudinal spin) and g2(x, Q%) (transverse spin) only. The measurement of the
structure functions at large Q? gives us insight in the structure of the hadrons. According to the
theory of quantum chromodynamics (QCD) the hadrons consist out of quarks and gluons where
the latter are carriers of the strong force. When @Q? gets large one can probe the light cone
behaviour of the strong interactions which can be described by perturbation theory because the
running coupling constant denoted by a,(Q?)is small. In particular perturbative QCD predicts
the Q%evolution of the deep inelastic structure functions mentioned above. Unfortunately the
theory is not at that stage that it enables us to predict the z-dependence so that one has
to rely on parametrizations which are fitted to the data. A more detailed description of the
structure functions is provided by the parton model which can be applied if one can neglect
power corrections of the type (1/Q7)? (higher twist effects). Here one asumes that in the
Bjorken limit (Q* — oc. « is fixed) the interaction between the hadron and lepton in process
(1) proceeds via the partons (here the quarks and the gluons) of the hadron. If the scattering
of the lepton with the partons becomes incoherent the structure function can be written as

v Vdz [ o & oS 2
F"V'(z,@% = / = [Z (oo + aal") {S(—.;F)c;?q(:.g;)

r 2 e =4 H

2 ki ~ o 5 »i

+ G (%.y”) Ciy (:. %)} +Z (r{”vi‘ ) 4+ u{.”af: ))

- k=1
2
A (L) el ( %)] i=1,2L (5)

B (0.Q7) = /df[z(muw“mlu )

k=1
2
Vi ( ) Cv> ( Q )] (6)
ll
with similar expressions for the twist two contributions to the spin structure functions gy (z. Q*)
in which case we introduce the notations AY, AG,AC,; etc.. The vector- and axial-vector
electroweak couplings of the standard model are given by I‘L‘ ! and ai‘ ) respectively with V' =
~, Z.W and k = 1(u),2(d),3(s) ... . Further n; denotes the number of light flavours and p
stands for the factorization/renormali7ation scale. The singlet () and non-singlet combinations
of parton densities (Ay, Vi) are defined by

uIH

Yl’
S(‘ ):EZ(Ik(-.;t)+f,;(:.u?)) (7)
=
A (z,4%) = filzi®) + Ji(z8") = B(z 47 (8)
Vi(z, 1%) = felz, p*) = frlz, 1) (9)

where fi, f; denote the quark and anti-quark densities of species k respectively. The gluon
density is defined by G(z,u?). The same nomenclature holds for the coefficient functions
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Ciu(l = q,g) which can also be distinguished in a singlet (S) and a non-singlet (NS) part.
Like in the case of the structure functions the z-dependence of the parton densities cannot be
determined by perturbative QCD and it has to be obtained by fitting the parton densities to
the data. Fortunately these densities are process independent and they are therefore universal.
This property is not changed after including QCD radiative corrections. It means that the
same parton densities also show up in other so called hard processes like jet production in
hadron-hadron collisions,direct photon production, heavy flavour production, Drell-Yan process
tc. Another firm prediction of QCD is that the scale (u) evolution of the parton densities is
determined by the DGLAP [2] splitting functions P;; (1,j = q,q.g) which can be calculated
order by order in the strong coupling constant a,. The perturbation series of P;; gets the form

Po=a, PO+ PV + 3 PP +.. (10)

with a, = a.(p?)/47. The splitting functions P,; are related to the anomalous dimensions 'y(")

corresponding to twist two local operators O;"" “"(.r) of spin n via the Mellin transform
(") ~ =1
=- / dz2"1 Py(2) (11)

These operators appear in the light cone expansion of the product of two electroweak currents
which shows up in the calculation of the cross section of process (1)

J(@) J0) ~ 35 G (122?) 2y O (0, 1) (12)

n=0 k

where €™ (12) are the Fourier transforms of the coefficient functions ™ (5),(6) (k = g,9) in
Minkowski space (z,). Like the splitting functions they are calculable order by order in a, and
the perturbation series takes the form

Cok=0hg + 0, C) + 2 CH +a2CR+ ... (13)

with 2 = 1,2.3, L and k = q.g. We will now review the higher order QCD corrections to the
splitting functions and the coefficient functions which have been calculated till now.

2 Splitting Functions

The splitting functions are calculated by

L. I‘X(JU) iross and Wilezek (1974) [3]: Altarelli and Parisi (1977) [2].
2. AP,'_,U’ Sasaki (1975) [4]; Ahmed and Ross (1976) [5]; Altarelli and Parisi [2].
3. P,(J” Floratos, Ross, Sachrajda (1977) [6]; Gonzales-Arroyo, Lopez, Yndurain (1979)

[7]: Floratos, kounnas, Lacaze (1981) [8]; Curci, Furmanski, Petronzio (1980) [9].
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4. AP,(J” Zijlstra and van Neerven (1993) [10]; Mertig and van Neerven (1995) [11];
Vogelsang (1995) [12].

Notice that till 1992 there was a discrepancy for P{}) between the covariant gauge [6-
8] and the lightlike axial gauge calculation [9] which was decided in favour of the latter by
Hamberg and van Neerven who repeated the covariant gauge calculation in [12]. The DGLAP
splitting functions satisfy some special relations. The most interesting one is the so called
supersymmetric relation which holds in A" = 1 supersymmetry [13]. Here the colour factors,
which in SU(N) are given by (p = (N* = 1)/2N , C4 = N, Ty = 1/2 become Cp = Cy =
2Ty = N. The supersymmetric relation then reads

P-’:(k) + P(k) l’(g'c) py(;) =0 (14)
AP + APY) — APB _ APW < (15)

which is now confirmed up to first (k = 0) and second (k = 1) order in perturbation theory.
The third order splitting functions P,(_,u. AP,&” are not known yet. However the first few mo-
ments vff”(") for n = 2,4,6,8,10 have been calculated by Larin, van Ritbergen. Vermaseren
(1994) [14]. Besides exact calculations one has also determined the splitting functions and the
anomalous dimensions in some special limits. Examples are the large n; expansion carried out
by Gracey (1994) [15]. Here one has computed the coefficients byy and b3, in the perturbations
series of the non-singlet anomalous dimension

7,}\;5 = a’[ng Crby) +d} [nj C'r by

T30

+ nyCyCrbs+nyChby +... (16)

Further Catani and Hautmann (1993) [16] calculated the splitting functions P () in the limit
r — 0. The latter take the following form

1
nsl (= 1)k

(17)

k
T
PPa) _, T -

The above expressions follow from the BFKL equation [17] and kr-factorization [18]. Some
results are listed below. The leading terms in 75(7;) are given by

= L 2¢ (¢ [ )
n—+1 [CAn—l] +(3) [Ca

where ((n) denotes the Riemann zeta-function. Further we have in leading order 1/(n — 1)

(n)
Vo9

]+’s a2 ]G (18)

= CF m

n—1 C’A

(n)
Toq

(19)

9 In=1

}+156{’_1}2

1{71‘2 1}4 + ] (20)

(n)
Tag n—1

al"/— [l+l()t{
n—

3
:3.42{n"_’1} + 5.
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-+

S.(n)
99

1
= — |4 == P
n—+1 Ca [7‘7-” n=+1 3 a'TI] @)

Kirschner and Lipatov (1983) and Bliimlein and Vogt (1996) have also determined the sublead-
ing terms in the splitting functions (anomalous dimensions). They behave like

1

(), o Ji 2k (k).(n) 9t
P{P(2)| In? > 5 io ™ AE (22)

20 W

The same logarithmic behaviour also shows up in AP,; and A 7( ). In the latter case the
expressions in (22) become the leading ones since the moﬂ slngular terms in (17) decouple in
the spin quantities. The expressions in (22) have been calculated for the spin case by Bartels,
Ermolaev, Ryskin (1995) [20] and by Bliimlein and Vogt (1996) [‘21] who also investigated the
effect of these type of corrections on the spin structure function g,(z,Q?). Finally the three-
loop anomalous dimension A'ys“) is also known (see Chetyrkin,Kiihn (1993) [22] and Larin
(1993) [23]). It reads

142 4
A')fq'“) =a? [-6n; Cf)+ a} [(ISC}- - TC_qC;‘) ny+ 311}(}] (23)

Notice that the second order coefficient was already determined by Kodaira (1980) [24].

3 Coefficient Functions
The higher order corrections to the coefficient functions are calculated by

C‘(;) g Cm i=1,2,3,L Bardeen, Buras, Muta, Duke (1978) [25].
see also Altarelli (1980) [26].

2. Ac, Act) Kodaira et al. (1979) [27],
see also Anselmino, Efremov, Leader (1995) [28]

Together with the splitting functions P,(k’ APU‘) (k=0,1) one is now able to make a complete
next-to-leading (NLO) analysis of the structure funcllons Fi(z,Q% (1 =1.2,3,L) and gy(x,Q?).
The second order ccatributions to the coefficient functions are also known

I GG §=1,98L Zijlstra and van Neerven (1991) [29]

2. AC}Z). AC}Z) Zijlstra and van Neerven (1993) [10]

The first few moments of ('(2) (1 =2, L:k = q.g) were calculated by Larin and Vermaseren
(1991) [30] and they agree with Zijlstra and van Neerven [29]. The first moment of AC{? was
checked by Larin (1993) [31] and it agrees with the result of Zijlstra and van Neerven [10].

The third order contributions to the coefficient functions are not known except for some few
moments. They are given by
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1. Cf?v"“) (Bjorken sum rule) Larin, Tkachov, Vermaseren (1991) [32]:

[+

3 ("‘:(11)'“) (Gross-Llewellyn Smith sum rule) Larin and Vermaseren (1991) [33];

3. :_\(f';”'(“ (Bjorken sum rule ) Larin and Vermaseren (1991) [33]:

: ('}_’2"‘"’ (i=2,L) n=2,4,6,8 Larin, van Ritbergen, Vermaseren (1994) [14],
(see also [34]).

-—

i e AP,-(JZ) are not known, except for a few moments,
it is not possible to obtain a full next-to-next-to-leading order (NNLO) expression for the
structure functions. However recently Kataev et al. (1996) [35] made a NNLO analysis of the
structure functions Fy(x,Q*), Fa(z,Q*) (neutrino scattering) in the kinematical region x > 0.1
which is based on ‘7',;\;5‘(2)"") for n = 2,4,6,8,10 [14]. Like in the case of the DGLAP splitting
functions Catani and Hautmann (1994) [16] also derived the small z-behaviour of the coefficient
functions. At small r the latter behave like

Since the three-loop splitting functions pY

1
~—_— >2 2
n—1 (n - 1)1—! U = ") (“'”
[3mm)] The ingredients of the derivation are again the BFKL equation [17] and kr-factorizaton
[18]. from [16] we infer the following Mellin-transformed coefficient functions.

-2
(1) In T
Cl k ~

(vl(‘!.("i
Tlz—0 T ¥

v(n)

+

o

=
—
=

&
=
"

2 ag
a,Tyny -3- [l —-0.33 { }

] P n—1
a, 3 a 4
-2:2"{ 2 } A { . } 2
- 8 by + 0.43 ] + (25)
1 a a 2
izl = a,Tyny = .49{ } q‘{ > }
Cog u ,n!3[1+1 n—1 o n—1
a; 3 a, "
+ 16.43{ } +39.11 { } +] (26)
n—1 n—1
Si(n CF Wn 2 ) =
"L-’i ) n—1 - C—4 ¢ l(_,g) n—1 N §(l, 4 T!] (2’)
+S.(n) (‘F (n) l Ao
(g =G [(‘M st~ g %M T/] (28)

The order a? coefficients were already obtained via the exact calculation performed by Zijlstra
and van Neerven (1991) [29]. The subleading terms given by

cfy| | ~ e (1>1) (29)

were investigated by Bliimlein and Vogt (1996) [21]. The most singular terms shown in (24) do
not appear in the spin coefficient functions ACL” because the Lipatov pomeron decouples in
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polarized lepton-hadron scattering. Therefore the most singular behaviour near x = 0 is given
by (29) (see [10],[21]). Besides the logarithmical enhanced terms which are characteristic of the
low z-regime we also find similar type of logarithms near z = 1. Their origin however is com-
pletely different from the one determining the small z-behaviour. The logarithmical enhanced
terms near z = 1, which are actual distributions, originate from soft gluon radiation. They
dominate the structure functions F, and g¢; near = 1 because other production mechanisms
are completely suppressed due to limited phase space. Following the work in [36] and [37] the
DGLAP splitting functions and the coefficient functions behave near z = 1 like

) 1 y 1
e oange~ () ppeama (), @

a1 l—2 l—2z

l==

k=101 _
ACTM= 0 v (———l“ s '”’) (1=1.23) (31)
+

Notice that the above corrections cannot be observed in the kinematical region (x < 0.4) acces-
sible at HERA. Furthermore the behaviour in (30) is a conjecture (see [7]) which is confirmed
by the existing calculat’ons carried out up to order af.

4 Heavy Quark Coefficient Functions

The heavy quark coefficient functions have been calculated by
(1) T " o Tadls
1. Cij(x,Q%m?) (i=2L) Witten (1976) [38];

2. ACM(x, Q* m?) Vogelsang (1991) [39];

()

4 C',‘;’lr.Q‘an)‘ ('f;’(:.Q’,mz) (t=2,L)  Laenen, Riemersma, Smith, van Neerven
(1992) [40].

where m denotes the mass of the heavy quark. The second order heavy quark spin coefficient
functions AC';”(T. Q*.m?) and .;‘3(';2)(2‘, Q*.m?) are not known yet. Due to the presence of the
heavy quark mass one was not able to give explicit analytical expressions for Cix(i=2,L;k =
q,9). However for experimental and phenomenological use they were presented in the form
of tables in a computer program [41]. Analytical expressions do exist when either z — 0 or
Q* > m®. In the former case Catani. Ciafaloni and Hautmann [42] derived the general form

1 2 9 ;

Cll_ o~ S f@mY)  (22i=2 Lik=q.) (32)
xS r

Like for the light parton coefficient functions (see (24)) the above expression is based on the

BFKL equation [17] and kr-factorization [18]. In second order Buza et al. (1996) [43] were able

to present analytical formulae for the heavy quark coefficient functions in the asymptotic limit

Q? > m? This derivation is based on the operator product expansion and mass factorization.
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5 Phenomenology at low z

Since the calculation of the higher order corrections to the DGLAP splitting functions £,
and the coefficient functions Cix is very cumbersome various groups have tried to make an
estimate of the NNLO corrections to structure functions in particular to F(x, Q?). The most
of these estimates concerns the small z-behaviour. In [44] Ellis, Kunszt and Levin Hautman
made a detailed study of the Q*evolution of F; using the small z-approximation for 7, (17)
and (g? (24). Their results heavily depend on the set of parton densities used and the non

leading small r-contributions to I’,-(f]. The latter are e.g. needed to satisfy the momentum
conservation sum rule condition. Large corrections appear when for z — 0 the gluon density
behaves like #G/(2, u?) — const. whereas they are small when the latter has the behaviour
2G(a.p?) = 27 (A ~ 0.3 — 0.5 ; Lipatov pomeron).

However other investigations reveal that the singular terms at = = 0, present in P;j and Cig,
do not dominate the radiatve corrections to Fy(z, Q?) near low z. This became apparent after
the exact coefficient functions or DGLAP splitting functions were calculated.

In [45] Gliick. Reya and Stratmann (1994) investigated the singular behaviour of the second
order heavy quark coefficient functions (32) in electroproduction and they found that its effect
on F, was small.

Similar work was done by Bliimlein and Vogt (1996) [21] on the effect of the logarithmical terms
(22),(29) on gy (. Q%) which contribution to the latter turned out to be negligable.

Finally we would like to illustrate the effect of the small zr-terms, appearing in the coefficient
functions (iz,c) and (,‘f,{ on the structure functions Fy(z,Q*) and Fy(z,Q*). For that purpose
we compute the order af contributions to F; and Fy. Let us introduce the following nota-
tions. When the exact expressions for the coefficient functions C',(i.’ are adopted the order a?

contributions to F; will be called §F*™*!, If we replace the exact coefficient functions by
their most singular part which is proportional to 1/x (see (24)) the order a? contributions to
F, are denoted by § F/*"*"". The results are listed in the table below. Further we have used the
parton density sets MRS(DO) (2G/(x, *) — const. for  — 0) and MRS(D-) (£G(x. p2) — 2=
for = — 0) [46]

MRS(D0) MRS(D-)
> l FQ‘\-LO Jpl(z).f,rlld ‘”.-"fz)app FINLO (SFZ(Z"UM‘ (SF-)‘ZMPP
jp=2 0.67 -0.069 0.088 0.99 -0.084 0.116
1074 0.82 -0.088 0.158 2.29 -0.226 0.349
105 1.00 -0.092 0.251 5.99 -0.665 1.059
2 Flj‘\‘Lo JFI(J’Il.c:uct 6F£2l.app I‘VL\'LO 6F£2],fracl JFI(?).app
10=* [ 0.149 -0.029 | -0.040 | 0.263 0.008 -0.052
1074 | 0.210 -0.062 | -0.071 || 0.780 0.031 -0.156
10=° || 0.281 -0.102 | -0.113 || 2.370 0.105 -0.475

From the table above we infer that a steeply rising gluon density near = = 0 (MRS(D-)) leads
to small corrections to F and Ff.. On the other hand if one has a flat gluon density (MRS(D0))
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the corrections are much larger in particular for F;. A similar observation was made for F, in
[44]. However the most important observation is that the most singular part of the coefficient
functions gives the wrong prediction for the order a? contributions to the structure functions
except for Fy provided the set MRS(DO0) is chosen. This means {hat the subleading terms are
important and they cannot be neglected. Therefore our main conclusion is that only exact
calculations provide us with the correct NNLO analysis of the structure functions. The -asymp—
totic expressions obtained in the limits r — 0,z — | and Q% > m? can only serve as a check
on the exact calculations of the DGLAP splitting functions and the coefficient functions.

Acknowledgement [ would like to thank Mrs. Sabine Baer (DESY-Ifh Zeuthen, Germany)
for putting the manuscript into LATEX.
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Abstract: We present the calculation of the analytic next-to-next-to-leading per-
turbative QCD corrections in the leading twist approximation for the moments
N=24,6,8 of the flavour singlet deep inelastic structure functions F, and F. We
calculate the three-loop anomalous dimensions of the corresponding singlet opera-
tors and the three-loop coefficient functions of the structure functions Fy, and Fj.
In addition, we obtained the 10" moment for the non-singlet structure functions in
the same order of perturbative QCD.

1 Introduction

The calculation of the next-to-next-to-leading (NNL) QCD approximation for the structure
functions F, and Ff of deep inelastic electron-nucleon scattering is important for the under-
standing of perturbative QCD and for an accurate comparison of perturbative QCD with exper-
iment. To obtain the NNL approximation for these structure functions in the operator product
expansion (OPE) formalism one needs the 3-loop anomalous dimensions of the operators, the
2-loop Wilson coefficient functions for F, and the 3-loop coefficient functions for F,. At present,
these structure functions are known in the next-to-leading approximation only. since the 3-loop
anomalous dimensions and the 3-loop coefficient functions for ) were not calculated yet.

The 1-loop anomalous dimensions were calculated in Ref. [1]. The complete 1-loop coeffi-
cient functions were obtained in Ref. [2] (see also the references therein). Anomalous dimensions
in the 2-loop order were obtained in Refs. [3]-[6] and the 2-loop coefficient functions were cal-
culated in Refs. [7]-[11]. In Ref. [12] we presented the NNL corrections of the non-singlet type
in the leading twist approximation for the moments N=2.4,6,8 of the deep inelastic structure
functions F; and Fj.

In the present contribution we describe the more recent calculation of the NNL QCD correc-
tions to the singlet moments N=2.4,6,8 of both structure functions F, and Fg. To this end, we
calculated the corresponding 3-loop anomalous dimensions and the 3-loop coefficient functions
for the structure function Fy. In addition, we obtained the 3-loop coefficient functions for the

! Partially supported by Junta Nacional de Investigagao Cientifica e Teenoldgica, Lisbon
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structure function F, (for N=2,4,6.8) and we obtained the N=10 non-singlet moments of F,
and Fp. The calculations are done for the leading twist approximation for zero quark masses.
The complete set of the results of our calculations can be found in Ref. [13] where further
details and an analysis of the results are given.

2 The calculation

We need to calculate the hadronic part of the amplitude for unpolarized deep inelastic electron-
nucleon scattering which is given by the hadronic tensor

Wi(p.q) = 41—7"/J‘:C"':(p.nucl]Jp(:)J,(O)lnncl.p)

1 a 1
E,WiFL(I-Qz)+du»§F2(l‘»Q2) (1)

qu‘lv)
€up = Guv — ——
. (“ ¢

4a* 2z
duv =] —Guv — ]’u]’vq_z = (Puge + 1’vqu)q_2 .

where J,, is the electromagnetic quark current, = Q*/(2p - ¢) is the Bjorken scaling variable
(0 <z <1), Q* = —¢* is the transferred momentum and | nucl, p) is the nucleon state with
momentum p. Spin averaging is assumed. The longitudinal structure function Fy is related to
the structure function Fy by Fp = F, — 2z F).

As one approaches the Bjorken limit, Q* — oc, z fixed, one can show that the integration
region in Eq. (1) near the light cone z* ~ 0 progressively dominates[14], due to increasingly
rapid phase fluctuations of the term ¢'%* outside the light cone region (and presuming that
the integrand (p,nucl|J.(2)J.(0)| nucl,p) varies smoothly outside the light cone). Since we
have to deal with this non-local limit z* & 0, a formal operator product expansion in terms
of local operators can only be applied together with the dispersion relation technique [13].
These techniques together provide a systematic way to study? the leading and non-leading
contributions to the hadronic tensor.

The tensor W, is, by application of the optical theorem, related to a scattering amplitude
T, which is a more convenient quantity for practical calculations since it has a time ordered
product of currents to which standard perturbation theory applies (7)., is the amplitude for
forward elastic photn-nucleon scattering )

Wiip.q) = %Im Tuu(p.q). Tu(p.q)= i/d‘:e"’:(p. nucl|T'(J,(2)J,(0)) | nuel, p).  (2)

The operator product expansion in terms of local operators for a time ordered product of the
two electromagnetic hadronic currents reads

i/d"ze'v:T(Ju,(z)Jw(O)) =

L ; D1 Yy v Qz 2
Z(_z 4 [(gvlw o ulz ) qu:’luch..\'(_g'as) - (ngxg"zuzq — 9192 Qua
Nj Q q H

“For reviews see Refs. [16, 17, 18].
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2

j=a,0,G (3)

where everything is assumed to be renormalized (with g being the renormalization scale). The
use of the OPE in the short distance regime ( = — 0 ) differs from its use in the light cone region.
In the former case the sum over spin-N extends to a finite value for a given approximation,
while in the latter (the one we have to deal with) the sum over N extends to infinity. The
sum over N runs over the standard set of the spin-N twist-2 irreducible (i.e. symmetrical and
traceless in the indices py,-- -, un) flavour non-singlet quark operators and the singlet quark
and gluon operators:

o) = Pprqlnpua... pualy, @ =1,2,..,(nf—1) (4)
OU s mn} = U;,.’(m D# .. DI‘N}L/,’ (5)
08 mmmn) = Gl pra L pra— GEN st (6)

Here and in the following we denote the generators of the flavour group SU(ny) by A, and the
covariant derivative by D*; in addition, it is understood that the symmetrical and traceless
part is taken with respect to the indices in curly brackets. The functions CLv(Q?/p*. a,) are
the coefficient functions for the above operators. Since the coefficient functions C'fy of non-
singlet operators depend trivially on the number a (see e.g. Ref. [12]) we will use for them the
standard notation C}"%. Here and throughout the whole contribution we use the notation
o o e
T 1672 An
for the QCD strong coupling constant. The direct application of the OPE of Eq. (3) to the
Green function T}, leads to a formal expansion for T}, in terms of the variable ¢-p/Q?* = 1/(2x)
i.e. an expansion for unphysical r — oo,

i/d"ze"“(p, nucl|T (Ju(z)J,(0)) | nucl, p) =

LYY Qv Q* 4z?
Z(ﬂ) [(guv_ qz iV Feas - guu+p»pv_q2_

Nag =

2z 3 ; . .
+(pug. + Pv‘h)p) C%N (%‘ a,)] Aimcl.N(mi/I"z)"' hlgher twists,
j=ns, .G (8)
where the spin averaged matrix elements are defined as
(p, nucl| 0?48} nucl, p) = ¥ _p*N AL w(mE/p?) (9)

and m,, is the nucleon mass.

To perform the proper analytic continuation of the representation Eq. (8) to the physical
region 0 < z < 1 one applies a dispersion relation in the complex z plane to the Green function
T,.. For electron-nucleon scattering where we have hermitian currents J* one finds that the
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Mellin moments of the structure functions Fj are expressed through the parameters of the
operator product expansion (3)

_1\WV _1\W p ; 2 y
1+(=1) MI:.NEI+( 1) /ud:t:rN'ZFk(l'-Qz)= Z Cin (%»“a)":md,/v (10)

2 2 1=ns,¥,G

Please note that the odd Mellin moments of F) are not fixed by this equation. However,
all moments in the complex N plane are fixed by analytic continuation from the even Mellin
moments when all the even moments are known. This means that the structure functions in
z-space, 0 < x < 1, can be found by means of the inverse Mellin transformation when the
(infinite set of ) even moments are known.

The Q2-dependence of the coefficient functions can be studied by the use of the renormal-
ization group equations
2 2
i (Lait) = s (Fnss) it
=96 (1)

d .9 3 s (@ -
[#ZW + Blas(p ”W] Cin (%ﬂs(ﬂl)) kN <%.a,(y2)) T (as(s?) (12)

3.9, 29 _
[# a2t Blas(p ))aa’(#,)

where Eq. (11) represents the singlet sector where quark and gluon operators mix under
renormalization, and Eq. (12) is the non-singlet equation. [3(a) is the beta-function that
determines the renormalization scale dependence of the renormalized coupling constant. It is
known at three loops [19] in the MS scheme '

B?Ta;ﬂ = B(as) = —hoa? — fia — Prat + O(a),
fo = (3Ca=3Temy)
B = (%Cﬁ —4CFTgny — %QC,.\TF"J)
3 = (%E:lcg +2CFTFny — ?CFCATFW =
-%Ciﬂm, + %C}-‘T}-n} + %?CAT;"}) (13)

where Cp = § and C4 = 3 are the Casimir operators of the fundamental and adjoint repre-
sentations of the colour group SU(3), Tr = % is the trace normalization of the fundamental
representation and ny is the number of (active) quark flavours. The anomalous dimensions
yn(a,) determine the renormalization scale dependence of the operators, that is

TaEOR = k(e Olm¥) =G (14)
d Yl Lot dU] ns s, v AN
dlnuzok {mrecmn)  — = (a;) OF {urreun} (15)

We define renormalized operators in terms of bare operators as Og = Z Op and find

d B d B d - B d .
dlnp?OR_(dlny’z)oa—(dlnlﬁz)z Or = 1= (dln;ﬁz)z (16)
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where it is understood that in the singlet case Z represents a matrix Z". The renormalization
group equations are solved in the standard form

2 a,(Q’) ns ’
o (Fat) = Canra@ xe (- [P W)

The solution for the singlet equations has a similar form but since one gets the exponential
of a matrix of anomalous dimensions one has to define the exponential properly in the singlet
case (i.e. a T-ordered exponential, see e.g. Ref. [20]). Here a,(Q?) = a,(Q*/A}s) is the
renormalized (i.e. running) coupling constant at the renormalization scale Q? and Ay is the
fundamental scale of QCD in the MS-scheme. In practice one may use the DGLAP evolution
equations [21] for matrix elements of operators at the scale y? = Q? (i.e. (Q*-dependent parton
distributions) instead of the renormalization group equations for the coefficient functions (for
perturbative solutions of the DGLAP equations in moment space see e.g. Refs. (3, 22]).

We will now discuss the method [23] for the calculation of anomalous dimensions and coeffi-
cient functions in considerable detail as it applies to the singlet sector. Let us first elaborate on
some details specific to the dimensional regularization[24] and the minimal subtraction scheme
(25], and it’s standard modification, the MS-scheme [2], which form a modern basis for multi-
loop calculations in QCD. We use the symbol a, for the renormalized coupling constant and
ay for the bare coupling constant. Although renormalization constants 7 contain poles in ¢ in
D= 4 — 2= dimensions, anomalous dimensions are finite as D— 4. This fact gives expressions
for the higher poles of Z in terms of the first poles of Z. To see this we write Eq. (16) as

i 4 W (8 z) 9 __(8,). .
“/l——(mz(aug))— (aa’Z) d]nl[z = (aa’Z>[ :ll,+lj(a,)] (18)

where 3(a,) is the 4-dimensional beta function of Eq. (13) and [—ca + B(a)] is the beta
function in 4 — 2¢ dimensions. This latter function receives no higher order corrections in £ due
to the form of renormalization factors in the minimal subtraction scheme. The factors Z are
calculated as series in a,, and have the well known form

29 =270 4 7290(a,) [e + 29O a,) [ + -, Lj=v.G

with Z¥¥(0) = ZGGO) = | 760 = 7GV(0) = 0, ;From equation (18) and the form of the
factors Z" it follows that the anomalous dimensions are expressed through the coefficients in
front of the first poles of Z as

d
b i3(1) C e o ¢
5 a,(aa,Z (a,)) ,j=1v,G (19)

where Z"V)(a,) was defined as the order 1/¢ part of Z”. The coefficients of higher poles in Z
can then be expressed in terms of 9% by substituting the expression for 77 back into equation
(18).

The operator product expansion of Eq. (3) is an operator statement and both the coefficient
functions C'; y and the anomalous dimensions 4§ of the operators are functions and do therefore
not depend on the hadronic states of the Green function to which one wishes to apply the OPE.
The information on the hadronic target is contained in the operator matrix elements Ay in
Eq. (9) which are generally not calculable perturbatively. It is therefore standard to consider
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simpler Green functions with quarks and gluons as external particles, instead of the physical
nucleon states, in the calculation of coefficient functions and anomalous dimensions. In this
case the Green functions can be calculated in perturbation theory as well as the operator matrix
elements and the anomalous dimensions and coefficient functions can be extracted as will be
shown below in detail.

Let us consider the following 4-point Green functions

T (p,q) = 1/d"ze""(p.quarle(Ju(:)J,,(O))| quark, p) (20)

TS (poq) = i [ d*ze (p,gluon|T (J,(2)J,(0) | gluon. p) (21)

where the label v is used to indicate an external photon, q indicates an external quark and g
an external gluon. Spin and colour averaging for the quark and gluon states is assumed. Anal-
ogously to the decomposition of the hadronic tensor W in terms of F; and Fj, we decompose
the Green functions T}, in terms of Ty and Ta. Applying the OPE to 799 and T#"% we find
the following equations for the renormalized Green functions

T (p, q, a5, 4* ) =

e ( 1 )N
N=2 \2z

v
Ck.N(aJV

™

u

—

) 2 S| 2 w, 1 ' 2
(ctten G120 D+ Couton B2 00 1) Mpairtan B

-

Y

x:n’{z

1 2
1€)Zx (a5, <) + Cfy(as, %. £)Z5C (as,

| =

2
)) A il Z—Q’E’} +0(p*) (22)

o

TE*® (p,q,a,, 4% c) =

i

+ (CZ:N(aav

1 G Q* 1 2
c:) + Cf v (as. #—Z.E)ch(a,, -E-)) ASuon‘N(a,. Ez-,s)

—_—

2
(CL”.N(a., f—,, 2)Zx°(a,,

=

2

O

)

2800 2) + CEp(an L) 28 L) ay 2 o]+ 06t (2
& )LN “E' ALY #g 2 )lN (ﬂl'E ;Iuon‘N(an ﬂz’-) + (P ) ( )

[

m
where k =2,L, a, = a,(¢*/A?) and it is understood that the 1.h.s. is renormalized by substituting
the bare coupling constant in terms of the renormalized one.,

3 A
e? 2%

!’02
ay = a, — —a; + (

Ja? + O(at) (24)

The terms O(p?) in the r.hs. of Egs. (22) and (23) indicate higher twist contributions. The
renomalization factors for the external quark and gluon lines are overall factors on both sides of
the equations and are omited. The coefficient functions on the r.h.s are renormalized quantities,
The matrix elements A} are the matrix elements of bare operators and are defined as in Eq.
(9) with the nucleon states replaced by the appropriate quark or gluon states.

It is known that the gauge invariant operators 0% and O mix under renormalization
with unphysical operators (that are BRST variations of some operators or that vanish by the
equations of motion) (18, 6, 26]. But physical matrix elements (i.e. on-shell matrix elements
with physical polarizations) of such unphysical operators vanish. Since the method that is
described below deals with physical matrix elements we omited the unphysical operators in

Egs. (22) and (23).
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Starting from Eqs. (22) and (23), the anomalous dimensions and the coefficient functions
are calculated using the method of projections of Ref. [23]. It reduces the calculation of
(moments of) coefficient functions and anomalous dimensions to the calculation of diagrams
of the propagator type instead of the 4-point diagrams that contribute to 7). This method
relies heavily on the use of dimensional regularization and the minimal subtraction scheme and
implicitly involves a considerable rearrangement of infrared and ultraviolet divergences.

The method consists of applying the following projection operator to both sides of Eqgs. (22)
and (23).
q{m W uN) N

N! aul...apu,\']

PlvE

p=0

Here g!# .- ¢#~! is the harmonic (i.e. symmetrical and traceless) part of the tensor g*! - - ¢**
(see next section). The operator Py is applied to the integrands of all Feynman diagrams
(nullifying p before taking the limit ¢ — 0, to dimensionally regularize the infrared divergences
as p — 0 for individual diagrams). It is important to realize that this operation does not act on
the renormalization constants Zy and the coefficient functions on the r.h.s. of Eqs. (22). (23).
It does however act on the matrix elements Ay. The nullification of p has the effect that of all
the diagrams that contribute to the perturbative expansion of A only the tree level terms (i.e.
with no loops) survive since all diagrams containing loops become massless tadpole diagrams.
Massless tadpole diagrams are put to zero in dimensional regularization. Furthermore, the N*
order differentiation in the operator Py has the effect that Py projects out only the N** moment
since of all the factors 1/(2z)N" only 1/(2z)" gives a non zero contribution after nullifying p. On
the left hand side the effect of Py is to effectively reduce the 4-point diagrams that contribute
to T, to 2-point diagrams (this follows from the nullification of the momentum p). which
drastically simplifies the calculation. We apply the operator Py after the tensor structures 2, L
have been projected out because the operator Py would mutilate the tensor structure of 7,,,. In
the projector Py we use the harmonic tensor ¢{#! - - g“*} to remove higher twist contributions
(the O(p?) terms in Eqs. (22) and (23)) that after differentiation with respect to p* survive as
terms proportional to the metric tensor.

After application of the projection operator Py to Egs. (22) and (23) we have

L

o

2 2 2 n 1 Wiree
T fz.a..s)=(cr:A.(a,,%.e) ¥(a, +cf,\-(a,.%.s)z,ﬁwa,,—)),q:mm (26)

vr,|.—-

2
TN (f— a,,€) = (Ck‘\(a,,f £)Z48 (a,. —)+Ck v(a,.f— £)Z5%(a,. ) :h:::v( ) (27)

where k& =2, L and we defined

Q2 s q(m ...qun') aN
Ten( w2 100, 8) = Nl Gph-.-opn

Tk(p,q.as, 4* ) (28)

p=0

It should be understood that (26) and (27) represent a large coupled system of equations when
both sides are expanded in powers of a, and ¢ (i.e. (" is expanded in positive powers of = and
7 is expanded in negative powers of ).

After the calculation of 7% and T®7%" in the order a® and the determination of the tree
level matrix elements AY™ one can solve Eqs. (26) and (27) simultaneously to obtain Gy,
CE, Z*Y and ZYC in order a® but, unfortunately, ZG% and Z%5 only in the order a?. This
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limitation follows directly from the fact that C starts from the order a2 but C'¢ starts from
order a, since the photon couples directly only to quarks. In solving the equations it is essential
that all poles of the Z factors are fully expressed in terms of the anomalous dimensions as was
discussed in the beginning of this section. Coefficient functions and operator matrix elements
are finite as £ — 0 but one must make sure that sufficiently high powers in € are taken into
account. For example, one should consider order £* contributions for C} at order a,. We stress
that by calculating only propagator type diagrams in the Lh.s. of Egs. (26) and (27) we can
get both renormalization constants of operators and coefficient functions.

To obtain Z% and Z%% in order a? we calculated two more unphysical Green functions 7'9%9¢
and T®%8 in which the photon is replaced by an external scalar particle ¢ that couples directly
only to gluons. The vertices that describe the coupling between the external scalar field ¢ and
the gluons follow from adding the simplest gauge invariant interaction term ¢Gj, G4* (where
G, is the QCD field strength tensor) to the QCD Lagrangian. For the Green functions Ta%es
and T5%¢ an OPE similar to (3) exists with the same operators but with different coefficient
functions C§ and €'}, where €Y starts from the order a, and C§ starts from the order af.

One can repeat the steps that led to Egs. (26) and (27) for the Green function T'9%9¢
and T5%¢ but in addition, the external operators (%,G% have to be renormalized. After the
calculation of T¥9 and T§*° in the order a? one can obtain C§, €}, Z and Z56 in the

order a®. Please note that the coefficients Cc and (' are obtained as a byproduct and are not
important for the physical process under LOIlbldEraLlOﬂ

Summarizing, we apply the operator Py for N=2,4.6,8 to 4 different Green functions, T},
TEEY, T999% and T8%¢ and we sum over the physical spin polarizations of the external quarks
and gluons. For the external quarks (in 799" and T9%9) the sum over the polarizations is
performed by inserting the projection operator p between the external quark legs and taking
the trace over the strings of gamma matrices. For the external gluons (in T§"®" and T5%8°) the
sum over physical spins can be done by contracting the external gluon lines with —g*”+(p®¢” +
P¢°)/p-q—p*P*¢*/(p- ¢)* in which the (on-shell) gluon has momentum p (with p? = 0). The
presence of the extra powers of p poses considerable efficiency problems (the operator Py will
generate more than 3 times larger intermediate expressions as compared to the case of a simpler
¢“? projection). Alternatively one may take the sum over physical gluon spins by contracting
the external gluon lines with only —¢®# and adding external ghost contributions to the Green
functions, TP™ to TF™®" and Thh® to T%5%8% where the label h indicates an external ghost
line. This procedure is identical to the standard use of ghost diagrams to remove unphysical
polarizations of gluon propagators in the covariant gauge, and the ghost particle h is the
same ghost that we use in closed loops. Although we now have to consider all diagrams that
contribute to T""h' and Th*" and increase the total number of diagrams that we have to
calculate, it snll makes the computations more than a factor of 3 faster (since ghost diagrams
are of a far simpler nature than gluon diagrams). We checked for the lowest moments that the
two methods for taking the sum over the gluon spin polarizations gave the same results, but
for the higher moments we only applied the ghost method.

The Feynman diagrams that we need to calculate are generated automatically with a special
version of the diagram generator QGRAF[27]. The use of a Feynman diagram generator is very
important since in total we need to calculate more than 10.000 3-loop diagrams for each value
for the moment index N. For every class qyqy, qéqo etc. the full set of diagrams is put
into a single file using a dedicated database program MINOS that manages information about
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thousands of diagrams and can be instructed to call other programs, giving them the proper
information from a database file.

For the actual calculations we use programs written for the symbolic manipulation pro-
gram FORM]|28] to calculate colour factors for each diagram and bring the diagrams into a
representation that explicitly contains information required at later steps in the calculation.
For instance, this involves choosing automatically an optimal path (in most cases the shortest
path) for the external momentum p to flow through each diagram (we are going to expand
in p when the operator Py is applied) and determining automatically the diagram’s topology
when p is nullified. This information, for all diagrams together, is kept in a single file and is
accessible using MINOS. We instruct MINOS to run sequentially, one diagram at a time, a
highly optimized FORM program that performs the explicit calculation i.e. it substitutes all
the Feynman rules, it performs projections on the Lorentz structures of the Green functions, it
Taylor-expands the diagram in the external momentum p (the depth of the expansion increases
with the moment index N), it takes all the Dirac traces, contracts with the tensors gl ... g#»}
and finally calls the MINCER [29] integration package to perform the 3-loop scalar integrals
of the massless propagator type (using the integration by parts algorithms published in Ref.
[30]). The results together with some useful technical information about the calculation (such
as the resources used) are again stored into a single file. MINOS will initiate the calculation
of a next diagram as soon as the calculation of a previous diagram is completed without any
need for human interference.

The complete set of the results of our calculations can be found in Ref. [13] where further
details and an analysis of the results are given. The obtained 3-loop singlet anomalous dimen-
sions and coefficient functions required the calculation of more than 10.000 3-loop diagrams.
The calculation of these diagrams (for N=24,6,8) required more than the equivalent of 7500
heurs on a 150 Mhz SGI Challenge workstation and at some instances 2 Gbyte of storage place
for the intermediate stages in the calculation.
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Future Measurement of the Longitudinal Proton
Structure Function at HERA
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® DESY-IfH Zeuthen, Platanenallee 6, D-15738 Zeuthen, Germany

Abstract: A study is presented of a possible future measurement of the longitudinal
structure function Fy(r, Q%) with different proton beam energies at HERA.

1 Introduction

In the one-photon exchange approximation, the deep inelastic inclusive scattering (DIS) cross
section is given by the expression

do 2ra’

dzdQ? ~ Q'z

201 = y) + ¥ Fal2. Q%) — P Fi(x. Q%)) (1)

Here Q? is the squared four-momentum transfer, r is the Bjorken scaling variable and y =
Q*/sz the inelasticity variable with s = 4E.E, the centre of mass energy squared of the
collision. The two form factors F; and F; are related to the cross sections or and o of
the scattering of transversely and longitudinally polarized virtual photons off protons. In the
Quark Parton Model F is the sum of quark and antiquark distributions in the proton weighted
with the electric quark charges squared while F is predicted to be zero for spin 1/2 partons
[1]. In Quantum Chromodynamics (QCD) Fy, aquires a non zero value due to gluon radiation
which is proportional to the strong coupling constant a, [2] with possibly sizeable higher order
corrections in QCD perturbation theory [3]. Measurements of Fy. expressed as the structure
function ratio

Rt =% (2)

F—F, or

were performed by various fixed target lepton-hadron scattering experiments at z values larger
than 0.01 [4, 5].

A measurement of the longitudinal structure function at low x at HERA is important for a

number of reasons:

o At lowest x the cross section measurement can not be uniquely interpreted as a deter-
mination of F, because the Fj, contribution to the cross section becomes sizeable, see
eq.l.

7

o A measurement of Fy and of F, represents an important test of QCD which uniquely
describes the decomposition of the cross section into the F3 and the Fy, part based on a
common set of parton distributions and NLO corrections [6]. In particular, the scaling
violations of Fy which at low z determine the gluon distribution are predicted to be in
accord with Fp which is directly given by zg.

o The lowest Q2 behaviour of [ is related to F or R: a hard input distribution leads to
R = 6.2a,(Q?)/x. independently of = while a soft distribution ,which implies approximate
double logarithmic scaling of F. leads to a dependence of R on In1/z [7], see also (8].

The F, measurements are performed at lowest possible z where BFKL dynamics may
show up. This may not affect F in a sizeable way but may lead to Fy, values predicted
to be different by a factor of 2 from the standard DGLAP expectation [9].

The question is how precise one may hope to perform this measurement. This can be studied
now more reliably than previously [10, 11] since the systematics of that measurement is better
defined. This paper documents a study to measure Fr with a set of different proton beam
energies. Similar conclusions were reached during this workshop in [12]. Data at lower electron
beam energies [, may be useful for systematic cross checks. Access to [, with lowered electron
energy, however, is even more complicated as about two times lower scattered electron energies
have to be measured than with maximum E,. Further information on R may be obtained from
radiative events as originally proposed in [13].

2 Cross Section Measurement

A measurement of the longitudinal structure function requires to access the lowest possible
scattered electron energies E! which approximately define y as | — EJ/E.. The measurement
accuracy improves with rising y like 1/y*. see eq.1. The kinematic range of the Fy, measurement
is a band in the Q%, z plane of a y interval, between about 0.5 and 0.85. with a low Q* limit given
by the maximum accepted polar angle of the scattered electron §, =~ 177° and a large Q? limit
around 100 GeV2. A measurement performed at several beam energy settings appropriately
chosen permits to cover an r range at fixed Q* of about one order of magnitude. The smallest
« values can be covered using highest energy data by the method introduced by H1 [14] which
subtracts the F, contribution to the cross section assuming that F} is accurately described by

NLO QCD.

The following sources of systematic errors of the high y cross section measurement were
considered:

o The uncertainty of the scattered electron energy: using the kinematic peak and the 7o
mass reconstruction, the double angle method and Compton events one may assume a
scale uncertainty of 0.5% which implies a cross section error of about 0.7% at high y.

e The polar angle measurement can be as accurate as 0.5 mrad, even independently of
the event vertex reconstruction with hadron tracks, based on drift chambers and Silicon
trackers. The resulting cross section uncertainty amounts to about 0.6%.
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The photoproduction background may cause an error of 2% which assumes a 10% control
of the background. This should be possible using the electron tagger systems, the hadronic
backward calorimeter sections and reducing the o background part with tracking in front
of calorimeters.

At high y the radiative corrections are large [15] if the kinematics is reconstructed with
the scattered electron. These get reduced due to possible track requirements or £ —
p- cuts which allows to study the effect of the radiative corrections. Moreover, with
hadron calorimetry in backward direction one may use as well the hadronic final state to
reconstruct the kinematics which then is much less affected by radiative effects. Altogether
an uncertainty of 1% may remain.

o Various detector and analysis efficiencies give rise to an estimated uncertainty of 2%.

At low E] the electron identification becomes difficult. For E! > 6.5 GeV an error of 1%
has been achieved by the H1 Collaboration [14]. Refined cluster algorithms considering the
highest energy cluster and the next high energy cluster can be employed and information
on hadron deposition in the calorimeters be used. Here we assume an error of 1%.

Altogether it can be expected that a 3% cross section error is achievable owing to the large
statistics envisaged for this measurement. This represents an improvement by a factor of 2 of
the H1 result obtained at y ~ 0.7 with data taken in 1994.

3 Longitudinal Proton Structure Function F;

The estimated systematic cross section errors were converted into Iy measurement errors, see
fig.1 (open points), which are typically 0.08 in absolute. At each @* two or three rather precise
Fr measurements can be obtained at different z for the set of energies considered. Some
of the bins are accessed with more than one beam energy combination. The beam energies
finally chosen should include smallest and largest possible proton beam energies because of the
measurement accuracy and  range. An important parameter of the measurement accuracy is
the minimum electron energy E! which was assumed to be 5 GeV. No use was made in the
analysis of a possible reduction of the Fy, errors by the cross calibration of the measurement
results at low y where the sensitivity to F}, is negligible.

At lowest z information on Fy can be obtained using the F; subtraction method [14]. The
result of a corresponding study for the highest beam energy is illustrated in fig.1 (closed points).
The assumptions on the cross section error were those as described above. In the standard
method two independent cross section measurements have to be combined. Here errors have
to be considered from one data set only, i.e. those from the large and the low y region.
These partially are compensating with the exception of the electron energy miscalibration.
This. however, leads to a very distinguished departure of F; at low y from any possible QCD
behaviour. Therefore it can be constrained further in the required QCD analysis of F, giving
finally rise to an estimated 1.5% accuracy of the extrapolated F,. Finally, the uncertainty of
the QCD fit to F, and its extrapolation to high y were estimated to leave a residual 2% error
of the subtracted F, cross section part.

The subtraction method can of course be applied to all data sets. The data at the present
HERA energies have shown already that the QCD assumption on F, will be justified for the
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lower energy data since these are limited to relatively larger r, at fixed @Q*. The estimated FJ,
errors of the subtraction method and of the data comparison method are similar which should
enable important systematic cross checks since the subtraction method depends on one energy
data set only while the standard method uses at least two. These were not used here for any
possible error reduction which would have been difficult to model.

4 Conclusions

A measurement of the longitudinal proton structure function can be performed at HERA with
runs at > 4 different proton energies with luminosities per beam of about 10 pb™'. Such a
dedicated measurement series is estimated to determine Fy, for Q? values between about 4 and
100 GeV? with systematic errors of ~ 0.08 for one order of magnitude in = at given Q. This
accuracy is challenging but the measurement is of fundamental theoretical interest.
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Figure 1: Estimated total accuracy of a measurement of the longitudinal structure function
Fp(r, Q%) simulating data for an electron beam energy of 27.5 GeV and proton beam energies

of 250, 350, 450 and 820 GeV with luminosities of 10 pb™' per beam energy setting (open

points). The closed points at lowest x represent the result of a simulation study using the

iiuelhod to determine Fy after subtraction of F,. These points are based on the highest energy
ata set.
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QCD corrections to Fi(z,Q?)
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Abstract: We perform a numerical study of the QCD corrections to the structure
function Fy(z,Q?) in the HERA energy range. The K—factors are of 0(30%) and
larger in parts of the kinematic range. The relative corrections to Ff° turn out to
be scale dependent and partially compensate contributions to the massless terms.

The longitudinal structure function in deep inelastic scattering, Fr(z,Q?), is one of the ob-
servables from which the gluon density can be unfolded. In leading order (LO) [1] it is given
by

e a,(Q) [4 - e o
P, @) = 28 flg ()0 Fe, @) 128 @) e 6@}
q
with
cialz) = 2 czalz) = 2(1 - z2), (2)

and © denoting the Mellin convolution. Eq. (1) applies for light quark flavours. Due to the
power behaviour of the coefficient functions ci%(z), an approximate relation for the gluon
density at small z

zG(z, Q%) ~ S 585 —3"—&(0 4z,Q%) — lp (0.8z,Q%) (3)

R Rl 0 R O

has been used to derive a simple estimate for zG(z,Q?) in the past [2]. Heavy quark con-
tributions and the next-to-leading order (NLO) QCD corrections complicate the unfolding of
the gluon density using Fi(z,Q?) and have to be accounted for in terms of K-factors. In the
present note, these contributions are studied numerically for the HERA energy range.

The NLO corrections for the case of light quark flavours were calculated in ref. [3] and
the LO and NLO contributions for the heavy flavour terms were derived in refs. [4] and [5],
respectively. While in LO the heavy flavour part of Fi(z, M?) is only due to 4" g fusion, in NLO
also light quark terms contribute. Moreover, the choice of the factorization scale M?* happens

to affect Ffa(z, M?) substantially.

Light flavour contributions

The leading order contributions to Fy(z,Q?) are shown in Figure 1 for z > 10" and 10 <
Q? < 500 GeV®. Here and in the following we refer to the CTEQ parametrizations [6] and
assume Ny = 4. We also show the quarkonic contributions which are suppressed by one order of
magnitude against the gluonic ones in the small z range. The ratio of the NLO/LO contributions
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is depicted in figure 2. Under the above conditions, it exhibits a fixed point at z ~ 0.03. Below,
the correction grows for rising Q* from K = 0.9 to 1 for z = 107, Q?¢[10,500] GeV2. Above, its
behaviour is reversed. The correction factor K rises for large values of . For z ~ 0.3 it reaches
e.g. 1.4 for Q* = 10 GeV?. In NLO the quarkonic contributions are suppressed similarly as in
the LO case at small z and contribute to F by 15% if only light flavours are assumed.

Heavy flavour contributions

The heavy flavour contributions to F are shown in figures 3 and 4, comparing the results for
the choices of the factorization scale M? = 4m? and M? = 4m? + Q?, with m, = 1.5 GeV. Here
we used again parametrization [6] for the description of the parton densities but referred to
three light flavours only unlike the case in the previous section. The comparison of Figures 3a
and 4a shows that the NLO corrections are by far less sensitive to the choice of the factorization
scale than the LO results. Correspondingly the K.:—factors Ff°(NLO)/F§°(LO) are strongly
scale dependent. Note that the ratios K.: and K behave different and compensate each other
partially. Thus the overall correction depends on the heavy-to-light flavour composition of

FL(Iv Qz)

In summary we note that the NLO corrections to Fy, are large. Partial compensation between
different contributions can emerge. For an unfolding of the gluon density from Fi(z,Q?) the
NLO corrections are indispensable.
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Figure 1 : Leading order contributions to Fr(z,Q?). Figure 3a: LO and NLO ¢z contributions to Fr(z, Q?).
The factorization scale is set to M? = 4m2.
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Figure 2 : The NLO correction factor for Fr(z,Q?) Figure 3b : Ratio of the NLO to LO ¢z contribu-
tions to Fi(z,Q?). The factorization scale is set to
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in the case of four light flavours.
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factorization scale M? = 4m? + Q2. factorization scale M? = 4m? + Q2.
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IR-Renormalon Contribution to the
Longitudinal Structure Function F},
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Measurements of the ratio

R(z,Q?) = o (x, Qt") _ EQ(I,QQ) (1 N 4M"’12> eal

or(z,Q%)  Fi(z,Q%) - Fi(z, Q%) @?
which so far had only rather limited precision should improve substantially over the next years
F; = F, — 22F,. Phenomenological fits to the existing data suggest surprisingly large higher
twist contributions. It would be interesting to get an estimate of the twist-4 part of Fy,, which
has been analyzed in the framework of operator product expansion. The corresponding matrix
elements could not yet be evaluated, by relatively reliably methods like lattice gauge calculations
or QCD sum rules. In this contribution we will derive an estimate for the nonsinglet part of the
longitudinal structure function, denoted by F VS, in the framework of the renormalon calculus
(1].

The forward Compton-scattering-amplitude is calculated in the Borel-plane with an effective
gluon propagator, taking only one gluon exchange into account. In the Landau gauge the
effective gluon propagator resums arbitrary many quark loop insertions in the gluon line, which
is an exact procedure in QED and reads in the Borel representation:

(1)

g _ kuke l‘2 —~c\ Aou
sm,[a,D:';(kn(u)=6°°%(_k2) : @

ay = a,/(47), C corrects for the renormalization scheme dependence and u is the Borel trans-
formation parameter. In QCD the restriction to one gluon exchange is an exact procedure only
in the large Nj-limit, where N; is the number of quark-flavors. The next-to-leading Ny-order
terms are approximated by naive-nonabelianization (NNA), which means to replace the one
loop beta-function of QED by the QCD beta-function Bo=11- %N; and corresponds to the
replacement Ny — Ny — % The quality of this approximation has to be checked by comparing
the NNA-perturbative-coefficients with the known exact ones.

The IR-renormalon-poles reflect the factorial growth of the perturbative series, which has
to be interpreted as an asymptotic expansion. It has to be truncated after the minimal term,
which determines the best accuracy one may achieve using perturbative expansion. As the
@? dependence of this ambiguity is power-like, it has been suggested to use it as an estimate
of higher-twist contributions. Despite the fact that the conceptual basis for this approach is
controversial, the procedure has given reasonable estimates (2, 3].
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Exact results NNA approximants
N=2| N;=3|43.1254 a? + 1386.59 a® | 61.3333 a? + 2168. a?

s

Ny =4|385822 a2 +1032.7a® | 56.7901 a? + 1858.71 a?
N=4|N;=3[37.75a2 +1472.58a> | 46.08 a? + 1984.51
Ny =4 | 343367 a2 + 1155.64 a? | 42.6667 a2 + 1701.4 a®

N=6|N;=3|32.9091 a? +1433.24 a? | 36.3918 a2 + 1726.31 a®
Ny =4 302134 a? +1152.07 a? | 33.6961 a2 + 1480.03 a?
N=8|Ny=3|20.1822 a2 +1373.83 a? | 30.1249 a? + 1519.45 a®

Ny =4|26.9507 a + 1117.97 a? | 27.8934 a? + 1302.68 o?

Table 1: NNA approzimants compared to the exact results [2].

To obtain the NNA-approximated coefficient function @L_N(a,) we have to calculate the
first order a, correction to the Compton scattering amplitude using the effective propagator
(2). We get

2 o e Y’ 8 (s +N)
BlCun(adl(s) = C"( Q? ) 2-s)(1-9)A+s+N)I({1+s)(N)

- u*eC\*  T(s+N)
B C*‘( Q? ) 8F(1+s)T(;V)

x( 1 ek TR § )(3)
2+M(I-3 B+M2-5 CIMBIMI+s+N)

Two IR-renormalons appear at s = 1 and s = 2 in the Borel-representation. The position of
the UV-renormalon s = —(1 4+ N) depends on the moment N one is dealing with.

The NNA-approximated perturbative coefficients can be derived from (3) to all orders in
a, (setting the renormalization point to u? = Q* and C = —5/3 for MS-scheme) and then
be compared with the exact results derived by Larin et al. for the non singlet moments N =
2, 4, 6. 8 (see table 1). In each order the leading Ny-term N}"‘u;' agrees exactly, so that the
result is exact for the first order a; correction, which is not shown. The N-subleading terms are
NNA approximated. It is interesting to observe that NNA is for higher moments a consistently
better approximation than for lower ones. This is due to the fact that the most problematic
property of NNA is to neglect multiple gluon emission. As such processes are important for
small 2 we cannot expect our NNA structure functions to be correct in this region. Ever higher
moments of the structure functions are less and less sensitive to their small-z behaviour and
therefore the NNA should systematically improve.

As already mentioned the IR-renormalon poles in (3) reflect a factorial growth of the pertru-
bative series. This means that the perturbative expansion at best can be regarded as an asymp-
totic expansion. The general uncertainty in the perturbative prediction is then of the order of
the minimal term in the expansion, which can be estimated either directly or by taking the
imaginary part 3/7 of the Borel transform. The leading IR-renormalon at s = 1 gives rise to
a A?/Q* ambiguity for the asymptotic series. This uncertainty is easily transformed from the
momentum-space to Bjorken-z:
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Figure 1: Agrs =250 MeV, Q* =5 GeV and N; = 4 [2].

422 M2

. . o fdy (z)? ; ;
FE (@, Q%) + =g F4 (2, Q%) = 4Cra,(@?) / 7”(5) F{™(4,Q%) + O(a?)
M2 fdy o BCRAZ B[ Fdy (o\* .
a2 g | P07 T [F; @ -2 L(2) m.0) + 0fa)

(4)

The first two terms are the standard convolution and the target mass correction respectively.
The last term with undetermined sign is the calculated ambiguity, which we will use as an
estimate of the twist-4 correction to F}¥S,

In Figure 1 the experimental fit of the power corrections d/* is compared with the QCD-
calculation d9“? (Eq. (4)) using an experimental fit for Fy, where we have shown target mass
d™ and twist-4 contribution d"“***~* separately. We observe a rather large contribution coming
from the IR renormalon estimate for the twist-4 part, which accounts for more than half of the
discrepancy between the experimental fit and a prediction which takes into account the target
mass correction only. In view of the fundamental objections concerning the used IR-renormalon
method, the prediction of a large twist-4 contibution to F{¥S in agreement with experimental
results is a surprising success. It further supports the idea that, while the rigorous QCD
calculations of higher twist contribution to Fy are not yet available, calculations like the one
presented here may be used to predict the order of magnitude of power suppressed corrections.
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Abstract: We present theoretical and experimental considerations pertaining to
deeply inelastic heavy-flavour production. The various theoretical uncertainties in
the cross section calculation are discussed. Cuts are imposed to determine the
fraction of charm production accessible to the detectors. The production of charm
at asymptotic Q? and bottom production are also covered. Experimental aspects
include current charm production data analysis and prospects for future analyses
including anticipated high precision and distinguishing photon-gluon fusion charm
events from excitation from the charm parton density. The feasibility of measuring
F®(z,Q?) is investigated.

1 Introduction

Heavy-flavour production in deeply inelastic scattering (DIS) at HERA is now emerging as
a very important means of studying proton structure. The ink is still drying on the first
experimental reports of charm production from photon-mediated DIS at HERA [1,2]. The next-
to-leading order (NLO) calculations have also been published within the last four years. The
inclusive calculation of the photon-mediated heavy-flavour structure functions th"}l(z,Qz,mz)
[3], the inclusive single differential distribution dF}%/dO [4] (O being the transverse momentum
pe of the heavy quark and the rapidity y), and the fully differential calculation [5] are now
available for a complete NLO analysis of the photon-mediated heavy-flavour structure function.

In section 2, following a short review of the necessary formulae, we give event numbers
for charm and bottom in bins of z and Q? and investigate the theoretical issues surround-
ing DIS heavy-flavour production. The primary sources of theoretical uncertainty include the
imprecisely determined charm quark mass and renormalization and factorization scale depen-
dences. Additional impediments to a clean extraction of the gluon density from heavy-flavour
production include the effects of light-quark (u,d,s) initiated heavy-flavour production and
the influence of the longitudinal heavy-flavour structure function F{‘q(z, @?%,m?) upon the cross
section results.
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We investigate the effect of realistic cuts in p, and pseudorapidity 7 on the cross section and
determine acceptance probabilities as a function of z and @*. Charm production in the limit
Q?* > m? [6] is then discussed.

In section 3, we briefly summarize the analyses of charm production of the 1994 HERA data.
These data allow for the determination of the source of the charm production, revealing the
primary production mechanism at presently measured Q? values is photon-gluon fusion rather
than stemming from the charm parton density. From the first measurement of the charm
structure function FS° at low z, the ratio F5°/F; is extracted.

Subsequently future experimental prospects are discussed. The current installation of the
silicon vertex detectors at H1 will enable greater charm and bottom hadron detection efficiency.
The anticipated luminosity of 500 pb~" will allow detailed studies of charm production dynamics.
The transition from boson-gluon fusion of charm to excitation from the charm quark sea should
become apparent as the accessible Q? grows. The predicted bottom quark production cross
section will enable studies of F/F§° as a function of z and Q? with reasonable precision.

2 Theoretical Aspects

2.1 Background

The reaction under study is

e (I)+ P(p) = e (I)+ Q(m)(Qm)) + X, (1)

where P(p) is a proton with momentum p, Q(p:)(Q(p1)) is a heavy (anti)-quark with momentum
p1 (p} = m?) and X is any hadronic state allowed by quantum number conservation. The cross
section may be expressed as
d’o 2o’ 2\ phq 2 2 2 roh 2o
W=W[(1+(1-y) JF(z,Q%m") —y FLq(zaQam)]' (2)
The inclusive structure functions Fi} were calculated to next-to-leading order (NLO) in Ref. [3].
The results can be written as

Q%a,(p?) [ome= dz 2
R, @m) = 2 [T G ]
Q% (p?) [ dz z W, A A
b LB Ll )
S [ A D + & oy 4 e, A(E )
+ i=q.q €H x(z‘nu' (Ck.i +C‘¢.l m)+8L"f'(;,ll ) k'l‘] ' (3)
=99

where k = 2, L and the upper boundary on the integration is given by zma = Q/(Q? + 4m?).
The functions fi(z,p?),(i = g,9,7) denote the parton densities in the proton and u stands
for the mass factorization scale which has been set equal to the renormalization scale. The
dGO6 = 9,0,3:0 = 0,1, XGO( = 9,051 = 1), and 4YGOGE = q,351 = 1)
are coefficient functions and are represented in the MS scheme. They depend on the scaling
variables ( and £ defined by
s Q?
(=—5-1 €= (4)

4m? m?’

90



Wwhere s is the square of the c.m. energy of the virtual photon-parton subprocess Q*(1 — z)/z.
In Eq. (3) we distinguish between the coefficient functions with respect to their origin. The

coefficient functions indicated by cg}(c N3 ),E{”,(C ,€) originate from the partonic subprocesses

where the virtual photon is coupled to the heavy quark, whereas dL’!(( ,€) comes from the
subprocess where the virtual photon interacts with the light quark. The former are multiplied
by the charge squared of the heavy quark e%, and the latter by the charge squared of the light
quark e} respectively (both in units of €). Terms proportional to egey, integrate to zero for the
inclusive structure functions. Furthermore we have isolated the factorization scale dependent
logarithm In(g?/m?).

We investigate the ability of heavy-flavour production to constrain the gluon density. The
scale dependence and the poorly known charm quark mass are the largest contributors to
the theoretical uncertainty. The effects of F{ and the light-quark initiated contributions are
discovered also to be important in the analysis. To aid the experimental analysis, the fully
differential program [5] is used to apply a series of cuts to determine the percentage of events
the detectors are likely to see in bins of z and Q2. With the planned inclusion of silicon vertex
detectors, the ability to see bottom events increases dramatically, motivating the presentation
of results for the cross section and Ff*(z, Q% m}). The transition of charm production from
photon-gluon fusion to excitation from the charm parton density is something HERA is in a
unique position to evaluate. For other phenomenological investigations, see [8, 9, 10].

2.2 Code Update

For this study we use an updated version of the code based upon [7]. The original code was
based upon fitting the coefficient functions described in eq. (3) using a two-dimensional tabular
array of points in ( and ¢. The coefficient functions were generated via a linear interpolation
between the calculated points. The linear interpolation was insufficiently accurate and required
a more sophisticated interpolation procedure.

The present interpolation procedure is based upon a Lagrange three-point interpolation
formula, see eq. 25.2.11 [11]. The results have been thoroughly compared with the original
code in [3] and [5] and excellent agreement has been established.

As a demonstration of the code, we present results for the Born c(zo)((,ﬁ =1,10) in Fig. la
and ¢')(¢,€ = 1,10) and &2(¢, € = 1,10) in Fig. 1b.

2.3 Scale and Parton Density Related Issues

For the subsequent studies we first construct a “data” set. The number of DIS charm events is
calculated for an integrated luminosity of 500 pb~*, using CTEQ3M [12] parton densities with
Ay = 239 MeV, m, = 1.5 GeV, and pu? = Q? + 4m?. Unless otherwise mentioned, CTEQ3M
is used for all results. The results in Fig. 2a. are produced for 1.8 < Q* < 1000 GeV? and
107* < z < 1 using four bins per decade for both Q? and z.

We also calculate the amount of bottom production events, which is greatly reduced due to
the reduction of the charge factor by four as well as a significantly reduced phase space. The

!The code is available at http://www.ifh.de/theory/publist.html.
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Figure 1: (a) The Born coefficient function c(,o)((,f), for € = 1,10 and (b)The NLO coefficient
functions cg,)(C,E), for § = 1,10 (upper curves at large () and E(zlig)(c,ﬁ) for £ = 1,10 (lower
curves at large ().
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Figure 2: Projected number of DIS events from (a) charm and (b) bottom production for an
integrated luminosity of 500 pb=" binned in = and Q* with no cuts applied.

result is shown in Fig. 2b taking the same parameters as before except m; = 4.75 GeV and
u* = @Q* + m}. A discussion of the implications of this number of b events can be found in
section 3.2.

The most important numerical sources of theoretical uncertainty in DIS heavy-flavour pro-
duction are the factorization/renormalization scale dependence and the poorly known charm
quark mass. Varying p in Eq. (3) indicates the stability of the NLO result is against scale
changes.

The “data” are peaked strongly at small z and Q*. As Q? grows, the events become more
evenly distributed in z. For small @2, the number of events N falls off as ¢ — 1. At larger Q?,
N rises, peaks at intermediate z, then drops.

Using the “data” set as a point of reference, we can investigate where in the kinematic
region the effects of scale variation are most strongly felt. Keeping every other parameter fixed,
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Figure 3: The uncertainties in o(ep — c2X )(z,Q%): (a) A,,(b) An,, and (c) Agie.

we determine the number of events for u? = 4m? and p? = 4(Q* + 4m?). We investigate the
quantity , , , , )
A,,(z,Q’)E N(ﬂ' _42m‘N:):1_v(/“ _4(Q +4mc)) . (5)
(u? = Q*+ 4m3)

The results are displayed in Fig. 3a. Apart from the high-z region, which contains very few
charm events, the scale dependence varies relatively little with Q*. As z — 0, we find the scale
dependence disappearing. This behaviour bodes very well for a low-z extraction of the gluon
density from charm events.

The charm quark mass uncertainty presents a stickier problem. A precise measurement of
the charm mass is yet to be made. To develop a feeling for how much of an effect the uncertainty
has, we calculated
(m. =1.3GeV) — N(m. = 1.7GeV)

2N(m. = 1.5GeV) '
Very large effects are naturally found near threshould, but as Q? increases and z decreases,
A, approaches a value on the order of 0.1. Varying the charm mass from 1.3 to 1.7 GeV is a
conservative estimate; the error induced by the uncertainty viewed in Fig. 3b. can be viewed
as an upper bound.

An.(z,Q) = =

(6)

A clear indication of the ability to extract the gluon density from charm production is
whether one can distinguish the gluon densities from different available parton densities. We
compare the cross section generated with CTEQ2MF[12] (with a flat gluon density as z — 0)
with GRV94HO[13] (with a steep gluon density as ¢ — 0). We define

Ncreqemr — Nervesno
Agiue(z, Qz) = 3

2 Ncteqam

(7)

and show the results in Fig. 3c.

Away from large z, Age(z, @?) is flat as a function of @?. In the intermediate region in
z, very little distinguishing power is observed. Beginning near z = 107°, a definite difference
is seen. The analysis must seemingly extend to z < 5-107* to distinguish cleanly the gluon
densities mentioned.

To summarize: While the scale dependence is well under control, the dominant source of
uncertainty is clearly the charm quark mass, which has a strong influence on the cross section
at low z and low Q2. This region is exactly the region sensitive to the gluon density. This
strong influence of m, poses problems for a clean extraction of the gluon density at small z
from inclusive measurements.
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2.4 Smaller Contributions to the Cross Section: Fi° and Light-
Quark Initiated Results

A clean extraction of the gluon density may be hindered by contributions of F] t¢ and light-quark
initiated contributions to the cross section. We investigate the fractional Fy contribution to

the cross section by investigating
Ot — OF,

Cr, = (8)

Ttot

where o, represents the contribution to the cross section in Eq. (2) with Fp set to zero.

We find a sizeable contribution to the cross section at high y. This overlaps with the low
Q? and low z region previously determined to be deemed the most suitable for a gluon density
extraction. To do so, however, one must take into consideration Fj°.

We investigate the light-quark initiated contribution by determining

N,

Ttot

Cq= . (9)

The results are very nearly constant, amounting to a 5 — 8 % contribution except at large =,
where the charm contribution does not appreciably contribute numerically.

Summarizing: the contributions to the cross section from FfF are noticeable in the large y
region, which overlaps with the small z and small Q? region, hindering the extraction of the
gluon using only F3°. The light-quark initiated cross section contributes on the order of 5 % to
the total cross section, and therefore cannot be totally neglected.

2.5 Cuts vs. No Cuts

With the fully differential code developed in [5], a series of cuts can be applied determining a
more realistic expectation of charm events able to be detected.

The cuts imposed upon the data are
7] < 1.5, pf = 2GeV, (10)

7. being the pseudorapidity of the detected charm quark. We define the efficiency as the
percentage of the cross section surviving the cuts relative to the the uncut cross section. Looking
first at the low Q? range from 2 to 10 GeV? (07, we present the cross section with and without
the aforementioned cuts in the z bins outlined in Tab. 1. In the low z range, we observe an
efficiency of 20 - 25 %, diminishing near threshould, the low efficiency mostly a result of the p,
cut.

In the intermediate Q? range (o7), from 10 to 100 GeV?. We find the efficiency has risen
considerably to the 30-40 % range where the cross section is peaked in intermediate z, with on
the order of 20 % for the small = region.

In the high Q2 range, from 100 to 1000 GeV? (o), the efficiency continues to rise with Q?,
reaching 50-60 % in the high to intermediate z region and 30-40 % in the small z range.

The number of events falling within the imposed cuts mentioned in Eq. (10) is not over-
whelmingly large, but a large enough sample should be accessible to gather significant statistics.
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Tomin . or (nb) | o cuts (nb) | a7 (0b) [ 07 cues (nb) [ om (nb) [ o4,cucs (nb)
0.10E-3 | 0.18E-3 4.39 1.06 0.33 0.06
0.18E-3 | 0.32E-3 4.14 1.13 1.16 0.25
0.32E-3 | 0.56E-3 3.60 0.96 1.73 0.48
0.56E-3 | 0.10E-2 2.96 0.70 1.98 0.68
0.10E-2 | 0.18E-2 2.32 0.40 1.91 0.77 0.040 0.012
0.18E-2 | 0.32E-2 1.74 0.17 1.62 0.70 0.12 0.049
0.32E-2 | 0.56E-2 1.25 0.04 127 0.50 0.16 0.089
7.56E-2 0.10E-1 0.85 0.002 0.94 0.28 0.16 0.096
0.10E-1 | 0.18E-1 0.66 0.11 0.13 0.076
0.018 0.32E-1 0.43 0.025 0.091 0.046
0.032 0.56E-1 0.26 0.014 0.057 0.017
0.56E-1 | 0.10E+-0 0.13 0.000 0.032 0.003
0.10E+0 | 0.18E+0 0.014 0.000
0.18E+0 | 0.32E+0 0.041 0.000

Table 1: Cross sections with and without the cuts mentioned in Eq. (10).

2.6 Charm Production at Asymptotic (*

Near the threshould for charm production the deep inelastic structure functions Fj, i = 2, L,
which include the contributions of the light partons u, d, s, and g and the charm quark with
mass m,. are given by eq. (3).

Equation (3) gives an adequate prescription as long as the c.m. energy is not too far above
the charm threshould, which implies that @ is not too large compared to m?. However, when
we enter the asymptotic region Q* > m?, the heavy quark coefficient functions behave like
In*(m?/p?)In’(Q?/m?) so that the higher order corrections can become large. At sufficiently
large Q7 the charm quark should be treated in the same way as the light partons were at smaller
Q*. The logarithmic behaviour of the coefficient functions is due to the collinear singularities
which are regulated by m.. Therefore when Q* > m?, the charm quark behaves like a massless
quark similar to the behaviour of the normal light quarks (u, d, and s) over the whole Q? range.
Following the same procedure as has been used for the light partons, the mass singular (m,
-dependent) terms have to be factorized out of the heavy quark coefficient functions using the
method of mass factorization. This leads to a redefinition of the parton densities and the heavy
quark coefficient functions turn into the light parton analogues, wherein the number of light
flavours is enhanced by one. The above procedure is called the variable flavour number scheme
(VFNS) which is outlined in leading order in [14].

Since all coefficient functions are now available up to order a?, this analysis can be extended
to NLO to give a better description for the structure functions Fj(z,Q?) at large Q. A preprint
is in preparation[15].
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3 Experimental Aspects

3.1 Charm production

Results on charm production in deep inelastic ep scattering are available H1 and ZEUS based
on a luminosity of approximately 3 pb~! collected with each experiment at HERA in 1994.
The H1 collaboration [1] has performed the tagging of heavy quark events by reconstructing
D°/3°(1864) and D**(2010) mesons, while the ZEUS collaboration [2] has given preliminary
results for the inclusive D**(2010) analysis. The number of currently observed events containing
heavy quarks is only of the order of 100 to 200 charm mesons identified in any of the different
analyses. Combining the D and D** analysis of H1 leads to a charm production cross section
of

o(ep — ectX) = 17.4 4 1.6(stat) + 1.7(czp.oyst ) & 1.4(model) nb (11)

in the kinematic range 10 GeV? < Q? < 100 GeV? and 0.01 < y < 0.7. This cross section is
somewhat larger than predicted by the NLO calculations [3, 1].

HI has also extracted information on the charm production mechanism in neutral current
DIS at HERA from the distribution of zp = 2|P}.|/W, where P;, denotes the momentum of
the D° in the 4°p system. This is found to agree well with the expectation from boson gluon
fusion, but disagrees with the prediction from processes in which the charmed hadrons would
originate directly from quarks in the proton. This analysis concludes that over 95% of charm
production in neutral current ep DIS is due to boson-gluon fusion. This observation seems to
be in contradiction to recent inclusive calculations of charm production in DIS [14], from which
was concluded that for the kinematic range accessible in the current analyses at HERA charm
quarks may already be considered as partons in the proton [10].

Finally, current charm production data allowes for a first glimpse at the charm contribution
F§%(z, Q%) to the proton structure function at small z. Although the errors on the indivial data
points are still large (O(20 — 30%)), clearly the charm contribution is important. Averaged
over the kinematic range, a ratio <F,°E/F2) = 0.237 £ 0.021 + 0.041 is obtained, which is one
order of magnitude larger than at larger z.

In the following we give some estimates about the precision that may be expected at HERA
for an integrated luminosity of 500 pb~'. As an example the capabilities of the H1 detector
(18] are considered. For heavy flavor physics an important new feature of the apparatus is the
double layer silicon vertex detector (CST) [19] which will allow use of the apparent proper time
of charm hadrons in selecting heavy flavor events. Other decay channels than D° — K -7+ and
D™t — D5} — K-n*r} are already under investigation or will become accessible due to the

CST.

Table 2 contains a list of decay modes which should be feasible for charm tagging in Hl in
future by also including the CST. A total charm selection efficiency of 1% may be obtained.
Compared to the present analysis this corresponds to an increase in the total selection efficiency
of a factor 4 to 5. Although the new channels opened by the use of the CST corresponds only to
50% of this gain, the signal to background ratio will improve for all decay modes considerably.
From the improved signal to background ratio, the improved effective number of events per
luminosity Nest = (Nuignat/Outar)? will increase by a factor of 6 to 8. Due to the cut in the
impact parameter of the D° mesons, which is likely to be different in the D° and D"+ analyses,
the events selected in the D™+ analyses will only partially overlap with the events selected in
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Mode P(c— D) | BR(D — FS) | €0t | P-BR: €1t
D'F — D’xF - K- =¥} 1] 0.248 0.026 | 0.16 0.0010
Dt = Dz} — K- wta%x} 0.096 | 0.04 0.0010
Dt — D°n} — K~ 3nn} 0.052 | 0.10 0.0013
D™+ — Dz} — K°rxtx—n} 0.013 | 0.20 0.0007
D*t — D’} — K°n* =z} 0.024 | 0.08 0.0005
D™+ — Dz} — K~ ptuy,x} 0.024 | 0.04 0.0002
D*t — D°x} — K-etvm} 0.024 | 0.04 0.0002
Sum Dt 0.248 0.259 0.0049
D' = K=t 1] 0.535 0.0383 | 0.06 0.0012
D° — Kortx~ 0.0186 | 0.06 0.0006
D° — K-3m CST 0.075 | 0.04 0.0014
Sum D° 0.535 0.132 0.0032
D* — Kox+ CST 0.25 0.009 [ 0.12 0.0003
Dt — K-ntn™ CST 0.091 | 0.07 0.0016
D* — K°nr CST 0.07 | 0.07 0.0012
Sum Dt CST 0.25 0.170 0.0031
Sum D 0.0097

Table 2: Compilation of various decay channels of charm mesons accessible in H1. The channels
marked by “CST” will be accessible only by using the silicon vertez detector. BR(D — FS)
denotes the product of all branching ratios involved in the decay into the final state “FS”. For
the determination of the total charm tagging efficiency the correlations in the D° and D
analyses are taken into account.

the corresponding D° analyses. Taking an integrated luminosity of 500 pb~*, about 160,000
tagged charm events are expected for the kinematic range of the published H1 analysis. This
has to be compared to the currently analyzed 250 events. We expect a gain of a factor of
1000 is expected for the statistical significance because of the increase in the effective number
of events. In total, we expect to observe roughly 6,000 double-tag charm events in the range
1.7 GeV? < Q? < 560 GeV? which would allow a study of the charm production dynamics in
detail (see Ref. [10]).

Figure 4 shows the result of the hypothetical measurement of F;° in the range 1.7 GeV? <
Q? < 560 GeV? for a luminosity of 500 pb~" based on the gluon density determination from
the NLO H1 fit to the inclusive F, data combining the statistics of the D meson decay modes
summarized in Table 2 by assuming m. = 1.5 GeV and p? = Q* + 4m?. The contribution due
to Fr and the light flavors are not included. Statistical and full errors are shown. The effect
due to the uncertainty in m. and g is not included. For Q* < 100 GeV? the precision of this
measurement will be limited by the experimental systematic uncertainty.

A detailed analysis of the experimental systematic uncertainties in the determination of
F57 based on the current data is given in Ref. [1]. At present the total systematic error is
approximately 20 %. It is dominated by the uncertainty in the assumptions made to extract
the signal from the observed mass distributions. This will improve as soon as more data become
available. Ultimately a systematic error of 10% is achievable, which will then be equally due to
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Figure 4: Ezpected F5¢ for a luminosity of 500 pb='. The points show the prediction from the
gluon density determination by the NLO HI fit to the inclusive F;. The inner (outer) error
represents the statistical and the total ezperimental error. The full (dashed) line gives the ezpec-
tation from the NLO calculations based on GRV-HO [16] and MRSH [17] parton distributions
using a charm quark mass of m. = 1.5 GeV.

detector and analysis related errors (7%) and to the knowledge of the fragmentation probability
P(c — D) of a charm quark into a specific charm meson and their branching ratios (7%). The
latter will not improve in the near future.

Figure 4 also shows the NLO predictions [3, 7] using the GRV-HO(1992) [16] and the
MRSH [17] parameterization of the gluon density in the proton using m. = 1.5 GeV and
§? = Q%+4m?. For a given value of m. the data will still allow a sensitive indirect determination
of the gluon density even with the relatively large experimental systematic uncertainties. Due
to the high statistics it will be possible to measure the charm production cross section up to
Q? < 1000 GeV?. Assuming charm tagging is performed for all decay modes listed in Tab. 2,
the sensitivity limit for the inclusive measurements will already be reached at 50 pb~' for
Q? < 100 GeV?, at which time the experimental systematic will dominate in this kinematic
range.

As shown in the theory section, the measurement of Fj is sensitive to the gluon density at
large y. Unfortunately the F5° measurement in this range is also very sensitive to the charm
quark mass. Therefore it is not clear whether the measurement of F;° alone will allow an
extraction of the gluon density at small z. For the present data [1] it was concluded that the
extraction of the gluon density from F3¥ should be still feasible. The behavior for Q% < 10 GeV?
has not been studied yet. If it happens that F5° does not provide an reliable indirect extraction
of the gluon density because of the uncertainty in m., exclusive distributions of the identified
charm hadrons have to be studied. As an example the result of the Monte Carlo study of the
influence of m. and the gluon density on the distribution 1/o do/dzp is shown in Fig. 5 for
6 GeV? < Q% < 100 GeV? and the cuts of Eq. (10). Here A zp is defined as

o 1/0( dd.‘/dtp(zl))
" 1/o;j doj/dzp(zp)

where i,7 denote the different values of the parameters, .e. m. = 1.3, L7 GeV and
PDF=MRSH, GRV-HO(1992), respectively. The mass of the charm quark affects strongly

AID (12)
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Figure 5: Relative change Azp in the shape of the distribution 1/o do/dzp according to the
LO Monte Carlo Simulation of the AROMA program for 6 GeV? < Q* < 100 GeV? and the
cuts of Eq. (10). The full line gwes the change in the shape by changing m. from 1.3 GeV
to 1.7 GeV. The dashed line shows the influence of using the GRV-HO (1992) instead of the
MRSH parameterization of the gluon density in the proton.

the shape of the zp distribution (full line) while there is only very little effect due to the choice
of the parton density function (dashed line). A study of this distribution, for instance, should
therefore disentangle the effect of the charm quark mass and the gluon density on F§<.

In section 2.5, the question when charm quarks should be treated as partons of the proton
was discussed. The investigation of the z and @7 dependence of the exclusive measurement of
1/o do/dzp will allow a study of the origin of charm production as a function of the kinematic
variables. At sufficiently large Q7 it is expected that the charm quark behaves like a parton
in the proton. This will result in a change of the zp distribution from the boson gluon fusion
dominated regime presently observed in the available data at (Q?) ~ 25 GeV? to the sea quark
dominated regime at large Q®. If it becomes possible to control the y and m, dependence of
charm production at large Q?, the measurement of F§¥(z,Q? zp) can determine g(z,Q?) and
¢(z,Q*) simultaneously. This study would certainly require a luminosity of 500 pb~! to produce
enough data at large Q2.

3.2 Bottom Production

In the following the possibilities to measure szs(z, @?) at HERA are studied on the basis of the
predictions for bottom production in section 2.3. Again the H1 detector is used as an example.

Compared to charm quark events the major experimental difference in bottom quark pro-
duction is the relative long lifetime of the B mesons. With use of the CST, bottom events
are selected by applying a cut in the impact parameter of tracks not fitting to the primary
event vertex. The combinatorial background is negligible, while the charm production is a
significant background source, because of the much larger cross section. Only the exclusive
analysis of reconstructed D mesons will be discussed here. This method benefits from (a) the
large branching ratios of B mesons into charm meson and (b) the relatively long visible lifetime
observed in the decay chains. For a selection efficiency of 50% for the impact parameter cut,
the contamination of charm events reduces by a factor of 12.5(2.8) for the D°(D*) analysis.

All decay modes summarized in Tab. 2 will also be accessible in this case. Due to the larger
cut values in the impact parameter for the different decay modes, the combinatorial background
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Figure 6: Ezpected ratio FY*/F§® for a luminosity of 500 pb~'. The points show the predictions
according to the calculations of section 2.1 and 2.6. The inner (outer) error represents the
statistical and the total experimental error.

is smaller. This will allow for softer cuts. Compared to charm production studies an increase
in efficiency by a factor 3 is expected. A systematic error of 16% may be achieved, limited by
the uncertainties in the branching fraction BR(B — DX).

Figure 6 shows the ratio of F}*/F5 expected from this analysis where the charm production
background is subtracted statistically. The errors refer to the statistical and the total experi-
mental error. For a luminosity of 500 pb~! will still be statistics limited. Integrated over the
kinematic range a mean value of F£*/F5° ~ 0.02 is predicted.

4 Conclusions

In this paper, we have discussed DIS heavy-flavour production at HERA at NLO. The effect on
the charm production cross section due to the uncertainties in the factorization/renormalization
scale p and the charm quark mass m. has been studied as a function of = and Q2. At small z
and for Q% < 300 GeV? the predictions are found to be insensitive to u while in this region the
effect of m. is found to be large. Unfortunately the sensitivity of F{%(z,Q?) to the gluon density
at small z is also restricted to this kinematic region. It has been shown that the contribution
of Fi has sizeable effects on the charm production cross section at large y. The contribution
of light quarks to tl.e cross section turned out to be of the order of 5%, nearly independent of
z and Q*. Results on bottom production have been presented.

The current experimental situation has been summarized. Based upon this knowledge,
statistical and experimental systematic uncertainties for large luminosity have been estimated.
Ultimately an accuracy of 10% in the overall normalization of the cross section may be achieved.
In the kinematic range where the inclusive measurement F§%(z,@?) is found to be sensitive to
the gluon density, the error of the inclusive measurement will start to be systematics dominated
with a luminosity of 50 pb='. It has been demonstrated that exclusive measurements of the
charm mesons would disentangle the influence of m. and the gluon density on the charm
production cross section. An exploration of the kinematic plane, the extraction of the gluon
density, as well as the question when the charm quark may be treated as a parton, will require a
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luminosity of 500 pb~!. Finally the ratio of F®/F£(z,Q?) has been investigated by performing
an exclusive D meson analysis. With a luminosity of 500 pb~' the predicted statistics is found
to be sufficient to make a detailed study of the z and Q* dependence of this ratio.
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Abstract: We review the present theoretical knowledge of the charm-strange con-
tribution to charged—current DIS structure functions. In particular, the uncertain-
ties arising from the choice of the factorization scale, of the massive QCD scheme,
and of the parton fit are discussed.

1 Cross Sections

Charm production in charged-current (CC) deep inelastic scattering (DIS) is the best way
to obtain information on the strange sea density [1], which is at present the most poorly
known among the light-quark distributions. The strange distribution can also be obtained by
properly combining fully inclusive CC' cross sections. CC reactions are thus necessary in order
to determine the strange sector and. in general, to reconstruct the whole flavor systematics.

The relevant subprocesses for charm excitation in CC DIS are (we consider only Cabibbo
unsuppressed diagrams):

i) the O(a?) direct transition W*s = ¢;

ii) the O(a!) W-gluon and W-quark fusion processes W*g — sc. Wts = ge.

The CC DIS cross section reads

d*o* G?s , mizy
= - sy Fi+(l—y—— FFy—
dzdy — 47(1 4+ .T%’:)Z vh+(l-y % VF2 F (y

v
2

)z Fs| (1)

where the subscript + (—) denotes the reaction e*N — oX (e”N — vX). If we restrict
ourselves to charm excitation we get at order a? (for electron scattering)

d*o., G*s
dédy — ar(1 + x?:{)?

1712
26 3(6,Q")|Val* [(1 —y)2+~_¥"(1—y)]- (2)

where the slow rescaling variable £ = z (14 m?/Q?) accounts for the finite mass of the charmed
quark in the Ws — c transition. The cross section for positron scattering is obtained by the
replacement § — s. The cross section (2) provides a direct measure of the strange sea density.

1Supported by EU Contract ERBFMBICT 950427.
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However, at order a, (often referred to, somehow improperly, as the next-to-leading order)
formula (2) does not hold any longer because of the more complicated relation between structure
functions and parton densities. The most important O(ay) contribution comes from the vector-
boson-gluon fusion term which incorporates important dynamical effects (quark-mass threshold
effects and large longitudinal contributions due to the non conservation of weak currents [2]).

2 Theoretical Uncertainties

The QCD analysis of the charm-strange structure function at order ay is affected by theoretical
uncertainties which have two sources: i) the choice of the massive QCD scheme; i) the arbi-
trariness of the factorization scale. Besides these, there is a further uncertainty coming from
the choice of the parton fit among those available on the market.

The most commonly used O(a,) schemes for massive quarks are the Fixed Flavor Scheme
(FFS) [3] and the Variable Flavor Scheme (VFS) [4].

In the FFS, charm is treated as a heavy quark, in an absolute sense. There is no charm
excitation term in the structure functions and the number of active flavors is Ny =3. The
collinear divergence log(Q?/m?) in the gluon fusion term is regularized at a scale p?. For the
cs contribution to the Fj structure function one explicitly has

; Sp?) rrdz ;
FFS: F{*(z,Q% = 25s(£.u?)+%:) ]e T 26 [CH= ) g€/ 2,12) + Oz, 1) 5(6/2,1%)]
(3)
where the Wilson coefficients C'§ and 'J can be found in the literature [5].

In the VFS, charm is a “heavy” flavor for u* < m?, and a partonic constituent of the nucleon
for u* > m?. Both the strange and the charm excitation terms appear and hence there are

2,
two subtractions in the Wilson coefficient, corresponding to the two singularities in the limits
m, — 0 and m?/Q* — 0. The explicit expression is

VFS: F*(2,Q%) = 2£[s(& 1) + c(z, )]
J(p?) rdz A .
+ 2D [ RO g€/ 4) + i) s ()

where €3 denotes the doubly subtracted massive Wilson coefficients.

The factorization scale p? is arbitrary and only an educated guess can be made on it. It is
clear that a knowledge of the CC structure functions at order a?, still lacking at present, would
allow testing the perturbative stability of the various choices.

3 Results

We estimate now the theoretical uncertainties on F3* and on the ¢s contribution to the DIS
cross section.

In Fig. 1 we show the results of the calculation of F§* and of

) . do** 1 G*s m?
~cs = . l -1 = ro|2 — 2 € = !
i VT apgy - A=l ()
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at @* = 100 GeV?, for various NLO parton fits: MRS(A) [6], MRS(R,) [7]. CTEQ(4M) [8].
GRV [9]. The scheme used is the FFS and the factorization scale is taken to be u? = Q% In the
box on the right we also display £s(£, Q?). that is what °* reduces to at order a?. Note that the
CTEQ(4M) and MRS(R;) curves nearly coincide whereas there is a non negligible difference
between the two MRS fits and a larger discrepancy between MRS(R,) and GRV. The global
uncertainty due to the choice of the fit amounts to ~ 30% both for F3* and for .

25 : : r ,
1
Q% = 100 GeV? 10 Q% = 100 GeV?]
2 _ A2
20 | FFS, 4 = Q° FFS, u* = Q
100 solid MRS(R,) -
16 h solid MRS(R,) | dotdash GRV
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Figure 1: Fi* and 6 in the FFS for various parton fits.
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Figure 2: F§* and 6° in the two schemes (FFS and VFS) and with two choices of the factor-
ization scale.

In Fig. 2, considering now only the MRS(R,) parametrization, we illustrate the scheme
dependence for two different factorization scales: p?* = Q? and y = 2Pt maz, Where p, is the
transverse momentum of the produced charmed quark. The difference between the FFS and
the VFS results at @* = 100 GeV? is again up to ~ 30 — 40% (attaining the largest value for
H= 2pl.mar)-
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In Fig. 3 we show the situation at a higher physical scale, Q* = 1000 GeV*. Notice that
the difference between the two schemes is still relatively large whereas the choice p = 2p; maz
gives curves (not displayed) which are indistinguishable from those corresponding to wr=Qx

12 . 12 1 -
2 _ 2 _
1 Q® = 1000 GeV* } o kY Q® = 1000 GeV?
A FFS, p® = Q° \ solid FFS u? = Q2
0.8 [ ) solid MRS(R,) 08 F \\ dash VFS u? = Q% -
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06 F '\ dot MRS(A) - 06 -

dotdash GRV

04 b 04 =
02 4 02 .
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Figure 3: Fit and scheme dependence of Fi* at Q* = 1000 Ge V2.
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Figure 4: Dependence of F§* on the factorization scale in the two massive QCD schemes.

In Fig. 4 we illustrate the dependence on the factorization scale. The parton fit used is
the MRS(R;) and the results of both schemes are presented for some kinematically accessible
(z,Q?) bins. It is clearly seen that when @7 is not very large the VFS is more unstable than
the FFS. At very high Q? both the VFS and the FFS are not very sensitive to the factorization
scale.

It is important for HERA to know also the expected uncertainties on the charm-strange
contribution to the total cross section. These are presented in Table 1. It is interesting to
notice that the main difference (~ 40 %) arises from the choice of the scheme.
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o, (pb) | FFS/MRS(R,) | FFS/GRV | VFS/MRS(R,)
= 166 1.02 6.79
=2 e 120 3.57 6.80

Table 1: Total charm-strange cross-section for different parton fits, factorization scales and
schemes in the kinematic region Q* > 200 GeV? and = > 0.006 ( Vs~ 300 GeV).

4 Conclusions

The overall theoretical uncertainty on the charm-strange contribution to the charged-current
structure functions is relatively large, being at least of order of 30 % in the typically accessible
(z.Q?) region. At not very high Q? the Fixed Flavor Scheme turns out to be preferable due to
its greater stability. An order a? calculation is necessary to settle the problem of the scheme
and factorization scale dependence. For the sake of consistency and for a safer analysis it
would be important to use massive QCD evolution in the heavy-quark sector of the global fits.
Possible HERA data on the charm-strange structure functions at large Q* would certainly be
of the greatest utility.
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Fy(z,Q?%) and Fi(z,Q?) at Leading Order, in In(1/z) as well
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Abstract: We present a brief discussion of the full leading order, including In(1/z)
terms, renormalization group conmsistent calculation of structure functions. A fit
to the available F;(z,Q?) data is performed, and a prediction made for Fi(z, Q?).
Comparison is made with two-loop results.

1 Introduction

Recent measurements of Fy(z,Q?) at HERA have provided data on a structure function at
far lower values of z than any previous experiments, and show that there is a marked rise in
Fy(z,Q?) at very small z down to rather low Q*(~ 1.5GeV?).[1, 2] These measurements have
led to a great deal of interest in how one should best calculate structure functions, and in
particular, whether one should include the leading In(1/z) terms for a given power of a,.

This presentation is a brief advertisement of the fact that the correct renormalization and
factorization scheme independent expression for the structure functions naturally includes lead-
ing In(1/z) terms, but leading in the expressions for the structure functions themselves, not
in the unphysical (and hence factorization scheme dependent) anomalous dimensions and co-
efficient functions. Calculating the structure functions in this manner gives a vey good global
fit to the data on Fy(z,Q?). Many more details of this are in a forthcoming paper.[3] As an
example, let us consider an expression for a hypothetical physical quantity depending on the
running coupling a,(Q?) and another variable N (N may be interpreted as the moment space
variable), which can be expressed as

F(N,Q) = 3 a™(QY) 3 aum N, (1)

m=1 n=-m

In the standard loop expansion one includes all terms in the expression for F(N,Q?) up to a
given m, and uses the m-loop coupling. Uncertainties in the expression for F(N,Q?) due to
uncertainty in the definition of the coupling are then of order a]**!(Q?). However, any change
in the defintion of the coupling a,(Q?) — a,(Q?) + O(a?(Q?)), does not alter any of the terms
of the form (a,(Q*)/N)™. Hence, each of these terms is renormalization scheme independent,
and should be included in the leading order expression, which uses the one-loop coupling.
(Also, since F(N,Q?) is a physical quantity, factorization scheme independence is guaranteed.)
Terms ~ a,(Q?)(a,(Q?)/N)™ are next-to-leading order, etc. When working with structure
functions the details are rather more complicated, but the principle is the same. In essense,
since the structure functions may be factorized into inputs at some starting scale @2, and the
evolution to other scales Q?, the expressions for both the input and the evolution should be
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Table 1: Comparison of quality of fits for full leading order (including In(1/z)) terms, and
two-loop fits, MRSR1 and MRSR2. For the LO(x) fit the HERA data is corrected for the low
value of Fi(z,Q?) obtained using this method.

Experiment # data x?

R, R, LO(x)
H1 Fy? 193 [ 158 149 121
ZEUS Ff¥ 204 |326 308 257
BCDMS F2” 174 265 320 200
NMC F® 120 | 155 147 147
NMC F# 120 (139 129 142
NMC Ff"/F}*| 85 |[136 132 144
E665 FiP 53 8 8 8
CCFR FyV 66 | 41 56 49
CCFR zF¥N 66 | 51 47 64

the leading order, including leading a,(Q?)In(1/z) terms, expressions. (For more details see
[3]) The full LO(x) (where we use the abbreviation LO(x) to mean leading order including
leading a,(Q?)In(1/z) terms) expressions involve leading In(1/ z) terms which are in the form
of Catani’s factorization scheme independent anomalous dimensions.[4] These appear in the
expressions for both the inputs and evolution, and give a theoretical prediction for the small z
form of Fy(z, QF) in terms of Fy(z,QZ) (or vice versa, of course).

2 Results

We obtain a good fit for F3(z,Q?) data using the LO(x) scheme independent expression and
the one-loop coupling constant with A"/=* = 90MeV. Satisfying the theoretical relationship
between the small z forms of Fy(z, Q%) and Fy(z,Q2), forces Q2 to be roughly in the range
20—100GeV? (with little sensitivity). Within this range the theoretical prediction for Fr(z, Q2)
at very small z is in fact a little (~ 10-15 %) larger than that obtained from the best fit. Thus,
the agreement is qualitatively fairly good. The discrepency may be, at least partially, due to
the naive treatment of heavy quark thresholds in this fit, or is perhaps simply due the the fact
that this is, after all, really only a leading order treatment. The LO(x) fit can be compared to
ny=4

pair of fits using the standard two-loop expressions[5] where R, allows Ajfs to be free (giving

%;—:‘ = 241MeV) and R, fixes A:TI'? at the higher value of 344MeV | forcing a better fit to
the HERA data. The results are shown in table 1 (full references for the experimental data can
be found in [5]). The full LO(x) scheme independent fit to the HERA data is markedly better
than the two-loop fits, and this is combined with a much better fit to the BCDMS data. The

fit to the rest of the data is similar in all three cases.

A stronger test of which of the two approaches (if either) is correct comes when the fit to
Fy(z,Q?) is used to predict Fr(z,Q?). Predictions using the full LO(x) scheme independent
expression (the prediction is different to that in [6] because in this previous treatment Q32 was
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too low to be consistent with the theoretical relationship between inputs) and one of the two-
loop expressions are shown in fig. 1. (the two-loop curve corresponds to Ry: that for R, is
very similar.) A direct measurement of Fi(z,Q?) at HERA will clearly help a great deal in
determining whether the approach advocated in this paper is correct.

FQ) & Q= 10,10% 10" GeV?

1 - from Scheme Invariant fit to F,

=+ from 2loop fitto F,

Figure 1: Comparison of predictions for Fi(z, @?) using LO(x) fit and two-loop (MRSR1) fit.
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Abstract: The QCD dipole picture of BFKL dynamics provides an attractive
theoretical approach to the study of the QCD (resummed) perturbative expansion
of small-z physics and more generally to hard high-energy processes. We discuss
applications to the phenomenology of proton structure functions in the HERA range
and to the longstanding problem of unitarity corrections, and outline some specific
predictions of the dipole picture.

1 Introduction

The dipole formulation [1, 2] is an approach to small-(Bjorken)z physics which for inclusive
quantities can be shown [3] to be equivalent to the BFKL approach [4]. One starts with a ¢@
state (onium), taken to be heavy enough to ensure the validity of perturbation theory. The
main ingredients of the dipole picture of BFKL dynamics are the following

i) Choosing the quantisation in the infinite-momentum frame of the onium allows one to
select the leading alog1/z terms of the QCD perturbative expansion of the onium wave-
function.

ii) Changing the momentum representation into a mixed one (b, z), where b is the transverse
coordinate, amounts to killing the contributions of the interference Feynman diagrams in the
leading-log expansion. This results in a quasi-classical picture of the system of quarks and
gluons in terms of probability distributions at the interaction time.

iii) Finally the 1/N, limit leads to the emergence of a representation in terms of independent
colourless dipoles, replacing the description in terms of soft, coloured gluons.

To illustrate these properties on a simple example, one constructs the component of the
squared wave function that contains one soft gluon, as a function of the transverse positions
by, by (or impact parameter) of the onium quark and antiquark and by of the gluon, (see
fig. 1). In the large-N, limit, the original colour dipole of the onium state (of size b) effectively
becomes two colour dipoles: one formed by qg (of size by;) and the other by gq (of size by2). So
the addition of a gluon is equivalent to the branching of one dipole into two, and each of the
produced dipoles can then branch independently — this leads to a cascade of dipoles developing
when r becomes smaller and smaller, explaining the rise in the number of dipoles (or gluons)
at small z.
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To determine the gluon distribution, one must use some probe. One way is to measure
the interaction cross section with a second onium. The evolution equation for the interaction
cross-section (see fig. 1) of two ¢g states of sizes b and ¥’ is

do(b',b.Y) aN, [bdby, .,
el B 2 o(W, boa.
ay 2t | o, 00 e )

+U(b’v bl2y ).) - a(b’vbol! Y)]v (I)

bl q
= where ¥ ~ In1/r is known as the rapidity.
14 g b, , The solution is
b b
| 2000
| o(b ¥, Y) = 8machb elap=DY = (' /BI/KY (9
q VrkY
by =%
e with (ap — 1) = (4In2)aN,/7 and k =

%"‘14((3). Eq. (2) has some interesting fea-
tures which deserve comment. First it re-
Figure 1:  Onium-onwum interaction at first produces exactly the high-energy (~ small-z)

order via the one-soft-gluon component of the
onium wavefunction; under the effect of the
Lorentz boost e¥, the original §q configuration
of size b gives rise to a soft gluon component,
or in the N, — oc limit, to two dipoles of sizes
boa and byy interacting with the other onium of
size .

behaviour associated with the BFKL "hard”
Pomeron. Second, and more intrigning, a de-
pendence appears on the scale-ratio b'/b be-
tween the two colliding onia. This is related
to the property of BFKL dynamics that it
“explores” a large region in the transverse-
momentum plane, which is analogous to a

classical diffusion mechanism.

2 Structure functions

The scale-ratio dependence obtained in formula (2) is of importance when considering another
type of probe, a photon of virtuality Q*, which corresponds on average(2] to a transverse size
1/Q. In ref. [6], the (theoretical) process of deep-inelastic scattering on an onium state has
been proposed to determine the origin of scaling violations of the structure function in the
coutext of BFKL dynamics. Indeed from the viewpoint of the dipole picture, scaling violations
are induced by a term analogous to the scale-ratio in eq. (2). One gets:

) exp (-ﬁ;r Inz(bQ))
(k)"

where one uses the known BFKL analytic expression for the Mellin transform of the onium
structure function, and x(7) is the corresponding kernel[4]. This expression leads to an inter-
esting phenomenological extension to the proton structure functions, which has the property
that it describes the scaling violations at small-r observed at HERA.

) (3)

annmm o d_’y(bQ)z-,ee-T\'gx(.,J ln% = bQ I_(‘uN"an
2w
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Figure 2: Predictions for the ratio R = Fy/Fr in the dipole picture [6]. The full line describes
the prediction based on a fit to F, data and, with the same parameters, a determination of the
gluon structure function (not shown). The effect of the In % resummation s seen by comparison
with the one-loop approrimation (dotted line). The prediction is significantly lower than the
known DGLAP estimates, e.q. [8].

Indeed, assuming kp-factorisation properties[5] for high-energy scattering off a proton tar-
get, it is possible to extend the dipole model to deal with deep-inelastic scattering on a pro-
ton target[6]. Starting from formula (3), the Mellin integrand happens to be multiplied by
w(7,b; Qo) where w can be interpreted as the Mellin-transformed probability of finding a dipole
of (small) transverse size b in the proton. Qy >> b~! is a typically non-perturbative proton
scale. Noting that b is a small but arbitrary factorisation scale, the overall result has to be
b-independent, provided it stays in the perturbative region. Hence, assuming renormalisation
group properties to be valid[7], the b dependence of w has to match the b2 dependence in
formula (3). One then writes
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w(v, b Qo) =w(v) Qo)™ (4)

This vields the final result[6]

FT 2\ 7 hy

d aNg
e | = 2aN, 2_’7_ (Q—z) eexn() [, L(j—)w(‘:v) (5)
Fe T im \ Qo 1 ¥

where Fr(y, is the structure function corresponding to transverse(longitudinal) photons and F
the gluon structure function. The known (resummed) coefficient functions hy 1 (v) are given in
ref. [5], and the gluon-dipole coupling v(7) is derived in the second of refs. [6]. It is interesting
that these formulae give a good fit of the HERA data on F» = Fy + Fp in the small-r range
and in a large domain of @* < 150 GeV?. Moreover it leads to a gluon structure function in
agreement with the H1 determination based on the next-leading order DGLAP evolution(8].
Note also that the ratios F/F; and R = Fy/Fr are independent of the non-perturbative
function w(7). In relation to this a remark is in order for the future prospects of experimentation
at HERA: As shown in fig.2, the predictions for R are rather low (R < 2/9) which appears to
be in contradiction with the phenomenological estimate[§] based on the renormalisation group
evolution for Fr. Indeed, as shown in fig. 2, the resummation of the leading alog 1/z terms of
the QCD perturbative expansion is crucial for obtaining the final prediction. This may give a
hint for an experimental discrimination of DGLAP versus BFKL evolution equations which is
difficult to achieve from the study of F, and Fg; alone.

Another series of interesting phenomenological results apply to hard diffraction at HERA.
The QCD dipole picture leads to two distinct dynamical components of diffraction by a virtual
photon. One component, dominant at large diffractively produced masses, is analogous to the
triple-(hard)Pomeron coupling and can be explicitly derived from the inelastic interaction of
dipoles from both the photon and the proton sides [9]; A second component results from the
quasi-elastic interaction of the primary dipole coupled to the photon to the proton target and
is dominant at smaller diffractive masses [10]: The quantitative predictions from these two
components are strongly correlated with the fits for /3, giving a nice interrelation between the
different aspects of deep-inelastic processes at HERA and the possibility to rely on perturbative
QCD to get a coherent description for them.

3 Unitarity corrections

When the centre-of-mass energy becomes very high, the BFKL equation yields a scattering
amplitude which violates the unitarity bound. or equivalently conservation of probability. The
dipole formulation offers a well-defined way of alleviating the problem. One considers the
scattering of two onia in the centre of mass frame. Schematically the scattering amplitude is
just related to the probability that there will be an interaction between a parton in one onium
and a parton in the other. The usual small-r growth of the cross section relies on the idea
that the interaction cross section is proportional essentially to the product of the number of
partons in each onium. This is only valid when the overall likelihood of an interaction is low.
When there are many partons in each onium, multiple interactions become common|[11], and
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the interaction probability then depends on the details of how the partons are distributed in
transverse position (for example if they are clumped together, then multiple interactions are
much more likely than if they are uniformally spread out). These multiple-scattering corrections
are equivalent to multiple ¢-channel pomeron exchange diagrams|1, 12].

To obtain the probabilities of differ-
ent gluon distributions inside the onium,

one can use OEDIPUS (Onium Evolu- 10 e
tion, Dipole Interaction and Perturba- © ===~ Total, | pomeron

tive Unitarisation Software) [13]. This v Total, mult, scat.

simulates the small-r dipole branching s Elastic, 1 pomeron
producing random dipole configurations 10 °F

A 5 : — Elastic, mult. scat.
with the correct weights. It determines

the interaction (both with and without
multiple-scattering corrections) between
pairs of these random configurations and 10
then averages over the configurations. It

is important that one averages over con-
figurations only after taking into account

multiple interactions — doing the aver- |
aging before taking into account the mul-

tiple interactions (the eikonal approxi-
mation) tends to wash out the correla-

tions between gluons, and causes one to 10
underestimate the point where correc- 3
tions set in by up to two orders of mag- .
nitude in z.

The results [12] are shown in figure 3. 10 : 1 L L T I BN
The rapidity ¥ corresponds roughly to 4 6 8 10 12 14 16 18 20
Inl/x, and b is the onium size. The Y

most striking point is that corrections to
the total cross section set in very slowly,
whereas the elastic cross section is sub-
ject to very strong modifications. The
reason is that the total cross section is
proportional to the integral over impact
parameter, r, of the amplitude F(r), whereas the elastic cross section is proportional to the
integral of the square of the amplitude:

Figure 3: The elastic and total cross sections for
onium-onium scattering, as a function of rapidity,
showing both the one-pomeron approximation and
the results including multiple-scattering corrections.

Gt (Y) =‘2/(12r Flr), oq(Y) =/d2r|F(r)|2. (6)

Because of BFKL diffusion, for moderate r = |r| the leading dependence of the amplitude is
F(r) ~ 1/r% Therefore the elastic cross section is dominated by small impact-parameters,
where the amplitude is large and there are strong multiple-scattering corrections. The total
cross section comes from a wide range of r, where the amplitude will on average be smaller,
and so the corrections are less important. Effectively the total cross section carries on growing
through an increase in area of interaction. More details can be found in [12]
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Onium-onium scattering is a good theoretical laboratory because it ensures that it is safe to
use perturbative QCD. For DIS one can expect two major qualitative differences: (a) infra-red
effects will constrain the maximum size of the dipoles, limiting the growth of the total cross
section, and altering the balance between total and elastic cross sections; (b) the presence of two
different scales means that different kinds of dipole configurations will dominate the scattering,
tending to reduce the multiple-interaction effects.
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Gluon distributions from the CCFM equation.

P.J. Sutton

Department of Physics and Astronomy, University of Manchester, Brunswick Street,
Manchester, M13 9PL, England.

Abstract: We solve a unified integral equation (the CCFM equation) for the gluon
distribution of a proton in the small z regime. The equation generates a gluon
with a steep 27 behaviour, with A ~ 0.5. We compare the solution with that of
the double-leading-logarithm approximation to Altarelli-Parisi evolution and that
of the BFKL equation.

1 Introduction

A theoretical framework which gives a unified treatment of both the DGLAP (In(Q?)) and
BFKL (In(1/z)) evolution has been provided by Catani, Ciafaloni, Fiorani and Marchesini [1].
It is based on the coherent radiation of gluons, which leads to an angular ordering of the gluons
along a chain of multiple emissions. The CCFM equation is defined in terms of a scale (@)
dependent unintegrated gluon density F(z, k%, Q*), which specifies the chance of finding a gluon
with longitudinal momentum fraction = and transverse momentum of magnitude kr.

F(z,k},Q*) = F%a,k%,Q%)+
d* > X
[ [ o 08s@ 0P ok F (LK) ()

The inhomogeneous or “no-rung” contribution, F°, may be regarded as the non-perturbative
driving term. The function P is the gluon-gluon splitting function

P:a—s[ll

—z

+AR§—2+:(1—3)] )

where @s = 3as/7. The multiplicative factors Ag and Ag cancel the singularities manifest as
z — 1 and z — 0 respectively. Their explicit form can be found in, for example, refs. [1, 2].

2 Numerical solution of the CCFM equation

In this contribution we are interested in the CCFM equation at small z. In this region we may
simplify the equation (1) as follows [2]

F(z, k2, Q) = F°(r.k"Q2)+Es_/l d—j/f—;@(Q—zq)An(z,q.kﬂF G.(kr+q)2.q2) (3)
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We take the scale of the running coupling, a,, to be k% and we choose F° such that it would
generate a “flat” gluon, zg ~ 3(1 —z)®, in the absence of angular ordering and the Ay correction
term [2). With these choices we solve (3) by iteration from the starting distribution. Fig. 1
shows our solution in terms of the integrated gluon distribution, zg(x.@?*). Also shown are
the corresponding solutions for the BFKL equation and the double-leading-logarithm (DLL)
approximation to the DGLAP equations.

L4 4 il

L

103",

|

i

ol

sl !

[

Figure 1: The integrated gluon distribution rg versus =, obtained from the CCFM (continuous
curves), BFKL (dot-dash curves) and the DLL (dashed curves) integral equations, for Q* =
4.10.102,10° and 10* GeV?. Our solutions are obtained from a “flat™ gluon input [2

To quantify the increase in xg, we show in Fig. 2 the effective value of A, defined by
zg(z.Q*) = Az~ (4)

For small z we see that the solutions converge to a typical 2=°% behaviour. approximately
independent of Q?, which is consistent with that obtained from the solution of the BFKL
equation, although the onset of the 2™* form is more delayed for the CCFM solution.

The gluon distribution itself is, of course, not an observable. However, the behaviour of the
gluon feeds through into physical quantities such as the structure functions. In deep inelastic
scattering the virtual photon couples to the gluon via the g — ¢7 transition. We have therefore
calculated the structure function Fy from the unintegrated gluon distribution F' using the kr-
factorization theorem. Details of this calculation can be found in ref. [3].
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Figure 2: The effective values of A, defined by g = Az~. The C'CFM values (continuous
curves) are compared with those obtained from the BFKL (dot-dashed curves) and DLL approz-
imations (dashed curves). In each case we show curves corresponding to five different values of

Q*.
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Experimental constraints on coefficients of v g-expansion
of Gottfried sum rule

A.V. Sidorov and M.V. Tokarev

Joint Institute for Nuclear Research, 141980 Dubna, Moscow Region, Russia

Abstract: The z- and Q*-dependences of the Gottfried sum rule Sg(r, Q?) based
on the experimental data on proton and deuteron structure functions are studied.
For the first time, the coefficients ;. ¢, of the expansion of Sg(z,Q?) in as/7 up
to second order are evaluated through the phenomenological analysis of NMC and
HI data. It is found that ¢, is negative while ¢, is positive. The obtained result is
in disagreement with QCD predictions for these coefficients. We suggest measuring
the low r-dependence of the Ff deuteron structure function at HERA in order to
study the Q*dependence of the Gottfried sum rule.

1 Introduction

The experimental data on the proton and neutron structure functions (SF) are of great
interest for verification of the theory of strong interaction, QCD. The relevant information can
be used to extract the spin-dependent and spin-independent parton distributions, to estimate
nonperturbative effects, to verify nucleon models and sum rules such as the Gottfried (1],
Bjorken [2], Ellis-Jaffe [3], Gross-Llewellyn Smith [4] and Adler[5] ones.

New data on the deuteron SF FP obtained at CERN, SLAC and Fermilab [6]-[9] stimulated
great interest in theoretical studies of the deuteron structure.

The deuteron is an excellent neutron target and therefore the neutron structure functions Fy
were usually extracted from the experimentally known proton and deuteron structure functions.

The extraction procedure of the neutron SF from deuteron and proton data is ambiguous
and, therefore, the estimate of nuclear effects in the deuteron is extremely important not only
to obtain new information on F} but also to verify deuteron models and to perform a common
QCD analysis of experimental data.

The Gottfried sum rule was verified by the NMC Collaboration [6] and the value of Sg =
0.240 £ 0.016 was found to be below the parton model prediction. To study the sum rule in

detail, the experimental data on the deuteron structure function FP at low « and large Q? are
necessary. Such measurements are possible to perform at HERA [10].

In the present paper, the phenomenological analysis of x and Q* dependences of the Sg(z. Q?)
Gottiried sum rule is based on the NMC [7, 8], H1 [11] and ZEUS [12] parametrization of the
proton structure function Fj(z,Q?). Tt is shown [13] that the available experimental data on
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F} and Ff allow one to estimate the as correction to S6(Q?%). The expansion coefficients of
S6(Q*) up to order Q(a?) are estimated. It is found that the obtained results are in disagree-
ment with the QCD predictions. To clarify the discrepancy, it was proposed to measure the
FP(2.Q?) deuteron structure function at low z and high @? in order to extract precisely the
coefficients of as-expansion of the Gottfried sum rule.

2  Deep-Inelastic Scattering on Deuteron

The cross section of deep-inelastic lepton-deuteron scattering in the one-photon approxi-
mation is expressed via the imaginary part of the forward scattering amplitude of the virtual
photon or W-boson on the deuteron - WP The latter is related to the deuteron spin-dependent
- gP3(v, Q?) and spin-independent - FP, (v, Q?) structure functions as follows

W’ﬁ = —(,(hw — quqv/qz) ' FID + (Pu = qu(Pq)/qz)(pv - (IU(P(I)/'II) ) FzD/"

ticuopq® {5790 /v + 5" (ap) — 0 (s@)IM 07 [1?} + ipung 49" - FP 1. (1)

Here ¢,p are momenta of the photon and deuteron; M is the deuteron mass: v — (pq): the

4-vector s, describes the deuteron spin. The symmetric part of the deuteron tensor WP can
(S)

be written as WP = Weas . pos

&k . TR :
W =/(._T)41.6(m*— K)0(ko)0(p+ — k) Spluy, - v°(ky) - (m 4 k) - ¥¥(k)}.  (2)

Here the f-function and light-cone variables - (k+, k. ) are used. The tensor pf:;' is the symmetric
part of the deuteron polarization density matrix. The antisymmetric part of the deuteron tensor
WP is expressed in a form similar to (2). The procedure to construct the relativistic deuteron

wave function (RDWF) v, was proposed and RDWF was obtained in [14].

3 Deuteron and Neutron Structure Functions
The deuteron SF F# in the light-cone variables is expressed as follows
1
FP(a,Q%) =/ dr &k, plz, k1) - FN(a/z,Q?). (3)

The nucleon SF F¥ = (F§ + F}')/2 is defined by the proton and neutron ones. The func-

tion p(z,k, ) describes the probability that the active nucleon carries away the fraction of the

deuteron momentum r = ky4/p; and the transverse momentum k, in the infinite momentum
frame. It is expressed via the RDWF

plz,k) o Sp{u® (k) - (m+ky) - ¥%(ka) - /v - 3} (4)

The nuclear effect in the deuteron is described by the ratio Rf-)/ = FP/FY . 1t was shown

v Bl . i iz ; : p . DN G

in [15] that the effect of relativistic Fermi motion grows with r and the ratio RF/\ reaches 6%

at x =~ 0.7. The dependence of the ratio Ri’."“ on r resembles the nuclear EMC effect and it

is practically independent of Q*. Using the universal behaviour of the ratio it is possible to
extract the neutron SF F}
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Fp(2,Q") =2 [R2(2)] - FP(x. Q%) = Fl(z, Q). (5)

We would like to note that for a reliable estimate of other contributions to F from nuclear
effects such as nuclear shadowing, meson exchanges etc., the data at low x such as the E665
data [9] are required.

4 Gottfried Sum Rule
The extracted neutron SF can be used to verify the Gottfried sum rule [1]:
L'[F;(;) — Fr())dz/x = 1/3. (6)
The Gottfried integral as a function of  and Q? is defined as follows
Sale. @) = [ 1F5(0.Q%) ~ F5 (0, @ldu/v. g

To verify the sum rule, not only the z-dependence of SF's also Q*-dependence in a wide
kinematical range are necessary. The realistic comparison of the experimental results with
theoretical predictions based on QCD is more argued at high Q%

As has been reported in [6], the value of Sg at Q* = 4.0 (Gel/c)* obtained from the
measurements of F2 and F} is considerably below the value of the naive quark-parton model
equal to 1/3: Sg = 0.240 £0.016. This result in the parton model is usually interpreted as
the violation of the isospin symmetric sea. As will be shown later, the symmetry violation
demonstrates the strong Q*-dependence.

The QCD corrections of order O(a,) [16] and O(a}) [17] are estimated for the Gottfried
sum rule in the case of flavor-symmetric sea u = d:

| —

S6(Q%) = =-(1+& - (as/7) + & (as/7)?). (8)

R

w

The coefficients ¢,.¢; are equal to 0.036, 0.72 for ny = 3 and 0.038. 0.55 for n; = 4.
respectively. Thus, the coefficients &. & are found to be positive and relatively small, and
as mentioned in [17], the QCD corrections cannot explain the deviation of the theoretical
prediction from the experimental result of the NMC collaboration without the assumption that
the light quark sea is flavor asymmetric.

5 Procedure to Extract Neutron Structure Function

The method to extract (. Q?) from proton and deuteron experimental data was proposed
and realized in [15].

The procedure includes the items: 1. experimental data on the ratio R’ﬁ”’ = FP/F} and
structure functions Ff, FP; 2. the relativistic deuteron model [I14]; 3. the choice of the
parametrization of the FJ neutron structure function and the determination of free parame-
ters to describe the ratio R?/" = FP/F§; 4. the comparison of the absolute values of the
experimental and theoretical structure function F.:D(.r.Qz); 5. the determination of the ratio
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RE/N = FP/FY describing the nuclear effect in the deuteron; 6. the extraction of the neutron
structure function from experimental data using the formula

FMz,QY) =2- RN - FP(2.Q%) = Fi(=,Q"). (9)

In [15] the NMC data [6, 7] on the ratio RP/" = FP/F}, F} and the relativistic deuteron
model were used to extract the neutron SF £}, It was shown that the calculated results for ratio
Ri’-/p and FP(z,Q?) are in good agreement with the available experimental data [6, 7, 18, 19].

Thus, the conclusion was made that the extraction procedure proposed for Fj'(z,Q?) is
self-consistent because it provides a good description of higher statistics experimental data on
the ratio RP/” and F£ over a wide kinematic range of = and Q*.

We would like to emphasize that the nuclear effect of Fermi motion was only used in [13].
The shadowing effect [20] should be also included into the procedure if the deuteron data in
the low z- and Q* range are used ( for example, E665 data). In that case, the factor RDIN
should be corrected at low .

6 Results and Discussion

Figure 1(a) shows the dependence of the Gottfried integral Sg(z,Q?) on z and Q*. The
parametrization of the proton structure function Ff(z,Q*) for H1 data is taken from [11]. It
was shown in [13] that the z- and Q*-dependences of Se(z,Q?*) for the parametrizations [7, 8]
are similar to H1 one [11]. The NMC parametrization [7] was used in[15] for calculating the
deuteron structure function FP(r.Q?) and a good agreement with experimental data SLAC,
BCDMS. NMC was obtained both for a low and high = range. It is assumed [15] that the ratio
flz) = Fi(x,Q%)/F}(2.Q* — | as + — 0. The parametrization of the f(r) function was
obtained and will be used later for the determination of the neutron SF from the H1 and ZEUS
proton structure function parametrization.

We would like to note that there is the crossover point rg ( in particular, zy ~ 0.01 for
the H1 parametrization) separating two ranges: one - with decreasing Sg(z. @Q?) and the other
- with increasing Sg(z,Q?) with Q7. respectively. A similar dependence of the Sers(z. Q?)
Gross-Llewellyn Smith integral on % with the crossover point zg == 1077 is predicted in [21].
Note that the main part of the Sg(x,Q?) integral is given by integration over the interval of
relatively large = ( 1072 < z < 1.) and determines the first term in expansion (8).

Figure 1(b) shows the dependence of the derivative dSg(x.@%)/das on z and Q* The
3-loop perturbative QCD expression of as with ny = 4 is used. The derivative grows up to
r ~ 0.1 — 0.2 then decreases and changes in sign for @* > 100 GeV? for NMC and even for
smaller Q2 for H1 parametrization. It should be stressed that the negative value of the derivative
dSc(x.Q?%) /das is due to the small z contribution to the Gottfried integral.

Figure 2 shows the dependence of Sa(@Q*) on as/m at x = 107 in (7). The as-dependence
could be parametrized by the parabola:

S(Q*) =S50 (1 +c - (as/7) + ¢z - (as/7)?). (10)

The values of Sy, ¢y, ¢, are presented in Table 1. They could be considered as as corrections
to the Gottfried sum rule. It was shown in [13] that the derivative dSg(Q?)/das is negative at
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as/m < 0.05 for all parametrizations F¥, and the H1 curve crosses the NMC one in the range

Q% =510 (GeV/c)?.
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Figure 1: The Gottfried integral Sc:(z,Q*) and the derivative dSg(z. Q?)/das as a function
of  and Q*.
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Figure 2: The Gottfried integral Si(,Q?) as a function of as at x = 10~3. The lines
present the paraboloic fit of S¢(,Q?) for different parameterisations F3.

Despite different kinematical regions of NMC and H1 experiments used for fits of experimen-
tal data one can see from Table 1 the reasonable quantitative and good qualitative agreement
between the corresponding coeflicients Sy, ¢, ¢ for parametrizations of the proton SF under
consideration. Note that the F} parametrization of H1 is combined with the data from NMC
and BCDMS experiments and a smooth transition between different FY data is obtained. The
kinematic range covers almost four orders of magnitude in z and Q2.
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Table 1. The coefficients of the S;(Q?) Gottfried integral expansion in as/x.

So €1 ’ €1
NM(C92 [7 0.246 -7.06 53.2
NM(C95 [8 0.210 -4.87 44.2
H1 [11] 0.271 -6.04 23.7
average value | 0.242+ 0.21 [ -6.00+ 0.74 [ 40.4= 11.1

The average values for the coefficients r; (i = Sy, ¢;, ¢;) are calculated by <r>=(Z;n)/n
and < Ar >= (T,| < r > —ri|)/n and presented in Table 1. The errors obtained could be
considered as a crude estimation of systematic uncertainties.

It should be noted that the parametrization of the ZEUS data [12] for FY provides qualita-
tively the same results: Sy = 0.383, ¢; = —12.9 and ¢, = 76.2.

We would like to emphasize that the values of coefficients obtained from the phenomenolog-
ical analysis of experimental data are essentially different from the theoretical QCD predictions
for ¢, and &,. The coefficient ¢ is found to be negative, in contrast to ¢,. Both ¢;, ¢; are many
times larger in the absolute value than &, é,.

7  Conclusions

The analysis of Q*-dependence of the Gottfried sum rule based on experimental data on the
proton F} and deuteron FP structure functions in the framework of the covariant approach in
the light-cone variables and relativistic deuteron model was performed:

e the procedure to extract the neutron SF F}'(z,Q?) is described and used to analyze the
parametrizations of NMC, BCDMS, SLAC, H1, ZEUS data on FP and F} SF's

e the increase of the Sg(Q?) Gottfried sum rule for small as(Q?) is a general feature for the
NMC92, NMC95, H1 parametrizations. This behaviour is connected with the negative
value of the first order as correction to the GSR

e it is shown that the results obtained for ¢; and ¢; are in disagreement with the calculation
made in the framework of QCD assuming the flavour symmetry of sea quarks (i = d)

e the measurements of the deuteron structure function FP at HERA, extraction the neutron
SF F} and verification of the Q*-dependence of Sg(r.Q?) at low x are necessary to
determine the ag-corrections to GSR more reliably.
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Abstract: A high luminosity upgrade of HERA will allow the measurement of
standard model parameters and the neutral current couplings of quarks. These
results will have to be consistent with other precision measurements or indicate
traces of new physics. The analysis of W production will complement future re-
sults of LEP 2 and the Tevatron. We summarize the main results and conclusions
obtained by the working group on Electroweak Physics concerning the potential of
future experimentation at HERA.

1 Introduction

The DESY ep collider HERA is a unique place to explore the structure of the proton. in
particular at low Bjorken z and large momentum transfer Q?* and at the same time to probe
the theory of electroweak interactions in the regime of large spacelike @*, extending previous
measurements at fixed target experiments by more than two orders of magnitude. This is
complementary to what can be accessed at LEP and hadron colliders in searches for deviations
from the standard model (SM). In the 1987 [1] and 1991 [2] HERA workshop proceedings and
elsewhere [3], comprehensive reviews on electroweak physics at HERA [4, 5] and the influence
of radiative corrections [6, 7] have been published. In the meantime HERA has started and
proved to work reliably. The detectors have shown to operate successfully and to be able to
stand the special environment of an ep machine.

The experience collected in the first years of experimentation at HERA allowed us to consider
in the present workshop in some detail experimental problems, like systematic uncertainties due
to the energy scale, the luminosity measurement or the measurement of the polarization, as
well as limited acceptance and efficiencies. In this respect, the contributions to this workshop
go beyond earlier studies.

The principal goal of the present workshop, on Future Physics at HERA, is to explore the
physics potential attainable by possible machine and detector upgrades with respect to the
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various options under discussion: (i) high (1 TeV) versus design (320 GeV) proton energy; (ii)
fixed-target versus collider mode; (iii) light or heavy nuclei versus protons; (iv) polarized versus
unpolarized protons; (v) polarized versus unpolarized electrons and positrons; and (vi) high
(1 fb=') versus design (250 pb™"') luminosity. Working group 2 has analyzed these options and
concentrated on the interesting cases for Electroweak Physics. In this introductory report, we
shall summarize the main results obtained by the various subgroups and draw conclusions.

Prior to presenting an overview of the various subgroup activities and reporting the key
results, we preselect from the upgrade options enumerated above those which will prove most
useful for the study of electroweak physics at HERA, and argue why the residual options will
have marginal advantage or even disadvantage. In order to suppress the impact of the (well-
tested) electromagnetic interaction in neutral-current (NC) deep inelastic scattering and to
gain sensitivity to the W-boson mass in charged-current (CC) deep inelastic scattering, large
values of Q% and thus centre-of-mass energy /s are required. Increasing the proton energy E,
by 22% while keeping the lepton energy E. fixed, as in option (i), will only increase Vs by
10%, and will insignificantly improve the electroweak-physics potential. By the same token,
the fixed-target mode of option (ii) will reduce the centre-of-mass energy to Vs = 7.6 GeV,
assuming the design lepton energy of E, = 30 GeV, and will so render the study of electroweak
physics much more difficult. Clearly, in order to perform precision tests of the electroweak
theory, we will need as much luminosity per experimental setup as possible. so that option (vi)
must receive high priority. Also, to disentangle the helicity structure of the weak NC and, in
particular, to measure the vector and axial-vector couplings of quarks to the Z-boson, beams of
longitudinally polarized electrons and positrons must be available with appropriate luminosities
[8], as in option (v). On the other hand, options (iii) and (iv) are not useful for our purposes,
since the structure functions of nuclei and polarized protons are at present poorly known, which
would jeopardize electroweak precision tests. In addition, the total available luminosity would
be distributed among too many different experimental setups and probably decreased due to
the additional construction periods. In conclusion, options (v) and (vi) will be crucial for
electroweak studies.

At HERA, investigations of electroweak physics may be classified according to two categories
of processes: First, there is the more conventional measurement of inclusive deep inelastic scat-
tering. Due to reasonably high cross sections, not only the measurement of total cross sections
and their ratios, but also of differential cross sections, will allow us to envisage precision tests of
the electroweak standard model. Experiments may be interpreted in terms of a measurement
of the basic standard model parameters, e.g. the mass of the W boson, my:, or the top-quark
mass, m:. The potential of HERA for this kind of analysis was investigated in Ref. [9] and is
summarized in section 2.1. Confronting within the standard model measurements obtained at
HERA with results from other experiments will constitute one important test of our present
understanding of the electroweak interactions. Another type of test of the standard model
is possible by measuring quantities which are not free parameters in the standard model La-
grangian and comparing the experimental results with corresponding theoretical predictions.
In particular, the measurement of NC couplings of quarks is a test of this kind and was studied
in Ref. [10] (section 2.2). More general quantities generalizing the standard model Lagrangian,
like the p-parameter or the S, T, U parameters have been considered earlier in Ref. [3]. Fi-
nally, an analysis aiming to assess the sensitivity for additional heavy charged gauge bosons
W (section 2.4) starts to overlap with the activities of the working group Beyond the Standard

Model.
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The second class of processes with a potential to study electroweak physics comprises scat-
tering processes into exclusive final states. The aim to measure processes like Higgs-boson
production (see section 2.7), the production of b-quarks or, most interestingly, of W and Z
bosons (section 2.5), and to compare corresponding experimental results with the predictions
of the standard model is an experimental challenge by itself. In the latter case. in order to
quantify the results of such measurements testing the validity of the standard model in the
gauge sector, it has become customary to generalize the standard model Lagrangian by intro-
ducing non-standard, so-called anomalous, couplings. Eventually, the information obtained by
studying these processes will be concentrated in statements about these anomalous 3-boson
couplings, Axky and Ay for WWV (V =4, Z) and h,“ for Z4V.

Theoretical uncertainties due to an incomplete knowledge of the structure function input,
as well as unknown higher-order QCD corrections and uncertainties in the scale of as, de-
serve particular attention since they could severely limit the usefulness of electroweak physics
analyses of deep inelastic scattering [9, 11]. Each of the subgroups has therefore undertaken
particular efforts to demonstrate that already with the present knowledge about structure func-
tions sensible measurements can indeed be performed. With high luminosity available, future
measurements at HERA are bound to improve the situation.

2 Summaries of the individual contributions

2.1 Electroweak precision tests

The most obvious question about the possible contribution of HERA for electroweak physics
tests is to which extent the basic standard model parameters my, m, and myg can be constrained
by precision measurements of deep inelastic scattering cross sections. From earlier work it is
known that measurements at HERA without any additional input from other experiments are
very similar to a measurement of G, the u decay constant, but at (@% = O(3000 GeV?).

In the report of the subgroup on Electroweak Precision Tests, it is pointed out that, although
an interpretation of deep inelastic scattering measurements in terms of either my or m; results
in rather large errors, HERA data will put a rather stringent constraint on the interrelation
of these two parameters. Fig. 1 presents results for a measurement with 1000 pb~! of data
from polarized neutral and charged current electron proton scattering. The corresponding 20-
contour is represented by the shaded ellipse. Projecting it onto the axes results in precisions
of dmy = +£50GeV and émy = +290 MeV. These values are more than a factor of 2 better
than what can be obtained from charged current scattering alone with the smaller luminosity
of 250 pb~" (see the large ellipse in the figure). Anticipating future direct high precision
measurements of m, and mw, a comparison with these data will provide a stringent test of the
standard model. One way to quantify the measurement is to combine HERA data on neutral
and charged current data with a direct top mass measurement of +5 GeV. Such a test yields
dmw = £60 MeV. This scenario assumes a value of 1 % relative systematic uncertainty, which
represents a serious experimental challenge. The figure also shows the relation between my and
m; following from the (7, constraint. The upper full line is for a Higgs mass of my = 100 GeV,
the lower dashed one for my = 800GeV. Note that the confidence ellipses derived from HERA
measurements are also obtained for a fixed Higgs mass value which was chosen to be 100 GeV.
They would be shifted downwards much the same as the lines describing the G, constraint for
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Figure 1: lo-confidence contours in the (mw.m,) plane from polarized electron scattering
(P = —0.7), utilizing charged current scattering at HERA alone with an integrated luminosity
of 250 pb=" (large ellipse), neutral and charged current scattering at HERA with 1000 pb™!
(shaded ellipse), and the combination of the latter HERA measurements with a direct top mass
measurement with precision a(m,) =5 GeV (full ellipse). The my-m, relation following from
the G ,-constraint is also shown for two values of my.
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a Higgs mass of my = 800 GeV. It is obvious from this figure that with such a high precision
one would be able to constrain the allowed range of Higgs masses provided one has available a
second precise measurement of the W boson mass.

Rather than taking into account a more or less well-motivated fixed size of experimental sys-
tematic errors, the Electroweak Precision Tests subgroup decided to investigate the dependence
of the measurement error on my on the systematic uncertainty in a range up to conservative
values of 5%. Future experiments are expected to reduce this value of systematic uncertainty,
as well as uncertainties from parton distribution functions, considerably.

Comparing different scenarios of beam setups (electrons versus positrons and degree of lon-
gitudinal polarization), it turned out that experiments with left-handed electrons alone would
give the highest precision from both NC and CC scattering. This is essentially a consequence
of the need to have as much data as possible and thus the process with the highest cross section
is preferred.

2.2 NC couplings of quarks

Measurements of NC and CC cross sections with longitudinally polarized electrons and positrons
would provide enough information to disentangle the neutral current couplings of the light u
and d quarks. This is demonstrated in the contribution of the subgroup on Measurement of
NC Couplings. The analyses are based on the NC and CC cross sections. In a scenario with
1000 pb™~" divided equally between the four charge/polarization combinations, all four u and
d-type vector and axial-vector couplings can be measured with resulting fractional errors on
Qus Vu, ag and vy of 6%, 13%, 17% and 17 %, respectively (see Fig. 2). Even higher precisions
could be achieved by constraining two of the couplings to their standard model values. These
results are comparable with the heavy quark couplings determined at LEP 1.

These studies are based on full Monte Carlo simulations taking into account the present
knowledge of the ZEUS detector performance and the current analysis methods. Future up-
grades to the detector and improvements in the understanding of calibration of existing detector
components will serve to improve the precision of the measurements. In addition, a detailed
investigation of uncertainties from parton distribution functions, entering into the analyses ba-
sically via ratios of u and d-type quark densities, and a comparison with the experimental errors
have shown that this latter source of uncertainty will not be the limiting factor in determining
NC couplings of quarks at HERA.

In the light of the intriguing R; anomaly which has been presented by the four LEP exper-
iments [12], the question was raised whether HERA would be able to provide complementary
information. From earlier workshops it is known that the total rate of b-quark production is
not at all small. However, the contribution due to photon-Z interference and pure Z-exchange
is tiny (order 50 events for 100 pb~') [13] and much too small to be helpful for electroweak
physics.

23 W

The potential of HERA for the discovery of additional heavy neutral or charged gauge bosons
had been studied carefully in earlier workshops. In Ref. [14] it has been pointed out that
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Figure 2: Summary of measurements of u-type (a) and d-type (b) quark couplings to the Z°. The
results of a measurement at HERA are shown as the shaded ellipses. The outer ellipse shows
the result which would be obtained with 250 pb~' divided equally between the four lepton beam
charge/polarization combinations, the inner ellipse shows the result which would be obtained
with 1000 pb=" equally divided. Fits for the couplings of the u (d) quarks were performed with
the d (u) quark couplings fized at their SM values. The open ellipse drawn with a dash-dotted
line shows the one standard deviation (1o ) contour obtained in a fit of the four chiral couplings
of the u and d quarks to a compilation of neutrino DIS data. The sohd, dotted and dashed
ellipses show the 1, 2 and 3 o limits of the combined LEP/SLD results for the ¢ and b quark
couplings. The shaded band shows the result obtained by the CCFR collaboration from the ratio
of NC and CC cross sections projected onto the quark coupling plane. In the case of the CCFR
the couplings of the u (d) quarks are obtained with the d (u) quark couplings fized at their
SM values. SM coupling values including radiative corrections appropriate for comparison with
ete™ (circle) and neutrino (square) measurements are also shown.
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charge and polarization asymmetries of NC cross sections are particularly suited for the search
and the identification of a heavy Z’ boson and exclusion limits for its mass have been given
there. A model independent analysis, considering the 6-dimensional space of Z'f f couplings
was performed in Ref. [15].

Similar discovery limits for a heavy charged boson W’ can be derived by considering a pos-
sible deviation of the measured CC cross section from its standard model prediction assuming
the existence of a heavy W'. A possible signal could show up in a comparison of the CC cross
section at HERA with data at zero-momentum transfer, e.g. the y-decay constant. The en-
hancement of the CC cross section with respect to the SM prediction in the presence of two
charged W bosons is approximately given by

do(W + W') 22 (l_m_g,,) Q?

=1 + —_—
dospy 1+ ﬂ%i)i m3 ) Q*+m3}
2

(1)

where = = g,/g, is the ratio of the coupling constants of the two charged bosons. The mass of
the lighter one has been identified with that of the standard model W, while the heavier one
is denoted by my. The exclusion limits in the (z, mj) plane derived from the condition that
the enhancement be larger than the statistical precision of the measurement of the CC cross
section are shown in Fig. 3. Assuming equal coupling strengths, g,/g, = 1, the resulting limits
are my < 400 GeV for positron scattering and m, < 630 GeV [16]. These mass limits do not
supersede corresponding limits from the Tevatron and we have not considered them in further
detail.

3 etp-svX
o [ ep-ovX]
0.5 ¢ ]
0 - ; ; - :
0 200 400 600 GeV
ma

Figure 3: 95 % exclusion limits for a heavy W' in the (92/9y. ma) plane.

2.4 W production
The study of single W production offers the challenging opportunity to test the nonabelian
structure of the standard model at HERA, in particular to search for deviations of the W4

couplings from its standard model values [17, 18]. In a new study of this process during the

135

present workshop [19], a discussion of the event topology and kinematical cuts to optimize the
event selection is presented. It is shown that HERA offers greater sensitivity to anomalous
values of Ak, than ), and therefore complements measurements made at the Tevatron and
LEP 2 where the sensitivity to Ay is greater. Since single W' production at HERA is quite
insensitive to anomalous WW Z couplings, unlike W W production at the Tevatron or LEP 2,
measurements at HERA will be important to identify the nature of possible deviations, if they
would be observed.

The sensitivity to anomalous WW~ couplings has been studied for various integrated lu-
minosities and at two center-of-mass energies. The resulting 95% confidence level limits at
Vs = 300 GeV are given in Table 1. At \/5 = 346 GeV, the limits for [ Ldt = 1000 pb~"
are —0.27 < Ax, < 0.26 and —1.26 < A, < 1.28. They are limited by statistical rather than
systematic errors. For [ Ldt = 1000 pb~' the future sensitivity on anomalous values of Ak,
which can be obtained at HERA is competitive with projected limits from W1 production at
the Tevatron (see Fig. 4). The bounds from LEP 2 shown in this figure are based on the aux-
iliary assumption that the WWZ and W W~ couplings are not independent from each other
(HISZ scenario) and can thus not be compared with the HERA results on equal footing.

TLdi Ax, %
100 pb™' [ —1.43 < Ax, < 0.95 | —2.93 < A, < 2.04
200 pb " [ —0.87 < Ax, < 0.72 | —2.46 < X, < 2.47
1000 pb™" [ —0.38 < Ax, < 0.38 | —1.65 < A, < 1.66

Table 1: 95% CL limits derived for WW+ couplings from the measurement of o(ep — eWX)
at HERA for the nominal center-of-mass energy of 300 Ge V.

2.5 Radiative NC scattering

Radiative deep inelastic scattering offers another possibility to study trilinear gauge boson
couplings. Radiative CC scattering and its potential to probe the W W~ couplings has been
studied in Ref. [20]. As a new contribution to this workshop, Ref. [21] investigated whether
Z~~ couplings can be tested in radiative NC scattering. Contributions due to ZZ~ couplings
are suppressed by two Z propagators. Since the rates are too small to exploit differential
cross sections, estimates for bounds are obtained from total cross sections taking into account
realistic cuts to improve the sensitivity to this source of new physics. HERA will explore these
couplings in a different kinematic regime than at LEP 2, NLC or hadron colliders. However.
it turns out that competitive bounds on these anomalous couplings cannot be achieved, even
with the future luminosity upgrades.

2.6 SM Higgs-boson production

The prospects of producing light SM Higgs bosons at HERA under nominal conditions were
discussed in the 1987 proceedings [22]. In the meantime, LEP has ruled out the mass range
My < 65.2 GeV at the 95% confidence level [23]. An update of the 1987 analysis assessing
the benefits from luminosity and proton energy upgrades may be found in Ref. [24]. wtW~-
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Figure 4: Projected 95% confidence level sensitivity limits for WW~ couplings determined from
the single W production cross section at HERA and from W4 production at the Tevatron and
the LHC. The solid shading indicates the limits for the WWV.V =5, Z couplings from WIW
production at LEP 2 assuming the HISZ scenario.
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and ZZ fusion are by far the most copious sources of SM Higgs bosons at HERA. In the mass
range 65 GeV < My < 100 GeV. the Higgs boson decays with about 90% branching fraction
to bb pairs, so that its visibility at HERA will suffer from severe intrinsic backgrounds due to
continuum bb production. If such a Higgs boson exists, its production cross section at HERA
will be below 6 (9) fb for £, = 820 GeV (1 TeV). It is therefore unlikely that a signal can be
established in the bb channel. even if the luminosity and/or proton energy are upgraded leaving
this terrain to LEP 2.

3 Conclusions

The observation of the propagator effect due to W exchange was one of the first results from
HERA at high Q? after decades of searching for deviations of the linearly rising cross section of
the CC process. In the meantime, the finite mass of the W boson responsible for this effect, the
propagator mass, has been measured with an accuracy of a few GeV at HERA. First candidate
events for the direct production of the W boson have also been observed at HERA. In order to
turn these observations into measurements of parameters and conclusive tests of the standard
model electroweak sector the luminosity has to be increased tremendously. Luminosities of
1fb~" and polarized beams will make these measurements possible.

The cross section for the production of W hosons is the order of 1pb so that it is an
experimental challenge to establish the experimental signal and it is essential to consider all
available decay channels. The study performed in this report shows that already with an
integrated luminosity of 250 pb™" deviations from the standard model couplings parametrized
in terms of Ax., and A, can be tested at a level which is comparable to present collider results.

While for W production neither lepton charge nor polarization is a prerequisite, the precision
measurement with the charged current process profits especially from e™p scattering due to
the roughly threefold larger cross section as compared to e*p scattering. For an analysis in
terms of NC quark couplings it is indispensable to have available both charge states, while not
necessarily with equal luminosity. To disentangle up- and down-type quark vector and axial-
vector couplings beams have to be polarized. A proper choice of polarization would also render
the NC data useful, and evidently enhance the significance of the CC data, for the precise
determination of e.g. my or m,.

The result of these measurements constitutes an important test of the standard model by
comparing precision measurements of SM parameters obtained at HERA with those at other
experiments. Differences appearing in such tests have always stimulated extensive research.
T'he separation of the light up- and down-type quark couplings at HERA would complement
the achievements of LEP in the heavy quark sector.
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Abstract: We investigate the potential of deep inelastic lepton proton scattering
with polarized electrons or positrons for precision tests of the electroweak stan-
dard model. We interpret the measurements of cross sections as a measurement
of the electroweak parameters my and m,, assuming that my is a fixed external
parameter. As a main result we find that measurements with left-handed polarized
electrons give the highest precision. Provided the top mass is known within +5GeV,
HERA can measure the W boson mass with a precision of £55MeV from 1000 pb~!
of data from electron scattering with 70 % left-handed longitudinal polarization.

1 Introduction

Deep inelastic lepton nucleon scattering has always played an important réle in understanding
the interplay of electromagnetic, weak and strong interactions. In fact, weak neutral currents
were first observed in deep inelastic scattering. Neutrino scattering has established the structure
of the neutral current at low momentum transfer, 9%, and, for a long period, provided the most
precise value of the weak mixing angle [1]. It is therefore an important question whether
experiments at HERA are able to provide further insight into the structure of the electroweak
interaction. The hcpe that this question will have a positive answer is based on the fact that
HERA is extending the measurements to much larger values of the momentum transfer and
that beams with both electrons and positrons and with longitudinal polarization of up to 70%
[2] could be utilized at a future upgrade of the machine.

The electroweak theory based on SU(2) x /(1) gauge symmetry and the mechanism of
spontaneous symmetry breaking (the Standard Model, SM) successfully describes the wealth of
existing data on the electroweak interactions almost perfectly. After having fixed the basic free
parameters of the standard model, it allows for the derivation of unambiguous predictions which
can be compared to experimental data. In order to quantify the agreement or disagreement
of theoretical predictions with experimental results it is often convenient to generalize the
theory either by treating certain quantities as free parameters (e.g., the vector and axial-vector
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couplings of leptons and quarks) or by introducing additional free parameters, for example
anomalous three-boson couplings. Experimental results interpreted as measurements of these
free parameters can then be confronted with the predictions of the standard model. Another
possibility is to interpret experimental data as measurements of the basic standard model
parameters, i.e., the mass of the W boson, my, or the top-quark mass, my, for example. A test
of the theory is then possible by comparing results obtained in different experiments. It is the
aim of this article to investigate whether HERA can contribute to this strategy of testing the
standard model. A companion contribution to these proceedings prefers the first way of testing
the standard model by investigating the question to what extent experiments at HERA would
be able to measure the neutral current vector and axial-vector couplings of quarks [3].

In the following we shortly describe the predictions of the standard model for deep inelastic
lepton proton scattering, taking into account O(a) electroweak radiative corrections. We will
describe in detail the analysis strategy and the observables we suggest to use for precision
measurements at HERA. Finally, we discuss the quality of HERA experiments in terms of the
precision of the W boson mass that can be achieved with high luminosity.

The standard model has 5 independent free parameters (a, mz, mw, my, m;, apart from
fermion masses other than the top-quark mass and CKM matrix elements) which are essen-
tially not constrained by theory. Since present day’s experimental observables depend only
logarithmically on the Higgs mass my (via loop corrections), it is legitimate to perform anal-
yses of data with fixed my and study variations of its value separately. Therefore we have to
consider 4 independent parameters and meaningful tests of the theory can be performed only
by combining the experimental measurements of more than 4 observables. Evidently the very
precise measurements of the finestructure constant a and the Z boson mass mz can be taken
from experiment. Any additional measurement will then put a constraint on the remaining two
parameters my and m;. Two additional measurements are needed to determine both my and
my.

In analyses of the LEP data it is suggestive to reduce the number of free parameters to
one (plus one for the Higgs mass) by taking into account the constraint from the precise
measurement of the p-decay constant, G, which is unexplored at LEP. Thus it was possible
to obtain an indirect determination of the top-quark mass from Z-peak observables. Former
analyses of the electroweak physics potential of HERA [4, 5, 6] adopted a strategy similar to
that used at LEP and attempted to combine HERA data with the G, constraint. i.e. only
variations with my were considered and m, was determined from myy with the help of G,,.
Owing to the fact that at HERA most of the data are still obtained at relatively small Q?,
the constraint resulting from these data on the parameters of the standard model is not very
different from the G, constraint. As a consequence, these former analyses usually predicted
rather large uncertainties for measurements of myy, of the order of 600 MeV. In the present
work, however, we will adopt a different approach and choose to combine HERA data not with
the G, constraint, but rather with independent information on the value of the top-quark mass.
By the time when HERA has collected enough luminosity to allow for precision analyses, the
top-quark mass will be known from experiments at Tevatron and the LHC with a precision
of a few GeV. Since this direct constraint on one of the standard model parameters is very
different from the G, constraint, a combination of HERA data with a direct m, measurement
allows to obtain an indirect my measurement with a reasonably small uncertainty. Comparing
the results from such an analysis with other experiments (indirect determinations of my from
LEP 1 precision measurements, or direct measurements of myy at LEP 2 or hadron colliders, for
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example) will provide constraints that simultaneously have to be fulfilled within the standard
model.

2 Precise Standard Model Predictions for HERA

2.1 Lowest-Order Cross Sections
We study deep inelastic scattering of electrons or positrons off protons
e(l) + p(p) = €(I') + X(px), (1)

with € = e for neutral current scattering (NC) and ¢’ = v, for charged current scattering (CC).
The particle momenta are given in parentheses. A useful set of kinematic variables to describe
the process (1) is given by
2 2
o= s=(I 2, =—Q A =Q—.
Q (=0 s=(+p)Ss e=g—py Y= 15 (2)
In the region of large x and Q* where the contribution of the longitudinal structure function Fy,
and proton mass effects can be neglected, the differential cross section for the neutral current
process for left-handed (L) and right-handed (R) polarized electrons is given by

#oN° ora?

= )=W

dzdg? L
For positron scattering one has to replace Py = FIE and cross sections for beams with an
arbitrary degree of longitudinal polarization P can be obtained by calculating the appropriate
average of the cross sections for left- and right-handed leptons. The structure functions are
derived in the quark-parton model from basic 4-fermion scattering cross sections:

[+ =) BR 4 (1= -9?) ). (3)

P = Tlea(e. Q) + 242, Q%) AR,
7
aFy = Ylaq(e. Q%) — xq(2,Q%)] - By, (4)
9
They contain the quark (¢) and anti-quark (g) distribution functions as well as coupling con-
stants and propagators corresponding to photon and Z-boson exchange (L = +,R= —):
AER = Q2 +42Q.Qq(ve £ a)vyxz + (ve £ a.)(v] +a}) (x2)*,
BER = £2Q,Q,(v. + aayxz = 2v. £ a.)v,0, (x2)°, (5)
with g 0?
X G, O+ MG (6

In Eq. (3). also Higgs-boson exchange is neglected because of the small couplings to light
fermions. By using Q? dependent parton distribution functions, QCD corrections in the leading-
logarithmic approximation are included.
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The parametrization of the lowest-order cross section in terms of vector and axial-vector
coupling constants ve,, @, is quite general and applies to any model where a vector boson
with v and a couplings is exchanged together with the photon. In the standard model. the
couplings of the fermions to the hosons are given by the electric charge (in units of €) for the
photon exchange and. for the Z-boson exchange, by (f = e, ¢)

ay = 13].
I —2Q; sin? 0y (7)

vy

where Q; and { denote the charge and the third component of the weak isospin of the fermion
f. In the standard model with an arbitrary Higgs sector, the mixing angle is related to the
vector boson masses by
2

"?
pomy
In the following we restrict ourselves to the minimal model with po = 1 at the tree level and
use as abbreviation

sin 0y = 1 —

(8)

2

2 By

Sy = 1 — ?‘ (9)
z

In a similar way one can write for the charged current differential cross section
£oCC
dz dQ?

TI’O2

_ 1
() =0~y iy |

utc+(l-y)d+3)| . (10)
with P denoting the degree of left-handed longitudinal polarization (P = —1 for left-handed
electrons, P =1 for right-handed electrons). For positron scattering one has to replace u+c¢ —
i+cand d+ 35— d + s and adjust the sign of P.

2.2 Higher-Order Corrections

A study of the sensitivity to electroweak parameters must be based on cross section formulae
which incorporate their dependence on my, m,. etc. as precisely as possible. It is, however,
not necessary to include all kinds of corrections if these do not affect the electroweak parameter
dependence. This is the case for the purely photonic (QED) corrections and for some parts of
QCD corrections.

QED corrections are large and unavoidable, in particular for NC scattering at small 2 and
large y. They constitute a well-understood (thus ‘uninteresting’) part of physics which has to be
separated from genuine electroweak effects. Careful comparisons of different calculations during
the HERA workshop in 1991 have shown good agreement at the permille level between results
for the first order corrections obtained by various authors [7]. Also corrections of higher than
one-loap order are known in the leading logarithmic approximation so that we can be confident
that QED corrections can be taken into account in the analysis of experimental data at a level
of precision that does not introduce severe uncertainties. Moreover. explicit calculations show
that QED corrections do not change the sensitivity on electroweak parameters. An example
is shown in Fig. | where the my dependence of the ratio Ry of CC to NC cross sections for
positron scattering at a fixed value of the momentum transfer @Q* is compared for calculations
without and including QED corrections. The corrections are large, of the order of 10%, in
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Figure 1: The ratio R, of CC to NC cross sections do /dQ* for positron scattering at fired
Q?* = 25000 GeV? with (full lines) and without (dashed lines) QED corrections. The curves
with diamonds are for my = 100 GeV, those with crosses for my = 800 GeV. m, has been
fized by the G, constraint.

particular much larger than the variation of the results with myu or my. However, it is obvious
that QED corrections do not affect the dependence on these standard model parameters, but
simply shift the theoretical predictions.

Since we are dealing with small effects, as we will see below, it will be indispensable to take
also QCD corrections into account in the analysis of HERA data. QCD corrections needed for
precise predictions of DIS cross sections can be classified according to three sources: i) there
are universal corrections modifying the relations among standard model parameters, entering
via the corrections to the p-decay constant (i, (see Ar in the formulae below). We included
the dominating two-loop contributions of order O(aay) [9] corresponding to shifts of myy in
the order of 60 MeV. Contributions of order O(ca?) are known [8]. but not included in our
calculations. i) Additional corrections of O(aa,) modify the z and Q? dependence of the
electroweak form factors. These contributions are only partly known and probably small. iii)
Finally, corrections due to real and virtual emission of gluons from quarks in the hard lepton-
quark scattering subprocesses modify the way the structure functions are expressed in terms of
parton densities. In the DIS scheme. these corrections of order O(a,) enter via I and affect
Fy in NC scattering and the CC cross section. They are known in next-to-leading order for
all structure functions [10] and up to next-to-next-to-leading order for the photon-exchange
contribution in NC scattering [11].

The calculations of electroweak higher order corrections to deep inelastic scattering at HERA
have been reviewed in [7] (see also references therein), They are performed in the on-shell
scheme, where my and mz are treated symmetrically as basic parameters together with m;,
and my (besides the fine structure constant a and other fermion masses). Amplitudes are
functions of these basic parameters. The electroweak corrections are collected in form factors
that change the amplitudes in a simple form: the dressed photon-exchange amplitude can be

144




written in the following way:

€ 1
M,=——— — (7, @ B 11
l—H}(Q2) Q2 Q 7uc Q!7 ( )

} is the fermionic part of the photon vacuum polarization. Writing it in the denominator
resums the leading logarithmic corrections according to the renormalization group equation and
the first factor in Eq. (11) constitutes the running fine structure constant. Bosonic contributions
to the vacuum polarization have to be combined with vertex and box corrections and added
separately.

The weak one-loop corrections to the Z-exchange amplitude Mz for eq — eg can be ex-
pressed in terms of four weak form factors (p.g, Ke. Kq, and Keg) in the following way. making
use of dressed vector couplings [12, 13]:

i ! ra pals.Q%) o
2 9 19 2 . Y 5
MZ(S'IQ ) ~ Qz + mgz [453‘;()‘# 1= Ar [[31371175 & YuTs + Lels Yu & Va5
+I59,775 @ 7" + Ve @ 7“]. (12)
o = 1 [1-4Q/lsk x/(3.QY)]. f=reuq, (13)
l_'ﬂl = [;l"q = i'elg =" [ilg [1 = 16|Q¢Qq|3€l‘ '{fq(é-Qz)] . (11)

with & = zs and s% from Eq. (9). The normalization factor in square brackets can be related to
the u-decay constant (taking into account the radiative corrections to the p-decay, (1—Ar)™"),
[--] = (Gum%/2V2) * peg, showing that p, denotes the ratio of the NC and CC coupling
strengths in eq scattering. In the Born approximation, p =~ = L, Ar =0 and v, = t.v,. The
above parametrization has the form of a Born-like expression except that at the Born level there
is no parallel for the coupling #.,. The axial-vector couplings can be kept in their form a; = T4
by absorbing corresponding vertex corrections into the normalization factor pe, = pegl3, Q%)
which receives also contributions from self energies. The form factors x; and ., combined
with s}, give rise to effective mixing angles which depend through the x's on the fermion
species and on the kinematic variables. The form factors can be separated into a universal part
independent of the fermion species and a non-universal remainder term. The universal parts
contain the dependence on the masses of the top quark and the Higgs boson. The dominating
contribution to them is proportional to m} and with

Agpem e O (15)
. 167 s¥y chy m% '
one has to one-loop precision
peg =1+ 8p+ A9, (16)
2
Ky =1+ Ap+ AKY™, (7

2
ll

Additional details. in particular concerning the inclusion of higher than one-loop order terms
which are taken into account in our application. are described in [14].
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The W-exchange amplitude including higher-order contributions can be written in the fol-
lowing way:

w 8. 2

.Mt‘f(é.Qz):%%m%[] -] ®7* [1 =] (18)
Differently from the neutral current, only a single form factor p}! for each parton scattering
process is required to accommodate the higher-order contributions. Rewriting the normalization
of the W-exchange amplitude with the help of the u-decay constant using Ta/8sH (1 — Ar) =
G,m? /4v/2 shows explicitly that the measurement of the CC cross section at low @ is, in
fact, a measurement of G,. In this form, weak loop corrections are very small since p:: deviates
from 1 typically by a few permille with very little dependence on m; and my.

The above formulae are implemented in the FORTRAN code eprc93.f [14] which has been
used for all our numerical evaluations. We stress that the formulae given here are sufficient to
study the sensitivity on electroweak parameters, but not for the determination of their central
values from real data since QED corrections are not, and QCD corrections only partly, included.
These corrections will have a non-negligible effect on the predicted values of observables. Con-
sequently, using measurements of these observables for a determination of my, for example,
these corrections will also have a non-negligible effect on the central value of my:. In this work,
however, we are interested in a determination of the sensitivity of such a measurement expressed
in terms of the precision Amy of the measurement. Since it is completely sufficient to know
the sensitivity Amy with a relative precision of O(10%), higher than one-loop corrections are
not relevant here.

3 Precision Measurements at HERA

3.1 Analysis Strategy

We consider the well measured a and my as fixed parameters of the theory (1/a = 137.036-- -
and mz = 91.1884 GeV). The Higgs boson enters via loops, so that there is only a weak logarith-
mic dependence on my which allows us to treat my as an external parameter. The numerical
results presented below refer to my = 100 GeV and variations of my are discussed separately.
Hence, as discussed in the introduction, we are left with m, and my as free parameters which
are to be determined by experiment. A precision measurement of any observable constrains the
allowed region in the (my:.m;) plane and a test of the theory consists in comparing the overlap
of regions obtained from different experiments.

A possible result of a measurement is sketched in Fig. 2. The details of the correlation
depend on the standard model and the particular choice of observable, i.e. its dependence on the
particular electroweak parameter. The dependence on the parameters of the theory is smooth
so that a linearization of the theoretical dependence around the value of the measurement
is justified. The confidence levels are chosen such that for a single parameter test, i.e. a
projection onto one of the axes, the nsual 1 parameter confidence level for 1 ¢ is obtained. The
correlation between the two parameters can be exploited: using the value of a future direct
top mass determination (vertical lines in Fig. 2) from other experiments yields the smaller
tilted (shaded) ellipse in Fig. 2. Projecting this ellipse onto the my axis results in a—tightly
constrained interval for values of myy. In quantifying results of the studies we have chosen, for
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+10 at fixed
top mass

Figure 2: Schematic view of the 1o contour in the (mw,m¢) plane, resulting from a measure-
ment at HERA and its combination with a direct top-quark mass measurement (shaded ellipse)

the sake of definiteness, to indicate the vertical extent of dmyy of the ellipse as the uncertainty
of the W mass measurement. This corresponds to a scenario in which the top mass has been
measured precisely elsewhere. In the end we shall indicate the extra uncertainty for a more
realistic measurement of m, for which we assume an uncertainty of 5 GeV!,

The Higgs mass enters via one-loop contributions to the gauge boson self energies and
modifies the interpretation of the measurement. Performing an analysis with different values
for my leads to different contours (Fig. 3) which are shifted and have very similar slope.

3.2 Observables

We fix the beam energies at their nominal values E; = 27.5GeV, E, = 820GeV. All cross
sections are evaluated with a cut on the transverse momentum of the scattered lepton (or
missing transverse momentum)of py > 15GeV. For scattering with polarized leptons we assume
a degree of longitudinal polarization of |P| = 0.7. In order to exploit the information contained
in the shape of the Q? distribution, we take the cross sections to be measured in 5 bins of Q?,
equidistant in log Q?, with lower bin limits (225.6, 747.2, 2475, 8199. 27160) GeV?, the last bin
extending up to the kinematical limit Q2. ~ s. The SM predictions, depending on my and
my, are obtained by integrating over the Q? intervals:

Q% ias &?
e =a,—(mw.m,)=/‘;z dQ’/drﬁ. (19)

!Presently, the precision for m, is already as small as 7GeV [15].
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Figure 3: The qualitative dependence of the 1o confidence contour in the (mw,m,) plane from
a measurement at HERA for two different values of the Higgs mass.

The event numbers expected for an integrated luminosity of £ = 1000pb™" and P = —0.7 are
shown in Fig. 4.

Future experiments measure cross sections o{*” with errors Aof™ for each Q? interval. To
quantify the comparison of experimental data and theoretical predictions, we define a x?:

2
(oi(mw.my) — o{*F)
X} = \z(mw.mr)=2 - =

20)
. (Agf)? (

Lacking experimental data for the time being, we assume that the central value of the mea-
surement coincides with the SM prediction for a set of reference values of the SM parameters.
We choose

o7 = gi(mw = 80.2GeV,m, = 170 GeV) (21)
thus fixing the posit.on of confidence regions in the (my,m,) plane. Note again, that due to the
weak dependence on the parameters the particular choice of reference values has a negligible
influence on the following studies of sensitivity.

The precision of the measurement trivially improves with the statistical accuracy of the

data,
Aot = /oL, (22)

The systematic errors, Ag;**, encompass the uncertainties of the measurement (identification,
efficiency, reconstruction of kinematics etc.) as well as uncertainties in the determination of the
luminosity and the beam polarization. Hence, the Ac?** will be correlated between different
bins of @ such as in the case of the luminosity and polarization measurement. Nevertheless,
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Figure 4: Ezpected event numbers in the chosen Q? intervals for neutral (NC) and charged (CC)
current e~p cross sections at HERA for an integrated luminosity of 1000 pb=' and longitudinal
polarization P = —0.7.
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when quoting the dependence on the systematic error, we will assume a correlation coefficient
¢ = 0 in most cases. However, we will also present a study on the transition from a result that is
dominated by point-to-point errors ¢ = 0 to a result that is dominated by overall normalization
c=1.

A precision of order 1% has been achieved in present measurements of luminosity already
and at high luminosity independent methods of measurements can be used for cross check.
For the polarization measurement an accuracy of 2% or better [2] is conceivable. (Note, that
typically the polarization enters through a factor (1+|P|) so that a precision of 2% is adequate).

The largest experimental uncertainty arises from the incomplete knowledge of the absolute
value of the calorimeter energy scale. The susceptibility to this uncertainty depends on the Q?
variation of the cross section. Simplified, the photon propagator dominated NC cross section
will be mostly affected in shape due to migration while the CC section will be predominantly
affected in absolute normalization due to the lower Q* cut off. Typical experimental accuracies
range around | — 2% for the reconstruction of the electron energy [16]. The hadronic energy
measurement is presently considerably less certain [17]. However, the large statistics available
from a high luminosity HERA will allow to impose considerable constraints on the reconstruc-
tion of the final state s that together with a good electron measurement a better precision at
the level of per cent will be achieved. It will be important to cross check the CC channel with
the more constrained data of the NC analysis.

Instead of fixing Ag¥" at some ad-hoc value, we will consider the dependence of the re-
sults on the relative systematic uncertainty ¢ = Ag*¥*/o**? ranging from 0 to 5%. Since the
theoretical uncertainties due to an imperfect knowledge of parton distribution functions can
be absorbed in the Ac;*’, the larger value of 5% would become relevant if experimental mea-
surements did not advance the precision beyond the present level, which is not expected. We
consider the full range of variation.

The condition y?(my, m;) = 1 defines a 1o-confidence region in the (my,m;) plane. Since
we are dealing with small variations of my and m,. we assume that the parameter dependence
can be linearly approximated. This simplifies the determination of confidence regions consider-
ably. Our approach will become unreliable if these regions turn out to be large, corresponding
to uncertainties for my of more than about 1 GeV.

3.3 Results

The results of the sensitivity studies are summarized in table 1. For two values of luminosity
the sensitivity is shown for the different processes as a function of the systematic uncertainty
¢. In the following discussion we compare the various options and will quote a value for the
precision of the W mass measurement for a fixed value of the top mass as described above.

3.3.1 Charged vs. Neutral Current

Fig. 5 shows that a measurement of the charged current cross section for unpolarized electrons
is superior to that of neutral current scattering. dm is of the order of 100 MeV and is
only doubled when the relative systematic uncertainty is increased to 5%. The neutral current
measurement is worse by a factor of & 3 and much more sensitive to systematic errors. Whereas
for charged current scattering there is little improvement in precision for my, when increasing
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Electroweak Sensitivity for my
Charged Current Neutral Current
ep etp ep etp
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250 1000 [ 250 1000 | 250 1000 | 250 1000
€ [%] dmy [MeV] for [P| =0
0| 68 34101 511223 112 | 363 181
1| 80 53111 68 | 347 237 | 699 526
21105 84 (136 101 | 475 364 | 1051 853
50202 184 | 237 209 | 855 717 | 2032 1863
€ [%] dmw [MeV] for |[P|=T70%
0| 52 26| T 39 | 113 57| 173 86
1| 66 47| 90 59 [ 187 131 | 348 265
21 95 80118 94 [ 263 207 | 530 437
5194 179|223 203 | 488 414 | 1048 973

MeV

500 -

amw

——-  250pb-!
—— 1000 pb-!

7~
-~
-~

Table 1: The uncertainty §myw in MeV for a given beam configuration and process as a fune-
tion of the relative systematic uncertainty e for fired top mass. The sign of the longitudinal
polarization is assumed to be chosen such that the cross sections are enhanced, i.e. P = 0.7 for
et and P = —0.7 for e~ beams.

the luminosity from 250 pb™" to 1000 pb~!, there is an appreciable improvement for neutral
current scattering.

3.3.2 Polarized vs. Unpolarized Lepton Beams

This trend persists for positron scattering and for polarized beams, as seen in Fig. 6 which
shows the results for polarized electron scattering of degree of polarization P = —0.7. The gain
in precision for myy in this case is due to the increase of statistics (note that the charged current
scattering cross section is proportional to (1— P)). For a large systematic uncertainty, the gain
in statistics is, of course, lost. This is in contrast to the case of neutral current scattering where
polarization leads to a substantial increase of sensitivity even in the presence of large systematic
uncertainties. This difference between NC and CC scattering is a consequence of the fact that
for charged current scattering it is essentially the normalization of the cross section which
determines my: whereas in the neutral current case the shape of the Q? dependence contains
the sensitivity. The influence of the weak interference terms can be enhanced by proper choice
of polarization. Coarsely speaking, beams of —70% polarization are equivalent to a factor 4
larger integrated luminosity of unpolarized beams. Thus polarization is needed to render the
NC data useful at all for precision measurements.

3.3.3 Electron vs. Positron Beams

Fig. 7 shows a comparison of the potential of unpolarized charged current electron and positron
scattering. Positron scattering always yields a lower sensitivity than electron scattering simply
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Figure 5: Precision for mw from measurements of the HERA NC and CC cross sections for
unpolarized electrons at fized top mass as a function of the relative systematic uncertainty e.
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Figure 6: Same as Fig. 5 for scattering with longitudinally polarized electrons of degree P =
-0.7.
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Figure 7: Comparison of the precision for my from unpolarized electron and positron charged
current scattering at HERA at fized top mass.

because of the smaller cross section. The same comparison for polarized neutral current scat-
tering is made in Fig. 8. Again electron scattering is preferred since both the absolute values
of §mw as well as the sensitivity to systematic errors is more favourable in this case than for
positron scattering.

3.3.4 Overall vs. Point-to-Point Error

Fig. 9 addresses the importance of the Q* dependence for an experimental determination of
mw. The sensitivity is depicted as a function of the correlation coefficient® ¢ for the system-
atic error in the five chosen Q? bins (for the case of definiteness we have assumed a global
value of the correlation coefficient ¢). A correlation coefficient of 0 describes a situation where
the normalization of the cross section measurement has no systematic uncertainty, whereas a
coefficient of 1 applies to an experiment where only normalization is affected by systematics.
In turn, a coefficient of 0 ascribes the complete systematic error to relative uncertainties in
different Q? bins and the value 1 for the correlation coefficient assumes no relative bin-to-hin
uncertainties apart from statistical ones. The gently rising curve for the charged current mea-
surement demonstrates that the normalization of the cross section measurement contains the
information about the value of myw. In this case, bin-to-bin uncertainties do not strongly in-
crease the uncertainty dmyy provided the normalization can be well measured. In contrast to
this, for neutral current scattering, uncertainties on the relative normalization result in a large

If G = €(0§P, 0P .. .0EF) describes the systematic uncertainties in the five @ intervals the 5 x 5 variance
matrix is calculated as V = ((1 —¢)I+¢1)&7. Here I and 1 refer to the unit matrix and the matrix containing
ones in all positions respectively. The diagonal variance matrix of the statistical error has to be added.

153

1000 4 ——- 250pb-! ,

Mev [ —— 1000 pb1
I IPI=0.7

i 7
L

rel. syst. error ¢

Figure 8: Same as Fig. 7 for neutral current scattering of polarized electrons (P = —0.7) or
positrons (P = 0.7).

uncertainty for my and a good knowledge of the relative bin-to-bin normalization is essential
for neutral current scattering to contribute significantly to an my determination. In the limit of
vanishing point-to-point errors the NC' measurement would compete or even be superior to the
CC current measurement. The different dependence can thus be exploited in the interpretation
of the experimental data in a favourable way.

3.3.5 The High Sensitivity Measurement at HERA

Finally, Fig. 10 indicates the result for a scenario with 1000 pb~' of data from polarized
neutral and charged current electron scattering. The corresponding lo-contour is represented
by the shaded ellipse. Projecting it onto the axes results in precisions of dm; = 450 GeV and
Smw = +£300 MeV. These values are more than a factor of 2 better than what can be obtained
from charged current scattering alone with the smaller luminosity of 250 pb~' (see the large
ellipse in the figure). Combining the neutral and charged current data from HERA with a
realistic top mass uncertainty (assuming a value of £5GeV) results in the small full ellipse
in Fig. 10. The resulting precision on my is dmy = £55MeV. This scenario assumes a 1%
relative systematic uncertainty, a serious experimental challenge. The accuracy decreases to
dmw = £81 MeV for a systematic error of 2%. With a very precise measurement of m; the
corresponding values are 45 and 75MeV respectively. The figure also shows the relation between
mw and m, following from the G, constraint. The upper full line refers to a Higgs mass of
mpy = 100 GeV, the lower dashed one to my = 800 GeV. Note that the confidence contours for
the HERA measurements have to be associated with a fixed Higgs mass of 100 GeV. They have
to be shifted downwards much the same as the lines describing the G, constraint for a Higgs
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Figure 9: Precision for my from neutral and charged current scattering of polarized electrons
(P = —0.7) at fized top mass as a function of the correlation coefficient ¢ for the systematic
error (see tert). The overall systematic uncertainty for this example is assumed to be 2%.
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mass of my = 800 GeV. It is obvious from this figure that with such precision one would be able
to constrain the allowed range of Higgs masses in conjunction with independent measurements
of both m; and mw.

3.4 Uncertainties from parton distributions

The DIS cross sections depend not only on electroweak parameters but also on QCD input given
by parton densities and the strong coupling constant a,(Agep). A final analysis will have to
determine all parameters simultaneously in a global fit to all DIS cross sections measured at
HERA. The study of such a global fit is beyond the scope of the present work. The preceding
discussions assumed that parton densities are a well-known independent input. Ignoring the
possibility that electroweak parameters and QCD input might be correlated, we now address
uncertainties of parton densities as an additional source of uncertainty for the precision of an
mw measurement. We have seen that the normalization of the CC cross section provides an
important constraint to the measurement of my . Therefore we expect that uncertainties of the
overall normalization of parton densities will have the largest impact on the precision of mw.

Since no parton distribution functions exist which parametrize their errors, we are bound to
study variations of the predictions for DIS cross sections obtained when using parametrizations
given by different authors. A comparison of recent parton densities of GRV (94HO) [18],
CTEQ (3D and 3M) [19] and MRS(H,A) [20] gives a variation in the CC cross section for
left-handed electrons of up to 5pb. This can be interpreted as a contribution to the systematic
uncertainty of about 5%. Considering most recent parton densities which include 1994 HERA
data (CTEQ3M and MRS(A")) vields already now only 2% additional systematic uncertainty.
It seems reasonable to expect that the uncertainties in our knowledge of the parton densities
will further diminish with more data being available and that, consequently, the imperfect
knowledge of parton densities will eventually not be the limiting source of uncertainties for the
measurement of electroweak parameters.

An additional uncertainty is due to the error on ay, viz. Agcp. Since the extraction of parton
densities from experimental data is usually performed for a fixed value of a,, uncertainties on
the latter induce uncertainties on the former. The effect on DIS cross sections can be studied
using the parametrizations of MRS [21] which are given for a number of different values of
Agep. Again concentrating on CC scattering, we observe an increase of the cross section by
0.7 pb (i.e., less than 1 %) when increasing a, by 0.005. In addition, uncertainties on a; would
affect QCD corrections which modify the relation of structure functions to parton distributions.
This direct effect is expected to be much smaller since QCD corrections themselves are small so
that uncertainties o1 a, will not contribute much to the uncertainties of electroweak precision
measurements.

4 Conclusions

Precise HERA measurements of the differential NC and CC cross sections complete the picture
of successful tests of the Standard Model in the region of large space-like momentum transfers.
This study has shown that, given sufficient luminosity, a test of the model to a level of accuracy
hitherto only achieved at LEP 1 can be reached at HERA. Consistent values of my and mq
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Figure 10: lo-confidence contours in the (mw,m,) plane from polarized electron scattering
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(shaded ellipse), and the combination of the latter HERA measurements with a direct top mass
measurement with precision am, = 5 GeV (full ellipse). The myw-m, relation following from
the G, constraint is also shown for two values of my.
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have to be obtained between the HERA measurements, the GG, constraint and the direct mass
measurements from colliders.

A luminosity of 250 pb™" can be safely exploited at HERA for a given electroweak process.
Admittedly, the uncertainty arising from the energy scale of the hadronic calorimeter imposes
the largest experimental challenge. On the other hand sufficient NC data will be available to
constrain the final state and hence the scale of the calorimeter energy. One can speculate that
this uncertainty becomes dominating only well above the 250 pb™! limit.

The most stringent tests can be performed with electrons rather than positrons. Both CC
and NC cross sections are largest and the electroweak effects are enhanced for the latter. A
scenario with nonzero longitudinal polarization will improve the sensitivity. In fact, NC data
start to be useful once polarization is available which allows to enhance the vZ interference
terms. Roughly speaking, a polarization of 70 % in the NC measurement is worth a factor 4 in
luminosity.

In an optimistic scenario a value for my with an accuracy of 55 MeV can be extracted from
each of the HERA experiments; this compares well with the projected precision from LEP 2
for all 4 LEP experiments combined.
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Abstract: We assess the influence of those radiative corrections which are not
presently included in the theoretical calculations underlying this study group report,
and estimate the theoretical uncertainties from unknown higher orders.

The discussion of Ref. [1] focuses attention on the experimental uncertainties in the values of
myy and other electroweak observables extracted from the measurements of the cross sections
of charged-current (CC) and neutral-current (NC) deep inelastic scattering (DIS) at HERA
through the comparison with theoretical predictions. For the sake of estimating experimental
sensitivities, it should be sufficient to compute the theoretical predictions with electroweak one-
loop precision and to disregard the available QCD and higher-order electroweak corrections (see
Section 2.2 of Ref. [1]). However, since, under favourable conditions, future measurements at
HERA are aiming at experimental errors on my of order dmy = +60 MeV [1], which is
considerably smaller than the shift due to the inclusion of the electroweak one-loop corrections,
it is important to study by how much the extracted value of my is affected by the known
QCD and higher-order electroweak corrections, and to estimate the residual uncertainty from
theoretical sources.

In the case of the electroweak corrections, we may simplify this problem by studying the
value of mw predicted from the measured muon lifetime via Ar [2], i.e. the so-called G,
constraint, since the dominant higher-order corrections coincide with those to the CC DIS
cross section (see Fig. 9 of Ref. [1]), which is most important for the my determination at
HERA (see Figs. 4 and 5 of Ref. [1]). The values of my derived through Ar to O(a) in the
electroweak on-shell scheme and the shifts due to the O(aay) [3], O(aa?) [4]. O(GEm}) [5] and
O(G%mi,m?) [6] corrections are listed in Table 1 for m, = (17549) GeV and selected values of
mpy [7]. We see that all higher-order corrections act in the same direction and typically reduce
mw by 100 MeV, to be contrasted with the envisaged experimental error dmy = +60 MeV
[1]. It will therefore be crucial to implement these corrections in the theoretical predictions of
Ref. [1] before one attempts to confront the latter with precision data on DIS to be collected
with HERA or possible upgrades. In general, these corrections will shift, tilt and distort the
ellipses shown in Figs. 1, 2 and 9 of Ref. [1].

The residual theoretical uncertainty in my is either due to experimental errors in the input
parameters or to the corrections beyond present knowledge. From Table 1, we read off the errors
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Table 1: mw predicted for various values of m; and my via Ar to one loop and shifts due to
higher-order corrections. All masses are given in GeV.

mey | my my dmy
O(e) | O(aq,) | O(ac?) | O(GEm}) | O(GEmiym})
166 | 100 | 80.420 | —0.058 | —0.011 —0.009 —0.011
300 | 80.349 | —0.058 | —0.011 —0.015 —0.009
800 | 80.273 | —0.058 | —0.011 -0.017 —0.006
175 | 100 | 80.485 | —0.063 | —0.012 | —0.011 —0.013
300 | 80.414 | —0.063 | —0.012 —0.017 —0.011
800 | 80.338 | —0.063 | —0.012 —-0.021 —0.007
184 | 100 | 80.553 | —0.068 | —0.013 —0.012 —0.015
300 | 80.482 | —0.068 | —0.013 —0.021 —0.013
800 | 80.406 | —0.068 | —0.013 —-0.026 —0.008

dmy = f:: MeV and +76 MeV due to the variations dm, = £9GeV and dmy = jg% GeV
around the central values m; = 175 GeV and mg = 300 GeV, respectively. Furthermore, the
errors in a,(Mz) = 0.117 £ 0.006 and the hadronic contribution Aa,q = 0.0280 +0.007 (8] to
the running fine-structure constant lead to my = +4 MeV and £13 MeV, respectively. The
higher-order uncertainty may be estimated to be less than dmw = £10 MeV by considering

the renormalization scheme and scale dependences of the presently known corrections [7, 9].

The next-to-leading order QCD corrections to NC and CC DIS are well under control [10].
and in the case of the photon-exchange contribution to NC DIS even the next-to-next-to-
leading-order QCD corrections are available [11]. As may be gleaned from Ref. [L1], in the
kinematic regime of interest here, the residual QCD uncertainty is likely to be smaller than the
one from the parton distribution functions.

In conclusion, the extraction of electroweak parameters from future precision measurements
of DIS at HERA will essentially be meaningless unless the presently known QCD and higher-
order electroweak corrections will be included in the theoretical calculations. On the other
hand, the residual uncertainty due to unknown higher-order corrections is estimated to be
small against the envisaged [1] experimental accuracy.
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1 Introduction

The Standard Model of electroweak interactions (SM) has been experimentally verified in an ex-
tensive series of experiments over the last 25 years. Deep Inelastic Scattering (DIS) experiments
with electron, muon and neutrino beams [1] have contributed to this success with measurements
of the fundamental constants of the SM for space-like momentum transfer squared, Q?, in the
range 0 < Q* < 250 GeV?. The HERA experiments have already been able to extend the sen-
sitivity of measurements of electroweak parameters in electron proton DIS to Q? ~ 8000 GeV?
(2, 3, 4]. The high precision measurements of SM parameters made by the LEP and SLC col-
laborations have verified the SM at a time-like Q? of M2, ~ 8100 GeV2. The mass of the top
quark was predicted by combining the measurements of the Z° decay parameters with the mass
of the W boson measured in pp annihilation at the Fermilab Tevatron [5]. The recent discovery
of the top quark [6] at the predicted mass is a remarkable success for the SM.
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The axial, ay, and vector, vy, couplings of the fermions to the Z° are defined by
ay =1 and vy = I{ — 2¢;sin? Oy (1)
where Ig,f is the third component of isospin for the fermion of flavour f and electric charge e;.

O is the weak mixing angle which is defined by the ratio of the charged and neutral weak gauge
boson masses, cosfy = Mw /Mzo. The LEP and SLC measurements of the partial width for

Abstract: We present methods to determine the Neutral Current (NC) axial and
vector couplings of the quarks at HERA. Without beam polarisation, limits on
deviations from the Standard Model (SM) value of the axial coupling of the up-
type quark to the Z° may be obtained using ratios of NC cross sections to Charged
Current (CC) cross sections. Assuming an electron (positron) beam polarisation
of 70%, ratios of polarised NC and CC cross sections may be used to set limits on
deviations of the up-type quark vector coupling from the SM value. We show that
with an integrated luminosity of 1000 pb~!, divided equally between the left- and
right-handed electron and positron beams, fractional errors on Uy, @y, Vg and ay of
13%, 6%, 17% and 17% may be obtained from a full fit, while if the d (u) quark
couplings are held fixed while the u (d) quark couplings are allowed to vary then
the errors on v, (v4) and a, (a4) are 4% (6%) and 4% (10%) respectively.
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Z° decay to c¢ and bb may be combined with forward-backward and polarisation asymmetries
to yield measurements of the b and ¢ quark couplings [7]. The results are shown in figure 1. The
ratio of neutral current (NC) to charged current (CC) cross sections, R,, for neutrino DIS may
be used to extract the couplings of the up-type and d-type quarks. The results of an analysis of
a compilation of measurements of R, [8] are also shown in figure 1 together with the couplings
determined from a measurement of R, made by the CCFR collaboration [9]. Note that in the
case of the CCFR results the couplings of the u (d) quarks are obtained with the d (u) quark
couplings fixed at their SM values. It is interesting to note that the b quark couplings obtained
by combining the published LEP and SLC results are 3.7 standard deviations from the SM
value (5, 7). Recently new measurements of the partial width for Z° decay to bb have been
reported. These measurements indicate that the coupling of the b quark to the Z° is shifted
closer to the SM expectation [10].

The two HERA collider experiments, ZEUS and H1, have collected data corresponding to
~ 10 pb~" per experiment over the period 1992-1995. An upgrade to the HERA machine is
now proposed which will provide each of the HERA experiments with an integrated luminosity
of up to 1000 pb~! over its remaining period of operation. The availability of a longitudinally
polarised lepton beam greatly enhances the HERA potential to make precise studies of elec-
troweak physics. At the experimental interaction points in HERA spin rotators will be installed
which can turn the naturally transversely polarised lepton beam into a longitudinally polarised
beam. Currently polarisation values of 60 % have been routinely achieved and it is expected
that 70% longitudinal polarisation for future running should be attainable [11]. The purpose
of this article is to determine the precision with which the HERA experiments will be able to
measure the NC couplings of the light quarks to the Z°.

In the following section we show how measurements of the inclusive DIS cross sections at
HERA are sensitive to the couplings and how experimental observables may be used to pro-
vide limits on, or measurements of, their values. Radiative corrections are also discussed. In
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Figure 1: Summary of measurements of u-type (a) and d-type (b) quark couplings to the 29,
The dash-dotted ellipse shows the one standard deviation (1) contour obtained in a fit of the
four chiral couplings of the u and d quarks to a compilation of neutrino DIS data. The solid,
dotted and dashed ellipses show the 1, 2 and 3 o limits of the combined LEP/SLC results for
the ¢ and b quark couplings as reported before the 1996 summer conferences [7]. The shaded
band shows the result obtained by the CCFR collaboration from the ratio of NC and CC cross
sections projected onto the quark coupling plane. In the case of the CCFR result the couplings
of the u (d) quarks are obtained with the d (u) quark couplings fired at their SM values. From
equation I the Born level SM values of ay, vu, a4, vq are 0.5, 0.19, -0.5 and -0.35 respectively.
For the LEP/SLC results radiative corrections (see section 2.3) modify the SM predictions to
the values indicated by the circle. Different radiative corrections for neutrino data give the SM
prediction shown as a square.
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section 3 we give a brief overview of the experimental issues involved in such a measurement
and discuss event reconstruction, simulation and binning and we touch upon the various ex-
perimental sources of systematic error which will be important when analysing forthcoming
data. Systematic errors arising from uncertainties in our current knowledge of parton density
functions are discussed in section 4. Using samples of fully reconstructed Monte Carlo data, two
complementary analyses, presented in section 5 and section 6, provide quantitative estimates of
the potential to measure both the axial and the vector couplings of the light quarks at HERA.
The results are compared to existing measurements from other experiments.

2 Formalism

2.1 Kinematics

Lowest order Feynman diagrams for lepton nucleon DIS are shown in figure 2. The neutral
current process, which is mediated by the exchange of a photon or Z°, is shown in figure 2a and
the charged current process, where the exchanged boson is a W¥, is shown in figure 2b. The
scattering may be desc..bed in terms of the Lorentz invariant quantities Q%, z and y. —Q? is the
square of the momentum transferred to the hadronic system. In the frame where the incoming
proton has infinite momentum, ¢ is the fraction of the proton’s momentum carried by the
struck quark. The quantity y is related to the scattering angle #* in the lepton-quark centre
of mass system by y = sin®(0/2). At a given lepton-proton centre of mass energy, /s, the
combination of any two of the three variables, @?, z and y fully describes the inclusive DIS
process.

e*(k) e*(k") e*(k) D (x)
7,2° (@ = —¢?) W (Q* = —¢?)
P(P) } X(P") :
(a) (b)

Figure 2: Kinematics of deep inelastic scattering. a) Neutral Current DIS. b) Charged Current
DIS. The four momenta are indicated in parentheses.

2.2 Cross Section Formulze

The neutral current cross section for polarised leptons scattering ofl unpolarised protons may
be written

d*o* 2ra® [y X
dzdQ?| . - Q4 [Ho +'PHp] d (2)
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where P denotes the lepton beam polarisation and is defined by

Ngr— Ng

Nr+ N ’ @)
Np and Ni, are the number of right-handed and left-handed leptons in the beam respectively.
HE contains the unpolarised structure functions. The extraction of the NC couplings of the

quarks requires the measurement of DIS cross sections at high Q2. For large Q? the longitudinal
structure function, Fy, may be neglected so that HF may be written:

HE=Y,FSFY.2F?, (4)

P=

where the factors Yy = (l +(1- y)z) give the angular dependence of the cross section in the
lepton-quark centre of mass system and Fy and FY are the usual DIS structure functions
given by:

FF=3xlq+94] ; zF=32(¢4-9 B, (5)
9 9
where g = g(z,Q?) are the parton distribution functions (PDFs) and Ag and Bg are given by

Ag = e.: — 2600 X7 + (v: + a:) (vf + af) \é ; Bg = —2e,aa.X7 + 4vqaqua,\zz. (6)

In the following we shall be considering deviations from the SM in which the vector and axial
couplings of quarks are replaced by

v, = vfM +ov, ; ag= uf‘" + da,. (7)

Deviations of the electron couplings will not be considered here. At lowest order, the SM vector,
vyM, and axial, a$™, couplings of the quarks to the Z° are given by equation 1. The variable

] 2 2
\zz[\/quWzo]( Q ) ()

dra MZ, + Q?

is proportional to the ratio of the Z° and photon propagators. The numerical factor in square
brackets is required to complete the SM neutral current couplings when t"’" and as’" are
defined as in equation 1. This choice of normalization factor i |s suited to a scheme where input
parameters (the mass of the W boson, Myy, and thus also sin® 6y and the NC couplings) are
fixed using the constraint obtained from the experimental determination of the muon decay
constant, (7, [12] since it reduces the numerical size of electroweak one-loop corrections. Terms
which are linear in y arise from 7/Z° interference while those which are quadratic in y, are
due to Z? exchange.

The effect of a finite lepton beam polarisation on the cross section given in equation 2 is
contained in the functions H7 which, for high Q?, where the longitudinal structure function
may be neglected, may be written

HE =Y, F] FY_zF}. (9)
The structure functions F] and zFJ are given by
F{=%x(q+q) A} : 2F] =Y z(q—q) B, (10)
7 7
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where A:’ and B:’ are given by
AT = 2e,v,a.x7 — 2 (03 + a:) VeleXy ; Bl =2e,0,0ex; — 20,0, (vf - af) Xz (11)

The cross section for the charged current process depicted in figure 2b with an incident
positron beam is given by

d*o* MR

dzrdQ)? CC=[1+ ]_[Qz_q_wwz] {“+C+(1—y)2(d+s+b)}. (12)
whilst for an electron beam the cross section is given by

d*o~ Al My 1 o

dzdQ?|,.. =R=Flz [Q’-I—M ] {utc+—y)(d+s+b)}. (13)

In equations 12 and 13 u, d etc. refer to the universal PDFs with an obvious notation.

2.3 Definition of Couplings and Radiative Corrections

The formula presented so far are Born level expressions and have to be improved to include
radiative corrections. Part of the radiative corrections lead to a modification of gauge boson
coupling constants. Therefore a clear understanding of them is needed before one can aim at
an interpretation of measurements in terms of NC couplings.

A first class of radiative corrections is due to contributions where the process is accom-
panied by the emission of a bremsstrahlung photon [13]. This part has to be combined with
virtual photonic corrections in order to obtain an infrared finite result. In practice, these QED
corrections are broken down into four classes of events: non-radiative (NR) events, events with
initial or final state radiation (ISR and FSR) and Compton (C) events. Radiation of a photon
from the struck quark can safely be neglected at HERA. Radiative corrections of this first class
do not change the structure of the NC cross section formula and may be written in the form

+ Ve 2

iTUQ? = % (Vi ReFS F Y RS2 F? + P Y, R F] ¥ Y_R}zF]|}. (14)
The correction factors R¥ depend on the kinematic variables z and Q* and result from the
integration of radiator functions over the phase space of the emitted bremsstrahlung photon. It
is essential that here the kinematic variables are the true ones, i.e. those which are determined
from the hadronic final state. Otherwise, QED radiative corrections would involve an integra-
tion of structure functions over the true = and Q? and this would introduce a dependence of
the correction factors on both the parton distributions and the NC couplings. Depending on
kinematic cuts, these corrections may reach the level of 10% and have to be taken into account
before a sensible analysis in terms of NC couplings can be performed.

A second class of corrections receives contributions from electroweak loop diagrams (see
(14, 15] and references therein). Apart from a small non-Born-like term, these electroweak
corrections can be absorbed into the definition of the vector and axial coupling constants of the
fermions, f. Introducing form factors py, and &y, one usually defines effective NC' couplings

M _ \/m[:{ and v‘;'" =Pl (1_{ - QKJ';EJ Si[l2 0“') s (15)
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The effective couplings depend on the kinematic variables, i.e. in DIS on z and on Q? and on
the process under consideration (indicated by the index i). In particular, there are p's and x's
for each lepton-quark subprocess. Examples for numerical results have been given in [14]. Using
the effective couplings of equation 15 in the cross section formule of the preceding subsection
would mean that the dominating electroweak radiative corrections are taken into account.

Electroweak radiative corrections to the charged current process are simpler since they do
not change the (V — A)-structure of the interaction and there is only one form factor ij for
each process which multiplies the CC amplitude. Of course, QED corrections have to be added
as well.

The aim of the present work is to study the precision of measurements of the neutral
current couplings. Anticipating that the precision will be not much better than 5%, further
simplifications are possible. First, the non-Born-like term can be neglected since its effect
can reach the level of a percent only at very large @*. Second, in the interesting kinematic
regime at HERA, the z and Q* dependence of the effective couplings introduces modifications
which are again small compared to the expected precision of vector and axial vector couplings.
Therefore, the analysis performed in this work can safely be based on the Born-level formule
of the preceding section. Eventually, however, when comparing the results for NC couplings
obtained from an analysis of true data one would have to take into account the complete
radiative corrections in order not to interpret shifts of the NC couplings induced by radiative
corrections seen in the data erroneously as a sign of new physics. In particular, the z and Q*
dependence of effective couplings will become important as soon as the level of a 2% precision
would be reached.

We also assume that the deviations dv, and da, of the couplings from their SM values do
not depend on z or Q?, although it is likely that new physics that could lead to modified NC
couplings would give rise to momentum dependent form factors, not just to constant shifts. This
approach is sufficient for performing a test of whether the measured NC couplings agree within
measurement errors with the SM predictions. A more general ansatz would be interesting
if measurements should find deviations from the SM predictions or if they would allow the
determination of the NC couplings at the level of a percent or better. Finally. it should be
kept in mind that QCD corrections will eventually have to be taken into account. In the DIS
renormalisation scheme, they will modify the CC cross section and also Fy and Fp in NC
scattering. Numerically, QCD corrections are small except at very small z (which is irrelevant
for our purposes) and for z close to 1 [16]. For our work it is important that not only corrections
of O(as), but also of O(a%) are known [17], so that additional theoretical uncertainties can be
kept to a minimum.

2.4 Sensitivity of DIS to the NC Quark Couplings

The NC DIS cross section is composed of a sum of terms in which PDFs multiply functions of the
quark couplings. A determination of the couplings, therefore, requires that the PDFs be known.
The effect of Z° exchange is to cause the cross sections, Tf 5 = d*c/drdQ*(ef gp — €7 gX). to
deviate from the one photon exchange cross section. ¥_,,,, at high Q*. As an example figure 3
shows the contribution of Z% exchange to the cross sections 7 ; as a function of Q* for z = 0.2.
At Q% = 10* GeV? the effect of Z° exchange is to split Y7 z from ¥,,, by up to a factor of 2
(see figure 3a). The object of the analyses presented in subsequent sections is to exploit these
differences between the cross sections for different lepton beam charges and polarisations to
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determine the couplings. For Q?<500 GeV? the Z° contributes <5% to the cross section so
that measurements of 37 4 can be used to determine the PDFs for Q2<500 GeVZ. The QCD
evolution equations [18] can then be used to evolve the PDFs up to high Q2. Uncertainties in
the PDFs will tend to affect all the 7 ; in the same way. Therefore differences between the
¥.7.r will be relatively insensitive to uncertainties in the PDFs. Differences between the Yf »
are proportional to particular combinations of couplings and PDFs and consequently the errors
with which these combinations are measured scale with the errors on the differences.

) ! E = .
3 25 | g i
‘\3 = 3 -1
£ o = 10F
© 2 + % E
R S
= 5k : % 107 E
S : P [ :
£ I ——T b A T 3:
B o S 0k
S 05 E oa) v o : |
~ ~L’L 1 =
0 | al 4 wil u:‘ 10-4 Lial i n sl ]
U i M T 10° 10°
0’ (GeV?) 0’ (GeV?)

Figure 3: Sensitivity to weak contributions of double differential NC cross sections as a function
of Q* at = 0.2. a) Ratio of Born level cross sections including weak terms with purely
eleciromagnetic contributions. b) Absolute values of Born level NC' cross sections.

A first indication of the sensitivity of the structure functions to the neutral current cou-
plings can be obtained by looking at the effect of simply setting one of them to zero. This is
demonstrated in figure 4. Changing v, from vS” to zero while a, is held fixed at a(W lowers
F“ by ~ 5%. With a, set to zero \\hl]e the vector couplings are held fixed at their SM values

? changes by ~ —10%. In contrast, zFY shows little sensitivity to variation of v, since the
terrn in B containing v, is multiplied by v, which is small (v, = —0.036). zFy is strongly
dependenl on ag since BY x a,. A similar pattern emerges in the case of the polarised structure
functions. FY is relatnelv insensitive to a, as the term in 47’ containing a, is multiplied by v..
FY changes by ~ 20% when v, is set to zero while a, is fwed at a"". 2 F] is proportional to
a, and strongly sensitive to v,

The sensitivity of the structure functions to the couplings is summarised in table 1. Unpo-
larised DIS is sensitive to a, mainly through zF3. Polarised DIS shows strong sensitivity to a,
through zF§ and = FJ and to v, mainly through zFP.

In the following two subsections we identify specific ratios of NC and CC cross sections
which can be utilised to perform quantitative tests of the structure of vector and axial cou-
plings. Ratios of cross sections are preferred since to some extent a cancellation of systematic
uncertainties can be expected. Moreover, by including CC cross sections which are independent
of the neutral current couplings, one introduces a means of constraining the parton distribution
functions, thus reducing the corresponding uncertainties.
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Figure 4: Sensitivity of the NC' DIS Structure Functions (Fy,zFJ, FY,xF} ) to changes in the
NC' couplings (ag.v,) of the quarks. The structure functions are evaluated at Q* = 10* GeV?
as a function of z using the MRSA parton distributions [19]. The label i is used to identify the
values of the couplings used for the structure function evaluation in each plot. The azial and
vector couplings both take their Standard Model values {aqu, vfM) when ¢ = 1 with the results
plotted as the solid lines. Wheni =2, v, =0 and a, = aqu and the results are plotted as the
dashed lines. With1 =3 a; =0 and v, = uvs'" and the results are plotted as the dotted lines.
The pure electromagnetic (em) contribution to each structure function is obtained by setting
vy =a, =0, labelled 1 = 4 and plotted as the dash-dotted lines (where non-zero). The structure
functions are shown in the subfigures labelled ay, — dy while their ratios for i = 2 — 4 with the
Standard Model values at 1 = 1, are shown in subfigures ay — dy respectively.
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Q*= 10" GeV? ve=0,a, =a3M [v; = v’M, g, =0
F(z,Q% Vg, tg)
- ~0.05 ~0.12
YT QY ! !
zF(z, Q% vy, a,)
- ~0.03 1
TR Q)
Fzr(l'- Q% Vg, Gq)
TRy !
12 Z.
- oFy (z,Q% v, ap) ~ 0.7 1
2 Ff (z,Q?)

Table 1: Summary of structure function sensitivity to neutral current couplings.

2.5 Unpolarised Beams - Extraction of Axial Couplings

The structure function zF} is proportional to the axial couplings of the quarks so that the
difference of the unpolarised electron and positron cross sections may be used to determine
the axial couplings. The charged current cross sections, which are independent of the neutral
current couplings, may be used to constrain the PDFs. The sum and difference of the charged
current cross section for electrons and positrons may be written [20]

-1
< a1 M 1 d*o~ d*ot ) .

! = - ! =aU+(1-y)*zD (16
z {‘27rz [va +Q?] } (drsz o P |y PO =ureD’ UI6)
-+ v2 2 2y ! p= P )

Ao _ &‘_ AIW ( d’a _ dQU ) = zu, — (l . y)l.l'd.,, (17)
ce 2rx | M§, + Q? dzdQ?|.. dvdQ?|..
where - ~
U = ru+ za+ xc + z¢ zD=zxd+rd+ s+ 25+ b+ 2b
) (18)
TUy, = TU — 2U + 2C— 2C rd, = vd — xd + rs — v5 + rb— zb.

Similarly one may define sums and differences of the unpolarised neutral current cross sections
as follows:

s 2]t [ dPom d*ot

? = = Hy + Hy 19)
% [:Q*] (dde2 o | dzdQ? ;\-c) o +% (

=2V, F? = 2V, [A%2U + A D)

T 2ra?]” [ dPom d*o* .

? = - =H; — Hy (20)
;ec [ zQ* ] (d.rdQ2 e drdQ? Nc) 9 ?

=2Y_zF? = 2Y_ [Blou, + Bjxd,|.,
172




where quark universality has been assumed (i.e. that A} = A2, A} = A% = A}, B] = B and
B® = BY = BY). The assumption of quark universality has been made since it is consistent
with present data. The ratio

-+ -+
R= A° / A (21)
NC cc
is given by
2y [BS + Bg-d—"]
R = _d“_ (22)
L1 = g)i==

Using equation 22 we may express the ratio R} in terms of deviations of axial couplings from
the SM values so that

d,
3RS (1 =1 —y)?u—)

le dl’ v
28a, — bag—~ + dn = a3M — — 2a5M — - + 1sM- (23)
Uy Uy 4)—\2(‘5
The terms dn and nsps are given by
d,
nsm = 6texz [GEMUEM + aSMysM _]
Uy
(24)

d
dn= —buv.xy [vf“éa., + viM u—"éa,;] .

v
where terms of second order in the deviations have been neglected.

The presence of the small electron vector coupling (v, ~ —0.036) and the factor x; (xz =
0.67 at Q2 = 10000 GeV?) in nspr and 7 ensure that these terms give only a small contribution
in equation 23. In the absence of deviations of the couplings from their SM values, the right-
hand side of equation 23 should be zero. Thus, the measurement of the ratio in equation 21
can serve to constrain the axial couplings. Since only the ratio d,/u, of valence distributions
enters, this way of utilising data to obtain NC couplings is particularly helpful when analysing
the uncertainties coming from parton distribution functions.

2.6 Polarised Beams - Extraction of Vector Couplings

The structure function FJ is sensitive to the vector couplings of the quarks and so the latter
may be extracted by taking sums and differences of polarised neutral current cross sections.

In the following the assumption is made that both electron and positron beams with right-
and left-handed polarisation are available. In addition, the assumption is made that

Pr=-PL=P,

where Pg and Py, are the degree of polarisation of the right- and left-handed beams respectively.
Under these assumptions the sum of CC cross sections may be written

= /3 S T Ol
e |2rz M{, + Q2 dzdQ*

Pr

) =(1+P) (2U + (1 - y)zD)

-
e dedQ?|.

(25)
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Note that the superscripts denote the charge of the lepton beam and are ordered such that the
first superscript refers to the left-handed beam (P, = —P) and the second to the right-handed
beam (Pr = P).

In order to derive an expression for the vector couplings we consider the following two
differences of NC cross sections

ST,. B a2 [ o P* d2o- |F® ) B

N | 2@ dxdQ? |, ~ TaQ?|,.) ~ FHr (26)
4 ma?1™t [ Lot |Pt &Lat PR

AP = == s e _ +

A [zo*] (d:doz e | dd@y,) =P &)

Ignoring terms in v,, equations 26 and 27 may be combined to give

- ++
AP 4+ A7
3 Ne NC
el —vg2eD = ———————.
T v 3 PY+11¢XZ (28)

Dividing equation 28 by equation 25 and writing the vector couplings in terms of deviations
from the SM values as in equation 7 gives

-— ++
AP + AP
200, — 5”«1?: == = { = . } —25M 4+ vfMF. (29)
Yia: X7
s

If the couplings take their SM values then the right-hand side of equation 29 should be zero.
Thus the measurement of deviations of vector couplings from polarised cross sections receives
uncertainties from parton distributions only via the ratio D/U.

3 Experimental considerations

The following section briefly describes the experimental techniques used in obtaining cross
sections at high Q*, highlighting the potential sources of systematic error.

Monte Carlo simulation

High luminosity Monte Carlo event samples for NC and CC DIS were generated using HERACLES
which includes QED and electroweak radiative corrections [21] interfaced to LEPTO [22] via
DJANGOG [23]. The MRSA set of NLO PDF parametrisations was used, which is based on
preliminary 1993 I, measurements by ZEUS and H1 as well as on recent data on W asymmetries
from CDF and on Drell-Yan cross sections (see [19] and references therein). The hadronic final
state was simulated using the colour-dipole model as implemented in ARIADNE [24] for the
QCD cascade and JETSET [25] for the hadronization. Generated events were passed through
the full ZEUS detector simulation and reconstruction chain.
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Kinematic reconstruction and event selection

For CC DIS the Jacquet-Blondel (JB) method [26] may be used to reconstruct the kinematic
variables using the measured missing transverse momentum, P, and the quantity § = £ — Pz,
where F is the total energy and pz is the total longitudinal momentum. For NC DIS several
reconstruction methods are available (see for example [27]). Unless otherwise stated the so
called ‘double angle’ (DA) or ‘electron’ (EL) reconstruction methods are used for NC events as
they have a significantly better precision and accuracy than the JB method.

Detailed descriptions of standard event selection cuts for the isolation of high @* NC and
CC DIS may be found in ZEUS publications [3, 28]. Here we shall summarise only the most
important cuts. The NC selection is based upon the identification of the scattered lepton in
the final state. The identification algorithm uses a neural network and is described in [29]. An
electron (positron) of energy E! > 10 GeV detected in the calorimeter is required. Additionally
a matching track, in the central tracking detector, between the primary event vertex and the
electron energy deposit must be found. The value of § is required to be within the range
35 < 6 < 65 GeV. This cut, combined with an additional requirement that ygr < 0.95,
significantly reduces contamination from photoproduction events in data samples, where a fake
scattered lepton is identified in the final state. For the selection of CC events the missing
tranverse momentum carried by the final state (anti)neutrino motivates the main selection
requirement: P > 11 GeV. A cut on the value of y;5 < 0.8 reduces contamination from
NC events. Other cuts are used to remove backgrounds in the data originating mainly from
photoproduction processes, cosmic rays and proton beam gas events (3].

The resolutions obtained for the reconstructed kinematic variables. Q% yup and z,5
are 20%, 18% and 17% while those for Q},, ypa and zp, are typically 5%, 6% and 12%
respectively.

Choice of Bins for Coupling Fit

In figure 5 migrations of the reconstructed values of y and Q? for NC events from their true
values are shown for bins in the y. Q* plane. The decision to bin in y rather than r is motivated
by a superior resolution in y and the event selection requirements. The tail of each arrow lies
at the mean generated y and Q of the events in the bin around it and the heads of the arrows
are at the mean reconstructed y and Q* of the same events. For the electron and double angle
methods the shifts are generally very small except at low y. For the Jacquet-Blondel method
events are systematically shifted to lower @Q* and slightly lower y values. This is a result of
hadronic energy loss in the very forward region of the detector and inactive material. The
contribution to the migrations coming from ISR and FSR is shown in the last subfigure. We
remark that the migrations in the DA variables are somewhat smaller than those for the EL
variables in the low y region where the effects of ISR are important.

NC/CC cross sections and acceptance

Using the MRSA PDF parametrisations [19]. NC and CC cross section predictions for the
y,@* bins shown in figure 5 were computed using the EPRC program [30]. Weak radiative
corrections, but no QED effects, to the Born level cross section are included in these predictions.
The resulting integrated cross sections in each bin (in pb) are shown in figure 6. The subfigures
a—d show the NC polarised cross sections while subfigures € and f show the CC polarised cross

sections for electron and positron beams. In all cases the incoming lepton beam polarisation is
100%.

The acceptance for NC events varies between 90% at Q ~ 1000 GeV? and 60% at Q? ~
50000 GeV? while that for CC events is approximately constant with @? at around 85%. It is
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Figure 5: Migrations in reconstructed variables.

expected that the acceptance for NC events at very high Q? will increase in coming years as
lepton identification techniques in the forward region of the detector are developed further.

3.1 Experimental sources of systematic error

The main sources of experimental systematic errors pertaining to cross section measurements
are listed below. Based upon analyses of 1994 ZEUS data [3, 28], numerical estimates of errors
are also given where appropriate. It is expected that further improvements to the ZEUS detector
and the understanding of the data will reduce the systematic error contributions significantly
for future running. In general the systematic errors are largest for the highest * and y regions
of the accessible phase space.

Calorimeter Energy Scale

Uncertainties in the absolute energy scale of the ZEUS calorimeter provide the largest con-
tribution to the systematic error for NC and CC high Q? cross section measurements. For
CC cross section measurements a variation of £3% in the energy scale gives rise to 5-30%
systematic uncertainty on cross sections. For NC cross section measurements the use of the
double angle reconstruction method greatly reduces the sensitivity to the absolute energy scale
and the resulting uncertainty is at the level of 1-2% [28].

Contamination from photoproduction and other backgrounds
Conservative estimates of NC and CC cross section uncertainties arising from photoproduction
background subtraction are ~ 5%.
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Figure 6: Integrated NC and CC' polarised cross sections (i pb) including weak corrections.

Event selection cuts and reconstruction

Uncertainties arising from variations in the selection cuts are generally O(1 — 2)%.
Polarisation measurement

The uncertainty in the calibration of the polarisation scale is the most prominent systematic
error of the polarisation measurement. The assumed scale can be checked experimentally.
Preliminary results suggest that currently the polarisation scale is known to +3.2% which,
together with other minor sources of error, leads to a systematic error 0P/ Pyyst. of about 4 %.
Further improvements of these values are expected and it seems to be feasible to reduce the
systematic error of the polarisation measurement to 2% or even below [11].

Luminosity Measurement

The uncertainty on the luminosity measurement is currently ~ 1.5%.

With existing detectors and techniques it is possible to make precise measurements of the
cross sections at high Q*. With the proposed factor of 100 increase in luminosity we anticipate
that the systematic errors can be reduced to the level of the statistical errors or better at high

Q*. In following figures and tables of results the quoted errors are statistical only unless stated
otherwise.

4 Parton Distribution Functions

The NC and CC cross sections are not only dependent upon the SM couplings but also upon
radiative corrections, PDFs, the polarisation and other electroweak parameters, namely the Z°
and W boson masses. Radiative corrections for initial state. final state. vertex, propagator and
box diagrams have all been calculated to at least first order and are known to better than 1.0%
[21]. The expected accuracy of the polarisation has been discussed above and future precision
measurements should allow the W mass to be measured at the per mille level [31]. The Z°
mass is already very precisely measured. Here we consider the uncertainties on the PDFs.

There are many sets of parton density parametrisations available [32]. These parametrisa-
tions are obtained by global analyses of deep inelastic and related data from various experi-
ments. High Q* data have not yet had great impact on these analyses and therefore the parton
densities at high Q* are essentially determined from lower energy data through the QCD evo-
lution equations'. Hence, both the fit to the lower energy data with associated errors, and the
extrapolation, which, for example depends on the contribution of heavy quarks and on the QCD
scale A, introduce uncertainties in the parton distributions. Parton density parametrisations
are rarely, if ever, published with errors as a function of kinematic variables.

Some measure of the uncertainties on the PDFs at high Q* can be obtained from the
differences between the parametrisations. This is not ideal since the universal use of the QCD
evolution equations means that it is more likely to indicate similarities or differences in the form
of the parametrisations. The PDFs compared here are MRSG, CTEQ3M and GRV94HO? [33,
34, 35). These form a representative sample, with differing approaches in the parametrisation,
which fit well the available data®.

' Recent data on inclusive jet measurements at CDF and DO have been used to obtain a new parametrisation
CTEQ4HJ [37] which has, however, not been used in the present work.

*The GRV94HO version used here has only 3 active quark flavours; the heavy quarks are not present as
partons in the @7 evolution.

3There now exist new global fits, MRSR [36] and CTEQ4M [37] which include the latest HERA data at low
z. The parametrisations at high Q% have not altered significantly,
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Figure 7 shows the ratios of various PDFs as contour plots in the (z, Q%) plane. The singlet
structure function, Fs = z(U + D), and the non-singlet structure function, Fys = z(u, + d,),
are shown for CTEQ3M and GRV94HO relative to MRSG. It can be seen that the differences
are generally less than +5% over the high Q? region (21000 GeV?) except at very high z. The
parton densities vanish as z — 1, so that variations in the ratios here do not reflect significant
variations in the PDF's themselves. Figure 8 shows the quantities d,,/u, and D/U (which appear
in equations 23 and 29) for different PDFs as a function of z for Q% = 5000 GeV?. The variation
with Q2, at fixed z, is small ($5%). The ratios of d,/u, and D/U for different PDFs with
respect to MRSG are also shown in figure 8. The difference from unity is generally less than
5% except at very high z.

The sensitivity to variation in a, on the PDFs has been studied in [38]. In the high @Q*
HERA region a wide variation of a, (from 0.105 to 0.125) leads to a variation in the structure
function F, of less than +10% except at very high x (20.8) where the variation is somewhat
larger. This indicates the maximal possible variation in the PDFs due to parameter variation
since the effects of varying a, are larger than, for example, the effects of heavy quarks.
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Figure 8: Comparison of the structure function ratios d,/u, (a) and D/U (¢) given by the
CTEQ3M, GRV94HO and MRSG PDF parametrisations as functions of x at Q* = 5000 GeV?.
Subfigures (b) and (d) show the ratios of d,/u, and D/U given by the CTEQ3M, GRVI4HO
parametrisations with respect to those of MRSG.

Hence, it is estimated that the error introduced by the uncertainty in the PDFs to the
total NC DIS cross-section at high Q% is £5%. Future measurements at HERA and elsewhere
will increase the data available at high Q? allowing better PDF determinations and thereby
reducing this source of uncertainty.
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5 Limits on Light Quark Couplings

The estimates of limits on the deviations presented in this section are based on an analysis
of Monte Carlo data samples for right- and left-handed electron and positron beams following
the strategy of section 3. By considering the uncertainties in the cross sections and parton
density ratios which enter the expressions 23 and 29, the accuracy of the couplings can be
estimated. Since these equations involve ratios of combinations of differential cross sections
some systematic errors will cancel.

Three bins at high Q7 were used (see table 2). These bins were chosen such that the purity
in each bin, i.e. the percentage of events reconstructed in the bin that were also generated
in the same bin, was 230%. The mean values of r and Q? were obtained from the generated
events in each bin. The fractional statistical errors on the cross sections are obtained from the
Monte Carlo and are shown in table 3 with the corresponding bin purities.

[Bin [ Bin Limits (GeV?) <z > [ < Q2>
T [ 11000< QF <20000 || 0.280 | 13957
2 || 7500< Q% <11000 || 0.232 | 8893
3 || 5000< Q? <7500 | 0.197 | 6010

Table 2: Bin limits and mean values.

Bin % Errors(% Purity)
Number NC(e™) NC(e¥) CC(e™) | CC(eF)
LH RH LH RH
1 7.5(73) | 15.0(72) | 34.1 (46) | 24.9 (43) | 9.4 (41) | 48.0 (56)
2 | 12.6(51) | 15.5(53) | 20.6 (49) | 14.3 (43) | 9.6 (40) | 26.2 (33)
3 6.0(61) | 8.2(57) | 10.8(66) | 6.9 (67) | 7.1(41) | 17.8 (32)

Table 3: Bin purities and statistical errors on cross section measurements for a luminosity of
62.5pb™" per beam per polarisation.

The deviations for the axial couplings were estimated from equation 23. The one standard
deviation error on the right-hand side was calculated at each of the three bin centres using the
cross section errors obtained from the Monte Carlo samples. The three bins were combined to
give an overall estimated measurement error. The limits that this error imposes on possible
deviations from the SM axial couplings, dag and da,, are shown in figure 9a. The outer (solid)
lines correspond to a total luminosity of 250 pb=! , the inner (dashed) lines correspond to
1000 pb~".

Limits on deviations of the vector couplings were obtained from equation 29. The limits
on possible deviations from the SM vector couplings, dvy and dv,, are shown in figure 9b. The
solid (dashed) lines correspond to a total luminosity of 250 pb="' (1000 pb~! ), equally divided
between the four possible lepton beam charge/polarisation states. The polarisation was taken

to be 70%.
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Figure 9: Limits for a) azial coupling deviations and b) vector coupling deviations for 70%
polarisation.

The LEP points in figure 9 correspond to the values of the effective couplings (i.e. including
weak radiative corrections) taken from [7] for the b and ¢ quark couplings. The errors on the
LEP points are simply projections onto the axes from the 68% confidence level correlation
ellipses of vector versus axial coupling deviations for the b and ¢ quarks.

Limits on deviations of the couplings, when all other deviations are zero, are shown in
table 4. Results are shown for the case when the JB method is used for CC data, and the DA
method is used for the NC data. Including additional errors of 10 % on the PDF ratios, d,/u,
and D/U, has no significant effect on the results. Furthermore, using a greater luminosity of
electrons than positrons or vice-versa (given the same total luminosity) does not lead to any
improvement.

Rec. L/beam Bin Aa, [Aay || Av, | Avy
Method per P Number

1 0.12 | 0.72 || 0.12 | 0.59

DA (NC) 2 0.19 | 1.05 || 0.13 | 0.52

& 62.5 pb~! 3 0.17 | 0.88 || 0.082 | 0.28

JB (CC) First 2 bins || 0.10 | 0.61 || 0.090 | 0.39

All 3 bins || 0.087 | 0.50 || 0.061 | 0.23

1 0.060 | 0.36 || 0.062 | 0.29

DA(NC) 2 0.095 | 0.53 || 0.066 | 0.26

& 250 pb™! 3 0.085 | 0.44 || 0.041 | 0.14

JB(CC) First 2 bins || 0.051 | 0.30 [[ 0.045 [ 0.20

All 3 bins || 0.044 | 0.25 || 0.031 | 0.12

Table 4: Comparison of coupling deviations for two luminosities.
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6 Fit to Determine Light Quark Couplings

The most precise values for the couplings will be obtained by combining the data from all lepton
beam charge/polarisation combinations in a fitting procedure. To determine the precision of
such a fit the values of the quark couplings were estimated by minimising

X = Z [Mi— g."(g)]z’ (30)
W Elle)

where 7 runs over the bins in the y,Q* plane (shown in figure 5) with Q* > 1000 GeV?. s runs
over the various charge and polarisation states of the beams (right- and left-handed electrons
and positrons). M} is the number of data events in bin 7 for polarisation state s. The expected
number of events in bin i for a state s is given by £*(g). £’ depends on the NC axial and vector
couplings which are contained in the vector g = (v, @y, vq, ag) through equations 6 and 11. As
the fit is made to numbers of events measured in a particular set of bins the values of the M?
are statistically independent. The values of the £ are derived from Monte Carlo simulation as
described in section 3 so that detector acceptance, resolution and parameter biases are taken
into account. The fitting procedure used was similar to that described in [39]. The MiINUIT
program [40] was used to minimise the x? function with respect to the couplings.

The errors obtained on the couplings under two polarisation conditions are reported in
table 5. With a total integrated luminosity of 1000 pb~' divided equally between the four
beam configurations, the fractional errors on v,,a,,vs and ay are 13%, 6%, 17% and 17%
respectively. If the d quark couplings are held fixed while the u quark couplings are allowed to
vary then the errors on v, and a, are 4% each. Holding the u quark couplings fixed and fitting
for the d quark couplings gives errors of 6% for v4 and 10% for ay. Changing the binning to
that used in section 5, i.e. only three bins at high Q* (see table 2), results in greatly increased
errors on all the couplings (a factor of 4 or greater). This indicates that the full structure in
the kinematic plane must be input to the fit in order to obtain good accuracy in the couplings.
Simulation of a perfect detector shows that the finite acceptance and resolution of our detector
increases the errors on the coupling constants by about 15%.

Uncertainties in the PDFs have not been included. In section 4 it was shown that PDF errors
are currently at the level of £5% and will be reduced further following analysis of forthcoming
data from HERA and elsewhere. The cross sections are linear in the PDFs and the expected
errors on the latter are comparable to or smaller than the statistical errors on the coupling
measurements. Thus we anticipate that PDF uncertainties will not substantially increase the
quoted errors.

The effect of beam polarisation on the errors is investigated in figure 10. The figure shows
one standard deviation contours corresponding to a luminosity of 1000 pb~' divided equally
between the four charge/polarisation combinations, for fits in which the d (u) quark couplings
are held fixed while the u (d) quark couplings are varied. The errors grow rapidly as the degree
of polarisation is reduced. The error on v, grows by a factor of ~ 6 when the polarisation, P,
is reduced from 0.7 to 0, while the errors on a,,v4 and a4 grow by factors of ~ 2, ~ 6 and ~ 3
respectively. We see in particular that polarisation is essential in order to determine the vector
couplings.

The sensitivity of the results to the way in which the total integrated luminosity is divided
between the four beam charge/polarisation options is investigated in figure 11. This is done by,
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o(vy) [ olad) [ alva) [ olad) [ olvy) [ olan) [ o(va) [ olaa)
P=0.7 P=0

0.026 | 0.030 | 0.060 | 0.086 || 0.161 | 0.063 | 0.359 | 0.264
0.023 - 0.052 — 0.102 - 0.138 -

- 0.029 - 0.074 - 0.029 0.075
0.008 | 0.018 - - 0.047 | 0.021 -

- - 0.019 | 0.048 - - 0.101 | 0.087
0.008 - - - 0.040 - =

- 0.018 - - - 0.018 -

- - 0.018 - - - 0.054

- - - 0.046 - - - 0.046

Table 5: Precision of fit for coupling constants. The table shows the errors determined by the
fitting procedure described in the text as a function of the beam polarisation P for a luminosity
of 250 pb=' per beam. The errors on the couplings, a(a;) and o(v;), are the square root of the
diagonal elements of the relevant covariance matriz.

in turn, varying the fraction of integrated luminosity devoted to a particular charge/polarisation
combination from 1% to 97%, distributing the remaining luminosity equally between the other
three to give the same total of 1000 pb™ . A beam polarisation of 70 % is assumed. For each
option the fractional error obtained, in a fit in which all couplings are allowed to vary, is plotted
as a function of the fractional luminosity. It can be seen that there is generally no significant
loss of precision when only three beams are used. Sharing the total integrated luminosity
equally between only two of the four possible beams reduces the accuracy with which certain
couplings are measured. Which couplings are affected depends on the pair of beams chosen,
for example, using only right- and left-handed electron beams does not affect the measurement
of v, or vy but greatly affects a, and ay. Therefore, more than two beam charge/polarisation
combinations will be needed to measure all couplings to the best accuracy.

The precision with which the NC couplings of the quarks can be measured in a single
ep collider experiment at HERA is summarised in figure 12. With 250 pb=' divided equally
between the four charge/polarisation combinations HERA can make a competitive measurement
of the u quark couplings and provide a useful constraint on the value of the d quark couplings.
With 1000 pb~" equally divided both the axial and the vector couplings of the u and d quarks
can be determined in a single experiment.

7 Conclusions

It has been shown that it will be possible to measure the NC couplings of the quarks in a single
experiment at HERA. Ratios of NC and CC cross sections measured with unpolarised electron
and positron beams can be used to determine the u quark axial coupling with a precision of
9% (18%) for a total luminosity of 1000 pb=" (250ph~"). Polarised lepton beams allow the
extraction of the vector coupling of the u quark from ratios of polarised NC and CC cross
sections. With a polarisation of 70 % a precision of 15 % (30 %) can be achieved with 1000 ph™!
(250 pb=') divided equally between the four lepton beam charge/polarisation combinations.
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Figure 12: Summary of measurements of u-type (a) and d-type (b) quark couplings to the Z°.
The results of a measurement at HERA are shown as the shaded ellipses. The outer ellipse shows
the result which would be obtained with 250 pb=" divided equally between the four lepton beam
charge/polarisation combinations, the inner ellipse shows the result which would be obtained
with 1000 pb=" equally divided. Fits for the couplings of the u (d) quarks were performed with
the d (u) quark couplings fired at their SM values. The open ellipse drawn with a dash-dotted
line shows the one standard deviation (1o ) contour obtained in a fit of the four chiral couplings
of the u and d quarks to a compilation of neutrino DIS data. The solid, dotted and dashed
ellipses show the 1, 2 and 3 o limits of the combined LEP/SLD results for the ¢ and b quark
couplings. The shaded band shows the result obtained by the CCFR collaboration from the ratio
of NC'and CC cross sections projected onto the quark coupling plane. In the case of the CCFR
the couplings of the u (d) quarks are obtained with the d (u) quark couplings fired at their
SM values. SM coupling values including radiative corrections appropriate for comparison with
e*e™ (circle) and neutrino (square) measurements are also shown.
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Measurements of the NC cross sections can be used in a fit to determine the NC couplings. A
model independent fit, where all four couplings are allowed to vary, results in fractional errors
on vy, a,,vy and ay of 13%, 6%, 17% and 17% respectively for 1000 ph~! divided equally
between the four charge/polarisation combinations. If the d (u) quark couplings are held fixed
while the u (d) quark couplings are allowed to vary then the errors on v, (vq) and a, (@) are
4% (6%) and 4% (10 %) respectively. Using unpolarised beams the precision with which the
vector (axial) couplings may be determined in such a fit is reduced by a factor of up to 6(2).
Thus, the provision of polarised beams is essential for the measurement of the vector couplings.
Also, in order to measure all four NC couplings with the best possible accuracy at least three
of the four lepton beam charge/polarisation combinations will be required.

Uncertainties in the PDFs reduce the precision with which the couplings can be extracted.
We estimate that the current uncertainty in the knowledge of the PDFs at high z and Q? is
<5%. Hence, we anticipate that uncertainties in the PDFs will not be the limiting factor in
determining the NC couplings of the quarks at HERA.

The analyses presented above were performed using a Monte Carlo simulation of the existing
ZEUS detector and current analysis methods. Thus, upgrades to the detector and improvements
in the understanding and calibration of existing detector components will serve to improve the
precision of the measurements.
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Limits on WW~ Couplings from Single W boson
Production in ep Collisions

Valerie A. Noyes

Particle and Nuclear Physics Laboratory, Oxford University

Abstract: The cross section for the process ep — eW X at HERA can be used
to measure the anomalous couplings Ax and A in the three-boson vertex WW4.
A discussion of the event topology and kinematical cuts to optimise event selec-
tion is presented. The sensitivity to Ax and A is studied for various values of
integrated luminosity and in the scenarios where HERA provides a high degree of
lepton polarisation. or is upgraded to higher centre-of-mass energy. With an in-
tegrated luminosity of 1000 pb~!, HERA will be able to establish 95% confidence
level limits of —0.38 < Ax < 0.38 and —1.65 < A < 1.66, the limits on Ax being
competitive to projected future limits from other collider experiments.

1 Introduction

The most characteristic and fundamental signatures of the SU(2) x SU(1) gauge symmetry
upon which the Standard Model (SM) is based are the couplings of the charged W boson to
its neutral partners, the photon and the Z boson. The predicted interactions are described
by the triple boson couplings W+ and WWZ. The gauge boson coupling strengths are
strongly constrained by gauge invariance and are sensitive to deviations from the Standard
Model. The self-couplings have not been measured with sufficient accuracy to rule out physics
beyond the SM which may appear through the discovery of anomalous triple boson couplings.
Consequently, measuring the W W+ and WW Z couplings has become one of the main goals of
experiments at LEP2 and the Tevatron where the sensitivity to the triple boson couplings can
now be directly tested. An improvement in precision is expected at future collider experiments
at the LHC and the Next Linear Collider [1].

This report concentrates on the ability to measure the anomalous couplings of the WW~
vertex by measuring the cross section for single W production (ep—eW X) at the HERA collider
where positrons of energy 27.5 GeV collide head-on with protons of energy 820 GeV. The
feasibility of measuring the W W+ vertex via single W production at HERA has previously been
studied by Baur et al. [2]. A complementary method to measure the W W+ couplings in radiative
charged current scattering events (ep— 17X ) was studied at the last HERA workshop [3]. Since
then, first measurements of the sensitivity to the W W+ couplings at HERA have been presented
by the H1 and ZEUS collaborations [4] using data corresponding an integrated luminosity of
less than 10 pb~'.

In this report, the sensitivity of the single W production cross section to anomalous WWy
couplings is studied for various integrated luminosities, and for the first time, in the scenarios
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where HERA is upgraded to a higher centre-of-mass energy, or provides a high degree of lepton
polarisation.

Following a discussion in section 2 of the mechanisms in which single W events can be
produced, the event characteristics are described in section 3. Given the small production cross
section of ~ 1 ph, experimental cuts have been devised to optimise the signal-to-background
ratio whilst maintaining a high acceptance for events in which a single W is produced. The
effect anomalous W W+ couplings have on the single W production cross section at HERA is
introduced in section 4. Thereafter, in section 5. the resulting sensitivity to anomalous W W+
couplings is derived for ep scattering and the limits are then compared to those derived in
similar studies at other collider experiments [1]. Various integrated luminosities are studied at
the nominal centre-of-mass energy, /s = 300 GeV and in the scenario where HERA runs with
increased positron and proton beam energies of 30 GeV and 1 TeV respectively. The effect of
running with a 70% polarised lepton beam is also considered.

2 The single W production process

The Standard Model predicts the production of W bosons at HERA via the two processes:

ep — eWX, and (1)
ep — vWX, (2)

where X is the final hadronic state. As the cross section for vW production is an order of
magnitude smaller than the that for eW production, this report concentrates on process 1.

At the parton level the reaction ep — el X proceeds via the the Feynman diagrams shown
in figures la-e. The triple boson vertex of interest enters via diagram lc. The dominant
contributions arise from the photon exchange graphs in figures la-c due to the t-channel pole
induced by the photon propagator. The Z exchange diagrams in figures la-c are strongly
suppressed by the large mass of the Z boson, hence ep — el X is quite insensitive to anomalous
WWZ couplings.

A commonly used way to measure the triple boson couplings and parameterise possible
deviations from the Standard Model involves generalising the SM Lagrangian to allow for non-
standard interactions. The most general WW+ couplings which are consistent with Lorentz
invariance and preserve electromagnetic gauge symmetry have been formulated and may be
parametrised in terms of seven independent couplings [5]. Excluding C and P violating terms,
two couplings remain, £ and A. Within the Standard Model A\ = 0 and x = 1 and can be
related to the magnetic dipole and electric quadrupole moments of the W. Deviations from the
SM are expressed in terms of A and Ak =x — 1.

The parton model process involves Feynman diagrams containing a u-channel pole which
leads to quark mass singularities. The calculation of the cross section is therefore split into two
contributions corresponding to two regions of phase space [6]:

UYcut d
0:0(|u|>um,)+/ Wzldlﬂ (3)
where
u=(p, —pw)* (4)
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Figure 1: Feynman diagrams for the parton level processes contributing to ep — eW X includ-
ing the subsequent decay W — ff. Two additional diagrams which are required to preserve
electromagnetic guage invariance and are included in the cross section calculation by Baur et
al. are not shown.

and p, and py are the four momenta of the incoming quark and the final state W boson
respectively. In the region where |u| > ., the cross section is calculated perturbatively for
the complete process eq — eWq'. W — ff'. In the second region, for small values of |u| < ucut
figure la can be viewed as an almost on-shell photon which resolves into a quark-antiquark
pair. The antiquark then annihilates with a quark in the proton to form a W boson. The
on-shell photon structure functions together with the Weizsacker-Williams approximation are
used to calculate the cross section in this region. Although these individual contributions to
the cross section vary strongly as a function of uey, the total cross section only varies by a
few percent [6]. The Standard Model cross section for ep — eW X is ~ 1 pb, however can
vary by ~ 30% depending on the choice of parton density parameterisations within the proton
and photon. This variation is almost completely dominated by the choice of parton density
parametrisations within the photon, and the scale at which they are evaluated as discussed
in [6]. Despite this dependency, it is assumed that the photon structure function will have been
precisely measured at HERA by the time this measurement becomes feasible.
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3 Event selection and backgrounds

3.1 Signal Monte Carlo

The generator EPVEC written by Baur et al. [6] was used to generate signal Monte Carlo events
with the value of uy set to 25 GeV2. The proton and photon structure functions were param-
eterised by the HMRSB [7] and LAC2 [8] set of parton distribution functions respectively. The
generator-wa.s interfaced to JETSET 7.3 [9] to simulate the fragmentation and hadronisation
processes. The generated events were passed through the ZEUS detector simulation program
which incorporates knowledge of the apparatus and trigger response based on previous running
experience and test beam results. Events were generated in both of the regions described above
and the samples were combined according to their cross sections.

3.2 Event Topology
Figure 2 shows generator level distributions of the energy, polar angle and transverse momentum

of the scattered e*, W decay products and struck quark. The polar angle, 0 is measured with
respect to the incoming proton direction. The scattered e* is typically lost in the rear beam-
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Figure 2: Generator level distributions of the energy, polar angle and pr spectrum of the scat-
tered e, W decay products, and the struck quark in ep — eW X events.
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pipe, however, ~ 35% of events have an e* tagged in the electron calorimeter of the ZEUS
luminosity monitor. A similar tagging efficiency is obtained for the H1 electron tagger [10].

Due to the high mass of the W, its decay products are boosted in the forward (proton)
direction and have high transverse momentum, peaked at 40 GeV. Figure 2 also shows that
the current jet is typically in the forward direction. Although the transverse momentum of
the current jet is generally low, the high pr tail in the spectrum can be used to improve the
signal-to-background ratio for the W — jets channel.

3.3 Background processes

This report concentrates on the W — ev and W — jets decay modes. The selection cuts
applied are designed to provide a reasonable signal-to-background ratio whilst maintaining a
relatively high acceptance for the signal events. Improvements to these cuts are to be expected
as the integrated luminosity increases and a better understanding of the real data is accrued.

3.3.1 W — ev channel

The prominent signature of the leptonic decay process is a large missing transverse momentum
together with an energetic forward e*. Experimentally, electromagnetic clusters are identified
using an algorithm based on the shower development within the calorimeter. The missing pr is
inferred from the imbalance of transverse momentum measured from the energy and topology
of calorimeter cells.

Neutral and charged current deep inelastic scattering (DIS) events are the main sources of
background to the signal. In neutral current DIS events where the energy from the current jetis
not fully contained within the calorimeter, a transverse momentum imbalance will be measured
together with the scattered e*. In charged current events, 7° decays may be mistaken for low
energy e by electron-finding algorithms which together with the high missing pr produces a
fake signal.

Monte Carlo samples of neutral and charged current DIS events were generated to devise
selection cuts which would reduce this high-rate background. Two samples of neutral current
DIS events were generated using LEPTO 6.1 [11] interfaced to HERACLES 4.4 [12] to include
initial and final state photon radiation, and ARIADNE [13] to simulate the QCD cascade. The
first sample, with Q* > 3.3 GeV?, corresponded to an integrated luminosity of 0.78 pb=!. The
second sample comprised events selected with Q? > 4 GeV? and SE; > 40 GeV, where the
sum was taken over all stable final state particles. This high Er event sample corresponded to
[Ldt = 9.4 pb~*.

Charged current DIS events (etp — v.X) with Q? > 10 GeV? and corresponding to an
integrated luminosity of 109.2 pb~' were generated using the same programs. All events were
passed through the ZEUS detector simulation.

The following selection criteria were applied and include cuts designed to reduce backgrounds
associated with beam-gas interactions and cosmic rays which would be present in the real data
as well as the DIS backgrounds.

e To reduce beam-induced background, cuts were applied on the = position of the interaction
vertex reconstructed using charged tracks. Cosmic muons were rejected using algorithms
based on calorimeter and tracking information.
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o Charged current events with a fake electron were reduced by requiring an isolated elec-
tromagnetic cluster with energy greater than 10 GeV and a matched track.

o Neutral current background was reduced by requiring an isolated missing pr > 20 GeV.

Table 1 details the cuts applied in the analysis together with the resulting cross section of
signal and background after each cut. The cuts are effective at reducing the enormous rate
of background events, providing a signal-to-background ratio of 1:7 and an acceptance for
W — ev events of 66%. These selection cuts were also applied to signal events generated
with anomalous couplings to investigate any dependency of the acceptance on Ax and A. The
variation in measured acceptance between Ax=0 and Ax=7 was found to be less than 2%.

Neutral current DIS | Charged current | Signal
Cut High Er | Q* > 3.3 GeV? DIS

o (pb) o (pb) o (pb) B-o (pb)
None 2600 4.44 x 10° 53.7 0.115
[2utz| < 50 cm 2360 3.15 x 10° 42.4 0.10
Isolated e* with energy >10 GeV
and matching track 1175 7.32 x 10* 0.43 0.084
Isolated yr > 20 GeV 0.21 0 0.33 0.074
Cosmic u rejection 0.21 0 0.33 0.073
o(pb) 0.21 0 0.33 0.073
% Acceptance <1072 negligible 0.6 66

Table 1: Cuts applied to select the W — ev signal from the DIS background together with the
cross section after each cul.

By removing the isolated electromagnetic cluster requirement, the analysis could be readily
extended to include the W — pv channel. With a similar event selection, H1 have observed
an etp — u*X event with a large missing pr [14]. The kinematics of the event are consistent
with single W production where the W subsequently decays to a pv pair.

3.3.2 W — jets channel

The signature for the W — jets channel consists of two high pr jets. As the scattered e*
is typically undetected, photoproduction events with more than one high pr jet become a
significant background together with neutral current DIS.

Resolved and direct photoproduction events were generated using the HERWIG 5.8 [15]
program where the minimum py for the hard scattering process was set to 5 GeV. The resolved
photoproduction events were required to have £E7 > 40 GeV where the sum was taken over all
stable final state particles and corresponded to an integrated luminosity of 6.94 pb~'. A similar
YEr > 30 GeV cut was imposed on the [Ldt=6.46 pb™ sample of direct photoproduction
events. The events were passed through the ZEUS detector simulation.

Table 2 compares the cross sections for the signal and the background processes after each
stage of event selection. Without any cuts applied, the QCD background from neutral current
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DIS and photoproduction is a factor ~ 7700 greater than the signal. The event selection was
based on reconstructing high E7 jets from calorimeter information using the cone algorithm with
a cone-radius of 0.7. The axis of the jets were required to have n = —In(tan(8/2) < 2.5 to be
far from the proton remnant direction. Although requiring at least two jets with Er > 12 GeV
reduces the background considerably, the signal is still swamped by the QCD background. By
requiring a third similar jet and that the mass of any pair of jets to be within a range of 60 to
80 GeV/c? the signal-to-background ratio is reduced to 1:24 with an acceptance of 14% when
the combinatorial background has been subtracted.

Photoproduction | Neutral current DIS | Signal

Cut Resolved | Direct Er > 40 GeV
o (pb) | o (pb) a (pb) B-o (pb)
None 1535 1183 2600 0.694
Two jets 300 309 338 0.564
Three jets 5.62 2.63 1.23 0.132
Three jets, any pair
with 60 < m;; < 80 GeV/c? | 1.153 0.773 0.335 0.096
[ % Acceptance <0.08 | <0.07 ~ 0.01 138 |

Table 2: Cuts applied to select the W — jets signal from the QCD background produced in
neutral current DIS and photoproduction together with the cross section after each cut. The
final cross section quoted with three jets, any two of which have combined mass between 60 and
80 GeV/c? has been corrected for the combinatorial background.

The Monte Carlo programs have been used to estimate the background in a region of phase
space which has not been thoroughly tested against real data. It is possible that further tuning
of the Monte Carlo parameters will be required which may result in an optimised set of selection
cuts which, in future, can considerably improve the signal-to-background ratio.

4 Anomalous WW+~ couplings

In generalising the Standard Model Lagrangian to allow for anomalous terms, the cross section
can be written as a sum of the contributions from the SM, the anomalous couplings and an
interference term:
OTOT = OsM + A0 + @°Tan (5)
where a = Ak, A, the deviation from the SM.
At HERA the sensitivity to the anomalous couplings in ep — eW X effectively stems from
regions in phase space where the anomalous contributions to the cross section are considerably
smaller than the SM. As a result, the interference effects between the SM amplitude and the

anomalous contributions to the amplitude dominate over the squared non-standard terms. For
large deviations from the SM cross section, the non-linear terms become important.

The interference effects, however, are significantly smaller for anomalous values of A com-
pared to non-standard values of x once the sum over photon and W' polarisations has been
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Figure 3: Cross section for the reaction ep — eW X as a function of anomalous couplings
Ak = x—1 and ), varying one coupling at a time. HERA offers greater sensitivity to anomalous
values of k

taken into account [2]. Consequently, a large anomalous value of A is required to produce a
measurable effect at HERA, making ep — eW X more sensitive to anomalous values of x than
A as shown in figure 3.

In the region of phase space where the cross section can be calculated perturbatively (see
section 2) terms proportional to A rise as the invariant mass of the ¢ system, V3, increases.
At the Tevatron, where higher values of v/ can be obtained, the sensitivity to A is greater than
Ak. A measurement of the WW~ couplings at HERA will therefore complement results from
the Tevatron.

5 Sensitivity to anomalous WW+~ couplings

The sensitivity to the W W~ vertex which could be achieved from a measurement of o(ep — e .X)
at HERA was quantified by deriving those values of Ax and A which would give rise to cross
sections which deviated from the SM at the 95% confidence level (CL).

Using EPVEC, the cross section for single W production was calculated for various values of
Ak and ) and also explored the effects of varying Ax and A together. The resulting variation of
the cross section with Ax and ) is shown in figure 4. No difference between incident positrons
and electrons was observed for an unpolarised lepton beam. Several important features are
noted in figure 4:

o o(Ax) and o()) can be parameterised by a quadratic equation in order to determine the
cross section at any Ak or A;
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o for fixed values of Ak, a(—A) = o(+2]) illustrating that the interference effects between
the Standard Model and the anomalous A terms vanish as discussed in section 4;

o the cross section decreases for negative values of Ax indicating that the anomalous Ax
terms interfere strongly with the SM terms; and

o there is an approximately constant difference between the the Ax variation at A=0 and
A=2 indicating that Ak and A are essentially uncorrelated at HERA using an unpolarised
lepton beam.

Eulb o Vary Ax, fixed A
® e Vary A fixed Ax
o
Lk =0

s -

\Smndard Model
1

06 ‘ :

-2 -1 o !

2
Axorh

Figure 4: Variation of o(ep — eWX) as a function of Ak for fired A=0 and 2 (open circles)
and as a function of A for fired Ak=0 and 2.

The acceptances for each of the W decay channels shown in table 3 were assumed, taking
the systematic error on the acceptance to be 2% for [Ldt values of 100 pb~! and 200 pb~*.
With the gain in event statistics at [L£dt=1000 pb™ an improvement in the systematic er-
ror to 1% was assumed. The uncertainty in the luminosity measurement was taken to be
2%. Combining all the decay channels gives an overall acceptance of 32.1 + 1.4 (0.7)% for
[Ldt=100 and 200 pb=' (1000 pb~").

Adding statistical and systematic errors in quadrature, the uncertainty on the cross section

measurement is given by
1
Ac 1 ALN\? AAccep\’\’
a0 (1, (k) (Shecep o
o Nw £ Accep

where Ny is the total number of single W events observed in all channels given their branching
ratios and acceptances. This provides a lower limit to A¢ as the error due to background
subtraction has been assumed to be negligible here.
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Channel Acceptance

W —ev 65%
W = pv 65%
W = v 0%
W = jets 20%

Combined channels 32.1 +1.4% for 100, 200 pb~*
+0.7% for 1000 pb~!

Table 3: Acceptance of each W decay channel used to derive 95% CL limits on the Ax and
A couplings. A systematic error of 2% (1%) on each acceptance is taken for [Ldt = 100 and
200 pb='(1000 pb~").

From equation 6, the 95% CL limits can be derived and are shown in table 4 and figure 5.
The limit on Ak is asymmetric for [£dt=100 pb~" and 200 pb=" due to the slow decrease of
the cross section at values of Ax £ —0.5. Even with an integrated luminosity of 1000 pb~! the
sensitivity is limited by statistics rather than systematic errors.

The effect of changing the value of u., was investigated by lowering it to 10 GeV? within
the EPVEC program and repeating the analysis. The limits changed by less than 1%.

Recalculating the limits using only the W — ev and W — puv channels, reduces the 95% CL
sensitivity to —0.54 < Ax < 0.48 and —1.94 < A < 1.97 using an integrated luminosity of
1000 pb~'.

TCdi Ax X |

100 pb~' [ —1.43 < Ak < 0.95 [ —2.93 < X < 2.94

200 pb~! | -0.87T < Ak < 0.72 | —2.46 < X < 2.47

1000 pb~"' | —0.38 < Ak < 0.38 | —1.65 < A < 1.66

Table 4: 95% CL limits derived for WW~ couplings from measurement of olep = eWX) at
HERA.

5.1 Comparison with other experiments

Figure 6 compares the 95% CL sensitivity limits HERA could achieve from [Ldt=1 fb="! of
data to projected limits [1] from

e ete™ — WHW= = lvjj where | = e or u from an integrated luminosity of 125 pb~!
collected by the L3 experiment at LEP2 where /s = 176 GeV;

* pp =W+ — evy production at the Tevatron for an integrated luminosity of 1 fb=! at
Vs =2 TeV; and

® pp = Wy — ey production at the LHC for an integrated luminosity of 100 fb~! at
Vs =14 TeV,
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Figure 5: Projected 95% confidence level sensitivity limits for WW+ couplings from measure-
ment of o(ep — eW X)) at HERA for integrated luminosities of 100 pb™", 200 pb™", and I fb~",

In reference [1] the limits for LEP2 were calculated assuming an integrated luminosity of
500 pb~' per experiment. As this was considered to be rather optimistic, the limits were
recalculated for an integrated luminosity of 125 pb~' per experiment by naively assuming that
the limits given in [1] could be scaled by a factor of two.

The W+W = production process suffers from the drawback that both the WW+ and WW Z
couplings contribute and additional assumptions are often used to calculate the sensitivity to
the WWV(V =+, Z) couplings. The limits from LEP2 in figure 6 have been calculated for the
HISZ scenario [16] which relates Ak, and Axz and equates Az and A, to reduce the number
of anomalous couplings to two. W+ production from which the Tevatron limits are derived,
however, provides direct limits on the W5 couplings. When comparing the results between
experiments, the strong correlation between Ax and A at LEP2 should be taken into account.
This correlation is smaller at the Tevatron and negligible at HERA when the lepton beam is
unpolarised.
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Figure 6 shows that the 95% CL limits on anomalous values of Ak which could be obtained
from one HERA experiment with an integrated luminosity of 1000 pb=! will be extremely
competitive with those which may be achieved at LEP2 and the Tevatron after several years
running. Limits from the LHC experiments for [£dt = 100 fb=! are also included in figure 6
to indicate the sensitivity which could be achieved in the long term future.

1.5

L

LEP2 125pb™
1 " HISZ scenariq

T

0.5

T T

-1

to 1.515 pb. Figure 7 compares o(Ax,A = 0) and (A, Ax = 0) at the nominal and high cms
energies. The higher cross section and steeper rise as a function of Ax or \ at Vs = 346 GeV
leads to a substantial improvement in the sensitivity to anomalous couplings as shown in table 5.
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Figure 7: Comparison of o(Ax, A\ = 0) and o(M\,Ax = 0) for nominal and increased cms
energies of 300 GeV and 346 GeV.
\ Vs = 346 GeV |
[ Ldt Ak | A
100 pb~' [ —0.84 < Ax < 0.70 [ =220 < X < 2.20
200 pb™' | —0.59 < Ak < 0.53 [ —1.87 < A < 1.88
1000 pb™" [ —0.27T < Ak < 0.26 | —1.26 < A < 1.27

L

08 06 04 02 0 02 04 06 08
AKy

Figure 6: Projected 95% confidence level sensitivity limits for WW couplings determined from
the single W production cross section at HERA and from W~ production at the Tevatron and
the LHC. The solid shading indicates the limits for the WWV,V = 5. Z couplings from WW
production at LEP2 assuming the HISZ scenario.

5.2 Increased centre-of-mass energy
Given sufficient physics motivation, it is possible that HERA could be upgraded to collide a
30 GeV lepton beam with 1 TeV proton beam. increasing the centre-of-mass (cms) energy to

V/s = 346 GeV. The Standard Model cross section for o(ep — el X) increases from 1.043 pb
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Table 5: 95% CL sensitivity limits derived from measurement of olep —» eW X) at HERA with
a cms energy of 346 GeV.

5.3 Polarised lepton beam

Electroweak studies can be significantly expanded and improved if lepton polarisation can
be achieved at HERA. The EPVEC Monte Carlo was used to investigate the effects using
polarised e* would have on the sensitivity to anomalous W W~ couplings. Figure 8 compares
a(etp = e*W.X) as a function of Ak and A for different et polarisations.

The Standard Model cross section increases from 1.043 pb when P=0to 1.199 when P=+1.
a 100% left-handed positron beam'. This increase in cross section corresponds to the increase

! P is defined as g, (:‘L%:) where g, is the lepton charge
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expected when using unpolarised positrons and an anomalous coupling of Ax ~ 0.5 i.e. is larger
than the 95% CL limit on Ak found earlier. For the variation with Ax alone, figure 8 shows
an approximately constant increase in cross section between P = —1 and P =0, and P =0
and P = +1. In contrast, the change in polarisation affects the shape of the cross sectional
dependence on A. For P = 0 the distribution is symmetric around its minimum at A = 0.
However for P=+1(P=—1) the minimum of the distribution is reached at A ~ +1(A ~ —0.5).

Moreover, figure 9 shows that when P=+0.7 the difference between the o(Ax, A = 0) and
o(Ax, A = 2) curves, is not constant as in the case for an unpolarised lepton beam in figure 4.
The Ax and A couplings can therefore no longer be considered to be uncorrelated.

s ? = 3
- e p=1 ‘e P=1
&, E0 P & ,5 FO P=0
b A P=+1 [} FA P=+1
2 = 2
15 - 15
b G e
05 |- 0s |
PR PR S RO e PR N P I P
1 1 2 3 4 -4 2 0 2 4
Ax A

Figure 8: Variation of o(etp — e*WX) with Ax (left) and A (right) for polarised and unpo-
larised positrons.

The dependency of the cross section on the lepton polarisation can be understood by con-
sidering the Weiszicker-Williams approximation (WWA) given in equation 7 together with the
helicity amplitudes given in reference [2] which depend on the helicities of the photon and W.

In the WWA the probability that a photon with helicity A, is emitted from an electron with
helicity o./2 is given by

. _ 2
a (1+o:A)+(1—0ad)(1 —2) 1n(ﬂ)

27 z me

P,/,(::) = (7)

where a = €?/4r, E., is the photon energy and z is the fraction of the electron’s momentum
carried by the photon. For a.), = —1 (¢.\, = +1) the first (second) term in the numerator of
equation 7 vanishes, giving

Py~ 1L if A, = o, (8)
Ppe~ 422 if A =0, (9)

Figure la illustrates that for a W to be produced at HERA, the cms energy of the vq system
(v/3) must be larger than the mass of the W. This forces z to be large, and the photon is
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Figure 9: Variation of o(ep — eWX) with either Ax or X using 70% polarised incident
positrons.

predominantly emitted with the same helicity as the incoming lepton which in turn favours
certain helicity amplitudes in the cross section calculation.

At HERA it is expected that 70% polarisation can be achieved and that degree of polari-
sation will be known to an accuracy better than 5%. The SM cross sections for ef‘Rp —eWX
are shown in table 6. The difference in cross section between oppositely polarised positrons
and electrons is less than 3% due to the suppression of the Z exchange and charged current
diagrams in figure 1.

o (pb)

ez 1.153

P=+07 eq 1127
eh 0033

P=—07 e 0.949

Table 6: Standard Model cross sections for ep — eW X using 70% polarised positron and elec-
tron beams.

The 95% CL limits on Ax and A derived using P=+0.7 positrons and assuming that only
one coupling departs from its SM value, are given in table 7 for various integrated luminosities.
The results in table 7 indicate that the limits on Ax and A do not improve substantially when
measuring the couplings by this method.

204




Table 8 compares the 95% CL limits for left and right-handed polarised beams which could
be achieved with [L£dt=1000 pb~'. Although the upper limit on A improves for P=—0.7, the
sensitivity to anomalous values of A will not be competitive with those currently obtained at

the Tevatron [17].

JCd]  Ax =0 N Ax=0 |
100 pb—' [ —1.17 < Ax < 0.98 | —2.91 < A < 3.83
200 pb-' | —0.80 < Ax < 0.72 | —2.39 < A < 3.32

1000 pb' | —0.36 < Ax < 0.35 | —1.48 < A < 2.41

Table 7: Limits derived on Ax and X from measurement of a(e*p — eW X) at nominal HERA
energies using a 70% polarised positron beam. Only one limit at a time is allowed to deviate

from its Standard Model value.

Ak A=0 A Ak=0
P=+0.7[ef [ -0.36 < Ak < 0.35 [ -1.48 < A < 2.4]
eg | —0.36 <Ax <035 | —1.51 < A <235
P=—0T[ef [ -039<Axk<0.35 | -1.79 < A < 1.21
e | -039<Ax<035]|-184 <A< 1.18

Table 8: Limits derived on Ak and A from measurement of o(ep — eW X ) using 70% polarised
electron and positron beams and an integrated luminosity of 1000 pb™'. Only one limit at a
time s allowed to deviate from its Standard Model value.

6 Conclusions

The single W production cross section at HERA is sensitive to deviations of the WW5 couplings
from their Standard Model values. In particular, HERA offers greater sensitivity to anomalous
values of Ax than A and therefore complements measurements made at the Tevatron and LEP2
where the sensitivity to A is greater. Furthermore, single W production is quite insensitive to
anomalous WW Z couplings, unlike WW production at the Tevatron or LEP2. The sensitivity
to anomalous WW+ couplings has been studied for various integrated luminosities and at two
centre-of-mass energies. With an integrated luminosity of 1000 pb~" the 95% confidence level
limits are: —0.38 < Ax < 0.38 and —1.65 < A < 1.66 at /s = 300 GeV; and —0.27 <
Ak <0.26 and —1.26 < ) < 1.27 at /s = 346 GeV, and are limited by statistical rather than
systematic errors. For [£dt=1000 pb~! the future sensitivity on anomalous values of Ax which
can be obtained at HERA are competitive with projected limits from W+ production at the
Tevatron.
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Bounds on the Zvyv couplings from HERA
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Abstract: The possibility of testing trilinear neutral gauge boson couplings in
radiative neutral current scattering at HERA is analyzed using a Monte Carlo pro-
gram that includes the Standard Model at tree level and the anomalous vertices.
Acceptance and isolation cuts are applied as well as optimized cuts to enhance the
signal from new physics. The bounds on Zvy couplings that can be achieved are
not so stringent as present bounds, even for high luminosities, but probe a different
kinematical region almost unsensitive to form factors.

1 Introduction

The precision data collected to date have confirmed the Standard Model to be a good description
of physics below the electroweak scale [1]. Despite of its great success, there are many reasons to
believe that some kind of new physics must exist. On the other hand, the non-abelian structure
of the gauge boson self-couplings is still poorly tested and one of the most sensitive probes for
new physics is provided by the trilinear gauge boson couplings (TGC) [2].

Many studies have been devoted to the WW+ and WW Z couplings. At hadron colliders
and ete colliders, the present bounds (Tevatron [3]) and prospects (LHC, LEP2 and NLC
[2, 4]) are mostly based on diboson production (WW, W+ and WZ). In ep collisions, HERA
could provide further information analyzing single W production (ep — eW X [5]) and radiative
charged current scattering (ep — vyX [6]). There is also some literature on W~y couplings
in W-pair production at future very high energy photon colliders (bremsstrahlung photons in
peripheral heavy ion collisions [7] and Compton backscattered laser beams [§]).

Only recently, attention has been paid to the ZyZ, Zyy and ZZZ couplings. There is a
detailed analysis of ZyV couplings (V = v, Z) for hadron colliders in [9]. CDF [10] and DO
[11] have obtained bounds on the ZyZ and Zvyy anomalous couplings, while L3 has studied
only the first ones [12]. Studies on the sensitivities to these vertices in future ete™ colliders,
LEP2 [4] and NLC [13], have been performed during the last years. Some proposals have been
made to probe these neutral boson gauge couplings at future photon colliders in ey — Ze [14].

In this work we study the prospects for measuring the TGC in the process ep — ey X. In
particular, we will concentrate on the Zy+ couplings, which can be more stringently bounded
than the ZvZ ones for this process.

207 208




In Section 2, we present the TGC. The next section deals with the different contributions
to the process ep — ey X and the cuts and methods we have employed in our analysis. Section
4 contains our results for the Standard Model total cross section and distributions and the
estimates of the sensitivity of these quantities to the presence of anomalous couplings. Finally,
in the last section we present our conclusions.

2 Phenomenological parametrization of the neutral TGC

A convenient way to study deviations from the standard model predictions consists of consider-
ing the most general lagrangian compatible with Lorentz invariance, the electromagnetic U(1)
gauge symmetry, and other possible gauge symmetries.

For the trilinear ZvV couplings (V = «v,Z) the most general vertex function invariant
under Lorentz and electromagnetic gauge transformations can be described in terms of four
independent dimensionless form factors [15], denoted by BV, i=12,3

17 v BY
L% (q1,92:p) = Li,T){hY(qé‘g“” —g59"") + F’,p (- 020" — gip°)
Mz Z

v
+hye" g, + 7’;—21’%"0”?»%}- (1
z
Terms proportional to p*, ¢ and q5 are omitted as long as the scalar components of all three
vector bosons can be neglected (whenever they couple to almost massless fermions) or they are
zero (on-shell condition for Z or U(1) gauge boson character of the photon). The overall factor,
f(V), is p* — qf for Z~Z or p* for Zy7 and is a result of Bose symmetry and electromagnetic
gauge invariance. These latter constraints reduce the familiar seven form factors of the most
general WWV vertex to only these four for the ZyV' vertex. There still remains a global factor
that can be fixed, without loss of generality, to gz,z = gz, = €. Combinations of h}{(hf) and
hY (hY) correspond to electric (magnetic) dipole and magnetic (electric) quadrupole transition
moments in the static limit.

All the terms are C-odd. The terms proportional to h} and kY are C P-odd while the other
two are C P-even. All the form factors are zero at tree level in the Standard Model. At the
one-loop level, only the (' P-conserving hY and hY are nonzero [16] but too small (O(a/7))
to lead to any observable effect at any present or planned experiment. However, larger effects
might appear in theories or models beyond the Standard Model. for instance when the gauge
bosons are composite objects [17].

This is a purely phenomenological, model independent parametrization. Tree-level unitarity
restricts the ZvV to the Standard Model values at asympotically high energies [18]. This implies
that the couplings k! have to be described by form factors hY (g?.q3,p?) which vanish when g7,
q? or p* become large. In hadron colliders, large values of p* = & come into play and the energy
dependence has to be taken into account, including unknown dumping factors [9]. A scale
dependence appears as an additional parameter (the scale of new physics, A). Alternatively.
one could introduce a set of operators invariant under SU(2)xU(1) involving the gauge bosons
and/or additional would-be-Goldstone bosons and the physical Higgs. Depending on the new
physics dynamics, operators with dimension d could be generated at the scale A, with a strength
which is generally suppressed by factors like (M /A)** or (y/s/A)*=* [19]. It can be shown
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that h} and hY receive contributions from operators & dimension > 6 and h} and h} from
operators of dimension > 8. Unlike hadron colliders, in ep — €7 X at HERA energies, we can
ignore the dependence of the form factors on the scale. On the other hand, the anomalous
couplings are tested in a different kinematical region. which makes their study in this process
complementary to the ones performed at hadron and lepton colliders.

3 The process ep — ey X

The process under study is ep — e7X, which is described in the parton model by the radiative
neutral current electron-quark and electron-antiquark scattering,

(=) (=)

e q—e ¢ 7. (2)

There are eight Feynman diagrams contributing to this process in the Standard Model and
three additional ones if one includes anomalous vertices: one extra diagram for the ZyZ vertex
and two for the Zvv vertex (Fig. 1).

§7~Z ) 2)
1.3 @ {
(a) (b) () (d)

Figure 1: Feynman diagrams for the process e~ q — €7 q7.

Diagrams with 4 exchanged in the t-channel are dominant. Nevertheless, we consider the
whole set of diagrams in the calculation. On the other side, u-channel fermion exchange poles
appear, in the limit of massless quarks and electrons (diagrams (c) and (d)). Since the anoma-
lous diagrams (e) do not present such infrared or collinear singularities, it seems appropriate to
avoid almost on-shell photons exchanged and fermion poles by cutting the transverse momenta
of the final fermions (electron and jet) to enhance the signal from anomalous vertices. Due to
the suppression factor coming from Z propagator, the anomalous diagrams are more sensitive
to Zv~ than to Z+Z vertices. In the following we will focus our attention on the former.

The basic variables of the parton level process are five. A suitable choiceis: E, (energy of the
final photon), cos 0., cosf, (cosines of the polar angles of the photon and the scattered quark
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defined with respect to the proton direction), ¢ (the angle between the transverse momenta
of the photon and the scattered quark in a plane perpendicular to the beam), and a trivial
azimuthal angle that is integrated out (unpolarized beams). All the variables are referred to
the laboratory frame. One needs an extra variable, the Bjorken-x, to connect the partonic
process with the ep process. The phase space integration over these six variables is carried out
by VEGAS [20] and has been cross-checked with the RAMBO subroutine [21].

We adopt two kinds of event cuts to constrain conveniently the phase space:

® Acceptance and isolation cuts. The former are to exclude phase space regions which are
not accessible to the detector, because of angular or efficiency limitations:!

8° < 0., 0., O < 172°
E., E,, p¥ > 10 GeV. (3)

The latter keep the final photon well separated from both the final electron and the jet:

cos(y,€e) < 0.9;
R> L3, (4)

where R = \/A7ZT+ ¢7 is the separation between the photon and the jet in the rapidity-
azimuthal plane, and (v, ) is the angle between the photon and the scattered electron.

e Cuts for intrinsic background suppression. They consist of strengthening some of the
previous cuts or adding new ones to enhance the signal of the anomalous diagrams against
the Standard Model background.

We have developed a Monte Carlo program for the simulation of the process ep — ey X
where X is the remnant of the proton plus one jet formed by the scattered quark of the
subprocess (2). It includes the Standard Model helicitity amplitudes computed using the HELAS
subroutines [22]. We added new code to account for the anomalous diagrams. The squares of
these anomalous amplitudes have been cross-checked with their analytical expressions computed
using FORM [23]. For the parton distribution functions, we employ both the set 1 of Duke-Owens’
parametrizations [25] and the modified MRS(A) parametrizations [26], with the scale chosen
to be the hadronic momentum transfer.

As inputs, we use the beam energies £, = 30 GeV and E, =820 GeV, the Z mass Mz =
91.187 GeV, the weak angle sin, = 0.2315 [24] and the fine structure constant o = 1/128.
A more correct choice would be the running fine structure constant with Q? as the argument.
However, as we are interested in large Q* events, the value a(M3) is accurate enough for our
purposes. We consider only the first and second generations of quarks, assumed to be massless.

We start by applying the cuts (3) and (4) and examining the contribution to a set of
observables of the Standard Model and the anomalous diagrams, separately. Next, we select
one observable such that, when a cut on it is performed, only Standard Model events are mostly
eliminated. The procedure is repeated with this new cut built in. After several runs, adding
new cuts, the ratio standard/anomalous cross sections is reduced and hence the sensitivity to
anomalous couplings is improved.

"The threshold for the transverse momentum of the scattered quark ensures that its kinematics can be
described in terms of a jet.
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4 Results

4.1 Observables

The total cross section of ep = eyX can be written as

c=osm+y T hl+ ZU. (h])* + 12 hThY + o34 - B3R, (5)

The forthcoming results are obtained using the MRS'95 parametrization of the parton
densities® [26]. The linear terms of the P-violating couplings h] and h] are negligible, as
they mostly arise from the interference of standard model diagrams with photon exchange ( P-
even) and anomalous P-odd diagrams (73 ~ 74 ~ 0). Moreover, anomalous diagrams with
different P do not interfere either. On the other hand, the quadratic terms proportional to
(hY)* and (h3)* have identical expressions, and the same for h] and k] (o) = 03, o2 = ay).
Only the linear terms make their bounds different. The interference terms oy, and o4y are also
identical.

We have analyzed the distributions of more than twenty observables in the laboratory frame,
including the energies, transverse momenta and angular distributions of the jet, the photon and
the final electron, as well as their spatial, polar and azimuthal separations. Also the bjorken-x,
the leptonic and hadronic momenta transfer and other fractional energies are considered.

The process of intrinsic background suppression is illustrated by comparing Figures 2 and 3.
For simplicity, only the most interesting variables are shown: the energy E(v) and transverse
momentum pr(y) of the photon; the angles between the photon and the scattered electron
(7.€), the photon and the jet (v,j), and the scattered electron and the jet (e,j): and the
leptonic momentum transfer Q*(e). In Fig. 2, these variables are plotted with only acceptance
and isolation cuts implemented. All of them share the property of disposing of a range where
any anomalous effect is negligible, whereas the contribution to the total SM cross section is
large. The set of cuts listed below were added to reach eventually the distributions of Fig. 3:

e The main contribution to the Standard Model cross section comes from soft photons
with very low transverse momentum. The following cuts suppress a 97% of these events,
without hardly affecting the anomalous diagrams which, conversely, enfavour high energy
photons:

E, > 30 GeV
pr > 20 GeV (6)

Another remarkable feature of anomalous diagrams is the very different typical momentum
transfers. Let’s concentrate on the leptonic momentum transfer, @* = —(p. — p.)%.
The phase space enhances high Q?, while the photon propagator of the Standard Model
diagrams prefer low values (above the threshold for electron detectability, @* > 5.8 GeV?,
with our required minimum energy and angle). On the contrary, the anomalous diagrams
have always a Z propagator which introduces a suppression factor of the order of Q?/M3
and makes irrelevant the Q? dependence, which is only determined by the phase space.
As a consequence, the following cut looks appropriate,

Q? > 1000 GeV? (7)

2The values change ~ 10% when using the (old) Duke-Owens’ structure functions.
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It is important to notice at this point why usual form factors for the anomalous couplings
can be neglected at HERA. For our process, these form factors should be proportional to

1/(1 + Q*/AY)".

With the scale of new physics A = 500 GeV to 1 TeV, these factors can
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Figure 3: Differential cross sections (pb) for the process ep = evX at HERA, after intrinsic
background suppression. The solid line is the Standard Model contribution and the dash (dot-
dash) line correspond to 500 times the o, (o;) anomalous contributions.

be taken to be one. This is not the case in lepton or hadron high energy colliders where the
diboson production in the s-channel needs dumping factors 1/(1 + §/A?)".
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The total cross section for the Standard Model with acceptance and isolation cuts is
osm = 21.38 pb and is reduced to 0.37 pb when all the cuts are applied, while the quadratic
contributions only change from o, = 2 x 10-2 pb, o2 = 1.12 x 1073 pb to &y = 1.58 x 10=2 pb,
02 = 1.05 x 1072 pb. The linear terms are of importance and change from 7, = 1.18 x 10-2 pb,
72 =127 x107° pb to 7 = 7.13 x 10~2 pb, 7, = 1.26 x 10~ pb. Finally, the interference term
012 = 1.87 x 107 pb changes to oy, = 1.71 x 10-3 pb.

The typical Standard Model events consist of soft and low-py photons mostly backwards,
tending to go in the same direction of the scattered electrons (part of them are emitted by
the hadronic current in the forward direction), close to the required angular separation (~
30°). The low-pr jet goes opposite to hoth the photon and the scattered electron, also in the
transverse plane. On the contrary, the anomalous events have not so soft and high-pr photons,
concentrated in the forward region as it the case for the scattered electron and the jet.

4.2 Sensitivity to anomalous couplings

In order to estimate the sensitivity to anomalous couplings, we consider the y? function. One
can define the x?, which is related to the likelihood function £, as
o th 0)2
\zs—'zmc=u(a“‘—a"+a°1n%):L(";f)‘ (8)
I o

where L = N*/gth = N°/g° is the integrated luminosity and N* (N?¢) is the number of
theoretical (observed) events. The last line of (8) is a useful and familiar approximation, only
valid when | 6% — 5° | /a° < 1. This function is a measure of the probability that statistical
fluctuations can make undistinguisable the observed and the predicted number of events, that
is the Standard Model prediction. The well known Y*-CL curve allows us to determine the
corresponding confidence level (CL). We establish bounds on the anomalous couplings by fixing
a certain x* = 62 and allowing for the A} values to vary, N° = N°(h]). The parameter § is
often referred as the number of standard deviations or ‘sigmas’. A 95% CL corresponds to
almost two sigmas (§ = 1.96). When o ~ ogy + (h])?; (case of the C'P-odd terms) and the
anomalous contribution is small enough, the upper limits present some useful, approximate
scaling properties, with the luminosity,

h(L') ~ \'/g kY (L). (9)

A brief comment on the interpretation of the results is in order. As the cross section grows
with A7, in the relevant range of values. the N° upper limits can be regarded as the lowest
number of measured events that would discard the Standard Model. or the largest values of h]
that could be bounded if no effect is observed, with the given CL. This procedure approaches
the method of upper limits for Poisson processes when the number of events is large (3 10).

In Fig. 4 the sensitivities for different luminosities are shown. Unfortunately, HERA cannot
compete with Tevatron, whose best bounds, reported by the D@ collaboration [11], are

[h7], [R3| < 1.9 (3.1),
k3l [h] < 0.5 (0.8). (10)
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Figure 4: Limit contours for Zy~ couplings at HERA with an integrated luminosity of 10, 100,
250, 1000 pb=" and a 95% CL.

HERA 10 pb~! 100 pb~! 250 pb~! 1 fb~!
hi -19.0 (145 | -115 | 7.0 95| 55| -8.0| 3.5
-26.0 | 19.5 | -16.0 | 9.5 |-14.0| 7.0 [-11.5 | 4.5
h3 -21.5 (20.0 | -12.0 | 10.0 [ -9.5| 80| -7.0| 6.0
-26.0 | 30.0 | -13.0 | 18.0 [ -10.0 | 15.0 | - 7.5 | 12.0
h3 170 (170 <90 9.0 75| 75| 55| 5.5
-22.5 1225 [ -12.0 | 12.0 [ -10.0 | 10.0 | -7.0 | 7.0
hy -20.5120.5 | -11.0 | 11.0 | -85 85| -6.0| 6.0
-27.5 | 27.5 | -14.5 | 14.5 | -12.0 | 12.0 | -85 | 8.5

Table 1: Azrial and correlated limits for the Z+~y anomalous couplings at HERA with different
integrated luminosities and 95% CL.

For the first value it was assumed that only one anomalous coupling contributes (‘axial limits’)
and for the second there are two couplings contributing (‘correlated limits'). Our results are
summarized in Table 1.

The origin of so poor results is the fact that, unlike diboson production at hadron or e*e~
colliders, the anomalous diagrams of ep — e7.X have a Z propagator decreasing their effect.
The process ep — eZX avoids this problem thanks to the absence of these propagators: the
Standard Model cross section is similar to the anomalous one but, as a drawback, they are of
the order of femtobarns.
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5 Summary and conclusions

The radiative neutral current process ep — e7X at HERA has been studied. Realistic cuts
have been applied in order to observe a clean signal consisting of detectable and well separated
electron, photon and jet.

The possibility of testing the trilinear neutral gauge boson couplings in this process has also
been explored. The ZvZ couplings are very suppressed by two Z propagators. Only the Zv4
couplings have been considered. A Monte Carlo program has been developed to account for such
anomalous vertex and further cuts have been implemented to improve the sensitivity to this
source of new physics. Our estimates are based on total cross sections since the expected number
of events is so small that a distribution analysis is not possible. The distributions just helped
us to find the optimum cuts. Unfortunately, competitive bounds on these anomalous couplings
cannot be achieved at HERA, even with the future luminosity upgrades.®* As a counterpart, a
different kinematical region is explored. in which the form factors can be neglected.
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Standard-Model Higgs-Boson Production at HERA
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Abstract: We assess the prospects of producing the Higgs boson of the minimal
standard model at HERA and possible upgrades.

In this contribution, we discuss how the prospects of producing standard-model (SM) Higgs
bosons at HERA may be ameliorated by upgrading the luminosity and /or proton energy. Higgs-
boson search strategies in physics scenarios beyond the SM such as two-Higgs-doublet models
are reported elsewhere in these proceedings [1]. At present, the experimental lower bound on
the mass of the SM Higgs boson is My = 65.2 GeV at the 95% confidence level [2]. The
discovery potential of LEP 2, with CM energy /s = 192 GeV and luminosity L = 150 pb~! per
experiment, will reach up to My ~ 95 GeV [3]. Roughly nine out of ten SM Higgs boson in the
low mass range will decay into bb pairs [4], so that there will be a large irreducible background
at HERA.

The possible production mechanisms of the SM Higgs boson at HERA under nominal con-
ditions were already discussed in the 1987 proceedings [5]. W+W~ and ZZ fusion, where the
intermediate bosons are radiated from a quark inside the proton and from the lepton, are the
most copious sources of SM Higgs bosons [6]. In the case of W+W~ fusion. only four quark
flavours contribute, namely u,d, 5, ¢ for e™p scattering and @,d, s, ¢ for e*p scattering. In the
mass range 65 GeV < My < 100 GeV, the cross section of W*W~ fusion in etp scattering is
approximately four times smaller than the one in e™p scattering. In the case of ZZ fusion, ten
quark flavours (u,@,....b,b) are active, and the e~p and e*p cross sections are identical. The
cross section of ZZ fusion is approximately eight times smaller than the e~p cross section of
W*W~ fusion, due to propagator and coupling suppression. The contribution from NC DIS
where a charm or bottom quark is hit inside the proton and radiates a Higgs boson is less than
10% of the Z Z-fusion cross section [5] and will be neglected in the following. In Fig. 1, the total
cross sections of e”p — H+X via WTW~ and ZZ fusion and their sum are shown as a function
of My, assuming E. = 30 GeV and E, = 820 GeV. The calculation is performed to lowest
order using the CTEQ4L [7] parton density functions of the proton. The next-to-leading-order
QCD corrections are known to be modest [8]. For My > 65 GeV, the combined cross section
is below 6 fb, corresponding to less than 1.5 (6) signal events if L = 250 pb~" (1 fb~'). For
65 GeV < My < 100 GeV, the combined cross section is increased by 48-74% if the proton
energy is upgraded to be E, =1 TeV.
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Figure 1: Total cross sections of e"p — H+ X via W*W~ and ZZ fusion and their sum under
nominal HERA conditions. For comparison, the sum is also shown for E, =1 TeV.

Alternative mechanisms of SM Higgs-boson production include: (i) c¢ or bb production
via 7g fusion with subsequent radiation of a Higgs boson off the heavy-quark line [9]; (ii) gg
fusion (via a top-quark triangle) [10] where one of the gluons originates from a resolved quasi-
real photon radiated off the incoming electron or positron; (iii) v7 fusion (via W-boson and
top-quark loops) [11] with elastic [12] or inelastic [13] photon emission off the proton. In the
kinematic regime of interest at HERA, the cross sections of these processes are more than two
orders of magnitude smaller than the one of ZZ fusion [14].

In conclusion, should there be a low-mass SM Higgs boson, with 65 GeV < My < 100 GeV,
its production cross section at HERA will be below 6 (9) fb for E, = 820 GeV (1 TeV). It
is therefore unlikely that a signal can be established in the bb channel, even if the luminosity
and/or proton energy are upgraded. As for SM Higgs production, there is no way how HERA
can compete with LEP 2.
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Lepton Beam Polarisation at HERA
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Abstract: Longitudinally polarised electron and positron beams enhance the phys-
ics potential of the HERA experiments considerably. In this report status and
prospects of the production and the measurement of lepton beam polarisation at
HERA will be summarised. Polarisation values of 70 % with relative uncertainties
of 2% seem to be feasable and match the requirements for physics measurements.
The use of predominantly left and right handed electron beams to measure the
polarisation deper dence of the charged current cross section, o(ep — vX), is shortly
discussed.

1 Introduction

The HERA electron storage ring is operated at a beam energy of 27.5 GeV with typical initial
beam currents of 30-40 mA in about 180 bunches. In storage rings electrons become transversely
polarised through the emission of synchrotron radiation which is known as the Sokolov-Ternov
effect [1]. After the build-up (characteristic time is about 20 minutes at HERA) the polarisation
asymptotically settles at an equilibrium value. The degree of polarisation which can be reached
is governed by the strength of counteracting depolarising effects which strongly depend on the
parameters of the storage ring. The theoretical maximum is 92.4%. Longitudinal polarisation
at an experimental interaction point in a straight section of the ring can then be achieved by
the introduction of a pair of spin rotators. This means that the polarisation of the lepton beam
is transverse around the ring except at the interaction points equipped with spin rotators. The
presence of spin rotators reduces the theoretically achievable polarisation by about 3 % per pair
[2]. Since 1994 one pair of spin rotators is installed around the East (HERMES) interaction
point. Probably in the HERA shutdown 1997/98 the H1 and ZEUS interaction regions will
also be equipped with spin rotators.

2 Measurement and Optimisation of Polarisation

The polarimeter at the HERA electron ring is located in the West Hall and measures the trans-
verse polarisation of the lepton beam [3]. It employs the spin dependent Compton scattering of
polarised laser light off the electrons. The most important components are a 10 W continuous
argon ion laser and the associated laser beam optics, a calorimeter which measures energy and
position of the Compton photons, and a fast data acquisition system. It is the difference in the
Compton cross sections for left and right circularly polarised laser light which is exploited for
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the electron polarisation measurement. It results in an azimuthal asymmetry of the backscat-
tered photons which also depends on their energy. These quantities are measured with the help
of the tungsten-scintillator sandwich calorimeter which is split in an upper and a lower half.

Transverse electron polarisation close to 70 % and longitudinal electron polarisation up to
65% with one pair of spin rotators installed around the East (HERMES) interaction point
has been produced in HERA during special polarisation runs [4, 5]. During 1995 when HERA
routinely delivered polarised lepton beams the average asymptotic polarisation value was about

55 %.

With a systematic optimization of machine parameters one can hope to increase the degree
of polarisation up to 70% or even beyond for routine operation. Especially the promising
technique of beam-based alignment for the quadrupole magnets has not fully been exploited
vet. Since the spin matching procedure for the spin rotators has been proven to work excellently
the insertion of two additional pairs of spin rotators for HI and ZEUS should at most lead to
a small decrease — if at all — of the degree of polarisation. Thus a polarisation value of
70% can be considered a feasable number for physics measurements. This number applies to
both electrons and positrons since there are no principal differences for polarisation build-up
phenomena.

For typical beam conditions the relative statistical error of the polarisation measurement,
0P/ Pyar., is well below 1% when averaging the data for e.g. 15 minutes. The most important
systematic error is the calibration of the polarisation scale. The assumed polarisation scale
which initially was derived from Monte Carlo simulations has been verified within +5% by
various cross checks on the data. A direct determination of the polarisation scale is possible by
measuring precisely the build-up of the polarisation at the beginning of a fill or after artificial
depolarisation. The fitted characteristic rise time then fixes the expected asymptotic polari-
sation value and therefore the scale [6]. In principal this method is easy to apply. However
in order to get meaningful and precise results one needs to have very stable and reproducable
conditions for both the HERA machine and the polarimeter itself. Preliminary results from a
limited number of rise time measurements suggest that at the moment the polarisation scale
is known to £3.2% [7] which leads together with other minor sources to a systematic error

8P/ P,yy. of about 4 %.

Possible improvements on the determination of the polarisation scale are expected with a
larger and more consistent set of risetime measurements to be done this year. With partial
depolarisation of the beam it will be possible to better control the stability of machine and
polarimeter. Further improvements can be done when the HERMES longitudinal polarimeter
will be in operation. This polarimeter measures directly the longitudinal beam polarisation at
the HERMES interaction point [8] and cross checks between both polarimeters become possible.

Compton polarimeters are also in operation at LEP and at SLC. After some years of op-
eration for physics measurements at SLD the SLC polarimeter group has reached a relative
systematic error § P/ Pyyq. of less than 1% [9]. The CERN group reports a substantially larger
uncertainty on the polarisation scale. but no big effort has been made to reduce this value
yet. Thus, with the technique of Compton polarimeters it seems possible to measure the beam
polarisation of high energetic electron beams to a precision in the order of 1%.
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3 New Longitudinal Polarimeters

For the collider experiments H1 and ZEUS there exists an additional possibility to measure
the longitudinal beam polarisation directly at their interaction point [10]: This scheme exploits
the fact that bremsstrahlung from longitudinally polarised electrons is circularly polarised, the
degree of polarisation depending on the relative energy transfer y from the electron to the
photon. The task is to measure the circular polarisation of the bremsstrahlung photons, P,

and the quantity y. Then the longitudinal electron polarisation P* can be deduced from

PL= PC 4(] _y)+3y2

“ T Ay W

For large values of y it follows that P* ~ PC. The measurement of PC is very demanding and
involves special crystals for conversion of circular to linear photon polarisation and the subse-
quent absorption of the photons. The photon absorption depends strongly on the orientation of
the crystal axis which must be varied during the measurement. The tagging of high y photons
can be done with existing electron detectors close to the beam pipe.

It has been estimated that with this technique a precision of 2% for the polarisation mea-
surement can be achieved. Therefore this would be a nice cross check for the conventional
polarisation measurement of the lepton beam.

4 Limits on Right Handed Charged Current Cross Sec-
tion

An obvious measurement with polarised lepton beams concerns the polarisation dependence of
the cross section for the charged current (CC) reaction, o(ep — v X), which is governed by the
exchange of W-bosons. In the standard model it is - for electrons - given by

do G My 71 S 1 o
——| =[1-P]== | —F 1-— d+5+4b)}. 2
zdQi|e, = P o [Qu.w,, {utet -y (d+3+8)] 2
For a definition of the variables refer to [L1]. Here we are interested in the polarisation dependent
factor (1—P), where P is the degree of longitudinal polarisation and P = —1 denotes a fully left
handed (i.e. negative helicity) electron beam. Since in the standard model only left handed weak
charged currents exist the cross section vanishes for purely right handed electrons (P = +1).

A cross section measurement at electron polarisations of P = —0.7, 0. +0.7 could demon-
strate the expected polarisation dependence and would give limits for the right handed charged
current cross section (P = +1). In this study a cross section measurement for Q* > 200 GeV?
has been assumed with realistic detector acceptance and efficiency values as given in [12]. The
possible outcome of such an experiment is given in figure 1. The insert shows the polarisation
dependence of the cross section whereas the main plot shows the statistical precision of the
extrapolation to the purely right handed charged current cross section at P = +1. Depending
on the total luminosity and on the distribution to the three different polarisation states the
statistical precision for experimental limits on the right handed CC cross section og® vary
between 0.3% and 1% of the left handed CC cross section of€. Including systematic effects
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Figure 1: Limit on the right handed C'C cross section normalised to the left handed CC cross section
as a function of the luminosity distribution to the different polarisation states (P = —0.7, 0.7). Shown
are the limits based on statistics only for 2 different total luminosities. The insert shows the expected
polarisation dependence of the CC cross section.

(main contributions come from uncertainties in the background substraction for charged cur-
rent reactions and knowledge of the polarisation scale) these numbers roughly double. At the
end a cross section limit of 05¢ /of¢ < 0.02 (95% C. L.) assuming a total integrated luminosity

of 500 pb~! seems to be feasable.

A non-vanishing right handed C'C cross section would signal the existence of a right handed
W-boson, Wg, and upper limits for the right handed CC cross section can be converted to
lower limits on the mass of such a hypothetical right handed W-boson. However these limits
heavily depend on the models in which the Wg is incorporated. Some of these models have
been already investigated in the Electroweak Working Group of the 1991 HERA Workshop.
Rough lower limits for the mass of a hypothetical right handed W-boson of about 300 GeV can
be inferred. This is much lower than limits placed recently from pp experiments at the Fermilab
collider.

5 Conclusion

Currently HERA routinely delivers electron beam polarisation of 50-60 % which can be mea-
sured with an uncertainty of §P/P = 4%. In the course of the year this precision is expected
to improve to 2-3 % with the help of more calibration runs and cross checks with the HERMES
longitudinal polarimeter. In the long run it may be possible to get close to a 1% precision
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as obtained at SLC. Longitudinal polarimeters for H1 and ZEUS can also be installed using
existing luminosity detectors systems. The technique of these devices would be interesting in
its own, but also their precision is likely to cope with the more conventional polarimeters. The
measurement of the polarisation dependence of the charged current (CC) cross section can be
extrapolated to an upper limit for the right handed CC cross section. A cross section limit of
05¢/ofC < 0.02 (95% C.L.) assuming a total integrated luminosity of 500 pb=" seems to be
feasable. Corresponing limits for the mass of a hypothetical right handed W-boson depend on
the model considered and are of the order of 300 GeV.
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Abstract: I describe a collection of programs and subroutines for the calculation of
cross sections for neutral and charged current deep inelastic lepton proton scattering
at HERA including electroweak radiative corrections.

1 Introduction

The program package EPRC is the result of a development which started in 1986 with the
calculation of the complete electroweak radiative corrections for deep inelastic electron proton
scattering at HERA [1]. It was used during several workshops on HERA physics [2, 3] and
continuously improved according to requests from many users. Major modifications have led to
the development of the program eprc93.f which was used for the calculations published in [4].
Extensive use of this package also during the present workshop seems to justify the publication
of a short description of it in these proceedings.

The purpose of EPRC is to assist in studies focussing on electroweak physics at HERA
which do not require to rely on predictions which take into account QED and QCD higher-order
effects in a most sophisticated way. Programs in EPRC either do not take into account purely
photonic corrections or they take them into account in the leading logarithmic approximation.
A separation of O(a) corrections into purely photonic and purely weak contributions is sensible
for two reasons: First, QED corrections are very sensitive to kinematical cuts and details of
the experimental selection criteria; therefore these corrections are usually applied directly to
the data. Second, the cross section including purely weak corrections is sufficient to study
the dependence on parameters of the electroweak standard model. Therefore the programs of
EPRC have proved valuable tools in studying the sensitivity of deep inelastic scattering cross
sections on standard model parameters and on neutral current couplings of quarks [5].

For a confrontation of experimental data with theoretical predictions, QED corrections are
indispensable. The Monte Carlo event generator HERACLES [6] is a flexible tool which can be
used for this purpose. Concerning the purely weak radiative corrections of order O(a), EPRC
and HERACLES take into account the same physics; EPRC provides a few additional features
with respect to higher-order corrections of order O(a?). Studies of higher-order QCD effects
can be performed with the help of DJANGO6 [7] which interfaces HERACLES to LEPTO [8];
moreover, there is a large number of special purpose programs suited for the investigation of
QCD phenomena.

'e-mail: hspiesb@mail.desy.de
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2 Standard Model Predictions for Deep Inelastic Scat-
tering

2.1 Lowest Order Cross Sections
Deep inelastic scattering of electrons or positrons off protons
e(l) +p(p) = €'(') + X(px), (1)

with ¢’ = e for neutral current scattering (NC) and €' = v. (7.) for charged current scattering
(CC) (particle momenta are given in parentheses) is usually described by the following set of
kinematic variables

Q? Q*

y=—. (2)

Q*=—(1=0)? s=(+p) I=m’ zs

In the region of large  and @Q* where the contribution of the longitudinal structure function F
and proton mass effects can be neglected, the differential cross section for the neutral current
process for left-handed (L) and right-handed (R) polarized electrons is given by

d2eNC _ 2ra?
’M{(Q.R) = 208

[+ —w?) FER + (1= (1 —)?) 2F 7. (3)

For positron scattering one has to replace FER 5 —FRL and cross sections for beams with an
arbitrary degree of longitudinal polarization P can be obtained by calculating the appropriate
average of the cross sections for left- and right-handed leptons. In the quark-parton model, the
structure functions are expressed in terms of quark (¢) and antiquark (g) distribution functions:

Z[I‘I(I- Q% + zq(z,Q%)] - AsﬁR.
q
S lzq(z. Q¥ - zq(z, Q%) - BLR. )

q

LR
F

L.R
zFy

By using Q*dependent parton distribution functions, QCD corrections are taken into account
automatically in the leading-logarithmic approximation. The coefficients Af'R and B:"R contain
coupling constants and propagators corresponding to photon and Z-boson exchange (L < +,
R& —):

ABR = Q2 42QuQ4(ve £ ac)vgxz + (ve £ a0 (02 + a2 (v2)’.
B:YR = izQqu(”eiae)aq\Z =+ 2(v. iﬂﬂ)zv‘ia‘l(\Z)z‘ (3)

with 0
=N~ 6
Xz Z Q2+mzz (6)

and a normalization constant .Vém which, in lowest order, can be expressed either with the help
of the weak mixing angle or with the help of the y decay constant, G :
’V(O) _ 1 = \/§G‘,mzz (.'.)
4 z - 2 2 - .
4sjyciy AT
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In the standard model, the couplings of the fermions to the bosons are given by the electric
charge (in units of €) for the photon exchange and, for the Z-boson exchange, by (f = €, q)

ap=1, v;=1{-2Q;sin’by (8)

where @ and 1{ denote the charge and the third component of the weak isospin of the fermion
f. In the standard model with a Higgs doublet, the mixing angle is related to the vector boson
masses by

Sil"l2 0“' =Sy=1— =g (9)
myz

In a similar way one can write for the charged current differential cross section

o C

i) == P)ma’ (M)

1 e
TR [t ct+(—yXd+3)] . (10)
with, to lowest order,

“\y(q) =3 1 = vafV

YTl T V2ral

and P denoting the degree of left-handed longitudinal polarization (P = —1 for left-handed

electrons, P = 1 for right-handed electrons). For positron scattering one has to replace u+c —
i +cand d+§— d+ s and adjust the sign of P.

(11)

2.2 Higher-Order Corrections

Since the program package EPRC is devoted to studies of electroweak physics at HERA, we do
not discuss QED corrections which are large and indispensable, in particular for NC scattering
at small r and large y. Purely photonic corrections have been discussed extensively in [9] where
the interested reader will also find short descriptions of and references to programs for their
calculation. QCD corrections are also not discussed here. They should, of course, be included
in order to obtain reliable predictions.

The calculations of higher-order electroweak corrections to deep inelastic scattering at
HERA have been reviewed in [9, 10] (see also references therein). They are performed in
the on-shell scheme, where the gauge boson masses my and myz are treated symmetrically as
basic parameters together with the top quark mass m, and the Higgs mass my (besides the
fine structure constant a and other fermion masses). Amplitudes are functions of these basic
parameters.

According to this scheme, a natural way to fix the standard model parameters is to choose
values for my, mz, besides m, and my. In view of the fact that there is a high precision
measurement of the u-decay constant G, it is, however, useful and customary to consider the
situation where a value for my is derived from G, after fixing the other mass parameters.
Accordingly, the normalization of the Z and W exchange amplitudes can be expressed in
different ways as indicated in Eqs. (7) and (11). When taking into account the generic higher-
order corrections to these amplitudes, one has also to take into account higher-order corrections
to the u-decay constant when switching from one prescription to the other in order to be
consistent.
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The corrections are collected in form factors that change the amplitudes in a simple form:
the dressed photon-exchange amplitude can be written in the following way:

2

€ 1
—Tm'E'Qe‘h@Qn ; (12)

7 is the fermionic part of the photon vacuum polarization. Writing it in the denominator
resums the leading logarithmic corrections according to the renormalization group equation
and the first factor in Eq. (12) constitutes the running fine structure constant a.,(Q?). 1}
contains hadronic contributions taken into account by using a parametrization derived from
data on the total hadronic cross section in e*e™ annihilation [11]. Bosonic contributions to the
vacuum polarization have to be combined with vertex and box corrections and are added as a
separate correction term.

5

The weak one-loop corrections to the Z-exchange amplitude, Mz, for eq — eq can be
expressed in terms of four weak form factors (p.q, &, K,, and k., ) in the following way, making
use of dressed vector couplings:

. Ta A1) [ e . .
Mz(3,0%) ~ m;‘é ; [13'15’%75 @ Yu¥s + Oel§vu ® Tus
V4

507 ©7 + 7, @ 7], (13)
oy = K [1-41Qlsh r(5,QY)], f=euq, (14)
Beg = 150+ Bl — I513 [1 = 16]QeQqlsty ea(5,Q%)] , (15)

with § = rs and s from Eq. (9). The normalization of the Z-exchange amplitude is modified
at O(a) by a form factor p,($, Q%):

& 2
(:Qz) - 1 p:q(s-Q )

N = = 3
2 4sfcly 1—Ar

5 2
\/iG,.mzpeq (16)

ira
The second form of the normalization factor is used when my and mz (and thus s};) is given as
input. It follows when using the (7, constraint with consistent inclusion of radiative corrections
to the u decay:

Ta 1
Gi= 17
T V2simi, 1 — Ar(a,mw,mz.my,my) (a7)

In the Born approximation, p = x = 1, and v, = v,v,. The above parametrization has the form
of a Born-like expression except that at the Born level there is no parallel for the coupling v.,.
The axial-vector couplings can be kept in their form a; = I{ by absorbing corresponding vertex
corrections into the normalization factor p,, = p., (3, @?) which receives also contributions from
self energies. The form factors x; and ., combined with s, give rise to effective mixing angles
which depend through the x's on the fermion species and on the kinematic variables. The
form factors can be separated into a universal part independent of the fermion species and a
non-universal remainder term. The universal parts contain the dependence on the masses of
the top quark and the Higgs boson. The dominating contribution to them is proportional to
m? and with

3a  m?

Ap (18)

167 s}y ¢y m%
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one has to one-loop precision

Peg =1+ Ap+ Apie™, (19)
<y
Kp =1+ Ap+ ARp™. (20)
W
Resummation of higher-order terms can be performed by the replacements
1+ Api™
Peg = —— (21)
? 1-Ap
r Cff
h']—>(1+.’3h',cm) 1+:Z—Aﬁ i (22)
Sw
cf 2
Keg = (1 + AK[™ (1 + ﬁ) ; (23)
W

Here, Ap contains irreducible two-loop contributions and is defined by
G.m} + G, m}
872y/2 8722

In our calculation we use for r, the result of [12] with the full two-loop my-dependence. The
leading correction of O(aa,) is given by
s +1 (25)
5 2!

with Ap from Eq. (18). To O(a), Ap is equal to Ap. The remainder terms (index rem) are the
one-loop expressions with the corresponding leading m? terms subtracted. More details and
references to the original literature can be found in [10].

Ap=3

C r2:| + A/)oa’~ (21)

. a,(m?) 2
sy = -2 2

m

It should be stressed that the form factors are functions of the kinematic variables r and
@? and depend on the fermion species. The z-dependence is due to box diagram contributions
which also lead to p.; # p.;. Since the measurement of deep inelastic cross sections covers a
large range of x and Q?, this dependence which is as large as the constant m} terms cannot be
neglected if a precision of few percent is needed (LEP1 measurements are, in contrast to this,
performed at a fixed Q% = —m?%).

The W-exchange amplitude including higher-order contributions can be written in the fol-
lowing way:

5 Ta 1 '
Mw(3,Q%) = T A wm Y[l =] @71 — ] (26)
with - ;
« Gim¥y v 1 p. (5,07
N 2 Gy w e gy 1 Pe($6T) .
W \/‘271'0 Peq (S Q ) 28&, 1—_ Ar (..t)

Differently from the neutral current, only a single form factor p}¥ (or p::.') for each parton scat-
tering process is required to accommodate the higher-order contributions. In the representation
with fixed G, the weak radiative corrections are very small with very little dependence on m,
and my and we have

Pl = (P2 (28)

which deviates from 1 typically by a few permille.
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3 Description of program elements

This section gives an overview over the programs contained in the package EPRC. The recom-
mended part of this library is the program contained in eprc93.f which allows the calculation
of total cross sections and includes the complete electroweak loop corrections as described in
the previous section. Other programs are designed for the calculation of Born cross sections.
of purely weak corrections, or of leptonic QED corrections in the leading logarithmic approx-
imation (LLA) of order O(e) or O(a*) [13]. For the charged current process, the program
epcctot.f contains an option to include soft photon exponentiation. In addition there are pro-
grams for deep inelastic scattering with polarized leptons and protons and for radiative charged
current scattering.

The programs contained in this dataset are based on analytic calculations or on numerical
integration methods which do not need too much CPU-time. Monte Carlo methods are only
partly used for numerical integration, but no Monte Carlo event generator is contained in this
dataset. The programs epnctot.f and epcctot.f contain the complete photonic corrections.
Their use is, however, not particularly recommended since they provide results for the twofold
differential cross sections only and need a rather large amount of CPU-time while not always
giving results with high numerical precision. These programs call subroutines using REAL*16
variables which is not supported on many existing computers.

Further helpful information can be found in the files aacommon.doc (definition of common
blocks used in the programs), aapdfs.doc (convention for calls of parton distribution functions,
see below) and aalpar.doc (conventions and recommendations for the steering parameters
LPAR, see section 4). Future modifications and updates (after 28 July 1991) will be announced
in the file aaupdate.doc. Additional files not mentioned in this description exist in the package,
containing programs for specific test purposes. They should be used only by experienced users.
Some of the programs have to be linked with the CERN library or the NAG library (for
integration routines) as indicated by a corresponding comment in the files.

1.) Born cross sections

epncborn. f Lowest order cross section d*a/dzdy for deep inelastic neutral current electron
(positron) proton scattering at HERA.

epccborn.f Lowest order cross section d?c/dzdy for deep inelastic charged current electron
(positron) proton scattering at HERA.

epncasym.f Lowest order results for the polarization and charge asymmetries in NC DIS

ep scattering at HERA for twofold differential cross sections d?a/dxdy.

2.) Weak corrections and improved Born cross sections

formff.f Program for the calculation of Ar, the (universal) effective weak mixing angle
and the running fine structure constant a(Q?).

epncweak.f The improved Born cross section for neutral current scattering, including weak
loop corrections and vacuum polarization.

epccweak.f The improved Born cross section for charged current scattering, including

weak loop corrections, vacuum polarization and some remnant parts of QED
corrections.
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eprc93.f Stand-alone version of a program to calculate neutral and charged current
total cross sections and their ratio as well as polarization and charge asym-
metries. This program includes the complete weak loop corrections, but QED
corrections only in the leading logarithmic approximation. It allows the inclu-
sion of non-standard contributions to the gauge boson self energies (S, T, U
parameters, for details see [4]). Cuts on z, y, @* and pr, determined by the
momentum of the scattered lepton, are possible. A sample output is stored in
the file eprc93.dat.

eprc93q.f Same as eprc93.f, but for the single-differential cross section do/dQ?.
eprc93xy.f Same as eprc93.f, but for twofold differential cross sections d*c/drdy.
zncvs. Contains subroutines for the calculation of the Born cross section, soft brems-

strahlung and electroweak virtual corrections. Contains also the initialization
subroutine SETPAR.

zccvs.f Contains the additional subroutines for Born cross section, soft bremsstrah-
lung, and virtual corrections for the charged current process.

3.) Leading-log programs

epncllas.f Leptonic corrections of order O(a) in the leading logarithmic approximation
including complete electroweak one-loop corrections.

epccllas.f The same for the charged current.

epnclla2.f Program for the calculation of leptonic corrections of order O(a?) in the lead-
ing logarithmic approximation [13].

zeplla.f Routines for the calculation of leading logarithmic corrections (leptonic legs)
to one- and two-loop order and the corrected cross sections for NC and CC
scattering.

4.) Total cross sections including hard bremsstrahlung

epnctot.f The total electroweak corrections for the neutral current cross section.

epcctot.f The total electroweak corrections for the charged current cross section. Only
for electron scattering, but with the option to exponentiate soft-photon cor-
rections.

znchbst.f16  Contains routines for the calculation of hard bremsstrahlung contributions to
the total corrections in neutral current scattering. These routines are needed
in epnctot.f.

zcchbst.£16  Contains routines for the calculation of hard bremsstrahlung contributions to
the total corrections in charged current scattering. These routines are needed
in epcctot.f.

5.) Integrated cross sections

zsigint.f Routines for the calculation of integrated cross sections for NC and C'(' scat-
tering. Integration can be performed over kinematical ranges defined with
the help of upper and lower cuts on z, y, Q% and pr (the transverse momen-
tum of the electron). Virtual corrections and the leptonic leading logarithmic
corrections can be included.

zpdfint.f Routine to obtain integrated parton distributions.

zaxohs.f The AXO library for integration and event sampling containing a modified
version of the integration routine VEGAS. Used in programs for total cross
sections which take into account hard bremsstrahlung corrections.
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6.) Parton distribution functions

zpver.f Interface for calls to parton distribution functions. The conventions for codes
of the various parametrizations are described in aapdfs.doc.

zpystfu.f Parton distribution functions from PYTHIA [14].

zpdmrsh. f Parton distributions from Martin. Roberts and Stirling, set H [15].

zpdmrsa.f Parton distributions from Martin, Roberts and Stirling, set A [16].

zpdgrv.f Parton distributions from Gliick, Reya, and Vogt [17].

zpdgrv94.f Parton distributions from Gliick, Reya, and Vogt, 1994 update [18].

zpdcteq3.f Parton distributions from the CTeq collaboration, version 3 [19].

7.) Polarized electron nucleon scattering

epasyp.f The cross section for neutral current scattering with polarized electrons and
protons including the complete O(a) electroweak and QED corrections. Some
sample results are stored in the file epasyout.dat.

epasyn.f The same for neutron scattering.

zncvsa.f The same as zncvs.f extended to include the case of longitudinal proton
polarization. Called from epasyp.f and epasyn.f .

znchbsta.f16 The same as znchbst.£16 extended to include the case of longitudinal proton
polarization. Called from epasyp.f and epasyn.f.

zpverap.f Polarized parton distribution functions (up and down only) for the calculation
of deep inelastic electron proton scattering with polarized protons and elec-
trons. Values are obtained by linear interpolation on a grid of 100 values of z,
no Q? dependence. Values on the grid points are read from a dataset allocated
to unit number 23. These data points are stored in the file epasyp.dat. The
numbers are from a fit to EMC data (obtained from A. Schéfer).

zpveran.f The same for neutron scattering. Needs input from file epasyn.dat.

8.) Radiative charged current scattering

epccrad.f A program for the caluclation of the cross section for radiative charged cur-
rent scattering ep — vy X including leptonic and quarkonic radiation and its
interference. A lower limit on the photon energy is required. The present
version is for electron scattering only. A detailed description of the program
can be found in the file aaccrad.doc.

4 Description of Steering Parameters in EPRC

Most of the steering parameters LPAR(*) can be used to study separate contributions to weak
one-loop corrections and various options to treat higher-order contributions. They are not
options which should be freely used. rather for some of them only one specific choice is recom-
mended or even meaningful. They should be changed with care, If not stated explicitly, a value
of 0 means that the given effect is not taken into account. More details and recommendations
than given here can be found in the file aalpar.doc.

LPAR(1): =1: include Born cross section;
=0: used to calculate only one-loop corrections in the NC cross section.
LPAR(2):  =1: include one-loop corrections in NC' and C'C cross sections;

=0: no one-loop corrections.
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LPAR(3):  =1: some higher-order corrections are included (soft photon exponentiation in
CC, QED corrections applied to improved Born for NC).
LPAR(4):  =0,1: use fixed myy,

> 2: determine my from muon decay constant G,;
= 0: normalize cross sections with the help of s% from my,
2 1: normalize cross sections with the help of G ;
= 3: include Ar in normalization of Z-exchange in NC 'Born’ cross section.
LPAR(5): > 1: Ar including one- and leading two-loop contributions;
> 2: Ar including corrections of order ay.
LPAR(6):  code for the parametrization of parton densities, see aapdfs.doc.
LPAR(7): > 0: include vacuum polarization:
= 1: from quark loops with effective quark masses;
= 2: hadronic part from Burkhard’s parametrization (second reference of [11]);
= 3: hadronic part from Jegerlehner's parametrization (first reference of [11]).
LPAR(8): > 0: include photon-Z-mixing.
LPAR(9): > 0: include Z self energy.
LPAR(10): > 0: include W self energy.
LPAR(11): = 0: no QED corrections,
> 1: include QED corrections.
LPAR(12): > 0: include leptonic QED corrections.
LPAR(13): > 0: include quarkonic QED corrections.
LPAR(14): > 0: include lepton-quark interference (QED).
LPAR(15): > 0: include weak loops.
LPAR(16): > 0: include weak box diagrams.
LPAR(17): photon and/or Z-exchange in NC scattering:
= 0: photon and Z-exchange;
= 1: only photon exchange;
= 2: only photon-Z interference;
= 3: only Z-exchange.
LPAR(18): = 0: no QED corrections (recommended);
= 1: including QED corrections in the leading logarithmic approximation.
LPAR(19): definition of z and y in LLA QED corrections:
= 1: z and y defined from scattered lepton momentum;
= 2: r and y defined from hadronic final state;
= 3: y defined from hadronic final state, Q? from scattered electron. r = Q*/(ys)
(‘mixed’ variables);
= 4: y and @? from Jaquet-Blondel method.
LPAR(20): = 0: parton distributions with Q? as argument;
= 1: use fixed external value for Q? as argument in parton distributions (given
by FIXQ2E, for test purposes only).
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Abstract: We summarize the work done in the group. Of the various proposed
HERA upgrades, the luminosity improvement is the most important for this physics.
With an integrated luminosity of 1 fb', collected by 2005, HERA can remain a
competitive and potentially fruitful facility for new physics searches.

1 Summary Statement

The goal of the workshop was to work out the implications for physics with the proposed
upgrades to HERA. Since, by construction, the Beyond the Standard Model group must study
highly speculative topics (most, if not all, known extensions to the Standard Model are certainly
wrong). we studied whether potentially interesting physics could be made more accessible by
the upgrades.

Of the proposed upgrades, the luminosity enhancement is a priori the most important for
this physics. Without substantially enlarging the data set in relatively short periods of time,
exotic physics searches stall. In addition, the competition from other facilities, in particular
LEP and the Tevatron. is stiff. The results of our studies indicate that a luminosity upgrade is
essential if the HERA program is to remain interesting and competitive in this area.

Since we are going beyond the Standard Model, the topics we studied may be organized by
how far beyond the Standard Model they lie, as follows.

1.1 Higgses

We start by revisiting searches for Higgs bosons. Standard Model Higgs physics has been
deemed hopeless at HERA, mainly due to the small production cross-section[l]. (With an
integrated luminosity of 1 fb=', HERA might actually produce a few Standard Model Higgs
bosons in currently allowed mass ranges, but isolating these few events from the background still
looks hopeless.) Plausible non-standard Higgs sectors offer more possibilities. Many models,
including the minimal SUSY extension to %ﬁ%sgtandard Model. include two Higgs doublets,
generating five physical particle degrees of freedom: two neutral scalars (H° and A°), a neutral

pseudoscalar (A), and two charged scalars (H*); and introducing two parameters that modify
the couplings: a mixing angle for the neutral scalars (a) and the ratio of the vacuum expectation
values for the two doublets (tan3). In Minimal SUSY these parameters are constrained to
regions that keep these light Higgses out of HERA's reach, when taking the LEP bounds
into account. However, there is good reason to look anyway. The LEP program is steadily
eating away the remaining allowed regions and, SUSY aside, non-minimal Higgs sectors have
been proposed as mechanisms for a wide variety of phenomena, e.g., electroweak CP violation.
the suppression of strong CP violation, and neutrino mass generation. Such a search is well-
motivated.

Maria Krawczyk has studied the phenomenology of a general two-doublet model. She found
that there are regions of (@, 3) that are not ruled out by LEP, even for very light Higgs massless
of a few GeV. Such Higgses can be produced at HERA via photoproduction. The resolved
process, gg — h, results in a bb final state (or a 777 final state for very light k), while the
direct process g — bbh results in an enticing four-b final state (or a bbr*r~ final state for
very light k). The success of these searches will depend on how well the signals can be isolated
from the backgrounds. Krawczyk and Ritz are producing! generators to study these processes.
There may, after all, be a Higgs for HERA, in photoproduction.

1.2 Contact Interactions and Compositeness

Moving somewhat further beyond the Standard Model, the study of contact interactions pro-
vides a model-independent way to parametrize the sensitivity to new physics. Jason Gilmore
has studied the sensitivity to eeqq contact interactions, as well as to finite quark radii. He
concludes that integrated luminosities of order 200-500 pb~" in both e~p and e*p are necessary
to probe distances shorter than 107'®cm and contact interaction scales comparable to those
accessible at the Tevatron.

1.3 Lepton Flavor Violation

With the relatively clean HERA environment, lepton flavor violating process can be probed
in a straightforward and general manner: a high @* DIS-like final state is sought with a y or
7 replacing the scattered lepton beam particle. There are already results from ZEUS[2] and
H1[3]. Frank Sciulli and Songhoon Yang have extended their original analysis of leptoquarks
with 2nd and 3rd generation couplings to the 1 fb=' case, and show that HERA will have the
world’s best sensitivity to many types of these particles.

1.4 Heavy Neutral Leptons

Frank Sciulli and Larry Wai have studied an interesting case for HERA: a neutral right handed
lepton with moderate mass may have escaped detection if it is more massive than the associated
right-handed Wy boson. In that case, the Wg will decay only to a pair of jets with no missing
momentum, and the existing experimental limits are not valid for Wx masses below 100 GeV.
Again, high luminosities allow a significant di;ica\'ery potential.

!Consult the web page for details.



1.5 Supersymmetry

Supersymmetry is the most widely studied extension of the Standard Model. Members of our
group have focused on three distinct models of supersymmetry: (a) the minimal supersymmetric
standard model (MSSM) with conserved R-parity and a gluino mass above the Tevatron bound
of 140 GeV; (b) R-parity violation through the LQD[4] operator, and (c) the light gluino
scenario where Myuino < 1GeV.

1.5.1 R, Conserving
In the MSSM we considered the two processes

e +q = € +q (1)
e +q — é"+{?+q (2)

where YJ is the lightest neutralino.

For the first process, studied by Peter Schleper, the present bounds from LEP1.3 are com-
parable to those from HERA[6]. The overall sensitivity with 500 pb~! is comparable to LEP2.
Therefore the sooner we obtain the upgrade the more likely HERA can remain in competition.
Optimistically, if LEP2 discovers this process then HERA can also access this physics. Pes-
simistically, if one applies the model-dependent scalar quark bounds from the Tevatron then
HERA is not competitive. The second process was investigated by Massimo Corradi. Unfortu-
nately, LEP1.3 has already excluded the region of parameter space to which HERA can ever
be sensitive[7] in this particular model.

1.5.2 R, Violating

R-parity violation has several Yukawa couplings beyond those of the MSSM which violate
either lepton number or baryon number. HERA is particularly sensitive to a subset of the
lepton number-violating couplings, denoted LQD[4] since they lead to resonant scalar quark
production:

e +qg = §—= g+ (3)

where Y represents a general gaugino (neutralino or chargino). This has been studied in much
greater detail by Dreiner, Perez, and Sirois, extending the scalar squark decays to the entire
supersymmetric spectrum. HERA remains the best machine for this process.

Previously, Dreiner and Morawitz studied the process[3]
e 4+q = 44 (§.¢) =g+ (4)

HERA is sensitive to the case when the \{ decays via lepton number-violating operators L) D
or LsQE. These lead to tau-lepton final states. HERA is the best machine to test these
operators.
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1.5.3 Light Gluino

The exclusion of a light gluino with mass below 5-10 GeV is debated within the supersymmetry
community. If a light gluino exists it should be copiously produced in photoproduction at
HERA(8], and will likely hadronize as a long-lived, electrically neutral particle[9]. Marc David
has studied the possibilities of detecting such processes using topologies of energy deposits in
the H1 calorimeter.

For multi-jet processes in DIS involving a light gluino, Graudenz et al. confirm that ex-
tracting a signal from the very large QCD background would require more clever analyses than
jet-angle variables alone.

It is worth noting that a recent reanalysis[10] of OPAL data may have closed the light gluino
window definitively.

1.6 Other New Particles

With general scaling rules, Uli Martyn has extended previous workshop results and existing
HERA results to the 1 fb~' domain. Topics include exotic leptons, excited leptons, excited
quarks, leptoquarks, leptogluons, new vector bosons, compositeness, and quark form factors.
With an integrated luminosity of 1 fb=', HERA will remain an excellent facility to search for
most of these extensions to the Standard Model.

We also have a contribution from Blimlein et al. explicitly considering scalar and vector
leptoquark pair production. The advantage here is that leptoquark couplings to gauge particles
are determined, in contrast to the more familiar single leptoquark production case where the
Yukawa coupling is a free parameter. In this mode, HERA is likely to be most competitive, if
at all, in searches for leptoquark pairs that decay to 3rd generation states (b, 7).

2 Conclusions

With a substantial luminosity upgrade HERA will continue to have good discovery potential
for most of the topics we have studied. In addition to the amount of integrated luminosity,
when that luminosity is delivered also matters. Table 1 shows luminosity profiles in different
scenarios. The numbers represent only our best guesses, but they illustrate a point: as the
annual integrated luminosity asymptotes, the time required to acquire substantially increased
statistics grows. One figure of merit is the time to double the existing data sample. If HERA
asymptotes to 35 pb~'/y. it will be difficult to wait to accumulate even 250 pb~!. By contrast,
if the asvmptotic value is 170-200 pb~' /y, integrated delivered luminosities in the neighborhood
of 1 fb=! can be accumulated in a timely manner, with substantial new data sets each year
to maintain an exciting program. Finally. since plans for the Tevatron indicate an integrated
luminosity of 33 fb=' by that same time, HERA must certainly upgrade to be of interest for
physics beyond the Standard Model.
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Year || Annual-35 [ Tnt [ 2yr ratio || Annual-170 | Int 2yr ratio
1993 1 1 1 1

1994 6 7 6 7

1995 12 19 19 12 19 19
1996 15 34 4.9 15 34 4.9
1997 30 64 34 30 64 3.4
1998 35 99 2.9 50 | 114 3.4
1999 35 134 2.1 100 | 214 3.3
2000 35| 169 1.7 125 | 339 3.0
2001 35| 204 1.5 150 | 489 2.3
2002 35| 239 1.4 170 | 639 1.9
2003 35| 274 1.3 170 | 829 1.7
2004 35 309 1.3 170 | 999 1.5
2005 35 | 344 1.3 170 | 1169 1.4

Table 1: Two versions of the future. Luminosity profiles for a machine that asymptotes to
35 pb~' [y (first set of columns) and 170 pb=/y (second set of columns). In each group of
columns, the first gives the delivered luminosity that year, the second gives the running total
collected since turn-on, and the third gives the ratio of the running lotal of that year to that
amount two years earlier. When this ratio falls below 2, we have failed to double our statistics
within two years (sce text). The running total at that point is given by the bold numbers for the
two scenarios.
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Abstract: Present data do not rule out a light neutral Higgs particle with mass
below 40-50 GeV in the framework of 2HDM with tan 3 ~ 20-30. The promising
possibility of searching for a light Higgs particle in such a scenario in photoproduc-
tion at HERA collider is discussed. For the MSSM there is only a very small chance
to observe the Higgs sector, and only for limited mass range ~ 45-50 GeV and with
large tan 3.

1 Introduction

The possibilities of Higgs searches at the HERA collider have been studied in the first HERA
Workshop in 1987 [1]. It was found that it ‘is (almost) impossible’ to observe the Standard
Model (SM) Higgs. A similar conclusion for the SM scalar Higgs search at HERA, even with an
upgraded luminosity and/or proton energy, can be found in the contribution to this Workshop
(2].

Non-minimal Higgs boson production at HERA has also been investigated during the HERA
Workshop’87 as well as in other papers [13. 14, 15]. It was found that photon-gluon fusion into
bbh(A) may be an important production mechanism of Higgs bosons in the two Higgs doublet
extension of the SM at HERA. Also other subprocesses with Higgs boson bremsstrahlung,
namely those with the resolved photon in the initial state, are important at HERA [14]. Another
production mechanism is gluon-gluon fusion via a quark loop, where the Higgs particle is
produced in resonance. For large tan 4 and Higgs masses below 30 GeV this process dominates
the production cross section over y¢ fusion [15].

According to LI'P T data, Higgs bosons in the MSSM have to be heavier than 45 GeV,
therefore their production rate at the HERA collider is rather small. For the mass of h and
A equal to 45 GeV both the v¢ and the gg cross sections for tan 3=30 are ~ 5 fb. When
adding the similar contribution from WW fusion into A [2], one may expect 20-30 events to be
produced at HERA with an integrated luminosity of 1 fb=1,

The situation is quite different in the non-supersymmetric version of the two Higgs doublet
extension of the SM (the so called general two Higgs doublet model - 2HDM) since in this model
one light neutral Higgs boson with mass below 40-50 GeV may still exist, moreover with large
coupling to 7 and b -quark. In this case there is a good chance to study the Higgs sector at
HERA, with one thousand events expected for a Higgs mass of 5 GeV and tan #=30, assuming
L.,=250 pb~!,
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Below we present the status of this model, i.e. , the 2HDM with a light Higgs boson,
and in the next section we discuss the possibility to perform a Higgs boson search at HERA,
focusing mainly on the gluon-gluon fusion production via a quark loop. Existing limits from
LEP 1 for the coupling of a light neutral Higgs boson in the 2HDM are rather weak. Also
present data on (g — 2) for the muon improve only slightly the limits on tan 3 for a Higgs
mass below 2 GeV. Therefore it is extremely important to check if more stringent limits can
be obtained from HERA measurements. The combined exclusion plot showing the potential of
HERA measurement is presented in Sec.4. Sec.5 contains our conclusion.

2 Status of the 2HDM with a Light Neutral Higgs

The mechanism of spontaneous symmetry breaking proposed as the source of mass for the
gauge and fermion fields in the SM leads to a neutral scalar particle, the minimal Higgs boson.
According to the LEP I data, based on the Bjorken process e*¢~ — HZ", it should be heavier
than 66 GeV [3]. A possible extension of the SM is to include a second Higgs doublet to the
symmetry breaking mechanism. In the two Higgs doublet models the observed Higgs sector is
enlarged to five scalars: two neutral Higgs scalars (with masses My and M, for the heavier and
lighter particle, respectively), one neutral pseudoscalar (M), and a pair of charged Higgses
(Mpy+). The neutral Higgs scalar couplings to quarks, charged leptons and gauge bosons are
modified with respect to analogous couplings in SM by factors that depend on additional
parameters: tan 3, which is the ratio of the vacuum expectation values of the Higgs doublets
vy/vy, and the mixing angle in the neutral Higgs sector a. Also further new couplings appear,

eg. Zh(H)A and ZH H™.

In the following we will focus on the appealing version of the models with two doublets
("Model 11”) where one Higgs doublet with vacuum expectation value v; couples only to the
"up” components of fermion doublets while the other one couples only to the "down™ compo-
nents [7]. (In particular, fermions couple to the pseudoscalar A with a strength proportional to
(tan 8)%! whereas the coupling of the fermions to the scalar h goes as £(sina/ cos 3)*!, where
the sign + corresponds to the isospin F1/2 components). In such a model FCNC processes are
absent and the p parameter retains its SM value at the tree level. Note that in such a scenario
the large ratio vo/vy ~ My, /my > 1 is naturally expected.

The well known supersymmetric model (MSSM) belongs to this class. In the MSSM there
are additional relations among the parameters required by supersymmetry, leaving only two
free parameters (at the tree level) e.g. M, and tan . In the general case, denoted 2HDM,
masses and parameters a and 3 are not constrained. Therefore the same experimental data
may lead to very distinct consequences depending on which version of the two Higgs doublet
extension of the SM, supersymmetric or nonsupersymmetric, is considered.

2.1 Present constraints on the 2HDM from LEP I.

Important constraints on the parameters of the two Higgs doublet extensions of the SM were
obtained in the precision measurements at LEP 1. The current mass limit on the charged
Higgs boson My+=44 GeV was obtained at LEP I [6] from the process Z — H* H~, which is
independent of the parameters a and 3. (Note that in the MSSM version one expects My+ >
My ). For the neutral Higgs particles h and A there are two main and complementary sources of
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information at LEP 1. One is the Bjorken process Z — Z*h which constrains gj ;, ~ sin’(a—/f),
for M}, below 50-60 GeV. The second process is Z — hA, constraining g%, , ~ cos*(a — ) for
M, + M4 < Mz. Results on sin’(a — 3) and cos?(a — ) can be translated into limits on the
neutral Higgs bosons masses M; and M. In the MSSM, due to th additional relations among
the parameters, the above data allow to draw limits for the masses of individual particles:
M, > 45 GeV for any tan 3 and M4 > 45 GeV for tan 3 >1 [5, 3]. In the general 2HDM the
implications are quite different. here only the large portion of the (M. M) plane, where both
masses are in the range between 0 and ~50 GeV, is excluded [4].

The third basic process to search for a neutral Higgs particle at LEP I is the Yukawa
process, i.¢. the bremsstrahlung production of a neutral Higgs boson h(A) from a heavy fermion:
ete™ — ffh(A), where f means here b quark or 7 lepton [22, 8, 9]. A new analysis of the
Yukawa process by the ALEPH collaboration [10] led to an exclusion plot on tan 3 versus
the pseudoscalar mass, M4. (The analysis by the L3 collaboration is also in progress [11].).
However, the obtained limits are rather weak allowing for the existence of a light A with mass
below 10 GeV with tan 3 = 20-30, for M4=40 GeV tan 3 till 100 is allowed! For the mass
range above 10 GeV. similar exclusion limits should in principle hold also for a scalar h when
replacing the coupling tan 3 — sina/cos 3. However, one would expect larger differences in
the lower mass region, where the production rate at the same value of coupling for the scalar is
considerably larger than for the pseudoscalar. More stringent limits should be obtained there[9].

In the following we will study the 2HDM assuming that one light Higgs particle may exist.
Moreover we will assume according to LEP I data the following mass relation between the
lightest neutral Higgs particles: My + M4 2 Mz. We specify the model further by choosing
particular values for the parameters a and 3 within the present limits from LEP 1. Since
sin®(a — 3) was found [4, 3] to be smaller than 0.1 for 10 ¢ M, < 50 GeV, and even below
0.01 for a lighter scalar. we simply take @ = 3. This leads to equal strengths of the coupling
of fermions to scalars and pseudoscalars. Note that then the EW gauge boson couplings to the
Higgs scalar h disappear '. For the scenario with large tan 3 ~ O(m,/m;) a large enhancement
in the coupling of both k and A bosons to the down-type quarks and leptons is expected.

Below we present how one obtains limits on the parameters of the 2HDM from current muon
(g — 2) data [23]. also the potential of the forthcoming E821 experiment [24] is discussed. (See
Ref.[20] for details.)

2.2 Constraints on the 2HDM from (g - 2),

The present experimental limit on (g — 2) for the muon, averaged over the sign of the muon
electric charge, is given by [26]:

=9
o = u = 1165923 (8.4)- 107°.

The guantity within parenthesis, o,.,, refers to the uncertainty in the last digit.

The theoretical prediction of the SM for this quantity consists of the QED, hadronic and

EW contributions:
SM _ QED , _had , EW
a,” =a; 4 a, + a, .

' A does not couple to W and Z [7].
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The recent SM calculations of a, are based on the QED results from [29], the hadronic con-
tributions obtained in [34, 33, 31, 35, 36] and [37] and the EW results from [28, 27]. The
uncertainties in these contributions differ among themselves considerably (see below and in
Ref.[25, 28, 31, 20]). The main discrepancy is observed for the hadronic contribution, therefore
we will here consider case A, based on Refs.[20, 30, 34, 33, 36, 28], with relatively small error
in the hadronic part. It corresponds to : a3M=1 165 918.27 (0.76) -10~°. (The results for
[ca,se B (Refs. [30, 31, 37, 28]) with the 2 times larger error in the hadronic part is discussed in
28, 20].)

The room for new physics, like the 2HDM with a light scalar or a light pseudoscalar, is basi-
cally given by the difference between the experimental data and the theoretical SM prediction:?
ag? — af“ = ba,. Below. the difference éa, for the considered case, A, is presented together
with the error o, obtained by adding the experimental and theoretical errors in quadrature (in
1079):

da,(0) =4.73(8.43) and 1imy(95%) : —13.46 < a, < 19.94

One can see that at the 1 o level the difference 6a,, can be positive or negative. For the beyond
the SM scenario where the contribution of only one sign is physically accessible (i.e. positive
or negative éa,), the other sign being unphysical, the 95%C.L. limits should be calculated [26]
separately for the positive and for the negative contributions (lim+(95%) above ).

The future accuracy of the (g —2), experiments is expected to be orey ~0.4-1077 or better
[24, 28]. One also expects an improvement in the calculation of the hadronic contribution
such that the total uncertainty will be basically due to the experimental error. Below we will
assume that the accessible range for the beyond SM contribution will be smaller by a factor of
20 compared to the present (lim+95%) bounds. So, we consider the following option for future

measurements (in 107%):

lim+"*(95%) : —=0.69 < a]* < 1.00.

The difference éaZ** we now ascribe to the 2HDM contribution, so we take éa, = a?PM

and da™ = alZHPM) for present and future (g — 2),, data, respectively. We will consider two
scenarios:

o a) pseudoscalar A is light
e b)scalar h is light.

Here we calculate the 2HDM contribution assuming for case a) af”DM)(.\IA) = a"“(.’\lA),

whereas for b) : af‘mm“(.\h‘) = al(My). This simple approach is based on the LEP I mass
limits for charged and neutral Higgs particles and differs from the full 2HDM predictions, stud-
ied in Ref.[20], significantly for a Higgs mass above about 30 GeV. Note that the contribution
for the scenario b) is positive, whereas for the scenario a) it is negative.

The exclusion plots for tan 3 obtained from present (¢ — 2), data at 95%C.L. for a light h
or A, go beyond those from LEP I for Higgs masses below 2 GeV. tan 3 ~ 15 is still allowed
for the mass of the Higgs particle as low as 1 GeV, above 2 GeV tan A is limited to 20. These
results together with others will be presented later in Sec. 4.

?However in the calculation of ufw the (SM) Higgs scalar contribution is included (see discussion in [20]).
3An improvement in the ongoing experiments at low energy is expected as well.
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It is worth pointing out the unique role of the forthcoming (¢ — 2), measurement in clar-
ifying which scenario of the 2HDM is allowed: the model with a light scalar or with a light
pseudoscalar. If the da]}* is positive (negative) then the light pseudoscalar (scalar) is excluded.
Further constraints on the coupling of the allowed light Higgs particle can be obtained from
HERA, which is very well suited for this task.

3 Search for a Higgs particle at HERA

We now study the possibility of light neutral Higgs scalar and/or pseudoscalar production in a
2HDM at HERA [14, 15, 16]. We limit ourselves to the mass range above 5 GeV, in order to
apply the LO approach. Next order results are in preparation [18], but we expect that even a
K-factor ~ 1.5-2 will not change the results drastically. The results obtained for 2HDM hold
also for MSSM, provided the proper range of mass is considered, i.e. , above 45 GeV. The
results relevant for SM can also be obtained from the 2HDM predictions for & production with
tan #=1.

Photon-gluon and gluon-gluon fusions in photoproduction at HERA are expected to be
basic sources of a light Higgs bosons in 2HDM [15]. Note that the ZZ and WW fusions are
not relevant since the pseudoscalar, A, does not couple to EW gauge bosons, and the scalar
couplings, which are proportional to sin(a— 3). are put to zero by the assumed by us condition:
a = 3. (Even if the upper experimental limits for sin(a — 3) are used (Sec. 2.1), light Higgs
boson production in ZZ/WW fusion is still effectively suppressed.)

The total cross section for on-shell neutral Higgs boson production is calculated, along with
the rates for the particular final states — 777~ or bb. These decay channels are the most
important since in 2HDM with large tan 3 h and A decay mainly to the heaviest available
fermionic “down-type” states. (Details can be found elsewhere, e.g. , in [8, 17]).

3.1 Bremsstrahlung of the Higgs boson: 79 — bbh(A4) and other
related processes.

At HERA, the production of neutral Higgs boson in a 2HDM via
79 — bbh(A) (1)

may be substantial [13, 15]. The total h cross section (integrated over the bb final state) is
presented in Fig.la. Note that this process also includes b — bh(A), as well the lowest order
contributions due to the resolved photon, i.e., bb — h(A), bg — h(A)b. etc. These subprocesses
were studied in Ref. [14], in Fig.2a we present obtained results. Each of these processes needs
an independent analysis of the background [18]. As this work is not yet completed, we will not
use these processes for the derivation of the exclusion plot in Sec.4.

3.2 Gluon-gluon fusion via a quark loop

Higgs boson photoproduction in gluon-gluon fusion via a quark loop,

g9 — h(A), (2)

248



HERA ep (314 GeV): gg ->h (A)
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Figure 1: a) The total cross section for h production at HERA with the upgraded energy. The
gg fusion (solid lines) and vg fusion (dotted lines) are considered. The results for tan 3 =30
(upper curves) and the tan 3=1 (lower curves) are shown. GRV parametrizations were used
for both the photon and the proton [18]. b) The cross sections for gg fusion for the nominal
HERA energy (with tan 3=30). Total h (solid upper line) and A (dashed upper line) production
cross-sections are shown, along with the results for the 7¥7~ final state (solid and dashed lower
lines for h and A, respectively).

can be even more significant [14, 15]. The results for HERA with upgraded energy are also
presented in Fig. la. A comparison of (2) with vg fusion (1) shows that, for large tan 3 and
for mass below ~ 30 GeV, the gg fusion clearly dominates the total cross section. Note that
the total gg cross section for tan 3=30 is large: o ~ 10° fb for a Higgs mass of 5 GeV, falling
to 5 fb at mass ~ 45 GeV (where the o,, meets the o.,).

A mass of 45 GeV corresponds to the lowest currently allowed mass for MSSM Higgs bosons.
(Note that in MSSM, # and A tend to be degenerated in mass for large tan 3). Adding the
contribution for tan =30 from processes (1) and (2) for both scalar and pseudoscalar as well
as that due to WW fusion into h [2] which are of the same order, we estimate that HERA will
produce 20-30 events of this sort with luminosity 1 fb=".

In Fig.la the tan 3=1 case corresponds to the prediction for SM Higgs production in 3¢
and gg fusion. Applying the current limit for the SM Higgs mass, My, > 66 GeV [3], we see
how small the corresponding ~vg and gg cross sections are, more than three orders of magnitude
smaller than the rate found in WW fusion into A [2].

Comparing the scalar production in Fig.la with corresponding production in Fig.1b, in
which the nominal HERA beam energy was used, we see an extremely weak dependence on
beam energy for scalar production. In Fig.1b we also consider pseudoscalar production via
gluon-gluon fusion (2) for tan 3=30. The total cross sections (h(A) — all) and the cross
sections for the 777~ final state are shown. It is interesting to notice the large difference, in the
mass range below 10 GeV, between scalar and pseudoscalar production seen both in the total
cross section o as well as in the o-Br(— 7+77). Note that the difference almost disappears for
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the 77~ cross section above the bb threshold.
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Figure 2: In the yp CM system at \/s5; =170 GeV a) the cross section for scalar production in
various subprocesses (tan 3=20, from Ref.[1{]) and b) the rapidity distribution for 747~ pair are
presented. The background (yy — 717~ ) and the signal (the scalar Higgs boson contribution,
integrated over AMy=1 GeV) are shown (from Ref.[15]).

For detection, it is useful to study the rapidity distribution do/dy of the Higgs bosons in the
~p centre of mass system. Note that y = —%log%ﬁ%ﬂ = —%Iogz—;, where z,(z.) are the ratio
of the energy of the gluon to the energy of the proton and photon, respectively. The (almost)
symmetric shape of the rapidity distribution found for the signal is extremely useful to reduce
the background and to separate the gg — h(A) contribution, which we will discuss now for the
7tr~ final state.

The main background in the mass range between 77~ and bb thresholds is due to vy —
7. In the region of negative rapidity do/dy,+.- is very large, e.g. .for yp energy equal
to 170 GeV the cross section ~ 800 pb at the edge of phase space (y,+,- ~ —4), and it then
falls rapidly when y.+.- approaches 0. At the same time, the signal reaches at most 10 pb (for
M;y=5 GeV). The results are shown in Fig.2b. The region of positive rapidity is not allowed
kinematically for this process since here one photon interacts directly with r., = 1, and therefore
Yrtr== —-%logr—l:— < 0. A significantly different topology found for 44 — 77~ events than for
the signal should allow a reduction of this background.

The other sources of background are g§ — 747~ processes (not shown here). These processes
contribute to positive and negative rapidity y,+.-. with a flat and relatively low cross-section
(below 0.5 pb) in the central region.

Note that Higgs decaying into b-quarks has a much more severe background, and we will
not discussed it here (see Ref.[14, 15]).

Assuming a luminosity £.,=250 pb~!/y we predict that gg fusion will produce around one
thousand events per annum for M, = 5 GeV (and roughly 10 events for M, = 30 GeV). A
clear signature for the tagged case with a 77~ final state at positive centre-of-mass rapidities
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of the Higgs scalar should be seen, even for a Higgs mass above the bb threshold (more details

can be found in Ref.[15]). For the pseudoscalar case even more events are expected in the mass
region below 10 GeV.

To show the potential of HERA., the exclusion plot based on gg fusion via a quark loop with
the 7+7~ final state can be drawn. In this case, as we mentioned above, it is easy to find the
part of phase space where the background is hopefully negligible. To calculate the 95% C.L.
for allowed value of tan 3 we take into account signal events corresponding only to the positive
rapidity region (in the 9p CM system). The results for the ep luminosity £., =25 pb~' and
500 pb~" are presented in Fig. 3 and will be discused in the following section.

4 Exclusion plot for 2HDM

In Fig.3 the 95% C.L. exclusion curves for the tanJ in the general 2HDM ("Model IT") ob-
tained by us for a light scalar (solid lines) and for a light pseudoscalar (dashed lines) are
presented in mass range below 40 GeV. For comparison results from LEP [ analysis presented
recently by ALEPH collaboration for pseudoscalar [10] is also shown (dotted line). The region

of (tan 3, M} 4)) above curves is excluded.
Exclusion plot (95 % C.L.)

T
100 |
=
3 10
c
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P | 3
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Figure 3:  The 95% C.L. exclusion plot for a light scalar(solid lines) or light pseudoscalar
(dashed lines) in 2HDM. The limits derivable from present (¢ — 2), measurements and from
existing LEP [ results (pseudoscalar production in the Yukawa process) (dotted line) are shown.
The possible exclusions from HERA (the gluon-gluon fusion via a quark loop with the 7%+~
final state) for luminosity 25 pb=" and 500 pb™" as well from vy — p*p~ at low energy NLC
(10 f5=') are also presented (from [17]). Possible limits from future data for (g — 2), are also
shown. The parameter space above the curves can be ruled out.

Constraints on tan J were obtained from the existing (¢ — 2),, data, including LEP I mass
limits (Sec.2.2). We see that already the present (¢ — 2), data improve LEP I limits on tan 3
for M4 <2 GeV. A similar situation should hold for a 2HDM with a light scalar, although here
the Yukawa process may be more restrictive for M; < 10 GeV [9].
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The future improvement in the accuracy by a factor of 20 in the forthcoming (g — 2),
experiment may lead to more stringent limits than provided by LEP I up to a mass of h or A
equal to 30 GeV, if the mass difference between scalar and pseudoscalar is ~ Mz, or to even
higher mass for a larger mass difference [20]. Note, however, that there is some arbitrariness in
the deriving the expected bounds for the daj*.

The search at HERA in the gluon-gluon fusion via a quark loop may lead to even more
stringent limits (see Fig.3) for the mass range 5-15 (5-25) GeV, provided the luminosity will
reach 25 (500) pb~! and the efficiency for the 7+7~ final state will be high enough *. The other
production mechanisms, such as vg fusion and other subprocesses with the resolved photon,
are expected to improve these limits further [14, 15, 18].

In the very low mass range, additional limits can be obtained from the low energy NL
47 collider with \/5..=10 GeV. In Ref.[17] we found that the exclusion based on v fusion
into Higgs, decaying into u*p~, may be very efficient. In Fig.3 the results corresponding to a
luminosity 10 fb~! are presented.

5 Conclusion

In the framework of 2HDM, a light neutral Higgs scalar or pseudoscalar in the mass range
below 40-50 GeV is not ruled out by the present LEP I and (¢ —2), data. The other low energy
experiments cover only part of parameter space of 2HDM; some, such as the Wilczek process,
have large theoretical uncertainties both due to the QCD and relativistic corrections([12, 7])(see
also discussion in [15, 16]).

The role of the forthcoming (g — 2), measurement seems to be crucial in clarifying which
scenario of 2HDM is allowed: with light scalar or with a light pseudoscalar. If the éaj* is
positive(negative) then the light pseudoscalar(scalar) is excluded. Then, further constraints on
the coupling of the allowed light Higgs particle can be obtained from HERA, which is very well
suited for this. The simple estimation performed at luminosity 500 pb ~! for one particular
production mechanism, namely gluon-gluon fusion, is already promising; adding more processes
may further improve the situation significantly. The most important experimental handle is a
good efficiency for the 7¥7~ channel.

All this suggests the large discovery/exclusion potential of HERA for the mass range 5-20
GeV [15]. It is unlikely that the LEP/LHC experiments will have a larger potential in such a
mass region [14].

The very low mass region may also be studied at low energy NLC machines. We found
that the exclusion based on 4~ fusion into Higgs, decaying into pu*u~, may be very efficient
in probing the Higgs sector of 2HDM, even for luminosity 100 pb='. It is not clear however if
these low energy options will come into operation.

Future experiments will clarify the status of the general 2HDM with a light neutral Higgs
particle — the role of HERA in such a study may be very important.
By contrast, for the MSSM the potential of HERA even with luminosity 1 fb~! is relatively

poor, producing only 20-30 events of h and A. if the mass is in the 45-50 GeV range for
tan 3=30.

*In this analysis the 100% efficiency has been assumed. If the efficiency will be 10 % the corresponding limits
will be larger by factor 3.3 (a simple scaling) for fixed luminosity.
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Abstract: The sensitivity of the ZEUS experiment to eegq contact interactions
in neutral current deep inelastic scattering has been studied for future integrated
luminosities as high as 1000 pb~'.

1 Introduction

The electron-proton collider HERA is an ideal place for the study of neutral current deep
inelastic scattering (NC-DIS), and by making precise measurements of the cross section, the
ZEUS experiment can potentially detect the effects of physics beyond the Standard Model
(SM). Many new physics processes that occur at mass scales greater than V5 (e.g. composite-
ness, leptoquarks, and new heavy bosons) may be detected at ZEUS as a contact term which
modifies the DIS cross section. A ‘contact term’ is a simple four—fermion interaction where the
propagator mass is so much larger than the energy available that the propagator is contracted
to a point. The most general chirally invariant expression for eegq contact interactions adds
terms to the Lagrangian of the form [1] L = n.(€es7€s)(gse7qs) Where ny = +¢%/2A%,, is
the parameter for the coupling between lepton helicity s and quark helicity s, A is the mass
scale of the process and the = sign denotes constructive or destructive interference. Using this
modified Lagrangian, a simple technique for setting limits is presented which is complimentary
to previously published methods [2].

Assuming unpolarized beams and neglecting radiative corrections, the NC-DIS differential
cross section can be expressed as the sum of the proton structure functions F; and F3, which
in turn are functions of the parton momentum distributions and SM quark couplings [5]. The
contact term then causes additional terms (Eqs. 2-5) in Fy and F proportional to 7,6 Q% [2]

d*o(et 2ra® ,
LB = 2+ (- Q) F - - v @) )
. L2 2 2 R'l
R =Y zq(.t,Q’)+1(7(.t,Q‘]]§[V/ +\v,’* +|A§ +‘A,H
flavor
eF3 = Y [zq(r,Qz)—xq(.t,Qz)] [vaf-v,RAf]
flavor

255 256




2
Lo_ . @ :
Vi = &5 (vetac)vrPz + o —(nis +nLr) (2)
VR = ef—(ve=—a.) gF (nRL + MRR) (3)
! 4 = STa
Al = —(ve+aagPz + Q—z(ﬂu —ILR) (4)
/ € < 8ra
2
A} = —(ve—a)asPz + S?r—a(flm. —1IRR) (5)
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1 s 1
v = 3 T} — gisin®Oy 6 =3 T?

where T? are the weak isospins (+ § for i = u,v, — } for i = d,€) and ¢; are the charges. At
high Q2. the contribution of the longitudinal structure function (F7) to the cross section is very
small, so it is ignored in this study.

The effect of the contact interaction on the cross section can be seen in Fig. 1, where the
ratio of the differential cross section including a 1 TeV contact term to the SM only cross section
for e*p is shown as a function of ?. Since the valence quarks are the primary contributors at
high @2, it is assumed that only the u and d quarks are involved in the contact interaction.

Additionally, if the quark has a finite size, then the cross section may be multiplied by a
quark form factor. Assuming that the quark has charged constituents and that the electron is
point-like, the cross section is modified to:

do do 1 2
=== . _HZ 2
<dQ2>FORM (sz) ( 6 Q )

where R is the effective radius of the quark and the factor of 6 is chosen by convention [6].

e*p NC—DIS with 1 TeV Contact Term
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Figure 1: Ratio of differential cross sections W(S‘\I + CONTACT) to W{SU only) vs Q?
calculated by integration of Eq. 1 over x for four different eeqq contact term couplings.
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2 Event Selection and Limits

The primary selection criteria for this analysis of the NC-DIS cross section are an isolated
electron in the calorimeter with energy > 10 GeV, a matching track from the central tracking
detector, and @? > 200 GeV?. Isolation and track matching requirements eliminate most of
the photoproduction events with fake electrons, the primary background. Other requirements
are energy and momentum conservation, (£ — P.) and various non-ep background cuts (e.g.
cosmic and halo muons, beam-gas). The effects of all cuts were studied using NC-DIS (Django
[3]) and photoproduction (Herwig [4]) Monte Carlo. The efficiency with all cuts was found to
be 80% and the background contamination less than 5%, decreasing for increasing Q2. The
‘double angle’ method was used as an estimator for Q* because it is relatively insensitive to
energy scale uncertainty. The overall systematic acceptance uncertainty is estimated to be 5%.

Both the contact term and the form factor have their strongest effect at high Q?, so the
simplest method to search for a signal is to look for an excess (or deficit) in the total number of
events above some minimum Q* (Q%,,y), thus forming one bin in Q2. The effect of a contact
term or form factor has been simulated in this study by reweighting the DIS Monte Carlo
event-by-event to the appropriate signal differential cross section, where the reweighting factor
is do(x, Q%) sonar/do(x.Q%) gy The signal Monte Carlo is then used to determine the Q%n
that maximizes the sensitivity to new physics.

A reduction in the SM cross section is expected in the presence of a quark form factor, so
for setting limits it is necessary to define the minimum number of events N that are consistent
with the number of observed events Np with Q% > Q%,,» at the 95% C.L. :

S _yN*
0.95 = i
Z;; S

This is just a modified version of the Poisson upper limit formulation [1], with the 1 — ¢ replaced
by €. Once N has been determined. R is varied until the number of events expected from the
signal Monte Carlo matches N.

For the positive signal expected from contact interactions, Poisson statistics with back-
ground are used to determine the maximum number of signal events N that are consistent with
N, background events and Ny observed events with Q* > Q},;y at the 95% C.L. [1] Then A
is varied until the number of events expected from the signal Monte Carlo equals N. Using
this method and assuming that there is no significant deviation from the SM. the limits on the
contact interaction mass scale A can be calculated for the eight lepton-quark couplings. The
convention of setting g* = 4 has been used [1] to determine the mass scale limits for integrated
luminosities up to 1000 pb~". Four of the lepton-quark coupling limits are shown in Figs. 2a
(e7p) and 2b (e*p). Similarly, the effective quark radius limits from the form factor analysis
are plotted in Fig. 3.

In conclusion. it is clear from Figs. 2a and 2b that the e”p measurement is particularly
sensitive to the LL+ coupling while the e*p measurement is most sensitive to the LR+ coupling.
On the order of 500 pb~! of each lepton species is neccessary to maintain limits that are
competitive with pp experiments. Furthermore, if a signal is detected, the use of polarized
beams may help to discern the chiral properties of the new interactions.
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Abstract: Experimental limits obtained at lower luminosities are extrapolated to
estimate the range of parameter space available with a total luminosity of one inverse
femtobarn, An additional order-of-magnitude beyond present coupling limits will
be available to HERA experiments with this total exposure. For the case of electron
to tau transitions, this will represent a substantial extension of explored parameter
space and the most sensitive search for most of the mechanisms discussed.

1 Introduction

All known lepton interactions are consistent with the hypothesis of individual lepton number
conservation. Indeed, this observation introduces into the standard model (SM) three globally
conserved quantum numbers (L., L,, and L,) for (e7,v.), (4™, v,), and (77, v:), respectively.
Discovery of lepton flavor violation (LFV) in any form will signal new physics. In many SM
extensions, lepton flavor violating processes are thought to occur, but their rates must be
suppressed to levels consistent with experimental upper bounds.

At the electron-proton collider, observation of the process
edp—=21+X (1)

where [ represents 2 muon (u) or tau (7) would provide evidence for LFV. HERA provides
a very sensitive instrument to seek examples of reaction (1). With present luminosities, such
searches have been performed [1, 2] with little background. Even at very high luminosities, the
spectacular signature of an isolated high transverse momentum muon or tau is expected to be
nearly background free.

Though there are many limits [3] on flavor-violation from low energy experiments, the
most sensitive of these relate to e ¢ p transitions. In addition, the sensitivities apply only to
specific generations. typically first and/or second, of quarks involved in the transition. However
at HERA, e ¢ p and ¢ ¢ 7 transitions can be sought for a wide range of quark flavors.

We described in this introductory section the motivations and capabilities for LFV searches
at HERA. Specific mechanisms involving leptoquarks are discussed in section 2 to illustrate
the sensitivity of HERA and other LFV search experiments. The search technique and existing
results are outlined in section 3. From these low luminosity results, we extrapolate to the high
luminosity sensitivities given in section 4. THEheport concludes with the future prospects of
LFV searches.



2 Mechanisms

)‘fqz
b)

Figure 1: The (a) s—, (1) u—, and (c) t-channel Feynman diagrams for LFV. For the s-
channel and u—channel diagrams, we denote the couplings as Az, where the indices refer
to the lepton and quark flavors.

Extensions of the SM typically introduce new particles and associated new couplings. The
masses of new particles are assumed heavy enough and the couplings small enough so as not
to effect well measured SM parameters. and not to significantly contribute through direct or
virtual effects to unobserved SM forbidden processes, like 4 — e or the process (1).

For illustration, three specific mechanisms for lepton-flavor violation at HERA are shown
in Figure 1. In the first two cases. leptoquarks (LQ). hypothesized bosons which provide direct
connections between quark and lepton families, are responsible for the transition. The rate
for the process in (la) depends on the couplings from the initial state, A, . and to the final
state, Ay, , and to the leptoquark mass, Mygo. We use leptoquark mechanisms here to illustrate
and compare the sensitivity to LFV from HERA with that of other experiments. It should be
noted that two SUSY mechanisms producing LFV, involving non-conservation of R-parity. are
equivalent to two specific leptoquark types [4].

The effective chiral LQ interaction Lagrangian with SU(3) @ SU(2) © U/(1) symmetry (3]
permits fourteen different types of leptoquarks with differing spin, weak isospin, and chirality.
Given that reaction (1) could have either a y or 7 in the final state, that there are fourteen
different leptoquark couplings, and that there are nine different combinations of quarks possible
in the initial and final states, there are 252 different possible ways in which flavor-violation could
be manifest in reaction (1) from leptoquark mechanisms alone.

3 Technique

In this report, we recall the sensitivity to LFV provided at HERA by ZEUS [2] with center
of mass energy /s = 300 GeV using integrated@iminosities of 0.84 pb~! with e~p and 2.94 pb~!
with e*p, and indicate how this might be expected to improve for a scenario in which there

exists 500 pb~' for both ep and e*p. For illustration, we indicate how the 95% confidence
limits would improve for the situation in which no LFV were found.

The search in reference [2] involved specific cuts to identify isolated final state muons or
taus (in all decay modes) with large transverse momenta. The search specifically required
large missing transverse momentum as observed in the calorimeter to be greater than 12 GeV.
No candidates survived all the selections, so that limits were obtained on the couplings and
leptoquark masses.

The cross section for low LQ mass, /s > Mg depends on the product Aeqi/ Blg, and on
Mpq. Here By, is the branching fraction into the observed final state. For high LQ mass,
V/s € Mg, the cross section depends on the single factor
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As illustration of “hie low mass sensitivity, figure 2 shows the coupling limits versus lepto-
quark mass obtained to date for a few representative cases. Already with 3.8 pb~' luminosity,
HERA has probed leptoquark coupling strengths as small as 10~%a,,,. where a., is the fine-
structure constant. The HERA limits at low mass are better in all cases shown in figure 2
for any leptons involved with third generation quarks and for any quarks involved in ¢ — 7
transitions. As we show below, all such limits will extend down by about an order-of-magnitude
with the full 1 f6=' luminosity.

4 High Luminosity

The high LQ mass limits for the parameter ¥ (with Mzo = 100 GeV') are given in tables
2-5. Here tables 2 and 3 apply for e ¢ p transitions with LQ fermion numbers two and zero,
respectively. Tables 4 and 5 apply for e & 7 transitions. The asterisk indicates cases in which
the top quark must be involved. The four elements listed in each table entry are defined in
table 1.

Process which defined previous best limit
Previous best limit for ¥
Best limit from ZEUS with 3.8 pb~!
Best limit expected with 1 fb~!

Table 1: Items listed in each box of the subsequent tables,

The best limit to be expected in the 1 f6=! case is obtained using the calculated efficiencies
and backgrounds after optimizing the cut on missing transverse momentum. This was obtained
after recognizing that the largest backgrounds are expected from processes involving 7 + v —
p+pand y+19 — 7+ 7. Monte Carlo calculations indicate that these backgrounds will remain
small if the cut on missing transverse mome is raised, for high luminosity, from 12 GeV
to 25 GeV. The background cross section wit?t is cut is estimated to be approximately 18 fb,



Though additional selections might lower this cross-section, we have not attempted to optimize
to this level of detail.

In tables 2-5, we indicate by bold-face those cases in which the existing HERA limit (third
entry) supersedes the previous best limit. We also indicate by bold face those cases in which
the expected high luminosity limit will supersede the previous best limit.

Note that, for the e ¢ p cases in tables 2-3, there are ten cases in which the present
ZEUS limits supersede previous best limits, though in most cases these are only marginally
better. (In three cases, the new limit is significantly better.) In all cases, w