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Abstract

Photoproduction at HERA is studieci in ep colüsions, using the ZEUS detector,

for 7p center-of-mass energies ranging from 130-270 GeV. A sample of events

with two high-pr Jets (pr > 6 GeV, ij < l .6) and a third düster in the approx-

imate direction of the eiectron beam is isolated using a clustering algorithm.

These events are mostly due to resolved photoproduction. The third cluster

is identified äs the photon remnant. Its properties, such äs the transverse and

longitudinal energy flows around the axis of the cluster, are consistent with

those commonly attributed to jets, and in particular with those found for the

other two jets in these events. The mean value of the photon remnant pj with

respect to the beam axis, measured to be 2.1 ± 0.2 GeV, is substatltial.'
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Chapter l

Introduction

High Energy l'hysics is thestudy of t IM* smallest ronstituents of matter, and tlie

forces by which they interart. There are three fundamental forces in nature;

gravity, the strong nuclear forre; and tlie electrotveak forre. Karh of these

forces is mediated by one or inore |>articles: l he äs yet unseen graviton for

gravity, gluons (fl) for the strong uudear force, and tlie plioton (-,), W and Z

bosons for the electroweak forre. This Dissertation is a study of the plioton.

The theory which describes the iaterarlions of llie photon, äs well äs those

of the \ and Z bosons, is called qtiantnin ele» trodynamics (QEÜ). QEÜ is

arguably the most successful physics theory ever invented. U has been tested

and verified over an energy ränge of inore than 18 Orders of niagnitude. 'l he

extreme accuracy of QEÜ might lead one to believe that the photon is com-

pletely understood. However, this is not the rase. There are still questions

about the photon which have not been ansivered. These qiiestioas are related

to the photon's "slructure".

As far äs is knovvn, the photon is truly an elementar)' particle, with no

internal structure or extended physical sizc. Ikuvever, since the photon cou-

ples to rharged elemeutary partkles Üke f|iiarks (</) and their antjparticles,

antiquarks (q), it can briefly tlnrluate into a quark antiquark pair (Fig. l . la) .

q = k - V

Figure 1.1: (a) Hactitatton of ihr photon into a quark antiquark pair. (b)
t'tectron-protoit detp iiiflastic scatttrtiig, J'lir four-momeutum of tkt incotn-
ing etectron is k. Tkt four-monifittinn of Ihr arattrrrti rtrrlron is k'. Thr
fotir-momtttttim of the rrchangrd photon i$ q = k — k'.

The quark antiquark pair can exist for a tinie

. _ h
(1.1)

ivhere Ai,' is the differenre between the energy of the inromJng photon and

the energy (including the quark masses) of the qnark-antiquark pair. These

qtiark-antiqnark pairs, tofiether with Ihe ghions t hat they eniit, constitute the

photon •'structiire'1. Quarks, antiquarks and "luon« are rollertivety referred

to äs partons. Since quarks interart via the stmii» nnrlcar forre in addition

to the electroweak force, the photon ran soniet imes ap|»-ai to infcrarl äs if it



:l

were a strongly interacting •'hadronir" particle.

The theory which describes the strong nuclear force, quantimi chronio-

dynaniics (QCU), is quite similar to QEU. In fact, Q(*L) was developed i»

analogy with QEL). However, there are significant differeiires which make the

observed behavior of the strong nuclear force very different from that of the

electroweak force. One difference is that QEL) has tivo electric charges (pos-

itive and negative), ivhile QCU has tlirce Jcolor" charges (red, green, blne).

Another difference is that pliotons have no electric charge, but gluons are

color charged. This difference das a strong impact on the relative values of the

strong »nd electroweak eoupling constants, o, and o,,,,.

The coupling constants, or equivalently the elertric and color charges, are

not actually constatit. Charge «creening, cause* tlie nieasured value of the

coupling ronstants to depend 011 the distance froin which Ihey are measured.

Charge screening is caused by the saine quatitutn mechanical processes tliat

produce photon structure. For example, an electron can euiit a photon which

can the» fluctuate into an electron positron pair- Hecause positive and neg-

ative charges attract, while like rharges repel, the positron is attracted by

the original electron. This results in charge screening. The closer one gets to

the original electron the higher Us apparent electric charge becoines. Short

distances are prol>ed witli short wavelengths, which are eqtiivalent to high en-

ergies. 'l herefore, the electroniagnetic ronplJng constant grows äs the energy

scale at which it is measured increases.

In QCU, however, the effecl of the charge screening is reversed. Heca'ise

glnnns carry color charge, a "red" chaiged rfiiark. for example, becoines «ur-

rounded preiloniinantly dy Rlnoii'i whirli also carry t IIP red color rharge. This

1

enhances the apparent color charge of the quaik in QCU. Therefore, the mea-

sured vatiif of the strong coiipling constant flecreases äs the energy scale at

which it is measured increases. At an energy scale erpial to that of the mass

of the W boson (OfSflOV/c1)), o, w )/<), while o„„ « 1/128.'

Calculations in QtU and Q("*l) are solved using perturliation theory. In

perturbation theory, a problem is broken into an infinite sum of terms which

can be solved exartly. The terins are groupeil according to increasing powers of

o, and f\. Therefore, thefirst groupof ternis, ivitli tlie Iowest powerof o. and

a,„, tends to be the largest. Succeediiii- terms, with larger powers of et, and

o,m are suppressed. A Ijeadiiig Order ILO) ciilrnlation for a particular pro-

cess includes only the terms that have the lowest powers of Oj and n,„, which

still describe the prorrss. Kor examplf. (he l,O heynnian diagram for Ueep

Inelastic Scattering (UIS) of an etectron with a proton is sliown in l-'ig. 1.11).

The LO term contains one power of n,„, for each of the two elfctromagnetic

couplings (O(ci*,(1)); one between the photon and the elertron aiut one between

the photon and tlie quark. By includlng higher order tenus an ansvver can

be calculated to any specifieil level of prerisioii. A Next-to Leading-Order

(NLO) calculation for tlie dJagratn shown in KIR l Ib woidd include the next

most significant term, which in Uns ra«* woiild include an a<|i|rd power of n,

(O(o'nio,(), corresponding to a glnon emitte.1 dy the strnck quark. Since o,

is larger than o,,,,, parlicle interactions arp ninch niure difficidt to calculate in

Q('U than in QKL) beranse the sucreeilinn trrins tend to diminiMi in signifi-

cancenioreslowly in (JCU than in QKU. In fad., at Imv rnergies ( ( ) ( l (IrV)) o,

becomes so larße that. prrtiirt»«(i\'e QCU br<-ak< ilown ronipli-ldv. Therefore,

strong interactioni aie nut A*, weit midrrstood a« dcctr^weak inlrractions.



1.1 Photoproduction

l'hotoproduction refers to the production of subatomic particles in high en-

ergy collisions between photons and other subatomic particles, such äs the

proton. In this dissertation, hard photoproduction specifically indirates that

jets of particles \vith large traiisverse energy were created in collisions between

high energy photons and protons. The proress by whirh an outgoing parton

becomes a jet of partirles "15 calied fragmentation.

This Dissertation s t m lies the photon in collisions of 26.7 (leV electrons

willi 820 GeV protons at the H E H A rullider (see section 2.1). I IEKA is an

excellent place to stiidy photons, because in alniost every fp rollision the

exchanged partirle is a virtual photon |-,"}. 'l he photons are ralled virtual

because they violate energy aml momentum conservation, äs alloiveit by the

Heisenberg Tncertainty l 'rinciple w i t l i i n the sliort l ime and distance scalrs

probed by the interaction. The positive scalar qnantity Q2, defined by the

equation:

Q* = -q* = -{k - k'f > Q, (1.2)

equals the momentum transferred froin the scattered electron and äs such,

quantifies the virtuality of the exchanged photon. Here q is the four momentum

of the virtual photon, äs shown in fig. l.lb. The quantity

t = (t',,0,0. f,). (1-3)

is the four momentuin of the inroming electron \vith energj-. A', - 2ß.7 (!eV,

/,•' — (A, , D, /•.^inn, ü'tfosn)

is the four nioinentuinof the ontgoing eiertron w i t h energy, L'r, and scattering

angle with respect to the electron beani direclion, o. Although real photons

are niassless, virtual photons have an appareut mass,

fH... = (1.5)

which is nonzero. The further a particle's apparfnt mass is froin its true mass,

the more virtual the particle is. \Vhen Q7 is high, «'dich occurs at HEHA

when the electron is scattered back in the proloii direction, the exchangeH

photon is sa'ul to be highly virtual. Kquations 1.2, 1.3 aml 1.1 sliovv that

when the electron scatters at sinall anglcs (n < 1.0°), Q"1 is very rlose to zero

(Q1 < 0.2 CeY1). This means thal the pholon is almoM real. At HERA Q1

can ränge from 0 to more than 10,000 CieX'1.

When Q2 is sinall and the photon is ewntially real, the fact that the

photon aas actually emitted by an electron can be jgnored. In this case the

events are calied photoproduction events. Sinre the rp interaction cross section

via virtual photon exchange is proportional to ~j, photoproduction events are

actually the most common type of tp interactjon at HEHA.

While the center of mass energj- of electron proton collisions at HERA is

Js = 297 CeV, the center of mass energy of photon-proton collisions, IV„,

ranges froin less than 130 to more than 270 OV. This is equivalent to a beam

of 20 TeV photons striking stationary protons At these energies, a photon

which has fluctuated into a quark -antiquark pair can travel huinlreds of proton

radii without violating the Heisenberg rnrrrt.ainty l'rinciple.



1.2 Direct and Resolved Photoproduction

The fart that the photon ran travel significant distances äs a hadronk particle

enables photoprodnction events to be classified into two distinct types; dirert

and resolved.3 Uirect photoproduction occurs when the photon interacts di-

rectly with a quark or gluon in the proton. Kesolved photoproduction occurs

when the photon fluctuates into qtiarks l>efore J t interacts. The resolved and

direct photon-proton InteracHons are described in LO QO), with two difTerent

classes of Feynman diagrams. Figure 1.2a shows one of the two LO diagrams

for the direct process. The electron eniits a photon and is scattered at a very

small angle. The high energy photon tlien interacts directly with a parton

within the proton. The ^hard scatteriiig" of these two objects result s in two

ontgoing partons with high transvcrse energy. In addition, the reniainiiig par-

tons from the proton continue travehng in the proton direction. One exainple

of the eight resolved subprocesses is sliown in Fig. l ,2I> (Table l. l lists all sub-

processes for dirert, resolved and anomalenis photoprodurtion). In Fig. 1.2b,

Uirect

19 -»• 9.9
15 -»99

Resolved

9.9 -* 99
qq-+qq

99 -* 0.9

9.9 -* 99
9.9 -» .99

99~* 99

99 ~* 9V
/ i

99 -* 99

Anomalous

W-* .999
09 -» 999
"i S -» 979

lable 1.1: l.iff o/?Ar dirtcl, rrsn/iW <wrf auvinaioti.* .«
m hart! photoproditrtipn.

r^r.« vhich orcur

the electron also eniits a photon and is scattcred at a very Miiall angle. In Uns

case, however, the high energ)' photon flurtnates into a qoark antiquark pair

before the collision. A parton froin the resolveij photon interacl.s with a parton

from the proton, resulting in two high transverse energy partons and proton

debris, äs in the direct process. Hmvever, liiere is one significant difference be-

tween the two processes. When a resolved interaction occnrs, oiily a fraction,

j,, of the original photon's momentan! is involved in the rollision. Therefore,

for resolved events, J, < 1.0, while for direct events j, — 1.1). In resolved

events, the remaining photon inomentum is carried away 1>y the o t her parton

or partons in the photon. These parton(s) rontinne travcling in approxiniately

the sanie direction äs the original photon.

The event topology for direct and resolved photoprodiirljon in the HKKA

lab frame is shown in Kig. 1..1. In direct e\cnts, the ontgoing partons which

result from the hard scattering between the photon and a parton from the pro-

ton produce two Jets of particles with high transverse momentum. In addition

to the two jets, the fragmentatJon of the rrmaining partons in the proton forms

a proton remnant. In addition, in resolved events, a fourth object, called the

photon remnant, forms from the rtebris of the photon.

The virtuality of the quark antiqnark pair from the photcm detennines

whether or not perturhative Q(T) can be usei} tu descril)e the inleraction. If

tlie virtuality of the quark-antiquark pair is above a threshold, generally taken

to be. alxmt l CeV, then pertnrbative Q('!> can lx> useii. However, bebw this

threshoM the flnctuation of the photon into quark antiquark ]»airs cannot l>e

described by pertnrl»a(ivpQ('l). In thi^ca'.t', the photon is trfaled äs astrongly

inleracting, harlronic particle and a parton i l i s t i ibnl ion fnnr t ion (PDF) is u^ed
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fragmentation of the photon remnant is modele«!. In addition, differences be-

tween these distributions and the dislributions measnred for Jets of particles

with large transverse momentum (high pr jets) inight be observed. Uifferences

between the photon remnant and the Monte Carlo Simulation, or between the

photon remnant and the high-pr jHs, might also indicate t hat the structure

of the photon remnant, and therefore of the photon, is different than is ex-

pected.

11

Chapter 2

Experiment

The data for this dissertatjon were collected with the ZEl'S " dr-tfrtor, one of

four experimentsat the 11 EH A l2 electron proton colliiler. Tlie l [EH A colüder

is operated by the Deutsches Elektronen Synchrotron (l)KSV) Laboratory lo-

cated in Hamburg, (lermany. The ZKI'S drlrctor was bnilt by a rollalx>ration

of over-100 physicists, terliniciaiisand stndents from alniost 5l) institutesivorld

wide.

2.1 HERA

HERA Stands for the Hadron Electron King Accelerator. IIKKA is the first

and only electron-proton collider. It was built for tlie purpose of colliding

electrons or positrons with protons, in order lo use the elrctnm äs a probe

to study the structure of the proton. Tlie shape am! dimensions of HEKA

are shown in Fig. 2.1. HEKA has a cirrumference of 6.3 km an<l is located in

an Underground tunnel whose depth ranges betwr^n 10 and 25 meters. 'l he

proton ring, u-hich IISPS siipercomlnrtiiiR magnets, is lorated above llie electron

ring, except at the fonr interartion point*;, l lu- i'lertion ring nsr-s ronventionat

magnets.



Figure 2.1: Orietitation of thf HERA ep collitler.

In IfllM, \vhen the data for this dissertation was taken, I I K K A operated

with a proton beam energy of 820 f!eV, and an electron beam energy of 2(i.7

CeV. Tiierefore, the center of mass encrgy, ^/5, was 2% ("JeV. The HKltA

beams are divided into bunrhes of electrons aini protons. 11 Kit A das Nie

raparity for 2H) colüdin" bnnrhes, wi lh räch biincli crossing orcuriiig at 9(5 ns

intervalv 'l IIP proton beam is filled first, with H) (1eV proton bmiches Ix-ing

injcrtrcl into H K H A . \ \ l ien all of thr proton bunrhes are in plat-p, thcy are

Ifi

accelerated to 820 C,e\'. After the protons have l>een pucressfully accelerated,

the electrons are injected into HERA, 'l he elertrons are then accelerated from

1-1 to 26.7 GeV. After both beams have been accelerated they are broiißht

into collision.

In 1993, HKHA was operated with 81 colliding bundies. len additional

electron and six additional proton •'pilot bunrliefi"1 circiilated withotit rollisions

to allow direct meastirements of beani gas iiiteractions, i.e. colltsioii1; l>etween

the beams and gas moleciiles witliin tlie beam pipe. In 1!W3 typical electron

and proton currents were botli around 10 m A and the instantaneons hniiinosity

was around fi.O x 10W crn"1 s~ l . The total iategrated Inminosity delivered by

HERA in 1993 was about l pb~'. A comparison between a \-ariety of HERA

design parameters and what was artnally achieved in 1993 is shown in table2.1

HERA Parameters

Beam Energies (GeV)
Beam Ctirrents (m A)
FJIIing Time (hours)
Lifetime (hours)
Number of Colliding Bunrhes
Ltuninosity (rin"Js"' )
Integrated Luminosity (pb~')
Time Between ("rossings (ns)

l>esign
electron

30
58

0.25
8

proton
82(1
160
0.3
8

210
1.5 x H)11

100
%

1993
eWtron

2fi.7
10
1
8

proton
820
10
2
99

81
ll.fi x 10W

1
%

Table 2.1: Comp<trt.fnii bftu'rnt fotnr Hk'ft.\ paramrlrrs and u-fiai
actttally achitved i»



2.2 The ZEUS Detector

The ZEI'S ctetector was built to sttirly rp collisions at HERA. 1t is located in

the South Hall shown in Fig. 2.1. The general layout of the ZEI'S detedor is

shown in Fig. 2.2. The XEt'S detector is made upof a large niimberof distinrt

romponents. The primary tomponent used in tliis analysis is the ralorinieter,

in whirh the energy and position of partirles produced in ep collisions are mea-

suretl. The tracking detectors, which teconstruct charged particte tracks, and

the trigger, which separates rp Jnteractions froin backgroimd events, were also

important. Since a Hetailed description of the entire ZEt'S detector alreatly

exists, " only the components nseil in this analysis will !«• describeil here.

2.2.1 Calorimeter

\\'hen a high energy particle collides with a dense material, a shuwer of sec-

ondary particles is produced. tor particles that interact electromagnetically,

the dominant mechanisms for producing particle showers are bremsstrahlunn

and electron-positron pair production. For particles that interact stronf-ly

(hadrons), inelastic collisions with nuclei result in showers of secondary

hadronic particles (mostly pions). Calorimeters measure the incident par-

ticle energy by containing the particle shower, and measuring a frftction of

the energy deposited by the shower. The ZEl S calorimeterl3 is a sainpliiig

calorimeter. Sampling calorimeters are marle of layers of a high density -"al>-

sorber" material interspersed with *acthe" layers, such äs scintillator. The

active material ''sample«1' the energy depu^itcd in tlie rntiie calorirnrter. 'l In-

RMUON

FDET

FCAL

Figure 2.2: Cut-au-ay t-trtr nf Ihr ZWS drtrrtor.
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observed tnergy is thcn proportional to the artual energy of the incident par-

ticle.

The ÜEl'S talorimeter is composed of alternating layers of depleted ura-

nium and plastic scintillator. 'l he calorinieter covers !)!).7% of the total solid

angle (4*). FiRure 2.3 shows the structure of the ZECS caloritneter. 1t
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Kignre 2.^: / l rr».*.* nrrtiminl in ic ••/ M r // / S' cn / . i iM»i r fr i i- -li»<i
in/o hadrotnc ntirf elrctrowaiiiiittr rtlt-

runststs of three parts: tlif forwanl raloriuirt.!*!- ( I ( ' A L ) covrri i iR ( I n - n-

ßion 2.2 < tf < 3!).9, the liarrd ralorimHcr |U('AL) rovering the regjon

311.7 < 8 < 12fU and tke rrar raluriinoter ( J U ' A L J rovering the re^ioii 12R.1

< 0 < lTfi.5. 'l he angle Ö i« nieasurfd i v i t h re^pect to tlie proton heain di-

rcction. In tlie üKl 'S roonlinatf systi>ni. Hu1 ? axjs i^ ilefineil to lie aloii}" t ln*

proton direction. The y axis points upward and the r axis points towanl the

Center of tlie H ER A ring, Becanse of the asymmetrir heam energies the KCAL

must be much thicker than the KCAL in onlrr to fully contain the hadronir

energy. By segmenting earli of the calorinieters into inany individtial "cells"1

the position at which the energy is deposited can also be deteniiined.

The different types of particle shovvers prodnred by elertromaftnetic a»d

hadronic interactions behave dirTerently inside the ralorimeter. KWtroinagnet-

irally interacting partirles tend to begin shoiverin" imniediately npon entering

tlie calorimeter, and the deptli to which the elrct roTiiagnetic shower penetrates

the calorimeter tends to be shallow. 'l h«1 penetration depth, for rlectroinaß-

netically Juterarting particles, is measured in nn i tK of radiation leiiRlhs, A'o-

Hadronirally interacting particle«;, 011 the other hand, tend to penetrale much

deeper before they begin to shower, and tlie shower depth and breadtli are

greater. For hadronically interacting partirles, the penetration depth depends

on the absorption length, A, of the niaterial. The fact t hat electromagnetirally

intprarting partirles do not ppnctralc a« deeply into the calorinieter äs hadron-

u ;ill\n l i i i t * | i , i r l i i |r- i- i \ - f \u i | i - . t i i i " i i i ^ l i behvefil sliovvers produced by

i - l t - i IM > t n . t «MI 11' .in« l t i . i< l i " in . |i.ii l M 1>-^

l l K /\ S t . i lo tn i i ' - i - i i - i )n n | i- i | i H i n i n m ' r .111 r l onlei l.iyers of cells. The

i n i i r - j -l l . iw-r i.f f - II- i- i . i l l t- . l 11«- .'|r-( l i n i i i . ' i "n i - ( i r raloi imr-ter (EMC). It is

l h i < - k i ' imunh | a lx» i t 2r> An ur '11 nn ) In rmi t a in essentially all of the enerpy

deposite'l by electromagnetically interacti i iR partirles. The elrrtroniagnetic

cells have the transverse dinientions 5 v 20 nn1 in t l ie TCAI, and HCAL. In

the KCAL they are txvire a<; laiRe, vvi t l i traniiiT'w* i l i inciisioni 10 * 2tl cm1.

Behind llie electromagiiptic ralorinifli-r i-i tlif hadronir caloriinerer (HAC).
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There are two layers of hadronic cells ( H A C I and HAC2) in tlie FCAL and

BCAL, and onelayerof hadronic cells in the KCAL. The hailronic cells nieaswe

20 x 20 cm1 transversely, except in the BCAL where they are wedge shaped.

One 20 X 20 cm1 calorimeter unit, made up of EMC cells and the HAC cells

behind them (four EMC and two HAC cells in the KCAL and BCAL, two

EMC and one HAC cell in the KCAL) is ralled a tower. In the KCAL and

BCAL, hadronic cells are 61 cm deep, which corresponds to 3.09 A. In the

BCAL, hadronic cells »re 42 cm, or 2.0.1 A deep. The total depths of the

FCAL, BCAL, and RCAL are 7, 5 and l A, respectively.

In addition to the different penetration depths of electromagnetic and

hadronic particles, the fraction of the total energy energy deposited in the

active calorimeter layers is, for inost sampling calorimeters, lower for hadronic

particles than for electromagnetic particles. This fraction also tends to be

non linear äs a function of the energy of the incident particle. Therefore, the

determination of the energy of the incident particle, or jet of particles, is a

very complex problem. To avoid this problem, the /El'S calorimeter was de-

signed to be "compensating"; it was designed to enhance hadronic showers

and suppress electromagnetic showers to compensate for the lower fraction

of hadronic energy observed. " In the ZEl'S calorimeter, energy is added

to hadronic showers by increasmg the number of neutrons produced in the

hadronic showers. Although pions are prodnced in the greatest numbers in

hadronic showers, neutrons are also produced. Neutrons tend to deposit a

higher fraction of their energy in scintülalor than do other particles. There-

fore, increasing the number of neiitrous produred in a shower (by making the

calorimeter out of depleted uranimn ( l > l r ) for pxampte) can increase the mea-

sured energy for hadronic particles. In addition, tlie electromagnetic response

can be silppressed by increasing the thickness of the absorber material (com-

pensating lead-scintülator calorimeters also use this niethod). By cboosing the

proper thicknessesfor thedepleted tiranium (.1.^ mm) and srintillator (2.R mm)

layers, the proper balance between enhancing the hadronic response and siip-

pressing the electromagnetk response can be achieved so that the calorimeter

response to electromagnetic and hadronic particles is eo,ual. The response of

the ZEl'S calorimeter to electrons and hadrons has been measured to be equal

and linear in energy to wi th tn 2% for energies above 3 OV. In addition, the

energy resolution (in Oe\'( achieved in test beanis is fr/E' - ]8%/*/E for

electrons and ajK = .15%/Vt for hadrons. "

Trigger

Trigger Information from the calorimeter is provided by the Calorimeter First

Level Trigger (CFLT).IS The CKLT is made up of dedicated, pipelined elec-

tronics with tnany programmable parameters. Energy from tlie calorimeter

cells is summed into trigger "towers". A typical tower arrangement is shown

in fig. 2.4. In general, four EMC cells and two HAC cells make np tower EMC

and HAC sums, respectively. Ideally, particles prmluced at the interaction

point only pass through the cells which make up one tower. Although the

calorimeter is largely nonprojective, the sums of rells into trigger towers have

been arrangerl to he äs projective äs possible. '| he artual Iriggor tower Ar-

rangement is shown in fig. 2.5. The Information from earh lower is usefl for

pattern recognition, sucli äs Sfarching for isolatrd rlfctruns i>r jrls, aml it is
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Figure 2.4: (Wie of a typical falorimrtrr trtgger toirer.

combined into regional and global energy sums. Althougli all of the <'FLT

Hardware was instalted in 1!)!)3, some of the more specialized triggers, such äs

the isolated electron trigger, ivere not used untit the 1!)<)I ruu. Since the lumi-

nosity and trigger rates »vere tow, only regional and global energy sums were

used äs calorimeter triggers in K)fW. 'l he entire trigger system is described in

section 2.2.6.

Timing

The timing resolutton for eacli calorimeter cell is at =1.5/Vt ~- 0.5 ns, where

K (GeV) is the energj' deposited in the cell.13 The timing Information fron) tlie

calorimeter is useful for removing bot h beam-gas and cosmic ray baclcgrounds.

The time ( = 0 ns is defined to be the time at which particles originating frum

ep rollisions at the iiiterartion point arrive at t he raloriineter. \Vhen part i r lcs

from beam-gas interactions which occur belimd the KCAL deposit cnergy in

the HCAL, the time at which the enrrgv is ilepositeit is HPRalivp. Thert-fore,

a cul 011 the KCAL time can reuiove beani j;a<; t-vents. In additjon. t In- ''np

down" time differfiice; t l ip difffrencf l>r> t \M>rn thr t in i f at \\h\ch C I I C I R V is
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FCAL: HD BCAL: & D RCAL:

Figure 2.5: Semi-projectii-e trigger tower arrangemnti.

deposited in teils at the top of the KCAL and the time at which energy is

deposited in cells at the bottom of the BCAI., should be zero. However, for

cosmic rays the up-down time difference will be greater than 10 ns. Therefore,

cosmic ray events can also be removed with the ralorimeter time Information.

The vertex position along the z axis, zlr,,rr, can also be measured using

calorimeter time information. The time, r , al which eiiergy is dr|>osited in the

F(,'AL near the beam pipe from an fp collisiim wil l depeud on the z vertex

position accofHing to the equatioii:

t = _j^"r^ (2J)

where r is the spetM of l ight . The rorrelatiun bf-twwn (he ; vertex |K»ition

mcasureil us ing the t r n r k i n g fletertors (rlesrrib<"d in the ncxt sertton) and the

2 ver t fx ]>o<iilion n i fn-- i i re i l nsi i i" H'\L t i m f infornia t iou ran also Ix- used to



remove beam-gas interactions.

2.2-2 Central TVacking

The ZEUS tracking detectors measure the position of charged particles by ol>

serving their ionization of gas without interfering with their movement. ZEl'S

tracking is based on drifl chambers. A simple drift chamber is made of a con-

durting tube filled ivith an easily ionized pas. A sense wire, which is held at

high voltage, produces a high elertric fiel»! within the gas. fharged particles

which pass thronet) the drift chamber ionize some of the gas molerules. The

freed electrons then drift toward the sense wire, ionizing more gas molecules

and producing a cascade of electrons which eventually reaches the sense wire.

The signals deterted on the sense wire are then used to measure and locate

the position of the particle. Multiple ineasitrements of a particle's position

äs it moves away from the interartion point, usitig a series of drift chambers

or sense vvires, are used to determine the particle's trajectory, and, within a

magnetic field, its momentum- The ZEl'S central tracking chamber (OTD)

and vertex deteclor (VXU) contain numerous ;'cells" made vip of many sense

wires separat«! by ground wires.

The ZEl'S tracking System useH m this analysis consists of a vertex detec-

tor and a central trarking rhamber. These components operate in a 1.1.1 T

solenoidal magnetic field. The VXU is made of 120 radial cells with 12 sense

wires each parallel to the beam direction. lfl The (TU consists of!) superlayers,

with 8 layers of sense wires each. l7 In this analysis the VXD and CUT were

nsed primarily to iletermine the interartion vertex position. The position of

the interaction vertex is measnred with a resulntion along the l>eam direction

of 0.-1 cm and with a transverse resolution of 0.1 cm.

2.2.3 Luminosity Monitor

The luminosity is meastired using the electron- proton breinsstrahluiig process.

The cross section for this process is calculable in Qt)L> and is known very ac-

curately. In the bremsstrahl ung process the incoining electron scatters intact

from a proton and then loses energy by emitting a photon. The luminosity

monitor19 is made up of two !ead-scintillator calorimeters ivhirh detects the

scattered electron and the emitted photon (Kig . 2.fi). The scattered electron

and photon travel in essentially the same directioii äs the elertron beam. Bend-

ing magnets then deflect the elertron beam out of the proton beam pipe. The

scattered electron, which has lower energy than the beam electrons, is deflected

through a window in the electron beam pipe into the electron caloriineter. The

photon continues through the proton beam pipe until the beam pipe curves

away. The photon then passes through a window in the proton beam pipe into

the photon calorimeter. The experimental signature for an electron-proton

bremsstrahl ung interaction is an energy deposit in both the electron and pho-

ton calorimeters, with the total energy deposited i>f altout 2fi.7 C!eV. The

accepted energj- ränge is between about fi and 17 OV for the photon and

between about 8 and 20 GeV for the electron. Therefore, the allowed energy

sum ranges from H to 32 OeV."

The electron calorimeter of the luminosity monitor is lorated 3.r> m from

the interaction point in the electron dirertion from the /KI 'S detectur. H is

made of 25 x 2S cm sheets of lea«l and scintillator. The l<-ad sh«>els are Tj.7 mm

thick and scintillator sheets are 2.8 min thirk. The pliolon rali>rim''t'T is also
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h'igure 2.6: Layout of the //•.'/ 'S tuinntitsity monitor.

märte of sheets of lead «ml ^rintillator of the saine thickness äs the electron

calorimeter The photon calorimeter measnres 18 x 18 cm am) 1s located 107

m from the interartioii point in the eiertron rlirertion. I he ineasured energy

resolution of the two calorrmeters is a/ L — 18 %/vtJ, vvhere t' is in de V.

In addition to meastiring the luniinosity, the electron ralorimeter is useful

for tagging a subsample of pliotoprodnrtion events. The signature for these

events is an energy Heposit in the eiertron ralorinleter of the luniinosity mon-

itor with no corresponrling energy Heposit. in the photon caloriineter. The

scattered electron is detecteH in the elerlron caloriineter of the Inminosity

monitor in approximalely 25% of all photoprodtiction events.

2.2.4 Veto Wall

The veto wall19 is an 87 rni (liirk wall of iron bricks orienteil perpeinlicular

to the beam between the /Kl'S Hetertor aml the H K H A tunnel. U is Rffl) rni

wide and 907 ein high. The center of the veto wall is locateil at z •= -727 cm.

The beani pipe passes thruiigli a ret-tangular opening in the veto wall 80 cm

wide and 17S.-1 cm high. Kadi sideof the veto wall is covered wi th W identical

scintillation counters.

The veto wall proterts the rentral detertor from the proton beam halo.

These particles, whicli acconipany the proton l»earn, result from lieain gas col-

lisions upstreani of thp Het.ert.or. Halt» |iarticlrs nmy also l>e proHnccH throngh

rollisions of protons witli thc beam pipe wall and with the beam collimators.

Sometimes the halo partirlet, particularly nnions, pa« llirongh the veto wall.

If a roinriilenre between the t r in t i l l a l ion rminter*; on each ^i'le of the wall

oiTnrs, a veto Hgnal is geneiatfi l ivhich infoinis the tif-t level trijy^er thal the



rrossing is contaminated.

2.2.5 C5 VETO Counter

The C,1) VETO counter10 is a small detertor located at z = -315 nn, just

downstream (in the proton direction) from the (".5 colliinator. It is a relatively

thin detector niade of two layers of scintillator (2.6 inin thick) sandwiched

betweenthreelayersof lead. The Icad sheets, movingaway fromtlie Jnteraction

point are 6, .1 and I mm thick, respectively. The <'5 counter is Oriente«)

perpendicular to tlie beam, surrounding the beam on three sides. 1t is IflO

mm high and 152.5 mm wide, and l'-shaped so (hat the heam pipe can pass

through it. It therefore, surrounds tlie beam pi|)e on three sides. It is riivided

in half, with a top and bottom section ( the top of the l ' is in the positive -r

direction). Thefour sheets of scintillator are read out with four photoinultiplier

tubes.

The CS counter detects particles outside of the beam pipe produced mainly

from beam-gas interartions. TSe primary purpose for detecting these particles

is to provide a V'ETO signal for the first level trigger to prevent these events

from being taken äs data. Because the C5 counter has good time resolution

with respect to the bunch crossing time (n, < l ns), data from tlie ('5 counter

is used to determine the longitudinal distr ibution of the particles which make

up the beams. It also provides a measnre of the l>eam-gas backgroitnd rate.
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2.2.6 Experiment Trigger

The purpose of the triftger systcin is to distingnish inleresting physics events

from background events. This is necessary berause beam-gas interactJous

occur at arateof about 100 kHz, wliereasonly about fiveinterestinfi cp physics

events occur each second. 'l'he task of separat i nß the interesting physics events

from background events is niade more difficult because it nuist be done quickly.

The trigger must be capable of making one trigger decision every 1)6 ns in order

to keep up with the data input rate. The rate at which data can IM- written to

tape is around five events per second, PO tlie triftger has to remove essentially

all of the backgronnd events while keeping the puod physics rvetits.

Because of the high rate of barkground events, tlie trigger was broken down

into three levels.ai The layout of tlie /,El S Irigger system is slioxvn in fig. 2.7.

Global First Level Trigger

The Global First Level Trigger ( ( iKLT) makes a trigger decision every !)ß ns,

reducingtheevent rate by a factorof 100 to lessthan l kHz. ThedKLT receives

pipelined trigger Information from each of the cornponent first level triggers,

such äs the CFLT descrilwd in section 2.2.1. The (IFLT is also pipelined, with

dedicated logic circuits, and programmable registers. The (JKI.T assenibles

the Information from each of the components into a variety of trigj*er bits, and

issues a trigger decision every % ns. The data are held in a 5 /is pi|M>line while

a fraction of the data for each event is processp.1 liy the compom'iit first level

triggers and the (IFLT. 'l he entire first Icvel trijyyr pipeline is also 5 //s IOIIR.

In 10!)3, calorimetcr trigger informatiun, in ronjiinction with Hie ('?> and

veto wall Information, was primarily n<:H in tnaking the (IFLT »IrrKitm. ^>ix
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Figure 2.7: Diagram of (Ar üt-.'l'ft thrrt lerrl trigger and data acguifitioti s
Irm.

first level triggers were used in this analysjs: total calorimeter energy, total

EMC enerRj-, total transverse energy, KMC eivrgy in the BC'AL, KMC energj-

in the RCAL, and H ('A L KMC energy exchidinj» the first r ingof towers around

the RCAL beam pipe. 'I'he sperjfic reqitirfinents are described in section 1.1.

In 1<W3, the CKLT Output rate varied tjetween about 100 and .100 Hz, with an

average of about 1.50 Hz.

Second Level TVigger

While the C1FLT is tnaking its dpciijoti, the data froin all of the components

are waiting in pipelines. After the CFL'I derision is made, the data for Ihe

accepted events are digitized and passed througli the individual component

second level trigfier proressors. Murh of the data available to tlif seronH level

trigger is siniilar to that which was available to the first le\'el trigger, biit wi th

greater precision and smaller f-rannlarity. There is also, liowever, additional

Information, such äs the calorimeter tiine infonnation descri'»ed aljove. The

component second le\'el trigger proressors arr primarüy IKMOS transputers.

The Global Second Level Trigger ((!SLT) receives all of the second level triftRer

Information from the individual compoiiPiits, a« \ve|| äs the triftger Jnformatio»

from the dFLT. The CSLT then collects the infonnation alutnt these events

and reduces the rate to less t hau 100 Hz. In lfW3, the (ISLT outptit rate

averaged about 20 Hz. 'I IIP (ISLT is aho inadt- np of a urlvvork of INMOS

transputers.



Third Level TVigger

If an event is accepted by the OSLT, the digitized data from all of the vari-

ous components are read into the evenl builder. The event (milder combines

the data from all of the detector components and puts it into the final data

formal. This information is then sent to the Third Level Trißger (TLT). The

TLT is a farm of 30 Silicon (Graphics Workstations. In the TLT, sophisticated

algorithms, such äs those used in off-line analyses for electron and jet Unding,

are used to analyze the data. The TLT reduces the event rate to about ."> Hz.

Kvents selected by the TLT are then sent to the DKSV mainframe IBM 3090

Computer where they are written to tape.
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Chapter 3

Monte Carlo Simulations

Monte Carlo sitnulations are useH to model the response of tlie dptector to par-

ticles and Jets of particles over a wide energy ränge. In prinrjple the detector

response could be nieasnrcfl using particle beaim. This has, in fart, been done

for many detector coniponents. In practire, huwcver, it is im|>ossible to put

the wliole ZKI'fi dctector into a tesl bc-am to inrasnre its response. Therefore,

one important use of lest beam infoniiation is tu lest and improve the Monte

Carlo Simulation of the detector romponents. The Monte Carlo Simulation

may then be used to determine the response of the complete detector. With

this information, the data can l»e correrted for detector efferts such äs reso-

lution smeariiiR. In adililion, by simnlating entire physics events, rat her than

siiiftle parlirk^ or jels nf pnr t i r l rs , ihc dfterlor arreptanre for each class of

events ran be ilHcniiinnl. 'l dp*!1 ^iiiinlatrd evrnl.s are also iiM-fnl for deter-

inining »'tiether dilTerfnl phy«iral niodrh a r tna l ly .if-rec vvith tlie data. For

example, Monte Carlo events generated vvith a variety of rlirTerent parton dis-

tribution functions can l>e compared vvith the data to dcterinine which parton

distribution function best ilescribes the dala.
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3.1 Overview

There are three distinct steps in the rreation of Monte Carlo events. First the

hard scattering of partons, such äs is shoivn in Fig. 1.2, is simulated. This

results in a table of Information about the outgoing partons. These "parton

level" events are then passed through a hadronization model whirli fragments

the color-charged partons into color-neutral fiadrons. The fragmentation pro-

cess is modeled phenomenologirally sinre the underlying physirs is not well

understood. The decay of unstable hadrons is also inclnded in the hadroniza-

tion model. The result is a table of information about the oiitgoing "final

state* hadrons. Finally, the "hadron level" events are passed through the sim-

ulated detertor and trigger. The result IHR events are stored in the same formal

äs is the raw data, and are reconstructed ivith the same event reconstruction

programs used on the data. The ''detector level" Monte Carlo events may then

be directly compared wilh the data.

3.2 PYTHIA

In this dissertation, the Hata are compared to Monte Carlo simulations based

on the I'YTHIA 5.6 M event generator. I'VTHIA niodels bot h the hard parton

scattering and the hadronization proress. The calrulation of the hard parton

scattering is done usinß LO QCI) rtiagraim. The scale of the hard parton srat-

tering is determined by p j , the transverse niomentnm of earli of ihe onlgoing

partons (in any event, all of the outgoitig partons have eqnal (lAiisverse nio-

inentiini). Sinre Hie ralrulaled rross sfrlion diverges «s pj approacties zero,

a lower limit, pr > ;»r«.m, is ini|»oseil, '\\\c value of ;V,„,„ i* rho^en to l>e

sinall enough that any events generated ivith a lower value of pr ivould not

pass the selecUou ruts of the analysis for wliirh the Monte Carlo events are

to be used. In this dissertation the value of (V»..n used in I'VTHIA was set

at 2.5 GeV. In l'Y'l HIA, the photon flnx prodnred by the electron Warn is

calculated using the Weizsäcker-Williams M approximation, and a string frag-

mentation model11 (.IKTSET 7.3) is »sed in the hadronization process. The

parton densities used were CHV LO J l for the resolved photon and MRSD_ w

for the proton. For romparison, the parameterization LACl 2 l was also used

for the resolved photon parton density.

3.3 HERWIG

The HERWIG 5.719 Mimte Carlo event generator was nscd to rheck the

PYTHIA results. f l t K W I G also modele Wth the hard parton sratterinp and

the hadronization process. Again, the hard parton srattering is ralrulated

using LO QCU diagrams.

Most of the HKItWlG events were generated with pYmm ~ 2..5 GeV. A feiv

events (about 1%) generated ivith j>T,.„n "et at 5 OV \vere also inrhided in the

study. The photon flux in UKRVVIG were also ralrulated UMMJ> thi" Weizsäcker-

Williams approximation, bnl only for resolved events. For the dirert events

artual electron-prolon ralrulations ivere used. The parton densitjes used were

G KV LO for the resolved photon and MHSl), for the proton. In IIKKVVIG a

rluster algoritlim tva« n«,ri| ti> model tlif fragiii'-ntation prorcss.

After a large sample of I I K I t W K i evfiiK Imd lieen ft^nerati-d and passed

through the deterlor s in iu la l ion , a mistake was di^roveri-d in Ihe H K M W K i



event generator, which significailtly enhanml the (|iiark roiitent of llie photon.

Although the kinematics of these events appear to be rorrert, they are only

used to check the I'VTHIA results. l'arton fragmentation, which is important

in simulating the internal features of Jets, is known to be slightly different

between quarks and gluons. Therefore, measurements of internal Jet features

made using the HERWIG Monte Carlo sample may he less reliable than those

made using the I'YTHIA Monte Carlo sample.

3.4 Detector Simulation

The detertor Simulation program is calle<l MOZAH'l " " It i* bavd 011 a

detector Simulation package called GKANT 3.1.1. w MOZART passes the gen-

erated partictes through the simulated detertor, simulating particle derays,

multiple scattering, the effect of the magnetic field, energy loss in dead ma-

terial such äs the solenoid, and any other physical processes, äs well äs tbe

Output signals of the various detector components \1OZAKT storr* the .!*•

t«>ctor Information from the simulated evriiK in tdr '•Aine formal a* i|1r tA\\.

The program ZCANA"-11 iininl;ih^ t In- /Kl S I M R R I T \ l tn i h . -.n,, ' .

tated pvcnts have been passrd thronsli M ( t /A H l , /(! \  \ . » I n - d

triggers, if any, woiild have fireil for rar h individua! ovcnl

3.5 The Resolved Photon

In both I'YTHIA and HKRWK!, the resolveil photon is modeled in the same

way äs hadrons. The parton content oflhe photon is based on a pboton- parton

distribution function, and the inroining partons in the photon are collinear.

Since partons can move around inside a hadronir objert, they can have a sinall

amount of transverse niomentum. In I 'YTHIA the intrinsic transversr momen-

tum, k,, of the partons in the photon is parameterizrd by Ihe distribution,

dA/./fcj'oce-*''^, (3.1)

where fco is » parameter which determines the hardne^s of the fc, speclrum.

The same functional form is also used für the proton fc,. The I 'YTHIA default

vaiue of fco for both tbe proton and the resoke«! photon is 0.11 ("leV.n

One would expect the photon remnant, gpnerated with this kind of amodel,

to have Iow-pj with respect to the beam axis. Several stndies, hoivever, have

suggested that contributions from diagrams of the type shown in Fig. 1.2c

may Irail tu a ~ | > h i > f u i i rnimaiil" w l i i r h lias ^izable transverse momentum

«i l l i n-.|..i i in i h r - |.li>.t"ii dm-i i n MI '•' "• '' In l l i i ^ di^ertation, proresses like

iliii-i- ^ l i . iun in l IK l .'i . I M - i . t l l ' d .HK'i iui lni i- D i f i - s hai siingi«.inl increasing

t h'" a\rr;i|;«' /.-, i i f l l i f |>.u Ion* in t hi1 [ i l iu toM u-- n n ic l l ioi] ofapproximating the

aiiomali>ii< ri ' in|nnirnl l| \  optmi) in l'1! 111|.\s events to l>e generated

using different functional forms for the fc, spertrum äs ivrll äs different values

of fco- This Option has Ijeen used to generate evenls with a banler fc( sp^ctrum.

The generated Monte Carlo event sample was ohtainod by rombining the

resoked and direct ^am|»lrs in propiirtion to tlif gcnrratcd Monte Carlo rross
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sections (approximately 7:1 for the OKV photon-parton densities). The 1111111-

ber of events in the l'YTHIA sample used in this dissertation is just uiuler

twice the siw of the data sample. Die number of events in the Ht)K\VICi

sample is about 30% smaller than the data sample.
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Chapter 4

Event Selection

The event selertioii rriteria rhoo^e resolved photoprodurtion events with t\vo

high-pr jets and a photon remnant. In this analysis, photoprodurtion events

are defined by rcquiring that the elertron was scattered at a smal! angle and

was not detected in the calorimeter. 'I his rer|iiirement rorresponds approxi-

mately to a cut of Q3 < l ("JeV1 (see sprtion J . l ) . The median value of Q* for

events of this type has been estimated to be 10~3 (1eV2 using sinndated direct

photoproduction events.8 The selertioii of 1 h^se evonts l>efiins wit h the trißRer.

The trigger füts are designed to seiest hard srattfritifi fvputs a( Iow Q1 while

removing beani-ßas events. After the data are colterted, ad<Iitional rnts are

applied to removethe remaining lw?ani-gas, 1HS, and cosmir ray barkgrounHs.

Final!)', when a rlean sample of photoprodnrtion events has beon isolated, a

search for Jets is perfonned and ruts are applied to select evrnts ivhirh rontain

two high pr J**ts and a plioton rpiiinant.

4.1 TYigger

The ZKl'S ddertor nscs a t.liret- Irvr-l

the first level trißRer, ralürini' 'ti-r ci'll i

in wliim 2.2.0. In

it lo tl^rine regional



aint global enerRv «ums uhich werf n-ijuirr-t tu exceed f-ivrn threiholds. Since

the calorimeter is Ihe primär)' component nspil in tliis analysis, one or more

of the following ralorinn-ler first len>l IriRfier coiiditions were reqnirod:

• KCAL KMC fnnjff above :t Trt GeV

• RCAL EMC enerßy, exclinlinp the Tust MIIR of towers around the KCAL

beani pipe, greater than 2.0 (!eV.

• BCAL EMC enerß) above 3 1 C.eV.

• Total calorinieler enerfly Rrealer than l !)(!»» V.

• Total EMC enerfiy Rreater than 10 OV.

• Total transverse energy (excIiiiliiiR Ihe first ring of towers aroum! the

KCAL beani pipe) above lt.fi (leV.

Theserond le»el trigßer mainly rrjerte«! beani -Ras interactions usiiifi tiniinj'

Information front the ralorimeter.

The tliird tevel triftfter performed furllifr rpjection of beani- Ras and cos-

mic ray evetits usinR infoniiatjon froni bot h tlie caloriineter and Ihe tracking

cliÄinl>ers. All events were retjuired to mr«.-! the following conilitions:

• The z positjoii of the intcrartion vertcx, ineasurM usiiiß the

tracking chaitibers, was required to l>c in Ihe re îo» \z\ 7-p> cm, to

reinove beani -Ras events.

• Heam-Ras Itark^roi'»!'! \vn* al«ü rcniovi'd by reijuiring t'1'1' - ;i'.''' >

S (if-V, wlirre /;''"'' is the loUl PiifrRy ili-|>osittil in the raloriuieter and

;».'''' i* the lutal loiiRitmlinat rnerny rl*"|xjsitof| in the ralorimeler. 'l bis

reqiiireinenl is derive<l froin encrRy aml inonientuin const>rvation. Before

an r^ collision occurs, tlie total enerR)' of the electron-proton system is:

L' = i-:„ + tr, 1.1)

where E„ — 820 CeV is tlie proton enerRy and /:', = 2fi.7 (W is the

electron enerRy. Likewise, the total loiiRitndinal momentum is:

where p,„ = 820 (JeV is the proton inonietitinn in the z direction and

p„ = -25.7 (IeV is Ihe electron nionicntnni in the z direction. Since

p,„ = t.'? and /)., = -tVi the qnantity:

Because these quatitities are ronserved, the measured value of /•/*' - p'jal

after the rollisjun will !«• equal to about 2E\. Furtherniore, particles

lost in the forward beani pipe do not interfrre ivith the nieasureinent

of £"•' - p"' since their contributioii to t'*'1' - p'*1 is essentially zero.

Particles lost in Ihe rear beani pipe, huivevrr, will rhanRe the ineasured

value of t'™ — ;»'." , In photoproduction events, the electron is always

lost down llie rear Iwain pipe. In this case. A'' '' - ;»'."' äs '2J-,\e t\s

the energy of the inroinijig photon. Kor proton Ijeam-gas cvents, where

litlleor noenerRj- is deposltefl in the UCAL, f.'"' - ;i'."' =s 0 since K —p,

was initially zcro.

Itpf^ anH iliroujhnut ilip fni.iiii'lrr > i f ihi^ i
l.« aliljri-viaicil M OV.



• Some beam-gas eveiits can deposit very large energies (> IIHI OJeV) in

the KCAL. This cail resull in measured values of £''""' - p','J' larger thaii

8 CeV. To remove lliese additional beam-gas events the sample w-as also

required to have p"'/^"' S 0 Dl . In beam-gas events, ;/.'*'/£'''' tends

to be close to unity.

• Hard scattering events were selected by reqniring k.'™"* > 12 OeV, where

t'j-01" is the total transverse energy in the ralorinieter, exclndiiiß a cone

of 10" in the forward direction.

About 170,000 triggers were collerted with the above trigger conditions diiring

the 1993 run.

4.2 Off-line Data Selection

As in previous studies of liard photo|jroiluction,9i'Ja the following cuts were

apphed off-line to select the final event sample.

• Th* requirements on the KCAL tiine, /F, and o» the RCAL time, I n ,

were tightened to retluce the cuntammation from beain-gas interactions.

Events were selected by requiring In > —fi ns and ( f f — f u ) < ß "s.

• Beam-gas interactions ivere also rcjerted with cuts on the rorrHalion

between the vertex position (defined by the tracking chambers) and tlie

calorimetertiming,JTas desrribed in section 2.2.1. Kvents were accepted

when |<r(*'/2) + z,rrt,A < *»" <"">, wlicre c is the speed of light.

• The ty* tut was rai^ed to l-'j"" > l r > ( J rV to <t*ltv( hanl s r a t l f r ing

events.
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• To rednre beam gas interactions, the event was rcjected if less than 10%

of the trarks pointed toward the vertex.

• To remove bot h beam gas and DIS eveiits, the fraction of the initial

electron energy carried by the alniosl real photon, y = t.'-,/1', where

L\s the photon energy, was mcasured using the .lacqnet-Blondel38

estimator of the Hjorken y:

f.;*, _ ,,,

•"" " ~2Ä; ' (11)

To reduce n ran i um noise, the cell energies were required to be greater

than 60 MeV for tlie eWtromagneticcHls aiif l HO M«-V for the hadronic

cells. This calculation assnmes tliat the srattered electron was not de-

tected in the calorimeter. Kor DIS cvents in whirh theclc-rtron deposited

energy in the calorimeter but was not idciilifSed äs an electron, yjg will

be near nnity. Therefore, the re(|iiiremrn1 y>H < 0.7 is marle to further

reject DIS events. To rejert proton l>enm gas interactions, yjg > 0.2

was also required. This is e«]iiivatent to increasing the minimum value

of t1'"*' - p "̂1' to 10.68 O\'. These requirements on yjlt correspond ap~

proximately to 0.2 < y < 0.85,

• DIS events were also removed froin the sani|>l'> by s«"arching for the scat-

tered electron in tlie calorimeter aii'l calrnlal ing y nsing the energj1. K',

and scatterinß angle, ß't of the electron candidate. tvents with y, < 0.7

were rejected.6l? Here yt is given by:
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All events in which an electron candidate is found are not removed l>e-

rause electrons found by the electron finder are not always the Sfattered

electron and may not be an electron at, all. However, when the eiert ron

finder finds an object which is not tlie scattered electron, y, tends to be

near one.

• To remove rharged current barkground and cosmic ray showers, a cnt

on JT/^för < 1-5 GeV"J was imposed, where fa- is the total missing

transverse momentum and ET is the total transverse energy of the event.

After these selection cuts, a sample of H!),8f) l pvents remaiiifd, correspond-

ing to an inteßrated lutninosity of 0.55 pb~'. For these evenls, the proton-

beam-gas backgronnd contribution is estimated from prolon pilot hiinches to

be abont 0.1%. Thecontaminatioii from D IS event s is estimated by L) IS Monte

Carlo Simulation to be l to 2%. The harkgrounds from cosmic ray events and

electron-beam-Ras events, estimated from empty bunches and electron pilot

bunches, respecti vely, are negligible.

4.3 Jet Finding with the kL Algorithm

After a clean sample of photoproduction events has been isolated, it is searched

for jets of particles. In this dissertation, jets of particles whirh deposit signif-

icant amounts ofenergy in the calorimeter are found using a clustering algo-

rithm called the kL algorithm.19 The kL algorithm finds jets by iterative!)-

inerging clusters. Initially, rlusters are individual calorimeter rells (or gronps

of caloriinetercells cailed Islands, see seclion (>. 1). l'or Hie Monte Carlo events,

the algorithm is also used to clnster generated partirtes (sre ('hapter 5). In
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the merging procedure, the quantity ki ( ( IeV J) is evahiated for eacli pair of

clnsters,

fct = 2£'Vn<l -rosO„m), (1.6)

where 0nm is the angle between the two clusters n and m (the location of a

calorimeter cell is given by its geometric fenter), and £.',„,„ is the smaller of the

two rluster energies £-, and t'm. In the small angle approximation, k± is the

transverse momentum squared of the Iower energy cluster with respect to the

higher energy cluster. To account for the fact tliat much of the proton debris is

lost in the KCAL beam pipe, a pseudo-partirle with infinite momentum along

the 2 axis is included in the clustering procedure. 'l he psemlo-particle acts äs

a seed to associate energ_v deposits near the KCAL beam pi|>e w i t h the proton

remnant. The value of kL between thp pseudo p.-\rlicle and thp other clusters

is calculated using the same formula äs above. \\'l)pn all of the kL values have

been calculated, the two clusters with the lowrsl fci value are merged. The

four-momentum of the new cluster is the sum of the four niomenta of the

two merged clusters. The calculation of kL is then repeated, replacing the

two merged clusters with the new cluster. The iteration rontinues until the

energj'-angle resolution variable, Y, beromes largrr than sonie threshold, Y,u(

(see also sertions 1.5 and 6.7). Tlie quantity Y is a dimeusioiilpss variable

related to tj.:

Here, Ej is tlie total event energy transverse to the beam axis. The value of

\\.u, may be fixcd for all events, or the number of cluslers found may be fixed

for all evenls. In ihe spcnml rase, Y l l l ( js set, uti an event-t>y rvcnt liasit, at

the minimum \-alue of Y whirh re turns the ret|iii"-tcd number of clusters. In



this analysis, three clusters are fomid in earh event (see next section). Tliis

Implementation of the k± algorithm is not Lorentz invariant. 'I'he analysis is

performed in the laboratory franie.

4.4 Identification of the Photon Remnant

To identify the photon remnant, an in tu i t ive approach is used which is later

justified using simulated eveiits. As illustrated in Fig. l .2b, resolved hard pho-

toproduction events have a final state which inrludes two high-;^ jets froin

the hard scattering äs well äs photon and proton remnants. Since one expects

to find three clusters (in addition to the proton remnant) in earh resolved pho-

toproduction event, the value of V,„, was chosen on an event-by-event basis

so tliat three clusters are found in addition to the proton remnant. The three

clusters then, should correspond to the two clusters from the hard scattering

and to the photon remnant. Sinre ttie photon remnant i* expected to have

loiv transverse momentuni witli respert to the Iwam a\i^. t l i e M-para t ior i l«-

tween the photon remnant and the two ji*ts fnxn Hu- hard -«Miirnim ' -in l» -

adiieved, lo a f i r s t approxinial ion. l > \H i n l i n » i l n - p h < i t i . n I ' - I I I M - H I I « i t l i i l n -

clusler having the «malle-l tran-n-i-i* in i iMif - i i l i i i i i l m du--« i r \i-ui-. \\\,< n- .1

photon reinnant should nul '«• «ti-n. Mir t imr-t I I . T I I - W I V , - M i i > i i i ' ' i i i i ] i n < \n-

ter will Hthrr l>e pari of t IIP piolun rcinnant or pari i»f <mc i>f l In- tu.» |H«|I

transverse momentnm jets. 'llierefore, the pseudorapidity distributions of Ihe

lotvest transverse momentnm clusters will be dilTerent for resolved and direct

event«;.

In Fig. l.la-c, the (iincorrected) pseu<lorapidUy dislributions of the three

clusters obtained \vitli the k± alporithm are shoivn, The pseudorapidity,

ij, is given by etjuation l.fi. The snperscript cal is used to denote uncor-

rected ralorimeter quantities. The data ( f u l l nrrles) and Monte Carlo events

(histogram) are shoivn nornialized in the unrorrected pseudorapidity region

ijc"' < l.fi. While the two clusters with tlie highest unrorrected transverse mo-

mentum, pr™', (Fig. lla.b) are mostlj found in the f«.'•*' > 0 region, the third

cluster, with the lowest ;>7r''', (Fig. l . l r ) is observecl mostly in the if*1 < fl

region, i .f . in the photon direction. Data and Monte Carlo expertations agree

for the two highest pr"1 clusters except in the forward region, t/1"1' > 1.6, where

the data has considerably more events. This phenomenon is similar to (hat

already reported in previoiis analyses. 9i1'* Althouj'h this effert is not yet fuliy

iintierstood, multiple interactions (rollisions in which two or more partons in

the resolved photon interart ivith an e(|iial niunher of partons in the proton)

currently show the niost promise in improviug the Monte Carlo description of

the data. w

'l In- |)i>ak oli-iTH'd in l ' ig t . l r , for thc t l i i r d düster, in the negative pseudo-

i . i | » i < l i i i n-«^i. . t i i- . I f - i i r l > . - . | l i \' \ | . int i- Caiht «iniulation im liiflinß resolverl

l « I n - . i |.i.~ i . • - I n 1 ! l i i . i i f j i . i i n l M i i i \ r M - i . 1 1 n- MI inte Carlo distribution

i-. - I n f i f i ) - t i ! ' l> i l \1 l - i w r r i .d ' i r - i . f | i-i ' i | i | i . ia|iidil v. Thedi r f i l procrss, which

ilur«. n»l «i i i l . i i i i n | > h . i i . i i i i r i u i i . i i i l . d > M - iml f i n i t r i l t i i t p lo this prak äs shown

by llie daslied line in Fig. l . l r . | hcipfore, tlie pseudorajmtity of the third clus-

ter can be used to separate direct and resolved evenK In addition, the third

cluster, \vhen it is in the negative pseudorapidity rrgion, ran be assoriated

witli the photon remiiant.

In order to niaxiinizef he possiMlily l hat the t.ivo higliest jrj''1' dii^lersstem
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production sample. Thr Ihrer clustrrs arr smird by prcrtl u'''^ (a) fiacing Ihr
highrft, (b) Iht srcond highrst, and (c) Ihr lou-rst pr"'. t'ach Motitr Carlo
distribatioii is tndrprndently nermattird fo tht dato rii Ihf rtgion if < 1.6.
In (r) the rfirrrf coutribtitwti aloiie if fhotnt n.* Ihr dashed line.

from the partons in the harri sraHerinß and to niintmize the possibility that

one of the two highest pr"1' rhisters is, in fact, pari of the proton renniaut,

the two hifthest pr"1' clusters are required to have high transverse niomeiitinn,

pr"j > S OeV (the subscripts l, 2, and 3 correspond to the htghest, second

highest, and Imvest pr™' cluster, respectively). They are also reqnired to be

well separated from the fonvard region (ijj"™J < 1.6), ivhere the Monte Carlo

Simulation cannot reproduce the data.

The distribution of the pseudorapidity of the third cluster, i/j"', after the

above cuts and the reqnirement t"' > 2 fJeV, is shcnvn in Kiß. 1.2. The

comparison with the distribution predicted for direct processes shows that the

events with 1/3"' < -l *''*' almost exclusively dne to resolved proresses. The

agreement betiveen the data and the Monte Carlo Simulation, im hi ' l infi both

the resolved and direct contributions, is »ot perfect; tliore are fewer events

in the data with large negative i/j"1' values Tliis differenre between the data

and the Monte Carlo Simulation is not unproved when the plioton parton

parameterization LACl (dotted line) is used instead of f!RV LO.

In summary, for the following analysis, the final resolved photoproduction

event sample is selected by requiriiiß:

• r > .«i 0V

• ty1 > 2 C.eV

• ifi-1 < -l

After the above selerttun ruts, 1370 events rontaininp; two high ;>/• jet?, and a

plioton reilinant in the rear direction are
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i;Pj < 1.6, and £'£ > 2 Ge\'. Hfüolvrd evetils arr frleclrd by rrquirittg
;/j'' < -l (ftrtiral dottrJ linr). Thf dnlted hiftmjram fhw$ tkf Monte Carlo
Ffpfctatioti ttsing thf LM'l photon parton paranirirrization.

4.5 Direct and Resolved Separation

To furthcr demonstrate that the simple reqiiirement 1/3"' < -l selects resolved

events, the measured JT distribntion, je"mr is shomi in Fig. 1. 1. Here, r™* is

rakulated using tlie fornuila:

wltere £"™' and j^,' are the energy and longitudinal enerRy of tlip l liehest £'£."'

jet fouml using a cone algorithin I0 (s*1«* section i .f i . l ) , and £'J''' ai11^ Prl' Äre

the energy aiiH longitndinal energy of the serond hlghest L'™1 jet found usiiiR

the cone alßorithm. 'l he qoantity Ĵ 1"" is the ratio of A'1'1' - ;>'.'J' (desrribed

in section 1.1) for the tvvo jets only and A'"1' - ;>'.''' for the entirc event. Since

the two high-pr jets presnm**alj|y ronic from the hard sraUeriiift proress, then

the \-alue of £''""' - /)'.'', for the tivo jets only, provides a nipasnre of theenergy

of the photon or parton within the photon wl i i ch was involved in the hard

scattering process. If the event was a dircrt evcnt then it will only rontain two

jets and x™nr will l>e erpial to 1. However, i f the event has a significant deposit

of energy in tlie rear dirertion.outsitleof the two jets (a photon remnant), then

£'"' — p',al for the two jets will he signifirantly «maller l l ian h"1 - p'.*' for the

entire event, so y"™ w i l l l>e less than I . Mea«nrements of r'™r have lieen used

jn previous analyses Si9 to separate direct and resolved events. Fignre -1.3 shows

hoiv well direct and resolve«! .Monte Carlo evetits can IM? separater! based on

r™nt. The ilirect i-\ent« tend to liave large \-alues of x"nt, while the resolve«!

events are ino^tly at Iow valnes of .r™'" . K\'enls with T'^"" > 0.75 are defiiieti

äs direct events, while events with r^"" < 11.75 are defined a« resolved event-;.

'I he solid line m t ig 1. 1 shows tlie j""" i l i s t r i ln i t ion for tho<;e event1* in wliirlt
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contribution froni direct photon interactions, estimated using LO dire< l Monte

Carlo events, is also 8%.

Additional evidence (hat tlie requirenipnt t}™' < - \s resolved events

is presented in section 6.7.

4.6 Comparison of the fcj. and cone algorithrns

Jet finding in i} — p space us'mg a rone algorithm h äs been widely used in the

analysis off p and pp experiineiits. Since the use of a clusteriiig algorithm wliich

is not Lorentz invariant is less familiär , a comparison of tlie t\vo algorithms

is useful here. One im p lernen tat ion of the rone algorithm used by the ZKl'S

collaboration is called El'CEI-L.

4.6.1 The Cone Algorithm

I'revious analyses of photoproduction at HEKA have implemented a cone algo-

rithm to find jets.6'7-8'9 Cone algorithms use a coneof fixed radius in pseudora-

pidity and azimuthal angle space and maximize the transverse energy wi th in

this cone. The cone algorithm described in this section is called Kl'CELL.

This algorithm:

1. Searches f; - 6 space for the point where tlie transverse energy within a

cone of radius H = \fiSo1 -K^»;1 — l is maxiinized.

2. If the maxiniuni transverse eiiPrgy w i t h i n thp rone is less t hau 3.5 (!eV,

the algorithm stops

•Ifi

3. If the maximum trans\-erse energy within the cone is greater than

3.5 OeV, an energj- cluster is fornied from the calorimeter cells located

within the conp.

4. The calorimeter cells assigned to thp new cluster are removed from the

search and the algorithm returns to step 1.

The nuniber of clusters found depends only on the 3.5 OeV thresfiold, whirli

may be raised or Iowered. The loration of tlie cluster axis is ralculated äs the

transverse energy-tveighted mean vnhir of the r; and o position of the center

of the teil. To remove the proton remnant, all cetls wi th in 10" of the proton

direc t ion are removerl froin the search. The use of a cone in t) —o spacp makes

this algorithm ix>rentz in\-ariant.

Cone algorithms are well siiited to ftnding hifih transvfrse energj- jpts.

The photon remnant, however, is expected to deposit energy in the electroti

direction with low transverse energy (sep Fig. l 3). t)ue to the rapid Variation

of pseudorapidity in this region, and to the low transverse enerfiy, a cone

algorithm rannot be used to identify the pholon remnant. Therefore, the Jtx

clustering algorithm (see section 4..1) was used instead of a cone algorithm.

4.6.2 Algorithm Comparison

A correlation plot of the pseudorapidity of the hißhest PT rlirster at the de-

tector level, äs found by the two algorithms, i)\"nr and ijt L (= vP')> 's shown

iti figure 1.5a. The tif>iire indicate* that the rluster axis äs found liy the cone

algorithm is, for soine fraction of die eveiil«;, shif terl toward Uie proton direr-

tion by the kL algorilhm. liiere are srveral reasons w|iy tliis typf of effert



-2

' •••.* i*"-
1 >'"•',*' • ;

-L-JJ"^'t-
M

|l200

w •O0
V
1 600

^ 400

200

°

. b

-
-

:--:
j-J., .1...UJ-J.
OS 0.8

p.

_l

1

— r» 1.0

r=0.7

! ,_

' "V.2 1 .4

Ratio

**,o.»
^0.8

0.7

0.6

0.5

0.4

0.3

0.2

O.t
n

_ C

-
-
-

j-*j
fjgf

- .$•?'''
- ••'
-. . . l . . . l

0.2 0.4
J.ii
0.6 0.8

Kigure l..1): forn/wrwo» brlu'fm qtiantitirs fomtd tifinq Ihr k± and rottr al-
tforithmf. (a) l'ffudorapidity rompartamt, (b) ctualcr transvrrse rttfrgif ratio,
(c) JT comparison, nurf (a) HCAL f i t t r y y .

orcnrs. One reason is Ihe way in wliirh the two aJ^oritlin^ deal wi th the pro-

ton remnant. The rone algorithin removes all rHls wi t l i in a 10° rone aronnd

the FC1 A L beam pipe before any rluster fiiulinft begins. The k± algorithm, on

the other band, uses a pseudo-particle along the proton direction in an active

attempt to find the proton remnant. In some rases this results in the k± algo-

rithm finding a cluster within 10° of the KCAL beam pipe. However, a good

correlation between the two algortthms exists excluttinj; events with i/,^ above

about 2. These events are exrlnded because of the reqtiircment f/"j < l.fi.

Another effeft which will increase the pseurlorapidity (in the forward direc-

tion) of clusters found using the A.'i atp,orit.hin, with respect to rlusters foiind

using the rone algorithm, is the way in wli i rh t lu ' clnster axis is deterniined.

In the rone algorithm, transversp energy is niaximized whcn searrhing for c lus-

ters, and the clnster axis is determined using transverse energy. Kor the kL

algorithm, energy, rather than transversp energy, ii n^ed to deterniine the clus-

ter axis. Tlierefore, even if the rlusters found by the k± and rone algorithms

are identtcal, the pseudorapidity found by the A^ algorithm will still tend to

be sltghtly larger.

Kigure 1.5b shows the distribution of Die ratio, Pj\/t"^!", whcre pj-\s the

transverse inomenlutn of the highest ;>"' rhister a.s fouml by the kL algorithm,

and £'J^" is the transverse energy of the highr-'.t. A.1}?' clnster found by Ihe

cone algorithm. The events are required to have Vi* »"^ '/!""* < l-*>. an'l Pri

and A'J-7" > 5 OV. Kigure -l.üb indirates that the fcj. algorithm, on average,

finds less transverse energj' than does the cone algorithm with a rone radius

of 1.0. 'l he dutted line shows the same ratio aflcr rerturing Ihe rone radius to

0.7. In this case the kL algorithm fimh more traiisverse rnrrgy than the cone
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algorithm. Therefore, the effective cone size of the fcj, algorithm is between

0.7 and 1.0.

The numberof events which pass the cuts 011 the qnantities fön tut with the

t wo algorithms areshown in Table 1.1. Significantly fewer events pass tlie cuts

when the Jtx algoritlim is used. Tliis is priniarily because of the higher average

pseudorapidity and lower average transverse niomenta of the rlusters fonnd by

ttie ti algorithm, with respect to the rlusters found by the cone algorithm.

kL algorithm accepted
kj_ algorithm rejected (total)

kL algorithm rejected (i;*l2 > 1.6)

kl algoritliin rejected ( ;>^2 < r"*-^)

cone algoritlim
accepted

335G
,1227

3223
2Sfi»

rejected
17!)

—

Table 1.1: Comparifon of thr »ombrr nf rtvtif$ accfptrd and rrjrctrd U'hfii
cutf arr applifd to thr quantitifs fonnd 6i/ thf cone and kL algorithms. Ofthe
5221 ti-rnis wHich passed the cutf o» the cone quatttities but failrd the cutf on
the k± quantifies, 3223 failed at Irtift ottf of the jj,£ cuts, and 25fiQ fatled at

Irast ont of thr prij fü's-

The physiral quantities calculated by the two algorithms are in good agree-

mentif the events survived the cuts for both algorithms. Fignre -1.5c, forexam-

ple, shows the correlation between r\""r and j*1. 'l'hf quantity j™"' is given

by equation -1-8. The ef|uation for J*1 is the same äs equation 1.8 except that

the quantities £'j"J', ;»l.|'. L'"1 am! )>','j' are now found using the k± algorithm.

'l he correlation between the two f-, mpa^ur^ments is good.
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Chapter 5

Data Corrections

In order to allow comparisons betwoen tlie Hata and Q('l) ralculations, the

data mnst be corrected to remove fflect.s relateil to detector acceptanre and

resolution. As described in Chaptcr 3, the Monte Carlo goes throngh three

distinct steps in Renerating a fully simulated evrnt. In the first step, the rp

rollision is simulated, resulting in two or more outgoing partons. The partons

are then fragmeiited into hadronir partirles. h'itially, the hadrunic partirles are

passed through the simidated detector. Idealty, one would like to correct the

data completely, i.e. back to the parton levcl. Ilowever, correcling the data

back to the parton level depends on the specjfic parton fragmentation model

used. Therefore, to avoid making the measnred data dependent on the model,

the data are corrected back to the hadron Jevet.

5.1 Hadron Level Kinernatic Region

'l o avoid using the Monte Carlo Simulation ontsjde of tlie rneasiired kinematic

region, cuts are applied at the hadron levrl \vl i i rh roughly corresj>ond to the

cuts applird to the data äs d<"srril>f<l in w-rtion 1.1. |-'or thr Monte Carlo

events, the kL algoritlun i« applied i i n l i -p r i i - l f i i t l v at Ijolli tltr hadron and



detector levels. In both cases the resulting clusters are sorted arcording to pj.

The detector level cuts in r;'"', j»r'"', tV', and yjg correspond approximately

to two jets at the hadron level with pri.i > fi-<* f^V and iji.i < ' 6. a remnant

cluster wi th »h < -l and t"3 > 2 GeV, and 0.2 < y < 0.85. Therefore, the

hadron level Monte Carlo events were reqiiired to be tvithin this kinematic

region. Therefore, the corrected photon-proton center of mass energy ränge is

130 < \\' < 270 OV.

5.2 Matching

Energj' clusters found using particles at the hadron level should have rotighly

the same energj' and position äs the energj' clusters found using calorime-

ter cells. Hoivever, the clusters at the haHron and detector le\-els are sorted

independently by pr- Therefore, the highes! pj cluster at one level is not ncr-

essarily the highest pj cluster at the other level. This is especially true when

the event contains two clusters whirh are well lialanced in p?. Kor this reason,

one cannot correcl tlie energy (or any other «inanrity) of Die highest pj"1 eins

ter at the detector level to the highes! }>T cli^ter at the hadron tevel w i i l u m l

considering whether or not th**y are in fart Ihr same object. lhert 'fi>rc, ihe

correspondence (»etween hadron and raloriineter rlu^lers was de(erniiii'>i| \t\g and comparing the value of k± between each pair of hadron am l

calorimeter clusters. K<|uation 1.6 is used to calriilate kit except that k^ is

now calculated between twoenergj- rlusters, one at the hadron level and one al

the detector level. Earh hadron cluster is then •'tnatrhetl" vv i l l i the raloriineter

clustcr with which it lias the Iowest \-alue of kL.
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After all of the cuts described in this and the prevjous chapter are applied

at both the hadron and detector levels, the highest pj- cluster (rluster 1), the

second-highest pj cluster (cluster 2) and the lovvest pr cluster (cluster 3) at the

hadron level were matched to the rorresponding detector level cluster in 62% of

theevents. The next most likely configuration (S5% of the events) occurs when

the two highest pr clusters are exchanged. This exchange is irrele\iu)t for the

corrections to cluster A and is easily Jncluded in the rorrection procedure for

clusters l and 2 by correcting the detector level cluster back to the hadron level

cluster to which it corresponds. Therefore, all three clusters are appropriately

matched for 97% of the Monte Carlo evrnts. In 3% of the events, a high-

pj cluster at one level was associated with the proton remnant at the other

level. In less than O.f>% of the events, the Iowest p? clusters at the hadron and

calorimeter levels did not match.

5.3 Measurement Resolutions

Once the hadron level cluster which most rlosrly corresjronds to a given de-

tector level clu-ler IM«. IHT» idctilified, t t i f «Iftcctor level resolutiun can be

nieasurrd fur earh rlnsl i-r l liis ha<. IHTII «tone n^inf» both thf I ' V I ' H I A and

HEKXVU! Monte Carlo sinnilatioiis. The ineasiirrment resolution of the ob-

served quantlties in this disseitation are sunimarized in Table .1.1. There is

good agreement between the results froni the I 'YTHIA and 1IKHU Kl Monte

Carlo generators. All followiug Monte Carlo results refer to the I 'YTHIA

Monte Carlo generator unless HtiKVVIC is spedfically pnentioned.

The average measurrd value of ijj'j is stufte«! wÜh res|>ert to the hadron



6.1

Measured
Quantities

y
T]l

fj2

'/"J

PTI
PTI
PT3

t',
f,

i'a
<£"T)I
(£j.)a

{A'j-}3

^ £'[ i
SJ,-t|j
"' * b^'ifc'i-i
-,ij-3

£.- 1 r»

I'YTHIA Resolution
percent

22.2 ± 10,0
1,1 ± 7.7
2.5 ± 8.8
5.9 ± 19.2
13.8 ± 10.6
17.2 ± 10.2
16.3 ± .13.6
15.6 ± 12.2
1!).9 ± 12.3
26.2 ± 18.fi
-10.2 ±31.9
-3.7 ± 36.3
1!.9±2!).2
8.3 ± 27,1
13.6 ±27.0
2 1.3 ±25.8
18.1 ± 11.1
20.3 ± 11.6
26.6 ± 17.2

absolute
0.13 ±0.065

0.0063 ±0.061
0.015 ± 0 0 7

-0.073 ±0.!2
1.1±1.1
l . J ± 0 . 9

0.17 ±0.5
2.3 ± 2.0
2.1 ± 1.7
2.2 ± 1 .9

-0038 ±0.1 2
-0. Ol l ±0.13
0.0 12 ±0.10
0.19± 1.1
0.31 ±0.95
0.51 ± 0.80
2.2 ±1.9
2.2 ±1.5
1.9 ±1.5

HERWIG Resolution
percent

18.9 ± 9.7
1 .3 ± 6.5
2.1 ± 7.1
3.8 ± 16.0
13.1 ± 10.5
15.9 ± 1 1 . 7
17.6 ± .11.5
13.9 ± 11.1
16.fi ± 12.7
21.7 ± 18.2
2.1 ±52.6

— 1.0± 16.2
16.7 ±321
-1,3 ±12.9
8.2 ± 33.5
17.7 ±22.9
15.0 ±9.1
17,1 ±11. 3
21.7 ± 17.2

absolute
0.11 ±0.065

0.005 ±0.0 16
-0.000.1 ± 0,06
-0.1)81 ±0.31

1.3 ±1.1
1.2 ±1.0

0.13 ±0.<ll
1.9 ± 1.6
2.0 ± 1.8
1.8 ± 1.8

-0.010±0.13
-0.016 ±0.]2
-0.0 16 ±0.11
-0.036 ± 0.98

0.18±1.1
0.33 ±0.6.1
2.0 ±1.6
2.0 ± 1.5
1.8 ±1.8

Table 5.1: Resolution mrasuremrtits for rarions erprrimrtitatly mcastiml
qaattlttiff. The acluat ralvt of y, for framplr, is 22% larger, on at-enge,
ttian the measurrd ra/ur. yjlt.
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level, by -0.02 units and has a resolution of 0.07 units. The average measured

value of t)™' is shifted, with respect to the hadron level, by 0.08 units and has

a resolution of 0.13 units. The measured transverse niomentum with respect

to the beam, prj'j, is redured on average, by 15% and has a resolution of 11%.

The value of y is reconstructed with an average stuft of -O.H units and a

resolution of 10%. In general, the detector level nieasurements of energy within

the caloritneter, äs well äs quanlities derived from the calorinieter rnergy, are

about 20% smaller than the same r|uantities tueasured at the hadron level. This

is dtie primarily to energy loss in inactive material in front of the ralonmeter.

The inactive material incliides the magnetic solenoid, and the beam pipe, äs

well äs various snpport struftures and Instrumentation.

On average, the third rluster with »;V'' < ~' ani' ''-V'' > - *'e^ rontains

75±20% of tlie pboton remriant energy, äs defined by the third rluster energj'

at the hadron level. Kigure 5.1 shows the energy l»>sses whirli ocrnr for for the

third cluster äs a fnnrtinn of the third rluster energy. The triangles show the

average \-alue of &"'/£•), äs a function of the photo» remnaiit energj- at the

hadron level, tV The losses due to the beam pijw are found by reinoving those

hadron i c particies whose dirertion of travel is witlnn the angular region of the

beam pipe. After removing those particies, the clustering is rcdone. Here L$

denotes the energy of the third cluster at the hadron level after the partirles

in the beam pipe region arc remove<t. The f|iiantity /vj'1'/i.̂  is plotted äs the

black circles. |f the (hin! rli^ter at the hadron level, after the removal of the

beam partirles, is no longer in the region j/3 < -l, tlien all of the ha'lron level

i-nergy is considereil lost, 'l lii-s happens for about 3% of tlie resolveH Monte

(^arlo events.
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Hodron Level E, (GeV)

r'ignn* V I - l'rrcrttt hadronic imrqn oh^rml • nltnlini) fmilnt" tu ll» n»
gttlar rrgimt oj thf kram pipf (rirrlt.*). tuui i»n<»t inn-ijtf ttb.-nn-id MI ttii
ftmulatid catortmttrr (triatiglf.-i) <i.« a f u n t h n i i <>f l:\. Iht phitln» n nimmt m
trgii al Ihe hadron Irvel. Thf rn-nr bar." dfin>li th» .«pivad of Ihr dtttnbiittmi
ifi räch bin, not Ihr trror on thf mron.

Inactive material in front of the ralorimeter resiilts in an encrpy measure-

ment that is approx'nnately 20% Iower than the harlron level enerjy- excluding

those partirles lost down the lieani pipe. This is t nie for all but the low«t

encrgj' bins, where the rlustering at the hadron and detector levels are less

likely to produce the same object. l'articles lost in the beam pipe acroimt for

the rest of the enersj' loss. This effert increases with düster energy, becominR

comparable to the detector efTects at nieasurerl cnergles above 10 GeV.

The energy resolution is shown in r'ig ,1.2. Figur*- !>.2a shows the correlation

betiveen k.'"' and £3. Matching Iwtween the harlron level aiul detector level

clusters, äs describfd in the previous sertion, i? r«niirrd. Kigure S.2I> shmvs

the resolution in percent ( '*~E* x 1IH)) am l Fig. 5.2r shows the alwolute

resolution in GeV (^'3 - £'"'). The figures wliirh rorrespoml to Fig. 5.2 for

the other measure*l quanüties listed in 'Fable -1.1 are shown in Appendix A.

5.4 Data Corrections

l ivt> iiiclliuits ha\»' Int'» ii-rd lo rorroi l Mir i lata Tur detector acceptance and

n - M > t n l i < i i i »iiirrttmi; l u - l . l In- i i > i i i . i i i m i ; t t i < > i i fruni cvents outside the kine-

inal« liiiiuf «it«. (-lim,iii-<l u-niü \1i . t i t t - ( ' r t i l u ct i- i iU and was «-nlil racted bin

tiy l i i n f n u i i t In- inrü-nit-d di^ t [ i l m l i i n i s l hc i r -ü i l t i i i g ilistributions were then

rorrrctnl w i t h an Mi i fu l i l i np ; a lgor i thm bascd on Kajes' Theorem*1 (see sec-

tion 5.1.2). The corrertions Jnclude acceptance rorrections for the trigger äs

descrü>ed in section 1.1 äs well äs for the selectioii ruts descrilx-d in sect'ions 1.2

and 1.1 The corrertion^ also inchide the rffr-ct of jtart irlrs lost down the Iwam

pipe, which ran resutt in «ignificant event iiiigrations Ix-lwren Uins.
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Kigurc 5.2: fnergy resoliitioti of the photoit remiiattt äs drtcrmiiifd uaing thr
I'YTHIA Monte Carlo Simulation, (a) Corrrlatton ketwern the detector and
hadron level photon remttant eitrrgi/. (b) tnergy rrsolution in pfrcrnt. (c)
i\b$olutf fiirrgy rrnolution in GeV. The con$taitl, mran niirf stgma tu (b) and
(c) are determined from'the ßt.
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5.4.1 Bm-By-Bin Corrections

In this analysis, bin- by-b'm rorrections are usecl priniarüy to remove back-

ground events whirh enter the detector level distribiitions from outside the

hadron leve] kitiernatic region. This method is also used when it is impractiral

to use the unfolding procedure (se*> section 7.2.3). The bin-by-bin correction

factors are found by Hividing the ntinibcr of Monte Carlo e\'ents fallinfi into

each bin of the hadron level distribiilioti by the ninnberof Monte Carlo events

falling inta the sanie bin of ihe d^tector le\el variable. Kach bin of the tfala is

then multiplied by the corresponding correction factor todeterniine the liadron

level distributiun. This nielhod does not take into arcount Migration s froni

one hadron level bin to flifferent drtector level liins.

5.4.2 Bayes' Unfolding

Since the photon reninant tends to deposit enerfiy near the |{('AL beam pipe,

significant amounts of energy may be lost down the beam pi|»e. As a result,

the migrations between the liaHron level and d<H<>ctor tevel bilis can be (arge.

The smearing matrix for the photon reninant energy, obtained from Monte

Carlo events, has alrrady been shown in Kiß. .^.2a (the siiipaiiiig matrires for

the photon remtiant transverse moinenlnin and psendorapidity are shown in

Figs. A-fiand A.ü, respertively). Since there are sjgnificant migrations between

hadron level and detector level hing for lliese pliysira! \-ariables, an unfolding

procedure ivliirh takes Hirse mißrat ions into acronnt is more appropriate thati

bin-by-bin corrections. '( hercfore, an mifolding algoiithin ba<.ed oti Baj'es1

Theorem was nspil to coirect the data.
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Bayes' Tlieorm states that the probability that an effect,, t',, (such äs an

event falhng into bin j in a detector leve! distribution) will result from a given

cause, T,, (such äs an event originating in bin i of the hadron level distribution)

is proportional to the probability of the cause occurring times the probability

that the cause wi l l result in the observed effect. Kor the purpose of unfolding

a liadron level distribution from a detector level distribution, Bayes' Theorm

can be written äs follows:

iifc+.(r.) = -£n(^)n(C-|fJ), (.M)
f» ,=\k+t(Ci)i9 thenumberofentriesin bin i of the hadron level distribution,

(, is the efficienry of detertmg cause i in any observable effect. »(t,) is the

number of entries in bin i of the detector level distribution, and /V(r,|A'^) is

the probability that cause i will occur and will result in effect j. I'^C,\K}) is

a function of »U(O and the smearJng inatrix, fi(C,\H}):

(52)
"-'

The hadron level distribution is determined by first estimating »0(O. such

äs the hadron level distribution from the Monte Carlo Simulation, and calcu-

lating ö|(C,) using equation 5.1. The neu- estimate, f t i ( ( \ ) , is then used to

determineüi(r,). This procedure is iterated until the change in \ calculated

between »»(T,) and nn-i(O) is less than 1%. The photon remnant pseudora-

pidity, transverse momentum and energy are corrected using this method.

5.4.3 Simultaneous Corrections iu Two Variables

To correct a dislribution such äs the enerpy, it is only necessary to know the

detector level and hadron level Histributions for that single physical variable.
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To correct a measurement such äs the average energy transverse to the cluster

axis per particle, {A'f}, äs a function of düster energy (see section 7.2.3), ho\v-

ever, it is necessary to do uafolding in two physical variables simultaneously.

l'nfolding in two physical variables simultaneously is actually performed in

exactly the same way äs is unfolding in one physical \-ariable. The difference

is in the structure of the detector level and hadron level distributions, and in

the structure of the sinearing matrix. 'l'he process of unfolding in two physi-

cal variables simultaneously is illustrated by Fig. 5.3. Figure 5.3a shows the

uncorrected data, vvhere the mean \-alue of \<\riable 2 is plotteil äs a funrtion

of variable l. Figure .V.lb shoxvs the number of eulries in bins of variable 2 and

variable l from ivhich Fig. 5.3a was constrnctcd. Figure 5-ilb is plotteil again

in Fig. 5.3c äs a histogram. The first bin in Fig. .ri.3c correspornls to the bin

in the lower left corner of Fig. 5.3b. The srcoii't bin in Fig. fi.'fc corresponds

to the next bin up (the same bin in variable l , Itnt the second bin in variable

2). The uncorrected data is shown in Fig. .S-lr arid the hadron level Monte

Carlo Simulation is shown in Fig. .V3d. 'l'he «mearing matrix (Fig. .1.1») is

determined using the correlation between the detector level Monte Carlo dis-

tribution (Monte Carlo equivalent of Fig. 5.3c) and the hadron level Monte

Carlo distribution shown in Fig. -V3d. The unfolding procedure is then per-

formed in the same way äs for a single variable using the uncorrected data

of Fig. 5.3c and the smeanng matrix of Fig. 5.1a. The resulting corrected

distribution (Fig. 5.4b) is then used to reconstruct the rorrelation between the

corrected variables (Fig. 5.1c). Finally, the corrected mean value of variable 2

is plotted äs a function of the correclrd value of variable l (Fig. .'i.ld).

The quantities {/"-'r), ^itj. »nd ^,/i'j- are rorrected äs a f u t u t i o n of the



"H
 
5
 
~
 3

S
" 

Z
 
a

 m

S
 

2 
e»

3
 "" 

2
 

i-»

3 -s: § S
3

a. v- *- S"
%•• fn

 - 
8

?
 3. ̂

 3
^

 2
 <* ?

^
 

K
i 

•
 

*

S
. 5

' '" 
S"

tS
 

-
•
 
a
 
«

g ̂
 «.'S

.
'-. 

0
 
5
- *

:

S" -• 2. ?;•
"

 
13- 

a

=
 • P

 
2
 
*

TT* Ä 
S- 2

Ö
^
 

O
 

-*

'*
 

S* 
^

3- 
'* 

a
.

1
^
1

"*
 

rA 
a

C
 
o

O<fc 
o

OAQ
.

*-* y
oo?

 
o
'

-1r~
 

o

ÜS
 

^*
0
 
°

DA0
 Js;

0
 
°

Ö
~

E
vents

?
v

o
o

*
o

(
^

o
m

o
<

7
>

—
 '

, 
1

i 
•

—
 i

r- 
'

~
*

"̂ 
u

, 
r—

3

Fu 
n

t
E

vents
P

 
O

 
O

 
O

 
C

3
 

O
 

O
 

O
 

O
 

C

^
J

 
r 

r | F
 

i 
r 

r F
 

[ 
i

1 
,

r
i 

,

r-1

^
^

f

^
 
°

-^

o
'

C
T

—
L 

—u»c

<
5

-^o
'

C
T

<
V

o
rio

b
le

 2
>

D

3
 

l
v

(
w

^
V

«
4

J
f
l 

^
4

U
V

W
^

.

.
.
.
.
 ,
.
 r

. ,
|
,
.
.
 .
i
,
.
,
,
,
.
,
,
 ,
,
„
.
.
,
.
.
 .
.
p

.
.
.
.
!
.
 .
,
,
,
.
.
.
.

*

•

*

0

V
ariable

 2

3
-

M
(
.
*

o
,

0
1
^

a
«

1
*

5
.
.
.
.
.
.
.
 
•
|
"
"
|
"
"
|
"
"
J
I
'
l
'
|
"
 .
r
]
,
.
.
.
|
.
.
 .
.
.
.
.
.
.

a

• 
D

 
a

 
- 

^
a 

a 
o

C
o
rre

cte
d
 V

a
ria

b
le

 2

C
 

l»
 
n

H
adron

 Level M
onte

 C
arlo

_
_

 
—

 
—

 
M

 
K

)
 

U
 

U
O

 
O

U
t

O
U

l
Q

V
O

W
ft 

_

u>
o

10 15 20

ected Voriable 1

J-a0

a

DaD

..,,,..|....,,..,.,.,.|....|....

•n °
o

D
 

D

O-ir~
 

o
<0
 
°

3nO
 

s-
o
 
ö

ö~

p
;
.
 .
,
,
.
.
.
,
,
.
,
.
,
.
.
.
.
,
,
 
.
.
.
,
.
.
,
,
,
.
,
.
.
,

:
 

*> 
'"•

- 
.- 

,., 
:•-.. 

•.

*• 
^

 
a
i «

—
 . ^

 
-,

3
 

a
, 

^
 

-B
^

 
a
-

-,->
- 

3
- 

S
.

2
 

^
 

—
 v S

1
-i 

a
. 'i 

2
:

^"
 
a
 

3
°- a

 
3
. 5

S
: *

 «
Q
 *

3- 
?• 3

 
2

~
- 

™
 

S
 

-i
2
"
 
3

 
S

. 
-•

H
^

*
*
 

^
^
 
Ü

is
:|2

rt 
«
,. 

f^ 
~
-,

(

u>

-\*

nQ
.

"̂Q
'

o-1
s

C
o

rre
c
te

d
 <

V
o
rio

b
le

 2
>

-»-

~
 

%

t 
"*" 

^

ä
 

c

o20 30

orrected Dato

E
vents

1 
1

"
i 

'

r



remnant energy, t'3, using this method. The quantities are corrected in thirty-

six bins, corresponding to six bins in t'3 and six bins in the other variable.

7t

Chapter 6

Measurement Uncertainties

6.1 Statistical Errors

For the variables corrected bin-by- bin, the ralcnlatjon of the stnthliral unrer-

tainty is straightfonvard. 'l he statistiral errors for both t.lie iinrorrerted data

and the Monte Carlo distributions are ralculated äs the root mean squared

deviation from the mean in earh bin. 'I"he statistirat Uncertainties of the ror-

rected data are then determined using Standard error propagation calculations.

However, most of the data are corrected using the Bayes' algorithin described

in section 5.1.2. The calcnlation of the statistical unrertainties, Jnclurling

the efferts of bin to bin migrations In an iterative unfoldinß prorpdure, is a

Hiff irnl t problein. 'l he iitifi ' l i l ing a l f< i>r i (hn i ba^ed on Bayes' Theorm does in-

chide a fcaliire to ralnilatr the stat i^t iral rrrorv |t rannot corn-rlly calculate

tlie statistiral iirKertaintics whm barkgronnd evrnts are snbtracted before be-

ginning the unfolding procednre. 'l'herefore, the statistiral unrertainties arp

determined äs desrribed beloxv.



7.1)

6.1.1 Correctious in One Variable

When the data are corrected for smearing in a single variable using the unfold-

ing procedure, the statistical errors, which tnclude the effects of bin migrations,

are calculated by varying the data (before background subtraction) and the

Monte Carlo smearing matrix within their statistical errors and measuring the

effect on thecorrected distribution. This is done becatise the corrected distri-

bution depends only on the detector level (measured) data and on the Monte

Carlo smearing matrix (see section .1. 1.2).

To *€iry the data and the Monte Carlo smearing matrix, a (psetido)random

number generator is used. The raiulom number generator generates random

numbers according to a Gaussian «l is tr ibut ion with mean value, x, and vari-

ance, a*. Each bin in the data and in tl)p Monte Carlo smearing matrix is

varied separately by setting both x and <r2 equal to the number of entries in the

bin. A random number is generated, within the statistical errors on x. This

nnmber taken ÄS the new number of entries in the bin. In tliis calculation, a

Gaussian distribution is always assum"! h-rhrilcally, a l'nisson i l i s t r i b n l n m

is more appropriate for bins wli ic l i ronlaiu fcivrr t h a n abonl ."i rnlri i ' - . " \ U i j i l i

can occur in the smearing nialrir i i-s l Ite ( ian^ian iifK'Tl.i inli . l i i m t - n - t . i-

a relatively good estimate of t In- l ' i> i s« i»n um n t a in ty fur fcivt-r i -M-ni» .1» »••!!

The numljer of events in earli liin is alwa\~«- Rtcatcr t h a n <ir (i|H.il tu /er.t. ; IM<|

the \-ariance is alivays grpater than or pi||ia''" olie- After the niimberuf entiics

in each bin has (wen \-aried, the unfohling proredure is carried out to produce

a corrected distribution which is smeared wi th in the statistkal errors. This

procedure is repeated oiie hundred times to prodnce one luuuire't different cor-

rectrd dtstributions, \vhose only tliffrrfiire is a Variation wi th in the statistical
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errors in each bin. The statistical errors are then calculated from the root

mean squared deviation in each bin of the one hundred corrected values.

To demonstrate that one hundred diflferent corrected distributions are suffi-

cient to obtain a good estimate of the size of the error bars, tlie calculated size

of the error bars is shown in Fig. 6.1 äs a function of the number of corrected

distributions used in their determination. The six figures sliown correspond

to each of the six bins of the AI distribution. The ttotteH line imlicates the

size of the error bars found using one thousaiid rorrected distributions. When

the number of corrected distributions uspd is small, the error bars tend to be

large. As the number of correrted distr i l tut ions increases, the size of the error

bars converges rapidly, leveling off near ei^lity corrected distributions. The

size of the error bars found usitig one hundred corrncted distributions tends

to be greater than or equal to the size of the error bars found usinR one thou-

sand corrected distributions. In addition, Ihe error bars calrulated using this

method are also signifkantly larger than the error bars given by Ihe tinfolding

algorilhtn for t^sl di^tribtitiuns wherr no barkground subtraction is performed.

l hiTt'fnr«'. t h i s i n r l h i H l i-. ;u|c(|iin(r in c - f ima t ing the statistiral uncertainties.

G. 1.2 Corrorlioits in Twn Varial>|ns

( 'ad i i l a t i i i R l he - la l i s l i i ,\ c i l . i in l i i - s u l n - n M n - 'lata are rorrerted in two

physical \-ariables sinutltaneou«!)' (a^ «li-scribed in srrtion .r>. |.:l) refjiiires an-

other calculation in addition to thosp drscribeil alxive. \\'hen tlie data are cor-

rected for smearing in t*vo pliysical variables siinultaneously, the mean \nlue

of one variable is plotted äs a funr t ion of the olher variable. An additional

calculation is needed to deterniin*1 tlie -itatistical unrcrtaintips on UIP nipan
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value. In Fig. 5.1b, for example, the six distributions correspond to the to-

tal transverse energy {^./I'T-) distribution in earh energy bin. The statistiral

uncertainties in each bin of the six distributions are calculated by varyitig the

data and the Monte Carlo smearing matrix äs Hescribed in the previous sec-

tion (the error bars are not shown). The statistical uncertaintirs on the mean

value of each of the six distributions are then calculated from:

(6-D

where the sum is over the six bins, j, in eacli energy bin and ffj is the statistical

error on earh bin, äs calcnlated using one hmidre<t rorrected distributions (äs

describei! in the previous sertion). Thequantily r, is the position of thecenter

of bin j, h is the mean value of the distnbntion in the enerjy bin, A', is tlie

numberof events in bin j, and 6 is the width of each bin. In eruiation fi.l, the

first term in the summation corresponds to the root mean sqnarerl dcviatiou

in each bin. The second term accounts for the finite bin size. An example of

this ralculation is shown in Fig. 6.2. In K ig, 6.2, the mean valne, h (shown

J

-^
°3

JJ

1

1.0
1.0
n.,1)

2
10.0

7.0
1.5

3
17.0
11.0

'>..•>

\0

1!).0
3.5

5
13.0
12.0
1.5

6
1.0
3.0
5.5

Table 6.1: L'rample i-atuts used in catcutating tkr errat' on thr mean. In
Fig. 6.2 h = 3.225 and b ~ 1.0. Thereforr <r.(,1( = 0.36.

äs the closed circle), is 3.225, and the bin vvMth, />, is 1.0. The rest of the

numbers usetl in the calrulation of ir,,.,, for FIR. 6.2 are shown in table 6.1.

The calculated uncertainty in the mean value of n,,,,, i<i 0.36. Kven witli larfie
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The histogram shou-t Ihr distribufion of variable 2 in a single bin of i-ariablr
l, äs dtscribed in stction .S.^..?.

statistical uncertainties in eacli bin, the error on the inean is relatively small.

6.2 Independent Confirmation

Two independent analysis were performed iti order to rheck the consisteiiry

of the results. " The analysis described in tliis dissertation will be refered

to äs Analysis A. The other analysis will be refered to äs Analysis B. 'l he

trigger requirements for-both analyses are identical and are described in sec-

tio» 1.1, The ciits applied off line (see settion 1.2) are ilone «pparalelv fnr
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the two analyses, but the quantities the cuts are applied to (yjs, for example)

are calculated in the saine way. Both analyses use the same elertron Unding

routitie, and the kL algoritlun is used in both analyses. Both analyses require

three rlusters to be found in each event. After applying selection cuts iden-

tical to those described in section 1.1, 1370 (Analysis A) and 1102 (Analysis

B) events are selected. The integrated luminosities used in the two analyses

are slightly different becanse slighlly «fifferent initial event sainples were used.

Therefore, the final sainples rontain slightly different nmnbers of events. The

selected events are the same when a common data sample is used. The Monte

Carlo event sample was also different for the two analyses. In both analyses,

the data are corrected using the unfolding algorithm based on Bayes' Theorm

described in section 5.1.2. 'l he same detertor levcl and hadron level binning

is used in both analyses.

Figure 6.3 compares the unrorrerted pseu«lorapidity distributions of the

two analyses. The pseudorapidity distributions on the left (Vif,. 6.;la,c,e and g)

are from Analysis A. They are identical to the distributions shown in Figs. 1.1

and 1.2. The pseudorapidity distributions on the right (Fig. 6.3b,d,f and h)

are from Analysis B. Figure 6..1a and b are the highes t prr'J' cluster, c and d

are the second hißhest pj™1 cluster, and e and f are the lowest pj-"1 cluster.

Figure fi.Hg and h are the lowest pr'"*' cluster after reqiiiring pr"a > •*> OeV

and »jjj < 1.6. The two analyses are in excellent agreement.

A füll comparison between the two analyses with tlie corrected data is

presented in section 7,3. The differences bet wern the two independent analysrs

are also inrluded in the ralmlation uf the «ysteniatic iinrcrtainties which are

discussed in th*> next scdion
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Kigure fi,:l: Cotnpartnon bettrren Anatysi* A ((a),(r),(t) anJ (g)) and Analyfif
ti (ß).(<i).(f) ""rf (f>)) for ihr uncorrrrlfd p/truJoraptility diftrtbutiottf. (a)
oiirf (b): 'ihr htghrft pr1'1' cluster. (c) a»d (d): Ihr srennd higkrst pr'^1

ctuttrr. (r) and (f): The loirest pr'"' ctaftrr. (9) and (h): l'hr lou'fst pT^'
f/usfrr n/frr fY^nrritifl pr'| j > S f / r l ' n t i r f / f j ' , < 1-f i -

6.3 Systematic Uncertainties

To estimate the systematic uncertainties, (he analysis is repeated \vith a variety

of modifications describfd bebw and siimmarized in table 6.2. 'l'he Variation of

each of these different results is then iised to detennine the size of the system-

atic errors. Figure 6.1 shoivs the systematic flurtuations in the measiirfment

of tfy, £3 and p7-3. The fluctuations are nieasnred in percent. 'l'lie error bars

denote the size of the statistiral errors. The / axis is in units of ^7-3, i]3 and

£3 respectively. There are seven pr3 bins, eiftht i/3 bins, and six £3 bins with

eleven points apiece sliowing the sysLcmatic flurtuations. The Irftmost point

in each bin corresponds to the correctnl data point shouri in the next chapter

(analysis A). The next point to the riftlil i^ front analysis U. The third poinl is

rorrected usinj« an expatided yjg ränge for the data and reconstructe«! Monte

Carlo (0.15 < yjg < 0.85). The fon i th point is correrted nsiiig a relaxed pr

cut on the two highest pr Jets (/»'y/j > 1.5 dc\'). The fifth point is rorrected

using a relaxed >fal ranße for Jets l and 2 of i;j'j < 1.8. Tlie sixth point is

corrected after relaxing the r;3"' cut to iß'1' < -0.8 (in the »;3 plot tliis cut is

not applied so the point is set to zero). The seventh point is generated using a

factor of 3 more direct events than expecteil. Kor l IIP eiglith point the events

are reweighted using the LACl photon-parton paranieterization. The ninth

point is corrected using Monte Carlo events whr-re the calorimeler energies

were all increased by 5%. The tenth point is corrccted using HEIUVICJ. The

eleven t h point shows the analysis redone using clustrrs ntade iip of calorime-

ter islands (see sertjon 6.1) mstead of cells (exrept in thr rase of {/i'f}). This

Information is suniinarized in Table fi.2.
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sertion). Excluding the rtghtmosl point in each bin, \vliich is discussed in the

next sertion, the agreemenl between the various systematic variations is good.

Figure 6.6 shows the systematic fluctuations in the nieasiirpinents of ̂ £'| and

K,-t'j-. Tlie systematic uncertainties in the calcnlation of -,t'[ are small in

comparison to the statistical unrertaintirs. This is due to the relative])- large

bin size (3 GeV) along the £,£'[ axis. The systematic fhictuations in ^.t'J- are

also comparable to the statistical uncertamties. Figure fi.7 shows the system-

atic fluctuations in the energj' flow meastireinents. Again, the agreement is

rather good, witli theexception of the points found using HKKWKJ. HEKWKI

tends to produre somewhat broader Jets than I'YTHIA.

6.4 Islands and Cells

Since there xvas 110 track'mg in tlie rear direction in H)!)3, the measurement of

the transverse energy per particle, (t'f), was Hone using ^Islands" of calorinie-

ter cells. Calorimeter Islands are found by calculating tlie energy deposited

in each calorimeter tower (see section 2.2.1). 'ibivers which have more energj'

than any neighboring towers (side by side, or corner to corner) are defined äs

local maxima. Calorimeter cells in towers ivhJch neighbor a local maxima are

then assigned to that local maxima. If one tower neighbors two local maxima,

its cells are assigned to the local maxima with the greatest energy." In gen-

eral, liiere are alx>ut three calorimeter cells per Island. K'igure 6.8 shows the

average number of final-state hadronic partirles generate»! in tlie Monte Carlo

per island measiired in the simnlated calorimetcr äs a function of pseudora-

pidity. The blaf k circles are calculated using only the events which passed the

8fi

10
E, per Potticle (Cells). Clusler 1.2 E, per Porllcle (Cells).'

Figure 6..1»: Systtmalic efftct on thc (K'T) Hisfnbution drtrnninrtl by varying
Ihr cvts äs dfscribrd in 'labte 6,2. In (a) <mrf (b) all points ot-t calctilatrd
ttsing ratorimetfr Islands rtcluditig Ihr rightnm.tl pnint 111 fach bin, trhich is
catcvlatfd using calontnftrr er//.«. In (c) and (d) all points arr calcutatcd u»iiiQ
falorimeter cells ejcltiditta thf righlmosl point in räch bin, u-fitch in ralcvlatrd
using ralorintftfr Islands.
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Kigure6.8: A'um&rr of parliclrs prr inland a$ a fund ton of ptfitdorapitiity. ihe
oprn circlef tnctvdr all genrrotfd fvrtilt. whilr thf closed circ/rs inctude only
thoft ercnts ukich pafstd the cufs descrtbrd in ("hapler /

and tends to be much higher in all bins. In l-'ig «.."ic an<l d, the points were

all caiculated using calorimeter cells, except for the rightmost point, which

was caiculated using calorimeter Islands. Here the rightmost point tends to be

Iow. Because of this difference, the rißhtmost point was included separately

in the systematir errors. The difference between the points caiculated using

calorimeter rells and calorimeter Islands in eacli bin is added in qnadralure to

the upper systematir error bars of the corrected total transverw enerfU' |>er

particle ((£'!•}) "iata (see section 7.2. ' •}).

'Die disagreftnent between the {rVf} \'aliie^ fonnd using calorimrter rells

•M)

and calorimeter Islands 1s caused by a less than adequate Monte Carlo de-

scription of the calorimeter cell energies (see nexl section).

Since the calculation of (k''T) varies depending on whether ralorimeter cells

or calorimeter Islands are used, it is interesting to compare the average number

of calorimeter Islands per cluster äs a function of the nuinber of calorimeter

cells in the cluster. This is shown in Fig. 6.9. There tend to be fewer ralorime-

t
l» -

Dolo
PYTHIA Monte C

M 30 40 SO M 70

Nurtib*r Of CHIf

Figure 6.9: Mvmber of calorimetrr iflands in thf lou-cft pr'"' dufter äs a
fvnction of the nvmber of caloritnrter crtls.

ter Islands for the same nnmber of calorimetrr cells in tlie Monte Carlo sim-

ulation. In figure fi.10 the a\-erage number uf (a) ralorimrter Islands and (b)

calorimeter cells per rlustcr a,s a fnnrtion of the enei-gj- of the cluster is shoivn

for the thir«) cluster. The Monte Carlo tends to havp more ralorimeter cells at



all energies, but fewer calorimeter Islands. Tliis is also true for clusters l and

2 (not shown). These differences result in large systematic uncertaiiities be-

tween the data corrected using calorimeter cells and the data corrected using

calorimeter Islands, äs described above.

Numb«f of lilonOi

1-9
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- w
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t̂ 40
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Figure 6.10: A'umftrr of cafarimtttr islands (a) and catorimeter cells (b) in the
lowrst prnl clvster äs a fatiction of Ihr clusttr tnergy for both the data and
the Monte Carlo Simulation.

6.5 Noise Suppression

One possible explanatiou for the differencrs in the number of calorimeter cells

and calorimeter Islands is ralorimeter noise. |f therc is ralorimeter noise above

the mininuinienergy thrcshoM (60 Me\ for KMCand 111) Me\ for H A(* cells),

which is not include«^ in the Monte Carlo Simulation, tlien there will be more

isolated calorimeter cells and therefore more ralorimeter islands (made up of

single cells) äs well. The reinoval of this noi^e would reduce both the number

of calorimeter cells and the mimber of calorimeter islands. Since there are

fewer calorimeter islands than calorimeter cells in each cluster, removing the

isolated caioriineter cells would resnlt in a proportionately larger reduction

in the number of calorimeter islands than in the niimber of calorimeter cells.

This might bring the two calrulations of (k''T) into better agreement.

For the data shown up to this point, calorimeter noise is removed by the

minimum energy thresholds of 60 MeV for KM(! rells and Hfl MeV for HAC

cells. For the following studj', additional calorimeter noise was removeH using

the noise snppression algorithm.'11 This algorithin removes single calorimeter

cells which are isolated, and have an energy below 80 MeV for KM(' cells and

below MO AleV for HAC cells. A cell is considered isolated if none of the

calorimeter cells with which it shares a common edge are active.

The effectof the noise suppression is shown in Fig. 6.11. Tlie cvent selection

criteriaare the sanieas those described in section •l.'l. All calorimeter cells are

included in the study. The calorimeter cell energj' distribiition for the data

is shown before and after noise suppression in Fig. 6.11a. Noise supptession

has the largest effect at Iow energies. The same plot for the l'YTHIA Monte

Carlo Simulation is shown in Fig. 6.l Ib. The Monte Carlo distribiition shows

the same trend äs the data, atthough fewer catorimetcr rrll« are removed.

Figure 6.11c shows die data and the Monte Carlo « i tnula t jon togrtlier, after

noise suppression The data and tlie Monte ('arlo Simulation still do not agree.

In fact, the disagrmnent exteml-« weil beyotnl Ihe rcgion wl i i rh is significantly



6000 r—

KiRure fi.ll: Calonmrtrr Crll kntrgnt (a) Calflrimrttr rill r i t t n / r r . - f»t tlii
data brfort and aftrr applytng thr noisr supprr&ion algonthm. (b) \lmilr
Carlo calorimrttr cetl rnrrgirf brfoir and after applying thr noisf ittpprr$$iflii
algorithm. (c) Comparison bfiirrrn thr data and thr Monlr Carlo calortmrlrr
crll rnrrgirs aflrr applymg thr noitr gvpprrsston algorithm. (d) \vtnbrr of
calorimttrr crlls trith a git-rn rnrrgy in Ihr data dividrd by tlir tunnbrr of
calortmrlrr crlh vith thr ,«a»ir ninyy in thr Motitr Carol si

afTected by the noise suppression algorithm. l-'ipir«* fi.lld shows the nuiTil>er

of calorimeter cells in the data divided by the number of caloriineter rells in

the Monte C'arlo Simulation äs a funrtion of the calorimeter cell enerj»)'. This

ratio is shown both with antl without noise suppression. Thf ratio differs

only in the first few bins. Above 110 MeV, whtch is the noise suppression

threshold, the ratio rises with calorimeter cell enerpy «n*!. °f cotirse, is not

influenced by noise suppression. In addition, the discrepancy betiveen the data

and the Monte Carlo Simulation, shown in Kiß. fi.lfl before noise suppression,

is still present after noise suppression (»ot shown). Clearly, the ralorimeterrell

energies are not well described by the Monte Carlo Simulation. This results in

the differenres l>et«een the number of ralorimeler rells and ralorimeler Islands

in the data and in the Monte Carlo Simulation. Sinre noise suppression did

not improv? the Agreement between the data and the Monte Carlo Simulation,

it was not used in this atialysis.

6.6 Inactive Material

Sitn-f l l ir min l ii- itf l l n * i l i - -< ' i l . i l i i i i i rrU i in i'iirrßy measiiremeiits around

l In- H< 'AI I M M I H |n|«'. M i^ u i i |H> i i . t i i l l - i t onanier \vliAt eifert an incorrect de-

«•rriplitin uf l In- M.'tilr ( ;ul.i < ;i|nriiuclrt rncrRV rf*.pnnse in tliis re^ion woulH

liave on the ronoliiMiniv One fartor n l i ich ruuld infliience the Monte ('arlo

description of the calorimeter enerfy respoiisp js inartive material. If the

Monte Carlo Simulation itoes not include the rorrert amount of inartive ma-

teria) then the Monte Carlo Simulation will overestimate the ener^y depositerl

in the calorimeter.



liiere is evidenre that the Monte Carlo description of the detector i* in-

complete around the KCAL beam pipe. The average electron energy in UIS

data events in the 1993 sample, for example, was about .">% lower than tlie

Monte Carlo events.<a A study with the small rear tracking detector (SKTU),

with 11)9-1 data, showed that the energy deposited in the SRTl) is larger than

that predicted by the Monte Carlo Simulation.1G This indicates that the elec-

tron shower is beginn!ng earlier than predicted by the Monte Carlo Simulation,

probably äs a result of adtiitional inactivp material in front of the calorime-

ter which is not included in the Monte Carlo Simulation. The data and the

Monte Carlo Simulation can be brought into agreement by correcting the eler-

tron energy using the Information from the SRTL). These results suggest that

sonie inactive material around the rear beam pipe is missing from the Monte

Carlo Simulation. Therefore, it is likely that the simulated calorimeter energy

response is too large.

Since the SRTL) was not operational in 1993, it cannot be used to make

corrections. The UIS electron energj' corrections cannot be used either, since

the photon remnant is a hadronic object. The effect of missing inactive mate-

rial in the Monte Carlo Simulation, however, can be approximated by reducing

the measured calorimeterenergy in the rear directiou.

l wo methods are used:

• Method! A: The calorimeter cell energies wjMiin 10° of the rear beam

pipe were reduced by 10% in tlie Monte Carlo Simulation.

• Method B: All calorimeter ccll energies in tlie Monte Carlo Simulation

\vere set to zero within 10" of tlie rear beam pipe direction.

In botli methods, the corrert (not reduced or zerocd) calorimeter cell en-

ergies were used for elertron finding, sinre the electron energj' is known to

be correct to within 1%.1a Figure (i.12 shows the results of Method A and

Method B äs comparerl to the rtmventioiial I'VTMIA Monte Carlo Simulation

and to the ZEI'S data. All fißiires are presented at. the deteftor level. The

Standard ruts from section 1.1 are applied exrept in figs. fi.!2a and fi.l.la,

where no reqnirements are made on the energy or position of the third cluster.

The Monte Carlo event samples are the same and the distributions are not

normalized to the nnmber of events in the data, *o that the eftWt of the two

methods can be seen. In^tead, the number of events in the data is normalized

to the number of events in the Standard i'YTHIA Monte Carlo.

In Fig. 6.12a, the f)j^' distribution of the third cluster is shown. There

is no significant difference betiveeii the ronventional Monte Carlo Simulation

and the Monte Carlo Simulation using Method A. In fact, even when Method

B is used in the Monte Carlo Simulation, the data still has higher transverse

momentum than the Monte Carlo Simulation tlo«*s. The transverse momentum

of the third cluster in the rear dirertion cannot be explained even by excluding

all calorimeter cells within 10° of the RCAI, beam pipe,

Figure 6.12b shows the ^"' distribution of the third rlustcr. Again, the

Monte Carlo Simulation with Method A is essentially indistiuguisliable from

the conventional Monte <^arlo Simulation. The Monte Carlo Simulation using

Method B, however, is artually in relalivdy good agreement with the data.

The energy distribution of the third clu^ter is shown in Kig. 6.12c. A slight

difference lietween the Standard and Method A Monte Carlo simulations is ap-

parent in l he lowest energy bin, <)f rour*e, the Monte Carlo simulations with
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tmt-Mttkotl A) and 100% (dottrd tme-Mrtlwd B).

redured energies in the rear direction will have more events at lower energj-.

However, the Monte Carlo Simulation with Mrthod B is roinpletely incom-

patable with the data. However, bot h methods A and B are very imlikely.

The energies near the beam pipe are not zerowl, and H is quite unlikely that

the description of the detector near the KCAL beam pipe in the Monte Carlo

Simulation is wrong by even 10% äs assiimed in Method A. Therefore, it is

very unlikely that the differenres between the ?j™' and pj'^' distributions in

the data and in the I'Y'I H1A Monte Carlo Simulation are due to an inrorrect

Monte Carlo description of the detector around the RCAL beam pipe.

Method B can also be nsed to determin*1 whether or not the data and the

Monte Carlo Simulation would a^ree if the ralorimeter was rompletely hiactive

within 10° of the KCAL beam pi|»e. In Hg. 6.13, Method B was applied to

bot h the data and to the Monte Carlo Simulation. Figure 6.13a shows the

pr,1' distribution. The average value of /»r"' is still larger in the data than it

is in the Monte Carlo Simulation. In h'ig. 6.13h the 17,°' distribution Js shovvn.

Again, the data is signitirailtly different frotn the Monte Carlo Simulation,

indkattng that inartive material in the rear dircction is not responsible for the

discrepancy between the data and the Monte Carlo Simulation.

6.7 studies

\Vhileconealgorithmssearch for energy within a coue'ui i; — o spare, clustering

algorithms isolate energj- deposits based on some measure of tlie Mistance"

between them. This udistance" is generally 'lescribetl by a dimetisionlrss nuin-

ber, Y (Y= ti/^-'j-, see section 1.^). Clu^tering has traditionally brcn done
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by choosing sonie value, YIU(, bej-onH wliich no fnrtlier clusterinfi is Hone- The

value rhosen for VIU, dftrnnines the mimber of clusters wliirh are found. Al-

ternatively, one niay fix the number rlusters to be fouii'I. 'Ihe value of YrW,

then, volles on an event-by-event basis. In this case, for any one evcnt, a

value of Ycu( can be chosen wliirh is in the Y ränge whirli will result in the

requested number of clusters being found. \Vhen the number of rlusters to

be found is fixed, the kL algoritlun sets Yru, at the smallesl value of Y tvhirh

produces the requested number of clusters. In this analysis, the number of

clusters found by the fci algorithm is fixed at t.hree, in addition to the proton

remnant.

It is instructive lo look at the value of >',„, deterniined for dirert and

resolved events. 'Ihf larger the \-alne of \n three clusters are found

(Yr„i), tlie clearer the Separation betwcen the three rluslprs. Hgure fi.Ma

shows the \?ilue of Ytk( when three rlusters are found for the resolved (solid

histogram) and direct (dashed histogram) Monte Carlo evenls. The events are

required to have t}™j < l.fi and pr"l > •"> CeV. The value of Yru, tenrts to

be smaller for direct events than it is for resolved events because dirert events

lack a third cluster in the rear direction. The third cluster found in direct

events is generally inade np either of pari of one of the two high p? Jets, or of

pari of the proton remnant. Therefore, the Mistanre" belween three clusters

in direct events tends to be smaller than for resolverl events, which have a well

separated energy deposit in the ri-ar ilirectiitn.

Kigure ß.llb shows the distribution of Y,,l( for the *lata witli tff1 < -I

(fnlloircles)ainl i/V'' > ^' (open rirrlo«) The hi^lof-ram1; are the Monte Carlo

expeclalions for t IIP evenls with i;̂ '1' < - l (solid) am t i/̂ '1' > -l (dashed). The
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events are re«(uired to liave i;j"'j < l.fi and pj-fj > ü C!eV. 'I he Monte Carlo

distributions are nornialized to the numberof event s in the rlata- Bot h the data

and the Monte Carlo events are likely to havc higher valurs of V,,,, for events

with n™1 < -l. For the data at high 1/3"', 'l'** niean value of Y lU, is 0.02R. For

the Iow f/j"' data, the mean value of V fK , is O.flfiÜ. 'l'his resiilt sufißests that

the high n"1 events contain a signifirant numlxT of direkt, two jet evr-nls, for

which the clustering proceiltire has beeil preniaturely stolpert. Kor the sample

of events with rj"1 < — l , liowever, the Separation between the three clnsters

is qiiite distinct. The average value of Y1M, for the data with i;"' < -l is

lower than the Monte Carlo expertatJon. 'l Ins niay be <lne to the fact that

the Monte Carlo Simulation does nut properly dcsrrilx- the t-.'f' dJstribntion of

the data (Y is inversely proportional to ty'). 'l he Separation between dirert

and resolvetl events caii also be hased on j-""". Fißiire fi.l Ic shows the \nlue

of Yru. for the data with j;"1" < 0.75 (fü l l circles) and x""lf > O.?,1) (open

circles). Again, bot!) the data and the Monte Carlo Simulation have higher

average \-alues of \„, for resolved (defined äs j-!;™' < 0.75) events,

Sinre the value of V. u) i« rho^en oit an event by-event basis, it is interesting

to detrrniine if a fit''d \-alue uf ^'l ul for all pvdit i wouM rhange the results.

Kigure K.]fai shmvs l IIP mnntir-r uf p\rnls (out of 1370) whirl t rotitain three

clusters with (;J"j < l . f i , ;»fj"| > 5 (!P\', i/^' < -l aud ft'y1' > 2 (!eV, whcn

the \-alue of Y,^ is fixed for all events. The value of Yili( is fixed at 0.01, O.OS,

0.05, 0.07, 0.09, 0.11, 0.13 and 0.15, äs indiraled by the Mark cirrles. Since a

ränge of Y values, in any given event, ran resnlt in ihree clusters being found

(for example, for soine events fixuiR Y,,l( at 0.03 am l 0.05 niight both rrsnlt in

three rlusters being found), the integrale»! iininlx'r of evpnt.s in Fig. fp.l.la ran
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be greater than 1-170. Kroin Flg. fi.lSa it is apparent that alx>nt half of the

events in the final sample are alsoselected if Yfu, is fixed between 0.06 and 0.1.

Therefore, one sigmnratit effert of rdoosing the value of \ on an event-by-

event basis is that the nnniber of events in the final sample is approximately

doubled.

Figure 6.15b, shows the mean value of pr,1' for the events in the fixed

Ycui bins of Fig. fi,15a. One niight p.xpcrt pr™' to depend on Y^,, sinre

clusters with large J>TI"'. in the rear dirertion, tend to have larger anwies with

respect to the beam axis, and therefore, sinailer vahics of k^ with respect to

clusters one and two (tvhich are usnally in tlie fnnvard dirertion). In fact,

pv™' is independent of the value of V, „,. 'l he rrason pj'-,'1' is independent of

the value of Yru, is that if the rlustering prorednre \vere roiilinned, and two

of the three (plus one for the proton remnant) rlnsters iv«*re merged so that

only two clusters remained, the third rlustcr \vonl«t gcnerally not be involved

in the merger. Instead of tlie third cluster beinß rombined ivilh one of the two

high ;»f rln«t(*n. »-• one woiild ex|»ef(. for direct evpiits, it is more Ükely that

one nf t h'* t»'» hißh ;i; < lic-lt-r- uunlif bc rotnliineil with the proton remnant.

IIT *-\,iiii|'l'-, l i« '• l"» -li.i«- ilit- r'-l.ttinii-.|ii|) liHwcen A' = v^Z (measured

in (IiA'l .im l /. " l hr \Jilni- uf A Irin!-, l u hc '•maller in hî li-j""1' events,

Mhcn-a-. m nnivt i ;i-f» A i- larRi-r ihnn '» <;i-\ in low-j-^""' events. The

Iower huund at ahout r> (ii'\n luw j\'"" rvrnts romes from tljp selection

rriterion ;>y"/,j > •'>, sinrc kL i? (in ttif sinall angle apjiroxiinalinn) eijual to the

transversf monientuin of thp Iower energy cluster witli resperl lo the higlirr

ener/U' rluster. In this ra^e, Ihe higher energy rlmtrr i-; the p^-udo partirle in

the protoii directioii. and A" ̂  ;»',''. For thrse k>w .r '̂"" events then* is a clear
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3 cluster strurture.

Chapter 7

Photon Remnant Properties

In section \A it was sliown that the photon remnant can be isolated äs a

third, low-pr cluster found by the kL algoritlitn in the region i?fl < — 1. In

this chapter the physical properties of the photon remnant, corrected to the

hadron level, are studier).

7.1 External Attributes

'i'he external attributes of the photon remnant are the rneasurable quantities

which are independeiit of its internal structnre. The pseudorapidity distribu-

tion is one example. Since the pseudorapidity of a cluster only depends on the

location of the cluster axis, and not, for example, on the number of partkies

in the cluster, two clusters can have very cliflereiit internal strnct ures and still

have the same pseudorapidities. Likewise, two clusters can have the same en-

ergj- or transverse momentum and still be very different objecls. Tlierefore,

the external Attributes of the photon rnnnanl are nspful in sturlying how the

plioton reinnant behaves äs an object irrespecljve of jts intcnial stnirtnre.
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7.1.1 Comparison with PYTHIA

Figur? 7.1, shows the pseudorapidity (ij-s), transvers*1 monieiituin (;>T:J) and

energy {£3} distributions of the photon reinnant, corrected bark lo the hadron

level. 'lo shmv the effect of the requirement t hat ^ l>e less than -1, the füll r;3

distribution is shown. Photon reinnant events are, by definition, those events

with i}3 < -l. In the energy and transverse momeiitum distribiitions, I/T is

reqnired to be less than — 1 . Figure 7.la shows tlie 1/3 distribution. The inner

solid error bars are the statistical errors. The thin onter error bars are the

statistiral and systematic errors added in qiiadrature. The calculation of the

error bars was described in the previous chapter. The corrected data and the

I'VTHIA Monte Carlo events (solid histogram) disagree in the negative tu

region, äs previotisly observed in the micorrected t)™1 distribution (Fig. l . ld) .

The peak in the data is located at higher valnes of i^ than it is in tlie l*YTHIA

Monte Carlo prediction. A similar effect occurs in the transverse niomentum

distribution (Fig. 7.1b). Here also, tlie data show a higher average \-alue than

the Monte Carlo. The mean value of the photon reinnant p? at the hadron

level is measured to be (pn) = 2.1 ± 0.2 de V, vvhereas the Monte Carlo

expectation is (pn) = 1.11 ± 0.02 fleV. In the energy distribution, however,

(Fig. 7.1c), the Monte Carlo expectation agrees vvith the data, exrept in the

lowest energy bin.

The most likely explanation of tlie lower average valnes of p/-j and 1/3

in the Monte Carlo Simulation is that the Monte Carlo Simulation does not

inchide the anomalous process, a* ilisciis«pi| in scction 1.2. 'l lie correction fac-

tors applied to tlic nncorrerted data in tlie ;>r3, i^ and h\^ tend
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to be small (typically aromicl 1.2) and are approximately constant. There-

fore, the disagreement is not rreated by rorrecting the data to the hadron

level. Although it is conceivable tliat an incorrect Monte Carlo desrription of

the detector ccnild result in this type of an effect, this explanation has been

demonstrated to be incompatible with the data (see section fi.fi).

7.1.2 Comparison with High-fr, PYTHIA

Motivated by the poor desrripÜon of the data by the conventional Monte Carlo

Simulation, the data are also compared with Monte Carlo evetits generated with

a harder intrinsic transverse nioinentuni ( fc ( ) spectrum for the partons in tlie

photon. The new parameterization which we call l 'YTHIA High k, A,

was suggested by Orees M to partially acconnt for the anomalous contribution

äs discussed in section 1.2. 'l his distribiition is shown äs the dashed line in

Fig. 7,2. The parameterization used in the analysjs discussed in the previous

section is:

rfAyrffc? «<•-*?/**, (7.2)

with fco - 0.11 (JeV, (shown äs the solid line in Fig. 7,2). The parameter fco for

the l'YTHIA high-fc, A parameterization is determined by minimizing the \*

betiveen the Monte Carlo hadron level and the corrected data pj3 distributions.

The best fit occurs when k0 ~ 0.6fi±0.22 CeV. This corresponds to an averafte

value of fc, of about 1.7 OeV, äs compared to 0.1 (JeV for PYTHIA with tlie

defanlt parameters (the values of k0 used rannot be compared dirertly beranse

they are not the same <|iiantity in the difTerent paranieterizations).
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PYTHIA

PYTHIA High k, A

PYTHIA High k, B

o os i i.» i is s « 4

Figiire 7.2: Inlrtnsic tranavfrse momrnttim paramftfrizations for the coiiven-
tianal l'YTHIA (solid linr), l'YTHIA High k, A, tfethnl tine), andl'YHIA
High k, B (dotted thie).

The PYTHIA High k, A results are slioun a,s the dotted histograms in

Fig. 7.3. The Monte Carlo description of the data is consiflerably improved for

the 1/3 and prz distributions, while tlie E^ distribtitjon is eswntially unchanged.

Kqually good agreement between the data and the Monte Carlo Simulation has

been achieved by using the defanlt fc, parameterizalion of «piation 7.2, with

fco raised from fco - 0.41 CeV to fco = I.W ± 0.21 C«*V. VVe rall this parame-

terization PYTHIA High fc, B. 1t is shown äs Ihr daslied line in Fig. 7.3. This

PYTHIA High fc, B distribution is also shown in Kig. 7.2. The (iincorrectfl)

i;['!j' and PT'IJ' distribntions for the two higli ]>f clnslcrs {Fift. 7 .1) are also
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essentially unchanßerl.

The fart that the Monte Carlo Simulation can l* easily brought into »Rree-

ment \vith the data, by increasing the average k,, is encoiiraging. Although

the average value of fc, neerls to be increased siibstantiatly in order to bring the

Monte Carlo Simulation into agreement with the data, this is not surprising.

Since the anomalous rontribution is perturbative, it necessarily has signifi-

cant ((9(1 <W() pf. IVrhaps the iiiclusion of the anoinaloiis contribution,

wliich inspired the use of the High k, Monte Carlo Simulation, will bring the

Monte Carlo Simulation into good agreemenl with tlie data, Knture stndies

with Monte Carlo simulations whirh iiicluHr Ihc anomalous rontribution are

necessary to demonstrate that it is, in fart, sufficient to drscnbp the data.

7.2 Internal Attributes

The internal attributes of the photon rein n an t are measured with respect to

the cluster axis. Although two energy rlnsters can have very ilifferent internal

strurtures and still have the same energy, thp internal strncture of a cluster

may not be totally independent of its energy. .lets of partirles, for exarnple,

tend to fragment into more particles äs the jet energy inrreas<>s. However, the

average transverse energy of each of those particles with respect to the jet axis

tends to be on the order of a feiv hundred MeV, and tends to rise slowly with

jet energy. Behavior of this type is a distinctive signature of particle Jets. One

interesting question is vvhHher or not the photon remnant also exlnbits this

tj'pe of behavior. Because of tlie [»ossible energj' ilependenrc, all of tlie figures

in this sertion are plotterl citl ier äs a funrtion of energy, or in a liniiU'denergj-
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ränge.

7.2.1 Structure of High-pr Jets

The internal Attributes of the two hißh-py Jets are shown in Fig. 7.5. KIR-

ure 7.5a shows the mcan \-alue of the average energy transverse to the cluster

axis per particle, (£'j), äs a function of tlie jct energy (the data from the

two high-pr j^ts are combined in tliis fignrc). 'I'he mean \-alue of (A^-J Starts

near 250 MeV, and slowly increases with ihe jet energj-, \\-hi\r the total energj'

increases from fi to 21 (!eV Tliis 1s the type of behavior one expects to see

for particle jets. The hadron level Monte Carlo Simulation is in goo<l agree-

ment with the data. Figure "..llj sluws the corrected mean valnes of tlie total

transverse (K,£"y) am! total longitudinal (£,I-.''L) energj- of the two high-pj

Jets, with respect to the jet axis. The (juantities ^,i'f and ^,k'lL are plotteil

äs a function of the jet energy. The longitudinal component increases rapidly,

while the transverse component increases only slowly, demonstrating that the

Jet energy is primarily along the jet axis. 'l he Monte Carlo Simulation is in

excellent agreement with the data.

Figur? 7.5c shows the correctetl energy fiow of j r t* I atid 2 äs a function of

l - cosO. Ilere, O is the angle of the jet particle with respect to t he jet axis.

This figure is effectively a plot of tlw energy ilcpi^ited iu rings of lixed area

centered on the jet axis. Uecause a simple corres|>ondence between partirles

and ralorimeter cells does not exi^t, il is diifinilt lo construct a corrrtation

matrix between the generate«! (liailron energy) and experiinriilal (calorimeter

cell energy)quantities. 'l herefore, tliroe distr ibntions are correcteil hack to the

hadron level bin by bin, äs described in section .1.1.1. ' Iheitatistiral errors are
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the error on the niean in each bin. In Kig. 7.5c, the detector level jet enerfiies

are required to be between 8 and 11 GeV anH the hadron level jet enerfiies are

required to be between R and 15 GeV'. The enrrj>y distrilintion for the data is

quite rolliniated. The Monte Carlo Simulation inodels this dis!,ril>ntion very

well.

7.2-2 Comparison witli High-/»7- Jets

The photon remnant is notv compared wi th the t wo high pr jpts

from parton liard sratterinR. The coniparison of these tivo types of Jets is

of interest because one is the debris of the photon and is a low-pr jet, witli

pT typically well below ß OV, while the otlier hvo jets ronie froin the hard

scattering of the partons in the photon and prolon and are high- pr jets, with

a minimiimpr of 6 (!eV. Therefore, it is not obvious that theseobjefts should

liave the same internal stnirture. In fact, the photon remnaiit may originMIy

have been made up of many partons, whereas hiph pj jets niost likely ortßinate

from a single parlon.

In Kiß, T.fia th*- r»"«i i l t s nf I h i ^ rompariton are shown for the niean \-alue

of (A ' J ) , ihe avrraftc (rantverT rtirr^y wi t l i rr^pert to the rluster axis per

parlirle, äs a fun r t i on of the rlnsler eiiergy. In tlie region wliere the remnant

and hiflh ;»r jet encrnifs o\<-rlap, l he photon rcmiiant data are very siinilar to

the data froin the two liißh-pr jets. Fißnrc 7.(ib shows the total transverse

((^t'J-)) and total longitiulinal ({Ü,/,}}) energy witl i respect to the clnster

axis äs a fiinctjon of the clnster enerny, and Fig. T.fic shoivs the clnster enerjy

deposited äs a funrt ion of l - rosO. In Fig. 7.0r, the reron^trnrtrd (iincor-

rerte«!) jel enerfties arf aRain ret|iiirei| to In* lirtivi-eii R and l l Ge\', and the
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hadron level jet energies are required to be between R and 15 (!eV. These

requirements are esperially important for this figure so tliat jets of approxi-

mately equal energies can be compared. In all figures, good agreement Iwtween

the photon remnant and the two hifth-pj- jets is observed. Therefore, in the

kinematic region and for the variables studied, the lo«'-;iy photon remnant

exhibits the same hadronization rharacteristics äs the high PT Jets originating

from tlie hard scattering process.

7.2.3 Comparison with PYTHIA

Finally, it is iiiteresting to roinpare the <l»ta with the conventional Monte

Carlo Simulation. Fignre 7.7a shows the niean valne of ihe average eiiergj'

transverse to the rluster axis per parttcle, (A'J), versus the photon remnant

etiergy, both for the data after correction atnl for the hadron ievel Monte

Carlo Simulation. The Monte Carlo Simulation is in good agreement with the

data. The Monte Carlo Simulation Js also in ROCH! agreement with the data in

Fig. 7.7b, which shows the mean valuesof therorrected total transverse (J^/i'J.)

and total longitudtnal (!,',/•„'[) energy of the photon remnant, with respect to

the cltister axis, äs a fimction of the encrgj- of llir rlnstor. Figurc 7.7c shows

the correrted energy flow of the photon remnant äs a function of l - cosO for

both the data and the Monte Carlo Simulation. As was previuusly Ihe case,

the uncorrected jet energies are require«! to be between 8 and 11 (leV ajid

the hadron level jet energies are retpiireil to be bi'tween 8 and 15 (!eV. The

Monte Carlo Simulation agrees very well with the data in all fiftnres. 'l'his

indicates that the fra^inentalion of Ihe pholon remnant is uiidr-rstood. Sinre

the fragiiientatioii of the photon reiunaiit shonld not depend on the iiitrin<-ir
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transverse momentiim of the partons in the photon, it is not surprising that

the data and the conventional Monte Carlo Simulation agree.

7.3 Independent Confirmation

As described in section 6.2, the results of tlils analysis (^Analysis A") were

confinned indepenHently hy anotlier analysis ("Analysis U"). Pigures 7.8-7.11

compare the results of the two analysis for the figures previously shown in

this Chapter. Figure 7.8 shows the results of the two analyses for the r/3, pr3,

and t's distributions. Both the corrected data and the coiivenlional PYTHIA

hadron level Monte Carlo Simulation are shown. The agreenient is good in all

quantities. Figure 7.!) coinpares tlie results of tlie two analyses for the (t'j-)

D,/i'[ and £j£j- and energy flow figures. IJoth the data and the hadron level

Monte Carlo Simulation are in good agreement between the two analyses.

In Figs. 7.10 the romparison between the two high pj jets and the pho-

ton remnant is shown for the two analyses. The two analyses are in good

agreement. Last, Fig. 7.1l rompares the results of the two analyses for the

energy flow figures. The comparison between the two high - pr Jets and the

photon remnant are m good agreement. From these (ig'ires it is rlear that

both analyses report very siniilar results.
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Chapter 8

Conclusions

For the first time, in a sample of quasi-real photon-proton collisions, the

photon reinnant produced in resolved photon interactions has been isolated.

The selected events contain two high-pj- Jets with pj > 6 GeV and »j <

1.6. The photon-proton center of mass energy, H'-,p, for these events ranges

from 130 to 270 GeV. 'l he properüt's of the photon remnant, äs defined by

a cfuster wi th 1/3 < -l and t'i > 2 GeV, are studied. The photon remnant

exhibits collimaled energy fiow with limited transverse energy with respect to

the cluster axis. features characteristic of particle jet structure.

The leading order QCD Monte Carlo Simulation, with default parameters,

does not reproduce the pseudorapidity distribution or the transverse momen-

tum distribution (with respect to the incident photon) of the photon remnant.

The mean value of pj for the photon remnant. 2.1 ±0.2 GeV, is substantially

larger than the Monte Carlo expectation of 1.44 ±0.02 GeV. Better Agreement

with the data can be obtained by increasing the average intrinsic transverse

momeuta(/c,} of the partons in the photon in the Monte Carlo Simulation. The

best Agreement with the data occurs when the mean value of kt is increased

from 0.4 GeV to about 1.7 GeV. These results are in qualitative agreement with

theoretical expectations \vhich predict substantial mean transverse momenta

126

for the photon remnant, arising, in part, from the anomalous contribution.

The photon remnant has also been compared, in the laboratory frame, with

the two high-pr jets originating from the parton hard scattering. Although

the origins of these two types of jets may be quite different, within the present

statistics and in the kinematic ränge studied, they exhibit similar properties.

The photon remnant mean transverse energj- per particle with respect to the

jet axis, the total transverse and total longitudinal energy with respect to the

jet axis, and the energj' fiow around the jet axis are all quite similar to those

of the high-
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Appendix A

Variable Resolutions

In this appendix, the detector level resoltition ivith respect to the liadron level

is shoivn for all variables used in this sttidy. 'l he figures shown here have been

used to determine the numbers quoted in table 5.1. This appendix is broken

into two sections. The first section shows figures produced using the I'YTHIA

Monte Carlo Simulation. The second section shows figures produced üsing the

HERWIG Monte Carlo Simulation.

In all figures, the events are recjuired to pass the cuts at both the detector

level (äs described in section -11) and at the liadron level (äs described in

section 5.1). Matching between the hadron and detector level clusters (äs

described in section 5,2) is also required. All figures in this appendix follow

the formal of Fig. 5.2.

A.l PYTHIA

Figures A.1-A.3 show the resoliition of the pseudorapidity measurement for

all three chislers obtained with the tj. algorithm, äs rictermined «sing the
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I'YTHIA Monte Carlo Simulation. In each of the figures, (a) shows the cor-

relation (smearing matrix) between the deteclor level and liadron level pseu-

dorapidily distributions; (b) shows the resolution in percent ("=•"''". x 100

where n = l, 2 or 3) and (c) shows the absolute resolulion (i/n - '£*')• The

pseudorapidity resolution is excellent for the two high -pr rlustprs. Kor tlie

photon remnant, the pseudorapidity resolution is best near 1)1 ~ -l, and be-

comes worse äs the jet axis of the photon reu m an t gets closer and closer to

the R.CAL beam pipe. This effect is probably raused by particles lost in the

beam pipe.

Figures A-4-A.fi show the resolution of the transverse momentum mea-

surement for all three rlustcrs. The rorrflatiun l»etiveen the tktector level and

hadron level transvcrse monientum is good, althoiigh not äs good äs for the

pseudorapidity. Kigure A.fi is interesting because the inean photon remnant

transverse momenta is nieasure«! to be significantly higher than predicted by

the I'YTHIA Monte Carlo Simulation. In Fig. A.ßb, the perrent transverse mo-

mentutn resolution of the photon remnant, a lorig tail toward negative values

can be seen. Although, rm average, the photon remnant transverse momentum

nieasured at the detector level tends to be smalter tlian it is at the hadron level,

in some cases tlie photon remnant transverse nmmentum can l>e significantly

overestiniated. This effect is inchuled in the corr<rtion procedure.

The energj' resolutions for clusters l an<l 2 are shown in Figs. A.7 and A.8

respectively. 'l he energy re^olution i* qnite gooil, and is consistent between

the two objects.

The resolution in y 1U is gi\-en in Fig. A !> '('he resolution and systematic

shifl seen here is in agreement wjl l i the r<-«ulK from olher analysis.17



Figures A.10, A.11 and A-12 show the rorrelation between the transver«e

energy per Island and the transverse energy per particle. Kor these figures tlie

resolution is rather poor. The systematir shift from the (tetertor to the hadron

level, however, is small. hör comparison, Figs. A.IS, A.1-1 and A.1-1 show the

correlation between the transverse energy per cell and the transverse energy

per partiele. Here, again, the resolution is poor. In this case, however, there

is a significant systematir shift from the detertor to the hadron level, due to

the fact that there are, on average, three cells per particle.

Figures A.16, A.17 and A.18 show the measnrement resolution of the to-

tal transverse energy with respect to ihe cluster axis, and Figs. A.10, A.20

and A.21 show the measuremenl resolution of the total longitudinal energy

with respect to the düster axis. In ßfiieral, Ihr longitudinal romponent is

measured with higher resolution than is Ihe transverse romponent.

130

-2

T;, Resolution

-1.5 -1 -0.5
L.i.L,

0 0.5 t ~^L}.5~ 2

Hodron Level TJ,

58.14
1.422
7.675

<k-_^

W 140
C
5120
Lü

100

BÖ

60

40

20

0

Constont 90.76
Meon 0.6284C-02
Sigmo

•100 -50 0 50 100

ij, Resolution (percent)
-i 0.5 t

, Resolution

Figure A.l: I'stvdorapidity rrsotvtion of Ihr highest pr clvfler äs rfr/rrnimrrf
warn»; (Ar /'V'?'////! Monlf Carlo simultilioti. (a) Cowlatio» brtirren the drtrc-
tor and hadron Ifret psrudonipidity, (k) 1'srudorapiJitij rrfolutio» in prrcrnl.
(c) Absolute psniiiorapidity rtsolvtion. The rmistatit, Hirn» and fiyina in (b)
and (c) are drtermined from Ihr fit.



131

Resolution

-2 -1.5 -1 -0.5 0.5 1 1.5

Hodron Level

* Tfl

UJ
00

50

40

30

20

10

0 .

-b

i-
-
-
.
-
-
-^

Conston1

Meon
Sigmo

J*,au$/_>

45.01
2.508
8.781

Hinii\
1 .jlbllMMW-Ii

M
•£120
t»

UJ 100

00

«0

40

20

0

P Constont 69.51
Meon 0.1501E-01
Sigma 0.6926E-01

B
j

Ai \ 1
i \ \. . , ..;-vJ'. i .V-™.,.. . ...

•tOO -50 0 50 100

r), Resolution (percent)
o os
ijt Resolution

KiRiire A.2: i'trudrutipiditH rrfolation nftlir ffcond Itighfft ;>/- rlu.ih r n,* ditrr-
mined ustng the I'YTHIA Monte ("nr/o Simulation, (a) ("orretation betuvrn
tke drtrctor and hadron trvrt pfrudorapidity. (b) l'$f»tforapiilitii renolution
in perrent. (c) Abfolutr psrudoraindity renolution. The ctmstnnt. mcan and

in (k) and (c) arr-drtcrnitnrd froin thr ßt.

1S2

77, Resolution

* o
5-0.5
¥ - 1«
-M.5

fe -2

• -3
Q-3.5

-4
-4.5

-5

_ a .

*

-5 -4.5 -4 -3.5 -3
J.I-L

-2

n•»*
g 70

ui eo
50

40

30

20

10

0

Constont
Meön
Sigma

'.. v
100

42.18
5.903
19.23

W•*-•

1
UJ

SO

70

60

50

40

30

20

10

0

-1.5 -1 -0.5 0

Hodron Level ijj

Constant 33,83
Meon -0.7295E-01
S|gmo_ __ 0.4180

-M 0 M 100

Resolution (percent)
-2 o i 2

7j Resolution

Klftiire .\.',\: l*$eudnraptdtlii rrfotution nfflif photftii rrnwattt nf drterminrtl us-
i'tifl thr I'YTHIA Monte Carlo Simulation, (a) Cnrrrlaltnti bftwtrn Ihr tirIrctor
and hadroii Irrcl purttdnmpnlitii- (b) I'srudorapidity rrtnlutimt itt prrrrtit. (c)
Abfotutr psfudorapidity rraolutiott. l'hr f o t i f t n t i t , mratt and figniti in (b) and
(c) air detrrmiiifd from thr fit.



133

T, Resolution

7.5 10

40

30

20

10

0

15

M 60

17.5 20 22.5 25

Hadron Level p,, (GeV)

50 -25 0 25 50

p,, Resolution (percent)
0 5 10

Pt, Resolution (GeV)

Figure A.1: Tnnsvrrfe momrntum rrfolutwn of Ihr htghtfl }>r rluntrr os (/f-
trrmintd v.ting tht I'YTHIA Monte Carlo Simulation, (a) Corrrlation brttrren
the dftrctor and hadron Irvel trattfverur momfntum. (b) Transversr mornrn-
(um rr.4o/utron w perrrnl. (c) Absolute tranft-rrnt momnttum refolution m
( i f \ ' . 'Ihr coiiftanl. mra» a»d sigma in (b) and (c) art dfltrmittrtl from Ihr
fit.

13-1

Resolution

7.5 10

vt 60

« M

Constont
Mean
Sigmo

30.22
17.22
10.24

-50 0 25 50

p« Resolution (percent)

15 17.5 20 22.5 25

Hadron Level p„ (GeV)

Constant
Mean
Sigmo

40.60
1.391

0.9270

-5 0 5 10

p„ Resolution (GeV)
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äs delermined using tht I'YTHIA Monte Carlo nimvlatitm. (a) Corrtlalion
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Fißiire A.6: Tranatfrst momentan* irfoiutioti of ihr p/toloit trm»a»t n.* drtrr-
nthird vsing tHe I'YTHIA Moitlr Carlo titnulatton. (a) (^orrrlation brlirrrn
Ihr dfleclor and hadron trvel Iratwersf womnitum. (b) Transverfr memicii-
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6V l'. The coitftanl, tncqn nurf figma in (b) anti (c) art drterittnird from lh(
fit.
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Flgiire A.8: Kntrgy resoltttion of Ihe srcond highfft pr düster äs dfttrminrd
vsing ihr I'YTHIA Montr Carlo Simulation, (a) Corrtlatio» hrtu-rrtt tke de-
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highrst p/- cluytrr dtlrrmmtd using Ihr l'} I'HIA Montr Carlo Simulation, (a)
Corrrlatitm briween Ikf dftector cinrf kadron lci-ri (ff), (b) (k.'}-) rrsolation in
ptrctni. (c) AbsolatF (h''T) rrfolttlion in C!r\'. The f anstaut, m ran and stgttia
in (b) and (c) arf dftfrminfd from thf fit.
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Fifcure A.11: Thf (t-'j) 'rsolvlton (calealalfd ufiny raloiimelrr istandf) of
thf second highfi>t p? cluatrr a.<* rff^rrmirirrf I/SI'HJ thf /')/'////! Montr Carlo
Simulation, (a) Corrclation brtu-crn the detrclnr and hadi-on trtvl (t.''T). (b)
(t'rJ resolution in (tfirrnt. (c) Abaolute (h''r) mtolution in C,r\'. Thr constant,
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Fifiure A. 12: l'hr (tj) resotution (calcvlatrd ushtg catorimetrr Islands) of Ihr
photon rrmnattt äs detrrminfd usina thr I'VTHIA Montr Carlo Simulation,
(a) Corrrlation betu'rrn Ihr detrclor and hadron lerrl ( tf) . (b) ( tf) resolution
in permit. (c) Abfolutr {f.')-) trsolution rn C!F\'. The constant, mean and
sigma tu (b) and (c) arr detrrmined from thr fit.
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Cluster 1 ET per Particle Resolution (from Cells)

«0.18

&.16

AO.I4

?o.oe
JjO.00

00.04

"üO.02
0
•8 °o

Vt 50

* .• .

0.1 0.2 0,3 0.4 0.5 0.6 0.7 0.8

Hodron Level <ET'> (GeV)

M+r 70

? 60

50

40

30

20

to

20 40 60 80 100 120

<ET'> Resolution (percent)
-0.5 0 0.5

<£,'> Resolution (GeV)

Figur«1 A. 13: Thr (/-V) Resolution (caltiilated afing calorintftrr tvlln) of Ihr
highrft jtj- cluftrr an dtterminrd a.iina ihr /'1T///.1 Monte Carlo Simulation,
(a) Cortrtation brtterrn Ihr dftector and hadron tritt (K'T). (b) (/'.';-} tmoltitiott
in prrcfitt. (c) Abnoiulr (A'j-) rr.iolution in f .Vl' . '/'fir constant, mra» and
sigma in (b) und (c) are dctrrtninrd from Ihr /it.
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Kigure A.H: The {£')•} resotulio» (calfulated usmg calorimeltr celk) of tht
ffcotid higkest pr flufttr an determined tming fhe /'!"/'//IA Monte Carlo stm-
ulation. (a) Correlation bctu-ren the detrelor and hadron level (L''T). (b) (t.''T)
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mran and tigma in (b) mid (c) arr ddrrmitied from thc ßt.
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Figur? A. 15: The (h'j) refotvtion (catculatfd u.*ittQ ralornnrfer crtls) of the
phototi remnaiti äs drtrrmmcti v$iiig thr I'YTHI.\ Carlo Simulation,
(a) Correlation bfttrrrn thr drtrctor and hailrmi Irtrl (E'T). (b) (fc'T) rrsolution
»i prrcrnt. (c) Absolute (f'J-) irsolufiott nt CSt\'. The cotistant, mean o»rf
aigma in (b) and (c) arr tlrtrrmiurd from ihe f i t .
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Figur* A.16: The i^itj- irsolutio» of ihr highrat pj dufter äs dtttrminfd
using Iht I'YTHIA Mo»it Carlo Simulation, (a) Corrtlation brtu-rni thr rff-
tfctor and hadron tevtl -,£'f. (b) K. t j resoltition in pfrcrnt. (r) Absolute
^,i'J- rrsotution in (7p V. The constant, meatt and sigma in (b) and (c) (irr
dfterminetl from Iht ßl.
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Flpire A.17: The L,t'j- renolution of the necond highrst pj clusirr af drtrr-
mined vsing the I'YTHIA Manie Carlo Simulation, (a) Correlatinn betwren
tht dctfctor and hadivn tevel ^^7-- (b) ^,ty rraoltttio» in prrrettt. (c) Ab-
solute ^,,L'j- rr.sotvtion in C!r\-'. The coiifiant, mraii and sigma in (b) and (c)
are dtlerminrd froni the ßt.
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A.18: '/'Ar ^,tj- rr^olutioii nj Ihr photon rrmnant äs dfternitiifd ufiutj
thr I'Y'I'HIA Monte Carlo simulatinn. (a) ("onrlatioii bettrt-en (he detrcfor
and hadron levrt -,£';•• ß) —t^-r rrfolulion in pFtrenl. (c) Abtotutr ^,t''T
rftolution in Cf\'. The ronstant, inran and sigma in (b) and (r) a>r detrr-
mincii from thr fit.
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Figure A.19: 7'Ar L',/-,| IT,*O/»(IIH of thr htghrft pj- datier 0.4 artnininFii »5-
riij Mf I')'THIA .\toittf Carlo Simulation, (a) < '»rrrlation brttrrfit thr drtrclor
and hadron let-rl ^,h''L. (b)^,h\ in irrrrnil. (c) Absolute ^,t'j ira-
olutwn in C!r\'. Thr conttaiit, mran and sigma in (b) and (c) arr drtfnnmrd
front Ihf ßt.
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Kigure A.20: Thf ^t.''L rrsolutwn of Ihe arroitd highrnt j>j- r/u.</f us d t l t r -
minrd vfiny Ihr I'YTHIA Monte Carlo fimutahon. (a) Correlation brtu-rnt
thf delector and kadron Ifvft ^,/i'J_. ^6j -./•-! resolution in pftrent (r) ,16-
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Cluster 3 Total Longitudinal Energy Resolution
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Kigure A.21: Ihe H,t'£ irsolvtwn n} thf photon rrrnnant an drtrrminnl vsing
the I'YTHIA Monte Carlo Simulation, (a) Corrrtation beiirrrn the detrrtor
and hadron level ^,£'[. (b) ^it'J. resolvtion in perrent. (c) Absolute ^lit.''L
resolution in GeV. The constant, mean and »tgma i»i (t>) and (f) nre drter-
mintd from the fit.
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A.2 HERWIG

All of the figures listed above for the l'V'l H1A Monte Carlo Simulation have

been reproduced usingthe HERWIG Monte Carlo generator (Figs. A.22-A. 13).

All of the measurement resolutions and sliifts are comparaMe to the results

obtained using the I'YTHIA Monte Carlo sinuilation.

Flgures A.22-A.21 show the resolution of the pseudorapidity measurenient.

'Hie pseudorapidity resolution is exrellent for the two high pj tlusters. For

the photon remnant, the pseudorapidity resolution is best near f/3 = -l, and

becomes ivorse äs the jet axis of the photon remnant gets closer and closer

to the RCAL beam pipe. 'l'his behavior i*; the same äs was observed for the

I'VTHIA Monte Carlo Simulation.

Flgures A.2-1-A.27 show the resolution of the transverse monieutum mea-

sureinent for all three clusters. 'l he correlation between the detector level and

harlron level transverse momentiim is good, although not äs good äs for the

pseudorapidity. In Fig. A.fib, a long tail toward negative values was shown.

'l'his behavior is also reproduced in the HERWIG Monte Carlo Simulation

(Fig. A.27b).

The energy resolutions for clusters l, 2 and 3 are shown in Figs. A.28, A.2fl

and A.30 respectively. The resolution in yja is given in Fig. A.31. The resolu-

tion and systematic shifts for these ßgures is also compatible with the results

ivhich were obtained using the I 'VTHIA Monte Carlo Simulation.

Figures A.32, A.3.1 am l A.31 shoiv the correlation between the transverse

energy per Island and tlie transverse energy per particle. As for I 'VTHIA,

the r«*«olutioi) is rather |>oor. liut the systematic sliift from the «Irtector lo
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the hadron level is small. Figures. A.3.1, A.3ß an<l A.37 show the correlation

between the transverse energy per cell and the trftnsverse energy per particle.

These results are also coiisistent w i t h t hose obtained using I'VTHIA.

Figures A.38, A.39 and A. 10 show the measurement resolution of the to-

tal transverse energy with respect to the rluster axis, and Figs. A.11, A.12

and A.13 show the meaeurement resolution of llie total longitndinal energy

with respect to the rluster axis. Again, the results are ronsistent with

PYTHIA.
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Kigure A.22: rtrudorapidity rrsolution of Ihr higkrat pr clualer a.« drtrrmittrd
vfiny the Ht'HttlC Monte Carlo Simulation, (a) ('arivlatiott bftu'frtt thf dc-
tector and hadron trvrt psttidoi-apidity. (b) l'srtHiofnpidiiy rrsolution in per-
cnit. (c) Abtolvtt p.irudorapidity resolut tan. Thr comtant, mran and figma
in (b) and (c) arr dtttrmintd from the jit.
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A.2t: l'frudorapidity irfatitti<m o/ Ihr /»An/o» rrirmaii/ an drlrnnmrd
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C!fV. Ihr cotiffanl, mrau and aigma in (b) and (c) arr drtrnninrd fram Ihr
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bei wer» the detector and kadron Irret transferse momrntum. (b) Transvrrse
momentan renotutiott in percent. (c) Abfolutf transi'trse inomattuni refotu-
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from the fit.
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h'igure A.27: TVaiistTrsf ntotnrri /um rr.tolutioii of Ihe pholo» miwatit äs de-
trrminrd ttsing thf Hk'H\\ Monte Carlo simvlalimi. (a) Corrrlation bttu-rtn
Ikt detrctor and hadron level transvrrse momrtilum. (k) Transrtrttf momen-
tum resoltttio» in ptrcrnt. (c) Absolute tratisrersr inotr i r t i tum resoltttioti in
(IfV. The coiiftant, mratt itnd sigma in (b) and (c) are dflrnnined from ihr
fit.
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A.28: k'nergy rftnlution nf ttir Itiglit.*! )<f rlastrr o.* drtmninrit «sing
Ihr HKK\VIG Monte Carlo stnmlalio». (n) Correlation brtu-trn the drtector
and Aflrfroii Itvrl tnergy. (b) toiergy irfnlution in prrcent. (r) Absolut? fit-
rnjy rtfolulioii in Gr\. Tht constatit. »im» anii figma in (b) and (c) art
dctfrinined from the fit. •
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tector and hatiroii lri-rl eurrgy (bj fäirtyy rfuntalimi iti prrcrnt. (c) Absolute
fnergy rrsotutiou ni C!r\ Ihr rottetant, mran nnrl ftqma hi (b) and (r) arr
detertnitifii from Ihr fif.
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FIRUPP A..10: k'nrrgy resolvtiott of thr photon rrmnant äs drttrminfd umng ihr
H kW IC! Montr Carlo Simulation, (a) Corrrtatwti betu-rrn thr drtector and
hadron Irtrl tnrrgy. (b) h'nergy rrsottitio» in prrcrnt. (c) .-16.<n/u/r f»frgy rrt-
olvtwn in de V. Tht constant, mean and sigma in (b) and (c) arr dftermittfd
from Ikf fit.
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Fißure A. 31: The ( tf) rraoluiion (calculatrd u fing calorimtttr islands) of tht
pholon rrmnant äs ttetfrmiitrd uaing fhr Hi'WH'/Ci Montt Carlo timvtatton.
(a) Corretation betirrtn the itrlrctor and hadron level (t'f)- (b) (tj) rrsolution
in prrcetit. (r) Abfotvtr (Ej-) resolut tan i» (!r\'. Tht constant, iiipnii and
stgma in (b) and (c) are dtttmumd frnm thr fit.
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Figure A.35: Thr (i'j-J resolution (calcalatrd using cnlorimrtrr crth) of tht
higktst pr düster äs dfttrmined vting the HHIMIC Monte Carlo Simulation,
(a) Correlation bftu-een the drttctor and hadrmi ln-rl {t-'T). (h) (t.''T) rraolutton
in percrnt. (c) Abfolutr {/i'f} resotwtiott in f?r( ' . The ronstant, mean and
stgma in (b) and (c) arr determinrd from thr ßt.
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Cluster 2 ET per Particie Resolution (from Cells)

«0.1 S

00.1«
AO.U

Ü0..2

_ 0-'
$0.08
-J0.06
00.04

"Go.02
•>
K °o

i«
•E 25

UJ 20

15

10

.. . • a .
• • • • • * •

• * * % * • * •
•ÜÄnS1*'*-

.:->;&^'-'-:
0.1 0.2 O.J 0.4 0,5 0.9 0.7 0.0

Hadron Level <£,'> (GeV)

Corwtont
Uean
Storno

11.01
72.32
10.47

45
40
35
30
25
20
15
to
5

Constant 24.24
Meon 0.2012
Sigmo _0.7130E-OI

20 40 60 80 100 120

<£,'> Resolution (percent)
-0.5 0 0.5 1

<£,'> Resolution (GeV)

Pigure A.36: The (t'f) resolut ton (calculated «sing calonmeler cells) of Ihe
seconJ highrst pr dusttr a$ determinrd using Iht HKHWIC Montr Cario stm-
ulatio». (a) Corrflatio» bttu-rr» the dtlrctor and hadwn lfi-rt (t'J-J. (b) (t'j-)
resolutiOH itt /»rrrr»/. (c) Absolute (A'J.) rrsolution i» Cr\'. Tkt conslant,

and $igma in (b) and (c) arr detennitird front the fit.
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Figure A.37: Thf (t'j-) rtfolution (cttlcutntrd usitig ratorhnrtrr crlL«) of Ihr
photon rftnnant äs drtcrtnitied tiftttg the Hh.'H\\ Monte Carlo Simulation,
(a) Correlation brtu-crti the drtcrtor and kadron /ri-f/{f.j}. (b) (t'f} rrsotvliotj
in percent. (r) Absolute (i.'J-) resolulion in CrV. Thf constattl, mran and
sigma in (b) and (c) ore dflermined from thf fit.
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Figure A .38: Thr ^,£'f resolvtimi of Ihe highest pr düster äs dftrrminrJ using
tfir Ht'HWIfi Monte Carlo Simulation, (a) Com-lation bei wem Ifie drtector
and hadron tevrl ^.t'J-. (k) ^l,t.''T resoltition in perctnt. (c) Abfolvte £, t'J- rr.«-
olution in Ce\'. J'Ar coitftant, mean and sigma m (b) a»d (c) ar? detertninrd
from Ihe ßt.
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Figure A.39: The £tt.''T retolvtion of tht serond highrst pj dwstrr äs deter-
tnined using thr Hk'HH'IG Monte Carlo simnlatin». (a) Corrrlalion brtvern
tht detector and hadron lerrl ^,tj. (b) ^,/-.'f trfolution in prrcetit. (r) Ab-
solult 5J,/i'f rrsolulton in C,e\'. Tht constanl, inran and fiqma in (b) and (c)
arr detrrminrd from the fit.
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Cluster 3 Total Transverse Energy Resolution
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A.'10: Thr —,£7- refotutinn nf thr plmtoti rrmnaiit o," drtrnnmrd u-mig
the Hk'K\\'l(i Mmilf Carlo Simulation, (a) Corrrtation brta-ee» Iht dttrctnr
anti hadron Irret ^,t.''T. (b) —, t'/- refolulion in percrnt. (c) Absolute U,Af reu-
olvtioii in GeV. Thr conftaul. »ira» and staina r» (b) and (c) (irr drtnimiira1

from Ihr fit.
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Figur** A. M: Thr ^,A'} nnotutHm nf Ihr highftt ;»r clvslrr n,* dfirrminrd »fing
tftc Ht-li\\Ul MnnlF Carlo fimiilatitm. (a) Cnrrttalinn brtu-rr» thr detrclor
and hadroti terrt ^,t'[. (b) ^l,t'\_ rrnalutinti in pcrcrtit. (c) Absolut r £,k''L ivs-
olntioti in (1e\'. Thf constatit. mrnn antt f i a m a rn (b) n»rf (c) arr drlcrmincd
from the fit.
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düster 2 Total Longitudinol Energy Resolution
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Figure A.12: Thr JJ,£'[ rtsotution of the ffcond Highest pr düster äs drttr-
mintd ttstng ihr HKRll'IG Monlf Carlo fiinnlnlioti. (a) Correlation bfttrffn
tht dftecior and Anrfroii /frr/ £,K'L. (b) 5J,t| rtsolulion in prrctnt. (c) Ab-
solutf £,k\ in Ct\'. Thr cotifta»!. nifatt nnrf ttgma in (b) and (t)
art Jelrrmiiird ftvm ttir ßt.
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Figure A.43: The £, E*L resolutton of the pholoti iTm»oti( äs dttermintd iwiiij
the Ht'HWIfi Monte Carlo .«imutalion. (a) Con-rtation brtwrrn thr drtrctor
and hadroii Irvel £,k''L. (b) ^,A'[ resolvtion in pfirrnt. (c) Absolute L'./'-'t rrs-
olvtion in CieV. The constant. mean and sigma »i ß) and (c) arr lirtfnninfd
from thr ßt.
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