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Abstract

Photoproduction at HERA is studied in ep collisions, using the ZEUS detector,
for “p center-of-mass energies ranging from 130-270 CeV. A sample of events
with two high-pr jets (pr > 6 GeV, < 1.6) and a third cluster in the approx-
imate direction of the electron beam is isolated using a clustering algorithm.
These events are mostly due to resolved photoproduction. The third cluster
is identified as the photon remnant. Its properties, such as the transverse and
longitudinal energy flows around the axis of the cluster, are consistent with
those commonly attributed to jets, and in particular with those found for the
other two jets in these events. The mean value of the photon remnant pr with

respect to the beam axis, measured to be 2.1 £ 0.2 GeV, is substantjal.!
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Chapter 1

Introduction

High Energy Physics is the study of the smallest constituents of matter, and the
forces by which they interact. There are three fundamental forces in nature;
gravity, the strong nuclear force; and the electroweak force. Each of these
forces is mediated by one or more particles: the as yet unseen graviton for
gravity, gluons (g) for the strong nuclear force, and the photon (4), W and Z
bosons for the electroweak force. This slissertation is a study of the photon.

The theory which describes the interactions of the photon, as well as those
of the W and Z bosons, is called quantum electrolynamics (QED). QED is
arguably the most successful physics theory ever invented. It has been tested
and verified over an energy range of more than IR orders of magnitude. The
extreme accuracy of QED might lead one to believe that the photon is com-
pletely understood. However, this is not the case. There are stiil questions
about the photon which have not been answered. These questions are related
to the photon's “structure”.

As far as is known, the photon is truly an elementary particle, with no
internal structure or extended physical size. However, since the photon cou-
ples to charged elementary particles like quarks {q) and their antiparticles,

antiquarks (g), it can briefly fluctuate into a quark antiquark pair (Fig. 1.1a).

[3V]

N
W
<

Figure 1.1: (a) Fluctuation of the photon into a quark- antiquark pair. (b}
Electron-proton deep inelastic seattering. fhe four-momentum of the incom-
ing electron is k. The four-momentum of the scattered electron is k. The
Jour-momentum of the crchanged photon is ¢ = & — &',

The quark-antiquark pair can exist for a time

h
A< 7, (1.1}

where AL is the difference betiween the energy of the incoming photon and
the energy (including the quark masses) of the quark-antiquark pair. These
quark-antiquark pairs, together with the gluons that they emit, constitute the
photon *structure”. Quarks, antignarks and glions are collectively referred
to as partons. Since quarks interact via the strong nuclear force in addition

to the electroweak force, the photon can sometimes appear to interact as if it



were a strongly interacting *haclronic™ particle.

The theory which describes the strong nuclear force, quantum clhiromo-
dynamics (QCD), is quite similar to QED. In fact, QCD was developed in
analogy with QED. However, there are significant differences which make the
observed behavior of the strong nuclear force very different from that of the
electroweak force. One difference is that QED has two electric charges {pos-
itive and negative}, while QCD has three “color”™ charges (red, green, blue).
Another difference is that photons have no electric charge, but gluons are
color charged. This difference has a strong im pact on the relative values of the
strong and electroweak coupling constants, o, and e~

The coupling constants, or equivalently the electric and color charges, are
not actually constant. Charge screening. causes the measured value of the
coupling constants to depend on the distance from which they are measured.
Charge screening is caused by the same quantum mechanical processes that
produce photon structure. For example, an electron can emit a photon which
can then fluctuate into an electron positron pair. Because positive and neg-
ative charges attract, while like charges repel, the positron is attracted by
the original electron. This results in charge screening. The closer one gets to
the original electron the higher its apparent electric charge becomes. Short
distances are probed with short wavelengths, which are equivalent to high en-
ergies. 'Therefore, the electromagnetic coupling constant grows as the energy
scale at which it is measured increases.

In QCLY, however, the effect of the charge screening is reversed. Hecanse
gluons carry color charge, a “red” chargell qnark, for example, becomes sur-

rounded predominantly by glions which also carry the red color charge. I'his

enhances the apparent color charge of the quark in QCD. Therefore, the mea-
sured value of the strong coupling constant decreases as the energy scale at
which it is measured increases. Al an energy scale equal to that of the mass
of the W boson (O(80GeV /c?)), a, = 1/9, while a,,, = 171282

Calculations in QED and QCD are solveil using perturbation theory. In
perturbation theory, a problem is broken into an infinite sum of terms which
can be solved exactly. The terms are groupe:| according to increasing powers of
o, and a,,,. Therefore, the first group of terms, with the lowest power of a, and
Qem, tends to be the largest. Succeeding terms, with larger powers of a, and
Qcm are suppressed. A Leading: Order (L) calculation for a particular pro-
cess includes only the terms that have the lowest powers of o, and a,,, which
still describe the process. For example. the LO Feynman diagram for Deep
Inelastic Scattering (DIS) of an electron with a proton is shown in Iig. 1.1b.
The LO term contains one power of a,,, for each of the two electromagnetic
couplings (O(a?,,)): one between the photon and the electron and one between
the photon and the quark. By inchuding higher order terms, an answer can
be calculated to any specified level of precision. A Next-to Leading- Order
(NLO} calculation for the diagram shown in Fig. 1.1b wonld inclnde the next
most significant term, which in this case wonld include an adlded power of a,
{0(a?,,a,)), corresponding to a glion emitted by the struck quark. Since a,
is larger than a.,,, particle interactions are nmch more difficnlt to calculate in
QCD than in QED because the succeeding terins tenid to diminish in signifi-
cance more slowly in (J('1) than in QED. In fact, at low energies (O(1 (GeV)) o,
becomes so large that perturhative QCD hreaks down completely. ‘Therefore,

strong interactions are not as well mlerstomd as electroweak interactions.



1.1 Photoproduction

Photoproduction refers to the production of subatomic particles in high en-
ergy collisions between photons and other subatomic particles, such as the
proton. In this dissertation, hard photoproduction specifically indicates that
jets of particles with large transverse energy were created in collisions between
high energy photons and protons. The process by which an outgoing parton
becomes a jet of particles is called fragmentation.

This dissertation studies the photon in collisions of 26.7 Ge\’ electrons
with 820 Ge\V' protons at the HERA collider (see section 2.1). HERA is an
excellent place to study photons, because in almost every ep collision the
exchanged patticle is a virtual photon (77} The photons are called virtual
hecause they violate energy antl momentum conservation, as alloweil by the
Heisenberg Uncertainty Principle within the short time and distance scales
probed by the interaction. The positive scalar quantity %, defined by the
equation:

QP=-¢=-(k-K)P>0, (1.2)

equals the momentum transferced from the scattered electron and as such,
quantifies the virtuality of the exchanged photon. Here g is the four momentum

of the virtual photon, as shown in fig. 1.1b. The quantity
k=(E,0,0,L,), (1.3)

is the four momentum of the incoming electron with energy, £, = 26.7 CGeV,
and

E = (E,0, Elsina, Elcosa) (n.n

is the four momentum of the ontgoing electron with energy, £, and scattering
angle with respect to the electron beam direction, o. Although real photons

are massless, virtual photons have an apparent mass,

mae = Q2 (15)

which is nonzero. ‘T'he further a particle’s apparent mass is from its true mass,
the more virtual the particle is. When Q? is high, which occurs at HERA
when the electron is scattered back in the proton direction, the exchanged
photon is said to be highly virtual. Equations 1.2, 1.3 and 1.4 show that
when the electron scatters at small angles (o < L.0°), Q? is very close to zero
(Q* < 0.2 GeV?). This means that the photon is alinost real. At HERA Q?
can range from 0 to more than 10,000 Ge\'2.

When Q? is small and the photon is essentially real, the fact that the
photon was actually emitted by an electron can be ignored. In this case the
events are called photoproduction events. Since the epinteraction cross section
via virtual photon exchange is proportional to 51" photoproduction events are
actually the most common type of ep interaction at HERA.

While the center of mass energy of electron- proton collisions at HERA is
Vs = 297 GeV, the center of mass energy of photon-proton collisions, W.,,,
ranges from less than 130 to more than 270 GeV', This is equivalent to a beam
of 20 TeV' photons striking stationary protons. At these energies, a photon
which has fluctuated into a quark -antiquark pair can travet hunereds of proton

radii without violating the Heisenberg Uncertainty Principle.



1.2 Direct and Resolved Photoproduction

The fact that the photon can travel significant distances as a hadronic particle
enables photoproduction events to be classified into two distinct types; direct
and resolved.® Direct photoproduction occurs when the photon interacts di-
rectly with a quark or gluon in the proton. Resolved photoproduction occurs
when the photon fluctuates into quarks before it interacts. The resolved and
direct photon-proton interactions are described in LO (CD, with two different
classes of Feynman diagrams. Figure 1.2a shows one of the two LO diagrams
for the direct process. The electron emits a photon and is scattered at a very
small angle. The high energy photon then interacts directly with a parton
within the proton. The “hard scattering” of these two objects results in two
outgoing, partons with high transverse energy. In addition, the remaiuing par-
tons from the proton continue traveling in the proton direction. One example
of the eight resolved subprocesses is shown in Fig. 1.2b ('Table 1.1 lists all sub-

processes for direct, resolved and anomalous photoproduction). In Fig. 1.2b,

Direct | Resolved | Anomalous
999|992 99 | 1¢— g9
1999 99499 | 39 99q
94— 99 | 19— qqg
99 = q9
99 > gg
99— q9
99— q'q
99’ — q¢’

Table 1.1: List of the direct, resolved and anomalous subprocesses which occur
in hard photoproduction.

the electron also emits a photon and is scattered at a very small angle. la this
case, however, the high energy photon fluctnates into a quark antiquark pair
before the collision. A parton from the resolves} photon interacts with a parton
from the proton, resuiting in two high transverse enecgy partons and proton
debris, as in the direct process. However, there is one significant difference be-
tween the two processes. When a resolved interaction occurs, only a fraction,
., of the original photon’s momentum is involved in the colljsion. Therefore,
for resolved events, r, < 1.0, while for direct events ry = 1.0. In resolved
events, the remaining photon momentum is carried away by the other parton
or partons in the photon. These parton(s) continue traveling in approximately
the same direction as the original photon.

The event topology for direct and resolved photoproduction in the HERA
tab frame is shown in Fig. 1.3. In direct events, the outgoing partons which
result from the hard scattering between the photon and a parton from the pro-
ton produce two jets of particles with high transverse momentum. In addition
to the two jets, the fragmentation of the remaiuing partons in the proton forms
a proton remnant. In addition, in resolved events, a fourth object, called the
photon remnant, forms from the debris of the photon.

The virtuality of the quark -antiquark pair from the photon determines
whether or not perturhative QUD can be used to describe the interaction. If
the virtuality of the quark-antiquark pair is above a threshold, generally taken
to be ahout 1 GeV', then perturbative QCI) can be used. Howsver, below this
threshold the Auctuation of the photon into quark antiquark pairs cannot he
described by perturbative Q). In this case, the photon is treated as a strongly

interacting, hadronic particle anl a parton distribntion function {(PDF}is used
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fragmentation of the photon remnant is modeled. In addition, differences be-
tween these distributions and the distributions measured for jets of particles
with large transverse momentum (high pr jets) might be observed. Differences
between the photon remnant and the Monte Carlo simulation, or between the
photon remnant and the high-pr jets, might also indicate that the structure
of the photon remnant, and therefore of the ploton, is different than is ex-

pected.
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Chapter 2

Experiment

The data for this dissertation were collected with the ZEUS!! detector, one of
four experiments at the HERA '? electron -proton collider. I'he IIERA collider
is operated by the Deutsches Elekironen Synchrotron (DESY) Laboratory lo-
cated in Hambnrg, Germany. ‘The ZEUS detector was built by a collaboration
of over 400 physicists, technicians and students from almost 50 institutes world

wide.

2.1 HERA

HERA stands for the Hadron Electron Ring Accelerator. HERA is the first
and only electron-proton collider. [t was built for the purpose of colliding
electrons or positrons with protons, in order Lo use the electron as a probe
to study the structure of the proton. 'Fhe shape and dimensions of HERA
are shown in Fig. 2.1. HERA has a circumference of 6.3 ki and is located in
an underground tunnel whose depth ranges between 10 and 25 meters. he
proton ring, which uses supercondncting magnets, is located above the electron
ring, except at the fonr interaction points. The electron ring uses conventional

magnets,
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Figure 2.1: Orientation of the HEHA ep collider.

In 1993, when the data for this dissertation was taken, HERA operater
with a proton beam energy of 8200 CieV', and an electron beam energy of 26.7
GeV. Therefore, the center of mass energy, V3, was 296 GeV. The HERA
beams are divided into bunches of electrons and protons. HERA has the
capacity for 210 colliding bunches, with each bunch crossing occuring at 9 ns
intervals. ‘The proton heam is filled first, with 10 Ge\’ proton buuches being

injected into HERA. When all of the proton bunches are in place, they are
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accelerated to 8200 Ge\'. After the protuns have been successfully accelerated,
the electrons are injected into HERA. ‘The electrons are then accelerated from
14 to 26.7 GeV. After both heams have heen accelerated they are brought
into collision.

In 1993, HERA was operated with &1 colliding bunches. Ten additional
electron and six additional proton *pilot bunches™ circulated without collisions
to allow direct measurements of beam- gas interactions, i.¢. collisions between
the beams and gas moleciles within the beam pipe. In 1993 typical electron
and proton currents were both around 10 mA and the instantaneous lnminosity
was around 6.0 x 10° cm™? 7', T'he total integrated luminosity delivered by
HERA in 1993 was about 1 ph=!. A comparison between a variety of HERA

design parameters and what was actually achieved in 1993 is shown in table 2.1

HERA Parameters Design 1993
electron [ proton | electron | proton
Beam Energies (GeVl’) 30 820 26.7 820
Beam Currents (mA) 58 160 10 10
Filling Time {hours) 0.25 0.3 ) 2
Lifetime (hours) R R R 99
Number of Colliding Bunches 214 8
Luminosity (em~2s1) 1.5 x 10" 0.6 x 10%
Integrated Luminosity (ph') 100 1
‘Iime Between Crossings (ns) 96 9%

Table 2.1: Comparison between some HER A design parameters and what was
actually achieved 1 1993,



2.2 The ZEUS Detector

The ZEUS detector was built to study ep collisions at HERA. It is located in
the South Hall shown in Fig. 2.1. The general layout of the ZEU'S detector is
shown in Fig. 2.2. The ZEUS detector is made up of a large number of distinct
components. The primary component used in this analysis is the calorimeter,
in which the energy and position of particles produced in ep collisions are mea-
sured. The tracking detectors, which recoustruct charged particle tracks, and
the trigger, which separates ep interactions from background events, were also
important. Since a detailed description of the entire ZEUS detector already

exists, '! only the components used in this analysis will be described here.

2.2.1 Calorimeter

When a high energy particle collides with a dense material, a shower of sec-
ondary particles is produced. For particles that interact electromagnetically,
the dominant mechanisms for producing particle showers are bremsstrahlung
and electron-positron pair production. For particles that interact strongly
(hadrons), inelastic collisions with nuclei result in showers of secondary
hadronic particles (mostly pions). Calorimeters measure the incident par-
ticle energy by containing the particle shower, and measuring a fraction of
the energy deposited by the shower. Ihe ZEUS caloritneter 3 is a sampling
calorimeter. Sampling calorimeters are made of layers of a high density *ab-
sorber” material interspersed with “active” layers, such as scintillator. ‘I'he

active material “samples” the energy deposited in the entire calorimeter. T he
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observed energy is then proportional to the actual energy of the incident par-
ticle.

The ZEUS calorimeter is composed of alternating layers of depleted ura-
nium and plastic scintillator. ‘The calorimeter covers 99.7% of the total solid

angle (47). Figure 2.3 shows the structure of the ZEUS calorimeter. It
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consists of three parts: the forward calorimeter (FCAL) covering, the re
gion 22 < @ < 399, the bacrel calorimeter (BCAL) covering the region
6.7 < 8 < 129.1 and the rear calorimeter (RCAL) covering the region 1281
< 0 < 176.5. The angle 8 ic measured] with respect to the proton heam ;-

rection. [ the ZEUS coorlinate svstem, the z axis is defined to lie along the
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proton direction. The y axis points upward and the r axis points toward the
center of the HERA ring. Because of the asymmetric heam energies the FCAL
must be much thicker than the RCAL in onler to fully contain the hadronic
energy. By segmenting each of the calorimeters into many individual “cells”
the position at which the energy is deposited can also he determined.

The different types of particle showers produced by electromagnetic and
hadronic interactions behave differently inside the calorimeter. Electromagnet-
ically interacting particles tend to begin showering immediately upon entering
the calorimeter, and the depth to which the elect romagnetic shower penetrates
the calorimeter tends to be shallow. ‘I'he penetration depth, for electromag-
netically interacting particles, is measured in units of radiation lengths, X,.
Hadronically interacting particles, on the other hand, tend to penetrate much
deeper before they begin to shower, and the shower depth and breadth are
greater. For hadronically interacting particles, the penetration depth depends
on the absorption length, A, of the material. ‘I'he fact that electromagnetically
interacting particles do not penetrate as deeply into the calorimeter as hadron-
wallv imteracting partio s i< nsed 1o distingnish between showers produced by
electiomasnetse and hadione e les

Hhe ZE0S caloninets g os divaded it inner andd onter layers of cells, The
et laver of colla s called the eleahinmaanetic calorimeter (EXIC). 1t is
thick enongh (abont 25 X)) or 22 cin) 1o contain essentially all of the energy
deposited by electromagnetically interacting particles. “The electromagnetic
cells have the transverse dimensions 5 x 20 em? in the FCAL and BCAL. In
the RCAL they are twice as latge, with transverse dimensions 10 x 20 rm?.

Behind the electromagnetic calorimeter is the hadronic calorimeter (HAC).
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‘There are two layers of hadronic cefls (HACI and HAC?2) in the FCAL and
BCAL, and one layer of hadronic cells in the RCAL. ‘The hadronic cells measure
20 x 20 cm? transversely, except in the BCAL where they are wedge shaped.
One 20 x 20 cm? calorimeter unit, made up of EMC cells and the HAC cells
behind them (four EMC and two HAC cells in the FCAL and BCAL, two
EMC and one HAC cell in the RCAL) is called a tower. In the FCAL and
BCAL, hadronic cells are 61 cm deep, which corresponds to 3.09 X. In the
BCAL, hadronic cells are 42 cm, or 2.03 A deep. ‘The total depths of the
FCAL, BCAL, and RCAL are 7, 5 and 1 A, respectively.

In addition to the different penetration tepths of electromagnetic and
hadronic particles, the fraction of the total energy energy deposited in the
active calorimeter layers is, for inost sampling calorimeters, tower for hadronic
particles than for electromagnetic particles. This fraction also tends to be
nonlinear as a function of the energy of the incident particle. Therefore, the
determination of the energy of the incident particle, or jet of particles, is a
very complex problem. To avoid this problem, the ZEUS calorimeter was de-
signed to be “compensating”; it was designed to enhance hadronic showers
and suppress electromagnetic showers to compensate for the lower fraction
of hadronic energy observed.'' In the ZEL'S calorimeter, energy is added
to hadronic showers by increasing the number of neutrons produced in the
hadronic showers. Although pions are produced in the greatest numbers in
hadronic showers, neutrons are also produced. Neutrons tend to deposit a
higher fraction of their energy in scintillator than do other particles. ‘| here-

fore, increasing the number of nentrons produced in a shower (hy making the

P
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calorimeter out of depleted uranium (") for example) can increase the mea-
sured energy for hadronic particles. In addition, the electromagnetic response
can be suppressed by increasing the thickness of the absorber material (com-
pensating lead-scintillator calorimeters also use this method). By choosing the
proper thicknesses for the depleted uranium (3.3 mm)and scintillator (2.6 mm)
layers, the proper balance between enhancing the hadronic response and sup-
pressing the electromagnetic response can be achieved so that the calorimeter
response to electromagnetic and hadronic particles is equal. ‘The response of
the ZEU'S calorimeter to electrons and hadrons has been measured to be equal
and linear in energy to within 2% for energies above 3 GeV. In adulition, the
energy resolution (in GeV) achieved in test beams is #/E = 18%/VE for
electrons and o/E = 35%/V'E for hadrons. "

Trigger

Trigger information from the calorimeter is provided by the Calorimeter First
Level Trigger (CFLY). " ‘The CFLY is made up of dedicated, pipelined elec-
tronics with tmany programmable parameters. Energy from the calorimeter
cells is summed into trigger “towers™. A typical tower arrangement is shown
in fig. 2.4. In general, four EMC cells and two HAC cells make up tower EMC
and HAC sums, respectively. Ideally, particles produced at the interaction
point only pass through the cells which make up one tower. Although the
calorimeter is largely nonprojective, the sums of cells into trigger towers have
been arranged to be as projective as possible. I'he actnal trigger tower ar-
rangement is shown in fig. 2.5. The informaltion from each tower is used for

pattern recognition, sich as searcliing for isotated electrons or jets, and it is
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Figure 2.4: View of a typical calorimeter trigger tower.

combined into regional and global energy sums. Although all of the CFLT
hardware was installed in 1993, some of the more specialized triggers, such as
the isolated electron trigger, were not used untit the 1991 run. Since the lnmi-
nosity and trigger rates were low, only regional and global energy sums were
used as calorimeter triggers in 1993. ‘T'he entire trigger system is described in

section 2.2.6.

Timing

The timing resolution for each calorimeter cell is ¢, =1.5/VE = 0.5 ns, where
E (GeV) is the energy deposited in the cell. > ‘The timing information from the
calorimeter is useful for removing both beam-gas and cosmic ray backgrounds.
The time ¢t = 0 ns is defined to be the time at which particles originating from
ep collisions at the interaction point arrive at the calorimeter. When patticles
from beam-gas interactions which occur behind the RCAL deposit energy in
the RCAL, the time at which the energy is deposited is negative. Therefore,
a cut on the RCAL time can remove beam gas events. In aldition, the “np

down” time difference; the difference between the time at which enerpy s

FCAL: B0 BCAL: 220 RCAL: BBO
Figure 2.5: Semt- projective trigger tower arrangement.

deposited in cells at the top of the BCAL and the time at which energy is
deposited in cells at the bottom of the BCAL, should be zero. However, for
cosmic rays the up-down time difference will be greater than 10 ns. Therefore,
cosmic ray events can also be removed with the calorimeter time information,

The vertex position along the 2 axis, z..,1,,, can also be measured using
calorimeter time information. ‘The time, ¢, at which energy is deposited in the
FCAL near the beam pipe from an ep rollision will depend on the z vertex

position according to the equation:

~2Zverter
= —- {2.1)

c
where ¢ is the speed of light. The correlation between the 2 vertex position
measuredl using the tracking detectors (rdescribed in the next section) and the

z vertex position measured nsing FCAL time information ran also be used to



remove beam-gas interactions.

2.2.2 Central Tracking

The ZEUS tracking detectors measure the position of charged particles by ob-
serving their ionization of gas without interfering with their movement. ZEUS
tracking is based on drift chambers. A simple drift chamber is made of a con-
ducting tube filled with an easily ionized gas. A sense wire, which is held at
high voltage, produces a high electric field within the gas. Charged particles
which pass through the drift chamber ionize some of the gas molecules. I'he
freed electrons then drift toward the sense wire, ionizing more gas molecules
and producing a cascade of electrons which eventually reaches the sense wire.
The signals detected on the sense wire are then used to measure and locate
the position of the particle. Multiple measurements of a particle’s position
as it moves away from the interaction point, using a series of drift chambers
or sense wires, are used to determine the particle’s trajectory, and, within a
magnetic field, its momentum. The ZEUS central tracking chamber (C'TD)
and vertex detector (VXD) contain numerous “cells™ made up of many sense
wires separated by ground wires.

The ZEUS tracking system used in this analysis consists of a vertex detec-
tor and a central tracking chamber. These components operate in a 1.43 T
solenoidal magnetic field. The VXD is made of 120 radial cells with 12 sense
wires each parallel to the beam direction. '"® The ("I'D consists of 9 superlayers,
with 8 layers of sense wires each.'? In this analysis the VXD and CDT were
used primarily to determine the interaction vertex position. The position of

the interaction vertex is measired with a resolution along the beam direction

of 0.4 em and with a transverse resolution of 0.1 c¢m.

2.2.3 Luminosity Monitor

The luminosity is measured using the electron- proton bremsstrahlung process.
The cross section for this process is calculable in QED and is known very ac-
curately. In the bremsstrahlung process the incoming electron scatters intact
from a proton and then loses energy by emitting a photon. The luminosity
monitor '* is made up of two lead-scintillator calorimeters which detects the
scattered electron and the emitted photon (Fig. 2.6). The scattered electron
and photon travel in essentially the same direction as the electron beam. Bend-
ing magnets then deflect the electron beam out of the proton beam pipe. The
scattered electron, which has lower energy than the beam electrons, is deflected
through a window in the electron beam pipe into the electron calorimeter. The
photon continues through the proton beam pipe until the beam pipe curves
away. The photon then passes through a window in the proton beam pipe into
the photon calorimeter. The experimental signature for an electron-proton
bremsstrahlung interaction is an energy deposit in both the electron and pho-
ton calorimeters, with the total energy deposited of abont 26.7 GeV. The
accepted energy range is between about 6 and 17 GeV’ for the photon and
between about 8 and 20 GeV for the electron. Therefore, the allowed energy
sum ranges from 14 to 32 GeV.'®

The electron calorimeter of the luminosity monitor is located 35 m from
the interaction point in the electron direction from the ZEU'S detector. It is
made of 25 x 25 cm sheets of leadt and scintillator. The leail sheets are 5.7 mm

thick and scintillator sheets are 2.8 mm thick. The photon calorimeter is also
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Figure 2.6: Layout of the ZE1'S luminosity monitor.
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made of sheets of lead ani scintillator of the same thickness as the electron
calorimeter. The photon calorimeter measnres 18 x 18 cm and is located 107
m from the interaction point in the electron direction, The measured energy
resolution of the two calorimeters is afk =18 %/VE, where E is in GeV.

In addition to measuring the luminosity, the electron calorimeter is useful
for tagging a subsample of photoproduction events. The signature for these
events is an energy deposit in the electron calorimeter of the lnminosity mon-
itor with no corresponding energy deposit in the photon calorimieter. ‘'he
scattered electron is detected in the electron calorimeter of the Iuminosity

monitor in approximately 25% of all photoproduction events,

2.2.4 Veto Wall

The veto walt*® is an 87 rm thick wall of iron bricks oriented perpendicular
to the beam between the ZEUS detector and the HER A tunnel. It is &) cm
wide and 907 cm high. The center of Lhie veto wall is located at z = ~727 cm.
The beam pipe passes throngh a rectangular opening in the veto wall R0 cm
wide and 175.5 cin high. Eacli side of the veto wall is covered with 4R identical
scintillation counters.

The veto wall protects the central detector from the proton beam halo.
These particles, which accompany the proton heam, result from heam gas col-
lisions upstream of the detector. Halo particles may also be proelure| through
collisions of protons with the heam pipe wall and with the beam collimators.
Sometimes the halo particles, particularly mmons, pass througl the veto wall.
If a coincitlence between the scintillation eointers on each sule of the wall

oceurs, a veto signal is generated which informs the first leve) trigger that the
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crossing is contaminated.

2.2.5 C5 VETO Counter

The C5 VETO counter® is a small detector located at z = —315 cm, just
downstream (in the proton direction) from the (5 collimator. It is a relatively
thin detector made of two layers of scintillator (2.6 mm thick) sandwiched
between three layers of lead. The lead sheets, moving away from the interaction
point are 6, 3 and 1 mm thick, respectively. T'he (‘5 counter is oriented
perpendicular to the beam, surrounding the beam on three sides. 1t is 190
mm high and 152.5 mm wide, and {'-shaped so that the beam pipe can pass
through it. It therefore, surrounds the beam pipe on three sides. It is divided
in half, with a top and bottom section {the top of the U is in the positive r
direction). The four sheets of scintillator are read out with four photomultiplier
tubes.

The C5 counter detects particles outside of the beam pipe produced mainly
from beam-gas interactions. The primary purpose for detecting these particles
is to provide a VETO signal for the first level trigger to prevent these events
from being taken as data. Because the ("5 counter has good time resolution
with respect to the bunch crossing time (5, < | ns), data from the ('5 counter
is used to determine the longitudinal distribution of the particles which make

up the beams. It also provides a measnure of the beam-gas backgronund rate.
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2.2.6 Experiment Trigger

The purpose of the trigger system is to distingnish interesting physics events
from background events. This is necessary because beam- gas interactions
occur at a rate of about 100 kHz, whereas only about five interesting ep physics
events occur each second. The task of separating the interesting physics events
from background events is made more difficult because it must be done quickly.
The trigger must be capable of making one trigger decision every 96 ns in order
to keep up with the data input rate. ‘Fhe rate at which data can be written to
tape is around five events per second, so the trigger has to remove essentially
all of the background events while keeping the good physics events.

Because of the high rate of background events, the trigger was broken down

into three levels.?' ‘T'he layout of the ZEL'S trigger system is shown in fig. 2.7.

Global First Level Trigger

The Global First Level Trigger (GFLT) makes a trigger decision every 96 ns,
reducing the event rate by a factor of 100 to less than ikHz. The GFLI' receives
pipelined trigger information from rach of the component first level triggers,
such as the CFLT described in section 2.2.1. The GFLY is also pipelined, with
dedicated logic circuits, and programmable registers. The GFL1 assembles
the information from each of the components into a variety of trigger bits, and
issues a trigger decision every 96 ns. ‘The data are held in a 5 #ts pipeline while
a fraction of the data for each event is processed by the component first level
triggers and the GFLT. ‘The entire first level trigger pipeline is also 5 ps long.

In 1993, calorimeter trigger information, in conjunction with the (‘5 anil

veto wall information, was primarily used in making the GFLT decision. Six
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first level triggers were used in this analysis: total calorimeter energy, total
EMC energy, total transverse energy, EMC energy in the BCAL, EMC energy
in the RCAL, and RCAL EMC energy excluding the first ring of towers around
the RCAL beam pipe. I'he specific requirements are described in section 1.1.
In 1993, the GFLT output rate varied between about 100 and 300 Hz, with an

average of about 150 Hz.

Second Level Trigger

While the GFLY is making its decision, the data from all of the components
are waiting in pipelines. After the GFLT decision is made, the data for the
accepted events are digitized and passed through the individual component
second level trigger processors. Much of the :lata available to the second leve|
trigger is similar to that which was available to the first level trigger, but with
greater precision and smaller granularity. There is also, lowever, additional
information, such as the calorimeter time information described ahove. The
component second level trigger processors are primarily INMOS transputers.
The Global Second Level Trigger ((iSL1") receives all of the second level trigger
information from the individual components, as well as the trigger information
from the GFLY. The GSLT then collects the information ahont these events
and reduces the rate to less than 100 Hz. In 1993, the GSLT ontput rate
averaged about 20 Hz. ‘Ihe GSLI is alo made up of a network of INMOS

transputers.
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Third Leve! Trigger

If an event is accepted by the GSLYI, the digitized data from all of the vari-
ous components are read into the event builder. 'The event builder combines
the data from all of the detector components and puts it into the final data
format. This information is then sent to the Third Level Trigger (TLT). The
TLY is a farm of 30 Silicon Graphics workstations. In the TLT, sophisticated
algorithms, such as those used in of-line analyses for electron and jet finding,
are used to analyze the data. ‘I'he I'LT reduces the event rate to about 5 Hz.
Events selected by the TLT are then sent to the DESY mainframe FBM 3090

computer where they are written to tape.

Chapter 3

Monte Carlo Simulations

Monte Carlo simulations are userd to modei the response of the detector to par-
ticles and jets of particles over a wide energy range. In principle the detector
response could be measured using particle beams, T'his has, in fact, been done
for many detector components. 1n practice, lowever, it is impossible to put
the whole ZEUS detector into a test beam to measure its response. Therefore,
one important use of test bean information is to test and improve the Monte
Carlo simulation of the detector components. The Monte (arlo simulation
may then be used to determine the response of the complete detector. With
this information, the data can be corrected for detector eflects such as reso-
lution smearing. In addition, by simnlating entire physics events, rather than
single particles or jets of particles, the detector acceptance for each class of
events can be determined. ‘Theee simulated events are also nseful for deter-
mining whether different phy<ical models actually agree with the data. For
example, Monte ("arlo events generated with a variety of different parton dis-
tribution functions can be compared with the data to determine which parton

distribution function best describes the clata.
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3.1 Overview

There ate three distinct steps in the creation of Monte Carlo events. First the
hard scattering of partons, such as is shown in Fig. 1.2, is simulated. This
results in a table of information about the outgoing partons. These “parton
level” events are then passed through a hadronization model which fragments
the color-charged partons into color-neutral hadrons. The fragmentation pro-
cess is modeled phenomenologically since the unclerlying physics is not well
understood. The decay of unstable hadrons is also included in the hadroniza-
tion model. The result is a table of information about the outgoing “final
state” hadrons. Finally, the “hadron level” events are passed through the sim-
ulated detector and trigger. ‘I'he resulting events are stored in the same format
as is the raw data, and are reconstructed with the same event reconstruction
programs used on the data. The “detector level” Monte Carlo events may then

be directly compared with the data.

3.2 PYTHIA

In this dissertation, the data are compared to Monte Carlo simulations based
on the PYTHIA 5.6 %2 event generator. I'Y'THIA models both the hard parton
scattering and the hadronization process. The calculation of the hard parton
scattering is done using LO QCD diagrams. The scale of the har parton scat-
tering is determined by jr, the transverse momentum of each of the outgoing
partons (in any event, a_ll of the ontgoing partons have equal transverse mo-
mentum). Since the caleulates! cross sectjon diverges as pr approaches zero,

a lower limit, pr > pron, is imposed. I'he value of Proen is chosen to be

36

small enough that any events generated with a lower value of pr would not
pass the selection cuts of the analysis for which the Monte Carlo events are
to be used. In this dissertation the value of Proan used in PYTHIA was set
at 2.5 GeV. In PYTHIA, the photon flux procitced by the electron beam is
calculated using the Weizsicker-Williams 2* approximation, and a string frag-
mentation model ™ (JETSET 7.3) is used in the hadronization process. The
parton densities used were GRY LO% for the resolved photon and MRSD_ %
for the proton. For comparison, the parameterization LAC1? was also used

for the resolved photon parton density.

3.3 HERWIG

The HERWIG 5.7% Monte Carlo event generator was used to check the
PYTHIA results. HERWIG also models both the hard parton scattering and
the hadronization process. Again, the hard parton scattering is calculated
using LO QCD diagrams.

Most of the HERWIC events were generated with pro.. = 2.5 GeV. A few
events (about 4%) generated with pr,.., set at 5 GeV’ were also incluced in the
study. The photon flux in HERWIG were also calcnlated wsing the Weizsacker-
Williams approximation, but only for resolved events. For the direct events
actual electron- proton calculations were used. I'he parton densities nsed were
GRV LO for the resolved photon and MRSD. for the proton, In HERWIG a
cluster algorithm was used to model the fragmentation process.

After a large sample of HERWIG events had Doen generated and passed

through the detector sinntlation, a mistake was tiscovered ip the HERWIG
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event generator, which significantly enhanced the quark content of the photon.
Although the kinematics of these events appear to he correct, they are only
used to check the PYTHIA results. Parton fragimentation, which is important
in simulating the internal features of jets, is known to be slightly different
between quarks and gluons. Therefore, measurements of internal jet features
made using the HERWIG Monte Carlo sample may he less reliable than those
made using the 'Y THIA Monte Carlo sample.

3.4 Detector Simulation

‘The detector simulation program is called MOZART. "% It is based on a
detector simulation package called GEANT 3.13.% MOZART passes the gen-
erated particles through the simulated detector, simulating particle decays,
multiple scattering, the effect of the magnetic field, energy loss in dead ma-
terial such as the solenoid, and any other physical processes, as well as the
output signals of the various detector components. MOZART stores the de
tector information from the simulated events in the same format as the ran
data.

The program ZGANA Y cimnlates the ZEUVS tnager  After the <ine
lated events have been passed throngh MOZART, ZG AN U letermines wheeh

triggers, if any, would have fired for each individnal event

IR
3.5 The Resolved Photon

In both PYTHIA and HERWIG, the resolved photon is modeled in the same
way as hadrons. The parton content of the photon is based on a photon- parton
distribution function, and the incoming partons in the photon are collinear.
Since partons can move around inside a harlronic object, they can have a small
amount of transverse momentum. In I'Y'THIA the intrinsic transverse momen-

tum, k,, of the partons in the photon is parameterized by the distribution,
dNJdk} x e MM, (3.1)

where ko is a parameter which determines the hardness of the & spectrum,
The same functional forn is also used for the proton 4. The PY THIA default
value of ko for both the proton and the resolved photon is 0.11 (leV, 22

One would expect the photon remnant, generated with this kind of a model,
to have low-py with respect to the beam axis. Several studies, however, have
suggested that contributions from diagrams of the type shown in Fig. 1.2¢
may lead to a “photon remmant™ which has sizable transverse momentum
with pespesd Lo the photon dieection ' this dissertation, processes like
those shown an bag 1% are called anoimabms Dievs has sugpested increasing
the average b of the partons m the photon as a method of approximating the
anomalons component. Y Anoption in PYTHIA allows events to be generated
using different functional forms for the k, spectrum as well as different values
of ko. This option has been used to generate events with a harder &, spectrum.

The generated Monte (arlo event sample was obtained by combining the

resolved amd direct <amples in proportion to the pencrated Monte Carlo cross
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sections (approximately 7:1 for the R\’ photon- parton densities). The num-
ber of events in the PY'THIA sample used in this dissertation is just under
twice the size of the data sample. ‘The number of events in the HERWIG

sample is about 30% smaller than the data sample,

10

Chapter 4

Event Selection

The event selection ctiteria choose resolved photoproduction events with two
high-pr jets and a photon remnant. In this analysis, photoproduction events
are defined by requiring that the electron was scattered at a small angle and
was not detected in the calorimeter. This requirement corresponds approxi-
mately to a cut of Q? < 1 GeV'? (see section ).1 ). The median valie of Q? for
events of this type has been estimated to be 10~? (GGe\2 using simulated direct
photoproduction events.® The selection of these events begins with the trigger.
The trigger cuts are designed to select har scattering events at low Q2 while
removing beam-gas events. After the data are collected, additional cnts are
applied to remove the remaining heam-gas, DIS, and cosmic ray backgrounds.
Finally, when a clean sample of photoprodiiction events has been isolated, a
search for jets is performed and cuts are applied to select events which contain

two high pr jets and a photon renmant.

4.1 Trigger

The ZEUS detector nses a three level trigger, as deseribeed in <ection 2.2.6. In

the first level trigger, calorimeter cell energies were combinesd Lo stefine tegional
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and global energy sums which were required to exceed given thresholds. Since
the calorimeter is the primary component used in this analysis, one or more

of the following calorimeter first level trigger conditions were required:

o RCAL EMC energy above 3.75 Ge\’

RCAL EMC energy, excluling the first ring of towers around the R(°AL

beam pipe, greater than 2.0 {ie\'.
¢ BCAL EMC energy above 3.1 GeV'.

e Total calorimeter energy greater than 15 GeV,

Total EXMC energy greater than 10 (ie\'.

e ‘Total transverse energy (exchuling the first ring of towers around the

FCAL heam pipe) above 11.6 GeV'.

The second level trigger mainly rejecte beam-gas interactions using timing
information from the calorimeter.

The third level trigger performel further rejection of beam-gas and cos-
mic ray events using information from both the calorimeter and Lhe tracking

chambers. All events were required to meet the following conditions:

¢ The z position of the interaction vertex, measnred using the central
tracking chambers, was required to be in the region [2] < 75 cm, to

remove beam -pas events.

® Beam-gas backgronnd was also removed by requiring £ -pt >

& Ge\, where £ s the lolal enerpy sleposites] in the calorimeter aud

P is the lotal longitidinal energy depositer in the calorimeter. "This

2

requirement is derived from energy and momentum conservation. Before

an ep collision occurs, the total energy of the electron-proton system is:
E=b, + E, (1)

where £, = 820 CeV is the proton energy and £, = 26.7 GeV is the

electron energy. Likewise, the total longituclinal momentum is:
P = poy o+ poy (12)

where p., = 820 GeV'? is the proton momentum in the z direction and
(d
Pre = =267 GeV is the electron momentum in the » direction. Since

Py = &, and p,, = — F,, the quantity:
E-p.=(E, +E)~(E,+-F)=2F,. (1.3)

Because these quaatities are conserved, the measured value of £/ — pee!
after the collision will he equal to about 2E,. Furthermore, particles
lost in the forward beam pipe do not interfere with the measnrement
of B — p* since their contribution to £ — P is essentially zero.
Particles lost in Lhe rear beam pipe, however, will change the measured
value of £ — pvt |y photoproduction events, the electron is always
lost duwn the rear bean pipe. lu this case, £ - pt 5 91 where E,is
the energy of the incoming photon. For proton beam-gas events, where
little or no energy is depositer in the RC'A Ly B2~ p 22 0 sinee £ — P:

was initially zero.

Htere and throughout the remaineor ol this dlissertation, the units of momentum, Get /e,
will e abbreviated as eV
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¢ Some beam-gas events can deposit very large energies (> 100 Ge\') in
the FCAL. This can result in measured values of £ — <*! larger than
8 GeV. To remove these adilitional heam-gas events the sample was also
required to have p™'/ £ < 091. [ beam-gas events, p<*'/ £ tends

to be close to unity.

o Hard scattering events were selected by requiring £ > 12 GeV, where
E$™ is the total transverse energy in the calorimeter, exclurlling a cone
T £}

of 10° in the forward direction.

About 470,000 triggers were collected with the above trigger conditions during

the 1993 run.

4.2 Off-line Data Selection

As in previous studies of hard photoproduction,®¥ the following cuts were

applied off-line to select the final event sample.

o The requirements on the F('AL time, tr, and on the RCAL time, tp,
were tightened to reduce the contamination from beam-gas interactions.

Events were selected by requiring 15 > —~6 ns and {tr —tg) <6 ns.

® Beam-gas interactions were also rejected with cuts on the correlation
between the vertex position (defined by the tracking chambers) and the
calorimeter timing,3” as described in section 2.2.1. Events were accepted

when [tr(e/2) + 2ueries| < 61 em, where c is the speed of light.

o The EF™ cut was raisedd to Ey™ > 15 Ge\' to select hard scattering

events,
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To reduce beam gas interactions, the event was rejected if less than 10%

of the tracks pointed toward the vertex.

To remove both beam-gas and DIS events, the fraction of the initial
electron energy carried by the almost real photon, y = L/E, where
E, is the photon energy, was measured using the Jacquet -Blondel **

estimator of the Bjorken y:

l_"rnl - px:-d

iE (4.4)

Y =

To reduce uranium noise, the cell energies were requirer] to be greater
than 60 MeV for the electromagnetic celis and 110 MeV for the hadronic
cells. This calculation assumes that the scattered electron was not de-
tected in the calorimeter. For IS events in which the electron deposited
energy in the calorimeter but was not ilentified as an electron, y,, will
be near unity. Therefore, the requirement ¥, < 0.7 is made to further
reject DIS events. To reject proton-beam gas interactions, y,, > 0.2
was also required. This is equivalent to increasing the minimum value
of £ = po! to 10.68 GeV. These requirements on y,, correspond ap-

proximately to 0.2 < y < (1.85.

DIS events were also removed from the sample by searching for the scat-
tered electron in the calorimeter and calculating y using the energy, El,
anel scattering angle, 8! of the electron randidate. Events with y, < 0.7

were rejected. ®# |fere y, is given by:

L! ,
y.—l—Ef,((l --(‘O\()r]. {1.5)
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All events in which an electron candidate is found are not removed be-
cause electrons found by the electron finder are not always the scattered
electron and may not be an electron at all. However, when the electron
finder finds an object which is not the scattered electron, y. tends to be

near one.

¢ 'lo remove charged current backgronnd and cosmic ray showers, a cut
on #r/VET < 15 GeVY? was imposed, where g is the total missing

transverse momentum and E7 is the total transverse energy of the event.

After these selection cuts, a sample of 91,89 | events remained, correspond-
ing to an integrated luminosity of 0.55 pb=!. For these events, the proton-
beam-gas background contribution is estimated from proton pilot bunches to
be about 0.1%. T'he contamination from DS events is estimated by DIS Monte
Carlo simulation to be 1 to 2%. The backgrounds from cosmic ray events and
electron-beam-gas events, estimated from empty bunches and electron pilot

bunches, respectively, are negligible.

4.3 Jet Finding with the &£, Algorithm

After a clean sample of photoproduction events has been isolated, it is searched
for jets of particles. In this dissertation, jets of particles which deposit signif-
icant amounts of energy in the calorimeter ate found using a clustering algo-
rithm called the &k algorithm.? The &, algorithm finds jets by iteratively
merging clusters. Initially, clusters are individual calorimeter cells (or gronps
of calorimeter cells called islands, see section 6.1). For the Moute Carlo events,

the algorithm is also used to cluster generatesl particles (see Chapter 5). In
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the merging procedure. the quantity &, (Ge\'?) is evaluated for each pair of

clusters,

ky =262, (1 —cosf,,), (1.6)

min
where 8, is the angle between the two clusters n and m (the location of a
calorimeter cell is given by its geometric center), and L ,in 1s the smaller of the
two cluster energies £, and k,,. In the small angle approximation, k, is the
transverse momentum squared of the lower energy cluster with respect to the
higher energy cluster. To account for the fact that much of the proton debris is
lost in the FCAL beam pipe, a pseudo-particle with infinite momentum along
the z axis is included in the clustering proceditre. ‘The psendo-particle acts as
a seed to assuciate energy deposits near the FCAL beam pipe with the proton
remnant. The value of £ between the pseudo particle and the other clusters
is calculated using the same formula as above. When all of the &, values have
been calculated, the two clusters with the lowest &, value are merged. The
four-momentum of the new cluster is the smm of the four-momenta of the
two merged clusters. The calculation of &, is then repeated, replacing the
two merged clusters with the new cluster. I'he iteration continues until the
energy-angle resolution variable, Y, becomes larger than some threshold, Y .
(see also sections 1.5 and 6.7). The quantity Y is a dimensionless variable
related to &, :

Y = ’;i% . (1.7)
Here, E7 is the total event energy transverse to the beam axis. The value of
Y.w may be fixed for all events, or the number of clusters fonnd may be fixeel
for all events. In the second case, Y, is set, on an event- by event basis, at

the minimum valie of Y which returns the requested aumber of clusters. In



47

this analysis, three clusters are found in each event (see next section). This
implementation of the k, algorithm is not Lorentz invariant. The analysis is

performed in the laboratory frame.

4.4 Identification of the Photon Remnant

To identify the photon remnant, an intuitive approach is used which is later
justified using simulated events. As illustrated in Fig. 1.2b, resolved hard pho-
toproduction events have a final state which includes two high-pr Jets from
the hard scattering as well as photon and proton remnants. Since one expects
to find three clusters (in addition to the proton remuant) in each resolved pho-
toproduction event, the value of Y., was chosen on an event-by-event basis
5o that three clusters are found in addition to the proton remmant. The three
clusters then, should correspond to the two clusters from the hard scattering
and to the photon remnant. Since the photon remnant is expected to have
low transverse momentum with respect to the beam axis, the separation he-
tween the photon remnant aml the twa jets from the hard ~eattering can be
achieved, to a first approximation, by associating the photon ceomant st 1he
cluster having the smallest transverse tmomentnm Lot dhtee events, whee o
photon remnant shonlil not be seen, the fowest transyeese memientam e

ter will either be part of the proton remmant or part of one of the two Ingh
transverse momentum jets. ' herefore, the pseudorapidity distributions of the
lowest transverse momentum clusters will be different for resolve] and direct
events.

In Fig. 1.1a-c, the {uncorrected} pseudlorapidity distributions of the three
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clusters obtained with the &, algorithm are shown. The pseudorapidity,
1, is given by equation 1.6. The superscript cal is used to denote uncor-
rected calorimeter quantities. The data {full circles) and Monte Carlo events
(histogram) are shown normalized in the nncorrectei pseudorapidity region
7™ < 1.6. While the two clusters with the highest uncorrected transverse mo-
mentum, pr°, (Fig. 1.1a,b) are mostly found in the 7" > 0 region, the third
cluster, with the lowest pre*!, (Fig. 1.1¢) is observed mostly in the ™ < 0
region, t.e. in the photon direction. Data and Monte Carlo expectations agree
for the two highest p7*/ clusters except in the forward region, 5 > 1.6, where
the data has considerably more events. This phenomenon is similar to that
already reported in previous analyses. ®** Althongh this effect is not yet fully
understood, multiple interactions (collisions in which two or more partons in
the resolved photon interact with an equal number of partons in the proton)
currently show the most promise in improving the Monte Carlo description of
the data. 3

The peak olerved in Fig. tle, for the thied cluster, in the negative pseudo-
rapidits ceron s desonbed b the Monte Carlo simulation ineluding resolves
Al et prweas bl beetemramt Nowever, the Monte Carlo distribution
s slufred shebih v bower walies of peedimapidity. The direct process, which
dovs ot contain a photon eeannant, does not contribmte to this peak as shown
by the dashed line in Fig. 1.1c. ‘I herefore, the pseilorapidity of the third clus-
ter can be used to separate direct and resolved events. In adiition, the thised
cluster, when it is in the negative psewlorapidity region, can be assorjated
with the plioton remnant.

In oreler to maximize the possibility that the two highest ppt elusters stem
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Figure A.1: Pseudorapidity distributions of clusters for the inclusive photo-
production sample. The three clusters arve sorted by pre® with (a) having the
highest, (b) the second highest, and (c) the lowest pr*. Each Monte Carlo
distribution is independently normalized to the data in the region 5 < 1.6.
In {(c) the direct contribution alone is shown as the dashed line.
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from the partons in the hard scattering and to minimize the possibility that
one of the two highest pr*! clusters is, in fact, part of the proton remnant,
the two highest pr™! clusters are required to have high transverse momentum,
pﬁ"‘; > 5 GeV (the subscripts 1, 2, and 3 correspond to the highest, second
highest, and lowest pr® cluster, respectively). They are also required to be
well separated from the forward region (3{% < 1.6), where the Monte (“atlo
simulation cannot reproduce the data.

The distribution of the pseudorapidity of the third cluster, 35", after the
above cuts and the requirement £5 > 2 GeV, is shown in Fig. 1.2. The
comparison with the distribution presicted for direct processes shows that the
events with 15" < —1 are almost. exclusively due to resolved processes, ‘T'he
agreement between the data and the Monte (‘arlo simulation, includling both
the resolved and direct contributions, is not perfect; there are fewer events
in the data with large negative 3" values. This difference between the data
and the Monte Carlo simulation is not improved when the photon parton
parameterization LAC (dotted line) is used instead of GRV LO.

In summary, for the following analysis, the final resolved photoproduction

event sample is selected by requiring;
® pri% > 5 GeV
oY <16
o &> 2 GeV
o 5 < -1

After the above selection ruts, 1370 events containing two high pr jets and a

photon remnant in the rear direction are selectesl.
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Figuee 4.2: Pseudorapidity distribution of the lowest pps™ cluster. The s
distribution (as in Fig. {.1c) is shown again after vequiring pﬁ’“,’ > 5 (el
MY < 16, and £ S 2 GeV Resolved events are selected by requiring
15" < =1 (vertical dotted line). The dotted histagram shows the AMonte Carlo
crpectation wsing the LACL photon parton parametrrization.

4.5 Direct and Resolved Separation

To further demonstrate that the simple requirement 55" < —1 selects resolved
events, the measnred r, distribution, 22" is shown in Fig. 1.4. Here, 25" is
calculated using the formula:

(E;ul _ p;:l) + (h‘;:lf _ p('-;!
E‘rul _ ’,(;.Ir ’

cone
e =

(18)

where E¢ and iy are the energy and longitudinal energy of the highest Py
Jet founi! using a cone algorithin * (see section 1£6.1), and £y and p3 are
the energy and longitudinal energy of the second highest £5* jet found using
the cone algorithm. ‘T'he quantity x5 is the ratio of £ ~ ptt! (described
in section 1.1) for the two jets only and £ — pM for the entire event. Since
the two high-pr jets presumeably come from the hard scattering process, then
the value of E<* — pt! for the two jets only, provides a measnre of the energy
of the photon or parton within the photon which was juvolved in the hard
scattering process. If the event was a direct event then it will only contain two
Jets and 5™ will be equal to 1. However, if the event has a significant deposit
of energy in the rear direction, outside of the two jets (a photon remanant), then
Eot P for the two jets will be significantly smaller than £ — P for the
entire event, so 5" will be less than 1. Measurements of T have heen used
in previous analyses * to separate direct ane resolved events. Figure 1.3 shows
how well direct and resolved Monte Carlo events can be separated based on
27" The direct events tend to have large values of ", while the resolved
events are mostly at low valnes of +" . Events with ™ > 0.75 are defined
as dlirect events, while events with £ 075 are delined as resolved events.

The solidl linein Fig. 1.3 shows the " alistribution for those events in which
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both the cone and &, algorithins found two jets satisfying 9 < 1.6, and

P¥i, > 5 GeY. The direct events produce a peak at ri"* = 0.9, while the
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Figure 4.3: The solid line shows the Monte Carlo 1™ distribution including
both direct and resolved events passing culs applied to the quantities found with
both the k; and cone algorithms. The dotted line shows the resolved process
only. Direct events are defined as events with x> 0,75,
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Figure 1.4: The solid histogram is the x50 distribution for the data with cuts
applied to the quantities found with both the k, and cone algorithms. The

shaded region shous the events which vemain after requiring ng" < —1.

resolved events peak at about r$°™ = 0.1. ‘The shaded regjon inslicates the
shape of the ™ distribution after requiring v < —1. As expected, this
constraint removes almost all of the direct events while leaving the low i

events untouched. In Fig. 1.1, ahout 8% of the events have 7" > 0.75. The



55

contribution from direct photon interactions, estimated using LO direct Monte
Carlo events, is also 8%.
Additional evidence that the requirement 55" < —1 selects resolved events

is presented in section 6.7.

4.6 Comparison of the &, and cone algorithms

Jet finding in n — ¢ space using a cone algorithm has been widely used in the
analysis of ep and pp experiments. Since the use of a clustering algorithm which
is not Lorentz invariant is less familiar, a comparison of the two algorithms
is useful here. Que implementation of the cone algorithm used by the ZEUS

collaboration is called EUCELL.

4.6.1 The Cone Algorithmn

Previous analyses of photoproduction at HERA have implemented a cone algo-
rithm to find jets. *7*® Cone algorithms use a cone of fixed radius in pseudora-
pidity and azimuthal angle space and maximize the transverse energy within
this cone. The cone algorithm described in this section is called EUCELL.

‘This algorithm:

1. Searches 1 ~ ¢ space for the point where the transverse energy within a

cone of radius B = 357 £ 337 = 1 is maximized.

2. If the maximum transverse energy within the cone is less than 3.5 eV,

the algorithm stops looking.
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3. If the maximum transverse energy within the cone is greater than
3.5 GeV, an energy cluster is formed from the calorimeter cells located

within the cone.

4. The calorimeter cells assigned to the new cluster are removed from the

search and the algorithm returns to step 1.

‘The number of clusters found depends only on the 3.5 GeV threshold, which
may be raised or lowered. The location of the cluster axis is calculated as the
transverse energy-weighted mean value of the n and é position of the center
of the cell. To remove the proton remnant, all cells within 10° of the proton
direction are removed from the search. T'he use of a cone in 17 — @& space makes
this algorithm Lorentz invariant.

Cone algorithms are well suited to finding high transverse energy jets.
The photon remnant, however, is expecterl to deposit energy in the electron
direction with low transverse energy (see Fig.1.3). Due to the rapid variation
of pseudorapidity in this region, and to the low transverse energy, a cone
algorithin cannot be used to identify the photon remnant. Therefore, the k,

clustering algorithm (see section 4.3} was used instead of a cone algorithm.

4.6.2 Algorithm Comparison

A correlation plot of the pseudorapidity of the highest pr cluster at the de-
tector level, as found by the two algorithms, 5y and 1]:" (= n), is shown
in figure 1.5a. The figure indicates that the cluster axis as found by the cone
algorithm is, for some fraction of the events, shifted toward the proton direc-

tion by the & algorithm. There are several reasons why this type of effect
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Figure 1.5: Comparison belween guantities found using the k, and conr al-
gorithms. (a) Pseudorapidity comparison, (b) cluster transverse energy ratio,
{c) x, comparison, and (d) RCAL energy.
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occurs. One reason is the way in which the two algorithms deal with the pro-
ton remnant. The cone algorithim removes all cells within a 10° cone around
the FCAL beam pipe before any cluster finding begins. The &, algorithm, on
the other hand, uses a pseudo-particle along the proton direction in an active
attempt to find the proton remnant. In some cases this results in the k) algo-
rithm finding a cluster within 10° of the FCAL beam pipe. However, a good
correlation between the two algorithms exists excluding events with r;,'f, above
about 2. These events are excluded because of the requirement 7Y < 1.6,

Another effect which will increase the pseadorapidity (in the forward direc-
tion) of clusters found using the &, algorithm, with respect to clusters found
using the cone algorithm, is the way in which the cluster axis is determined.
In the cone algorithm, transverse energy is maximizerd when searching for clus-
ters, and the cluster axis is determined using transverse energy. For the &k,
algorithm, energy, rather than transverse energy, is used to determine the clus-
ter axis. ‘I'herefore, even if the clusters found by the &, and cone algorithms
are identical, the pseudorapidity found by the &, algorithm will still tend to
be slightly larger.

Figure 4.5b shows the distribution of the ratio, p‘,“,/k‘?’,"', where pfr‘, is the
transverse ;momentuin of the highest p5*' cluster as found by the &, algorithm,
and E§7 is the transverse energy of the highest £5* cluster found by the
cone algorithm. The events are required to have 5f* and 3™ < 1.6, and pit
and EF™ > 5 GeV. Figure 1.5b indicates that the &, algorithmn, on average,
finds less transverse energy than does the cone algorithm with a cone radins
of 1.0. The dotted line shows the same ratio after restucing the cone radius to

0.7. In this case the & algorithm findds more transverse energy than the cone
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algorithm. Therefore, the effective cone size of the k, algorithm is between
0.7 and 1.0.

The number of events which pass the cuts on the quantities found with the
two algorithms are shown in Table 1.1. Significantly fewer events pass the cuts
when the &, algorithm is used. This is primarily because of the higher average
pseudorapidity and lower average transverse momenta of the clusters found by

the k, algorithm, with respect to the clusters found by the cone algorithm.

cone algorithim
accepted] | rejected
k, algorithm accepted ER EH)
ky algorithm rejected (total) 5227 —
k) algorithm rejected {nff; > 1.6) R
ky algorithm rejected (pp} 2 < 5.0) 2569

Table 4.1: Comparison of the number of cvents accepled and rejected when
cuts are applied 1o the quantities found by the cone and &, algovithms. Of the
5227 events which passed the cuts on the cone quantities but Jailed the cuts on
the ky quantities, 3227 failed at lcast one of the r)fj cuts, and 2569 failed at

least one of the prth cuts.

The physical quantities calculated by the two algorithms are in good agree-
ment if the events survived the cuts for both algorithms. Figure 4.5¢, for exam-
ple, shows the correlation between <™ and r*t. The quantity 7" is given
by equation 1.8. The equation for r¥1 is the same as equation 4.8 except that
the quantities £7*, p}!, E5* and p3' are now found using the &, algorithm.

The correlation between the two r, measnrements js good.
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Chapter 5

Data Corrections

In order to allow comparisons between the data and QUD calenlations, the
data must be corrected to remove effects related to detector acceptance and
resolution. As described in Chapter 3, the Monte Carlo goes through three
distinct steps in generating a fully simulated event. In the first step, the ep
collision is simulated, resulting in two or more ontgoing partons. The partons
are then fragmented into hadronic particles, Finally, the hardronic particles are
passed through the simulated detector. ldeally, one would like to correct the
data completely, i.e. back to the parton level. However, correcting the data
back to the parton level depends on the specific parton fragmentation model
used. Therefore, to avoid making the measired data dependent on the model,

the data are corrected back to the hadron level.

5.1 Hadron Level Kinematic Region

To avoid using the Monte ('arlo simulation outsisle of the measirer kinematic
region, cuts are applied at the halron level which roughly correspond to the
cuts applied to the data as described in section 1.1, For the Monte Carlo

events, the &, algorithm is applied imlepenclently at both the hadron anl
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detector levels. In both cases the resulting clusters are sorted according to pr.
The detector level cuts in ', pr, Es™, and y,p correspond approximately
to two jets at the hadron level with pry ;2 > 6.0 GeV and 1y 5 < 1.6, a remnant
cluster with iy < =1 and £3 > 2 GeV, and 0.2 < y < 0.85. T'herefore, the
hadron level Monte Carlo events were required to be within this kinematic

region. Therefore, the corrected photon-proton center of mass energy range is

130 < I, < 270 CeV.,

5.2 Matching

Energy clusters found using particles at the hadron level should have roughly
the same energy and position as the energy clusters fonnd using calorine-
ter cells. However, the clusters at the hadron and detector levels are sorted
independently by pr. Therefore, the highest pr cluster at one level is not nec-
essarily the highest py cluster at the other level. This is especially true when
the event contains two clusters which are well balanced in py. For this reason,
one cannot correct the energy {or any other quantity) of the highest pr*™ clus-
ter at the detector level to the highest pr cluster at the hadron level withont
considering whether or not they are in fact the same object. Therefore, the
correspondence between hadron and calorimeter clusters was determined by
calculating and comparing the value of &, between each pair of hadron aml
calorimeter clusters. Equation 1.6 is used to calculate &, except that k, is
now calculated between two energy clusters, one at the hadron level and one at
the detector level. Each hadron cluster is then “matched” with the calorimeter

cluster with which it has the lowest value of k.
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After all of the cuts described in this and the previous chapter are applied
at both the hadron and detector levels, the highest pr cluster (cluster 1), the
second-highest pr cluster (cluster 2) and the lowest py cluster (cluster 3) at the
hadron level were matched to the corresponding detector level cluster in 62% of
the events. The next most likely configuration (35% of the events) occurs when
the two highest pr clusters are exchanged. ‘This exchange is irrelevant for the
corrections to cluster 3 and is easily included in the correction procedure for
clusters 1 and 2 by correcting the detector level cluster back to the hadron level
cluster to which it corresponds. 'I'herefore, all three clusters are appropriately
matched for 97% of the Monte Carlo events. In 3% of the events, a high-
pr cluster at one fevel was associated with the proton remnant at the other
level. In less than 0.5% of the events, the lowest pr clusters at the hadron and

calorimeter levels did not match.

5.3 Measurement Resolutions

Once the hadron level cluster which most closely corresponds to a given de-
tector level cluster hac been identified, the detector level resolution can be
measured for each cluster. This has been done nsing both the 'Y I'HIA and
HERWIG Monte Carlo simulations. I'he measurement resolution of the ob-
served quantities in this dissertation are summarized in Table 5.1. There is
good agreement betiween the results from the PYTHIA and HERWIG Monte
Carlo generators. All following Monte Carlo results refer to the I'Y'T'HIA
Monte Carlo generator unless HERWIG is specifically mentioned.

The average measured value of 154 is shifted with respect to the hadron
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Measured PYTHIA Resolution HERWIG Resolution
Quantities percent ahsolute percent absolute
v 2224100 0.13 £+ 0.065 1R% £+ 9.7 0.11 £0.065
m LALZ7 0006320061 ] 1.3+65 01.005 £ 0.046
m 25 + 8R 0.015 £ 0.07 21+ 7.t | —0.0003 £ 0.06
n 592192 | —0.073£0.42 | 3.8 +16.0 ~0.084 £ 0.31
Pn) 13.8 2 106 11+11 13.1 £ 105 1.3 1.1
pra 172102 [ 14409 [159+ 07 12410
T 16.3 + 316 017 £0.5 7.6 £ 315 0.13 £0.44
E, 156 £ 122 23420 1319 £ 11.1 1.9+ 16
£y 199 + 123 2WME 17 166 + 12.7 204 1.8
ky 26.2 £ 186 22+ 19 207 £ 182 IR+ 1R
(Erh [ -1024319] —0038 2002 | 212526 | —0.0104013
(Ehe [ =372363 | 00112013 | 104162 | —0.016 4012
(L’}); 189 %292 002+£0.00 | 1674321 | 0016+ 0.11
L.ES, 83+273 B19+1.1 “L3£429 | -0.036 +0.98
Yik}, 136 £27.0 0.31+£095 82+335 0LIR+1.1
Lik}, 21.3+25.8 0.51 £ 0.80 17.7 £ 229 0.33 £ 0.63
_:.'Ea:;-l 1R £ 111 22119 150+9.1 20+1.6
O 5 54 203+ 116 22415 17.3+£11.3 20415
Likpy | 266+172 19415 272172 18+ 18
Table 5.1:  Resolution measurements

quantities. The actual value of y, for crample,
than the measured value. y .

for various erperimentally measured
ts 22 larger, on avernge,
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level, by —0.02 units and has a resolution of .07 units. The average measured
value of 75" is shifted, with respect to the hadron level, by 0.08 units and has
a resolution of 0.13 units. The measured transverse momentum with respect
to the beam, pr{™, is reduced on average, by 15% and has a resolution of 11%.
The value of y is reconstructed with an average shift of ~0.14 units and a
resolution of 10%. In general, the detector level measurements of energy within
the calorimeter, as well as quantities deriver from the calorimeter energy, are
about 20% smaller than the same quantities measured at the hadron level. This
is due primarily to energy loss in inactive material in front of the calorimeter.
The inactive material includes the magnetic solenaid, and the beam pipe, as
well as various support structures and instrumentation.
On average, the third cluster with nsY < =1 and E5" > 2 eV contains
75 £ 20% of the photon remnant energy, as defined by the third clnster energy
at the hadron level. Figure 5.1 shows the energy lusses which occur for for the
third cluster as a function of the third cluster energy. ‘The triangles show the
average value of £5V/E, as a function of the photon remnant energy at the
hadron level, k5. T'he losses due to the beam pipe are found by removing those
hadronic particles whose direction of travel js within the angular region of the
beam pipe. After removing those particles, the clustering is redone. Here Ly
denotes the energy of the third cluster at the hadron level after the particles
in the beam pipe region are removed. The quantity £5"/E7 is plotted as the
black circles. If the third cluster at the hadron level, after the removal of the
beam particles, s no longer in the region 73 < —1, then all of the hadron level

energy is considerad Jost. ‘[ his happens for abont 3% of the resolved Monte

Carlo eveuts.
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Inactive material in front of the calorimeter results in an energy measure-
ment that is approximately 20% lower than the hadron level energy excluding
those particles lost down the beam pipe. ‘T'his is true for all but the lowest
energy bins, where the clustering at the hadron and detector levels are less
likely to produce the same object. Iarticles lost in the beam pipe account for
the rest of the energy loss. This effect increases with cluster energy, becoming
comparable to the detector effects at measured energies above 10 GeV.

The energy resolution is shown in Fig 5.2. Figure 5.2a shows the correlation
between E§* and k3. Matching between the hadron level and detector levet
clusters, as described in the previous section, is required. Figure 5.2b shows
the resolution in percent (E’—}fs.—‘ x 100) and Fig. 5.2c¢ shows the absolute
resolution in GeV (£3 - E5™). The figures which correspond to Fig. 5.2 for

the other measured quantities listed in Table 5.1 are shown in Appendix A.

5.4 Data Corrections

Two methuds have been nsed to correct the data lor detector acceptance and
resobution simeaning bast, the contamimation from events ontside the kine-
iati pange was estanates] aane Monte Catlo evente and was subiracted bin-
by bin (o the measiied distnbintwns. e resalting distributions were then
correctes]l with an anfolding algorithim based on Bayes’ Theorem ¥ (see sec-
tion 5.4.2). The corrections include acceptance corrections for the trigger as
described in section 1.1 as well as for the selection cuts described in sections 1.2
and 1.4, The corrections also inclide the effect. of particles lost down the beam

pipe, which can result in significant event migrations between bins.
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Figure 5.2: Energy resolution of the photon remnant as determined using the
PYTHIA Monte Carlo simulation. (a) Correlation between the detector and
hadron level photon remnant energy. (b} Energy resolution in pereent. ()
Absolute energy resolution m Gel'. The constanl, mean and sigma in (b) and
(¢} are determined from the fir.

5.4.1 Bin-By-Bin Corrections

In this analysis, bin- by-bin corrections are used primarily to remove back-
ground events which enter the detector level distributions from outside the
hadron leve] kinematic region. This method is also used when it is impractical
to use the unfolding procedure (see section 7.2.3). The bin-by-bin correction
factors are found by dividing the number of Monte Carlo events falling into
each bin of the hadron level distribution by the number of Monte (‘arlo events
falling into the same bin of the detector level variable. Each bin of the data is
then multiplied by the corresponding cotrection factor to determine the hadron
level distribution. This method does not take into account migrations from

one hadron level bin to different detector level bins.

5.4.2 Bayes’ Unfolding

Since the photon remnant tenls to deposit energy near the RCAL heam pipe,
significant amounts of energy may be lost down the beam pipe. As a result,
the migrations between the hadron level and detector level bins can be large.
The smearing matrix for the photon remnant energy, obtained from Monte
Carlo events, has alteady heen shown in Fig. 5.2a (the sinearing matrices for
the photon remnant transverse momentum and pseudorapidity are shown in
Figs. A.6 and A3, respectively). Since there are significant migrations between
hadron level and detector level hins for these physical variables, an unfolding
procedure which takes thiese migrations into acconnt js more appropriate than
bin-by-bin corrections. 't herefore, an nnfolding algorithm base on Bayes’

Theorem was nsed to correct the data.
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Bayes’ Theorm states that the probability that an effect, £, (such as an
event falling into bin j in a detector level distribution} will result from a given
cause, (', (such as an event originating in bin i of the hadron level distribution)
is proportional to the probability of the cause occurring times the probability
that the cause will result in the observed effect. For the purpose of unfolding
a hadron level distribution froin a detector level distribution, Bayes' Theorm

can be written as follows:

1 btns
ey (C) = ;):"(E,)l’k((‘.-lh,). (5.1)

¢t y=
whete 144 (C}) is the number of entries in bin ¢ of the hadron level distribution,
¢, is the efficiency of detecting cause i in any observable effect, n(E,) is the
number of entries in bin ; of the detector level distribution, and Pi(Ci|E,) is

the probability that cause i will occur and will result in effect j. P4 (Ci|E,) is

a function of /4(C\} and the smearing matrix, S(Ci|£,):

YA Y — .Q(F.IE,) ’.'k((“-') .
et = (£Gei) (Se) (52

The hadron level distribution is determined by first estimating fig(C;), such

as the hadron level distribution from the Monte Carlo simulation, and calcu-
lating #,(C;) using equation 5.1. The new estimate, #,((;), is then used to
determine 7t,(C). This procedure is iterated until the change in \? calcutated
between iy (C;) and 7igs) (i) is less than 1%. The photon remnant pseudora-

pidity, transverse momentum and energy are corrected using this method.

5.4.3 Simultaneous Corrections in Two Variables

To correct a distribution such as the energy, it is only necessary to know the

detector level and hadron level distributions for that single physical variable.
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To correct a measurement such as the average energy transverse to the cluster
axis per particle, (£}, as a function of cluster energy (see section 7.2.3), how-
ever, it is necessary to do unfolding in two physical variables simultaneously,

Unfolding in two physical variables simultaneously is actually performed in
exactly the same way as is unfolding in one physical variable. The difference
is in the structure of the detector level and hadron level distributions, and in
the structure of the simearing matrix. ‘The process of unfolding in two physi-
cal variables simultaneously is illustrated by Fig. 5.3. Figure 5.3a shows the
uncorrected data, where the mean value of variable 2 is plotted as a function
of variable 1. Figure 5.3b shows the number of entries in bins of variable 2 and
variable 1 from which Fig. 5.3a was constructed. Figure 5.3b is plotted again
in Fig. 5.3¢ as a histogram. "Ihe first bin in Fig. 5.3¢ correspotids to the bin
in the lower left corner of Fig. 5.3b. The secondd bin in Fig. 5.3c corresponds
to the next bin up (the same bin in variable 1, but the second bin in variable
2). The uncorrected data is shown in Fig. 5.3c and the hadron level Monte
Carlo simulation is shown in Fig. 5.31. The smearing matrix (Fig. 5.1a) is
determined using the correlation betiween the detector level Monte (arlo dis-
tribution (Monte Carlo equivalent of Fig. 5.3¢) and the hadron level Monte
Carlo distribution shown in Fig. 5.30. The unfolding procedure is then per-
formed in the same way as for a single variable using the uncorrected data
of Fig. 5.3c and the smearing matrix of Fig. 5.4a. The resnlting corrected
distribution {Fig. 5.4b) is then used to reconstruct the correlation between the
corrected variables (Fig. 5.1c). Finally, the corrected mean value of variable 2
is plotted as a function of the correctel valie of variable | (Fig. 5.44).

The quantities (E}), Yk} and Y, £ are corrected as a function of the
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remnant energy, £j, using this method. The quantities are corrected in thirty-

six bins, corresponding to six bins in &3 and six bins in the other variable.

71

Chapter 6

Measurement Uncertainties '

6.1 Statistical Errors

For the variables corrected bin-by- bin, the calcnlation of the statistical uncer-
tainty is straightforward, The statistical errors for both the uncorrected data
and the Monte Catlo distributions are calculated as the root mean squared
deviation from the mean in each bin. ‘The statistical uncertainties of the cor-
rected data are then determined using standard error propagation calculations.
However, most of the data are corrected using the Bayes’ algorithm described
in section 5.4.2. The calculation of the statistical uncertainties, including
the eflects of hin to bin migrations in an iterative unfolding procedure, is a
difficult problem. “1he nnfolding algorithm based on Bayes' ‘Theorm does in-
clude a feature to calculate the statistical errors. It cannot correctly calculate
the statistical uncertainties when backgronnd eveuts are subtracted before be-
ginning the unfolding procedure. ‘Therefore, the statistical uncertainties are

determined as described below.



6.1.1 Corrections in One Variable

When the data are corrected for smearing in a single variable using the unfold-
ing procedure, the statistical errors, which include the effects of bin migrations,
are calculated by varying the data (before background subtraction) and the
Monte Carlo smearing matrix within their statistical errors and measuring the
effect on the corrected distribution. This is done because the corrected distri-
bution depends only on the detector level (measured) data and on the Monte
Carlo smearing matrix (see section 5.1.2).

To vary the data and the Monte Carlo smearing matrix, a (pseudo)random
number generator is used. The random number generator generates random
numbers according to a Gaussian distribution with mean value, x, and sari-

ance, g°.

Each bin in the data and in the Monte Carlo simearing matrix is
varied separately by setting hoth x and o2 equal to the nuinber of entries in the
bin. A random number is generated, within the statistical errors on x. This
number taken as the new number of entries in the bin. In this calenlat jon, a
Gaussian distribution is always assumed. ‘technically, a Paisson distribution
is more appropriate for bins which contain frwer than about 5 entries, 2 which
can occnr in the smearing matricies. | he lian«ian‘unn-rtninl,\. however,
a refatively good estimate of the Poisson wncertainty for fower events as well,
The niumber of events in each bin is alwave greater than or equal to zeros, and
the variance is always greater than or equal to one. After the number of entries
in each bin has been varied, the unfolding procedure is carried out to produce
a corrected distribution which is smeared within the statistical errors. "I'his
proceslure is repeatedl one hundred times to produce one hundred different cor-

rected distributions, whose only difference is a variation within the statistical
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errors in each bin. The statistical errors are then calculated from the root
mean squared deviation in each bin of the one hundred corrected values.

To demonstrate that one hundred different corrected distributions are suffi-
cient to obtain a good estimate of the size of the etror bars, the cafculated size
of the error bars is shown in Fig. 6.1 as a function of the number of corrected
distributions used in their determination. The six figures shown correspond
to each of the six bins of the £; distribution. I'he dotted line indlicates the
size of the error bars found using one thousand corrected distributions. When
the number of corrected distributions used is small, the error bars tend to be
large. As the number of corrected distributions increases, the size of the error
bars converges rapidly, leveling off near eighty corrected distributions. T'he
size of the error bars found using one hundred corrected istributions temds
to be greater than or equal to the size of the error bars found using one thou-
sand corrected distributions. In addition, the error bars calculaterd using this
method are also significantly larger than the error bars given by the unfolding
algorithmn for test distributions where no background subtraction is performed.

T herefore, this method ic adequate in estimating the statistical uncertainties.

6.1.2 Corrections in Two Variables

Calenlating the statistical wneertaintion when the data are corrected in two
physical variables simultaneously (as described in section 5.1.3) requires an-
other calculation in addition to those described above. When the data are cot-
rected for smearing in two physical variables simultaneonsly, the mean value
of one variable is plotted as a function of the other variable. An additional

calculation is needed to determine Lhe statistical nncertainties on the mean
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value. ln Fig. 5.1b, for example, the six distributions correspond to the to-
tal transverse energy (X, £%) distribution in each energy bin. ‘T'he statistical
uncertainties in each bin of the six distributions are calculated by varying the
data and the Monte Carlo smearing matrix as described in the previous sec-
tion (the error bars are not shown). The statistical uncertainties on the mean
value of each of the six distributions are then calculated from:
VEir? (e, — h)T 4 N252/12

.V ’

(6.1)

Ostar =

where the sum is over the six bins, j, in each energy bin and a; is the statistical
error on each bin, as calenlated using one hundred corrected distributions (as
described in the previous section). ‘The quantity x, is the position of the center
of bin j, A is the mean value of the distribution in the energy bin, , is the
number of events in bin j, and b is the width of each bin. In equation 6.1, the
first term in the summnation corresponds to the root mean squarect deviation

in each bin. The second term accounts for the finite bin size. An example of

this calculation is shown in Fig. 6.2. In Fig. 6.2, the mean value, i (shown

i1 2 3 4 & 8
N, |10 100 17.0 240 130 1.0
o, |10 70 110 190 120 3.0
£, [05 15 25 35 15 5%

Table 6.1: Erample values used in calculating the ervor on the mean. In
Fig. 6.2h = 3.225 and b = 1.0. Therefore o,,.,, = 0.36.

as the closed circle}, is 3.225, and the bin width, b, is 1.0. The rest of the
numbers used in the calculation of a,,, for Fig. 6.2 are shown in table 6.1.

The calculated uncertainty in the mean valie of Fyrar 15 036, Even with large
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statistical uncertainties in each bin, the error on the mean is relatively small.

6.2 Independent Confirmation

Two independent analysis were performed in order to check the consistency
of the results.** The analysis described in this dissertation will be refere
to as Analysis A. The other analysis will be refered to as Analysis B. 'The
trigger requirements for both analyses are ilentical ami are described in sec-

tion 1.1. The cuts applied off line (see section L2) are done separately for
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the two analyses, but the quantities the cuts are applied to {v,5, for example)
are calculated in the same way. Hoth analyses use the same electron finding
routine, and the k, algorithm is used in both analyses. Both analyses require
three clusters to be found in each event. After applying selection cuts iden-
tical to those described in section 1.1, 1370 (Analysis A) and 1102 (Analysis
B) events are selected. The integrated huninosities used in the two analyses
are slightly different because slightly different initial event samples were used.
Therefore, the final samples contain slightly different numbers of events. The
selected events are the same when a common data sample is used. The Monte
Carlo event sample was also different. for the two analyses. In both analyses,
the data are corrected using the unfolding algorithm based on Bayes’ Theorm
described in section 5.4.2. The same detector level and hadron level binning
is used in both analyses.

Figure 6.3 compares the uncorrecterd pseudorapidity distributions of the
two analyses. The pseudorapidity distributions on the left (Fig. 6.3a,c,e and g)
are from Analysis A. T'hey are identical to the distributions shown in Figs. 4.1
and 1.2. The pseudorapidity distributions on the right (Fig. 6.3b,d,f and h)
are from Analysis B. Figure 6.3a and b are the highest pr cluster, ¢ and d
are the second highest pr°* cluster, and e and f are the lowest pre*! cluster.
Figure 6.3g and h are the lowest prY cluster after requiring pri% > 5 GeV
and 5§ < 1.6. The two analyses are in excellent agreement.

A full comparison between the two analyses with the corrected data is
presented in section 7.3. ‘The differences hetween the two independent analyses
are also inchuled in the calculation of the systematic uneertainties which are

discussed in the next section.
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6.3 Systematic Uncertainties

To estimate the systematic uncertainties, the analysis is repeated with a variety
of modifications described below and summarized in table 6.2. "T'he variation of
each of these different results is then used to determine the size of the system-
atic errors. Figure 6.4 shows the systematic fluctuations in the measnrement
of m, E£3 and pry. The fluctuations are measured in percent. The error bars
denote the size of the statistical errors. The ¢ axis is in units of pry, ns and
£y respectively. There are seven pry bins, eight 5, bins, and six E; bins with
eleven points apiece showing the systematic fluctuations. The leftmost point
in each bin corresponds to the corrected data point shown in the next chapter
(analysis A). The next point to the right is from analysis B. The third point is
corrected using an expanider y;p range for the data and reconstructed Monte
Carlo (0.15 < ysp < 0.85). The fourth point is correcte using a relaxed pr
cut on the two highest pr jets (p","l'.2 > 1.5 GeV). The fifth point is corrected
using a relaxed 5™ range for jets 1 and 2 of WY < L& The sixth point is
corrected after relaxing the 5 cut to n5* < —0.8 (in the n; plot this cut is
not applied so the point is set to zero). The seventh point is generated using a
factor of 3 more direct events than expected. For the eighth point the events
are reweighted using the LACI1 photon-parton parameterization. The ninth
point is corrected using Monte Carlo events where the calorimeter energies
were all increased by 5%. The tenth point is corrected using HERWIG. The
eleventh point shows the analysis redone using clusters made up of calorime-
ter islands (see section 6.1) instead of cells (except in the case of (£%)). This

information is summarized in Table 6.2,
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Figure 6.4: Percent systematic Auctuations in measurements of (a) pra, ()
m and (c¢) E; as described in table 6.7. The error bars on the points are
the statistical errors. The horizontal lines indicate the size of the systematic
uncertainties calculated in cach bin. In (b). the fifth point iz identically zcro
since the s cut was not applied for this measurement. Therefore, the fifth
point is not included in the calculation of the systematic errors.

&1

Data Point Modification Excludes
1 None
2 Analysis A - Analysis B
3 020 < yyp <0.70 5 0.15 < ysg < 0.85 ]
q PTia > 50 GeV 5 pril > 15 Gev
5 n3<16 - pTCIR
6 95T < L0 S5 T < —0R m
7 Direct — 3xDirect
R GRVLO — LACI
9 Monte Carlo cell energies increased by 5%
10 PYTHIA > HERWIG
11 Cells & _Islands )

Table 6.2: List of systematic checks included in the calculation of the system-
alic ervor bars in figures 6.4 through 6.7.

‘The systematic errors, @4y, denoted by the horizontal lines in Fig. 6.1, are
calculated from the formula:

i, —

[N ]
=2 H

Tays =

) (6.2)

where d; is the percent difference shown in the figure for point i (d, = 0),
and o; is the statistical error on the data point. The sum is over all points,
excluding the first point, as well as those points for which the systematic study
cannot be done (the exceptions are noted in table 6.2).

In general, the systematic variations are approximately of the same size as
the statistical uncertainties. Switching from PYTHIA to HERWI( produces
the largest systematic variations. However, HERWIC also has larger statistical
uncertainties.

Figure 6.5 shows the systematic fluctuations in the measurement of (£5)

(as calculated nsing both calorimeter ilamds and calorimeter cells, see next
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section}. Excluding the rightmost point in each bin, which is discussed in the
next section, the agreement between the various systematic variations is goosl.
Figure 6.6 shows the systematic uctuations in the measurements of ¥, £} and
$:E}. The systematic uncertainties in the calculation of ¥, £} are small in
comparison to the statistical uncertainties. This is due to the relatively large
bin size (3 GeV) along the £,£} axis. The systematic fluctuations in ¥, £} are
also comparable to the statistical uncertainties. Figure 6.7 shows the system-
atic fluctuations in the energy flow measurements. Again, the agreement is
rather good, with the exception of the points found using HERWIG. HERWIG

tends to produce somewhat broader jets than PYTHIA.

6.4 Islands and Cells

Since there was no tracking in the rear direction in 1993, the measurement of
the transverse energy per particle, (£%), was done using “islands” of calorime-
ter cells. Calorimeter islands are found by calculating the energy deposited
in each calorimeter tower (see section 2.2.1). ‘Fowers which have more energy
than any neighboring towers (side by side, or corner to corner) are defined as
local maxima. Calorimeter cells in towers which neighbor a local maxima are
then assigned to that local maxima. If one tower neighbors two local maxima,
its cells are assigned to the local maxima with the greatest energy. ** In gen-
eral, there are ahout three calorimeter cells per island. Figure 6.8 shows the
average number of final-state hadronic particles generated in the Monte Carlo
per island measured in the simulated calorimeter as a function of pseudora-

pidity. The black circles are calculated using only the events which passed the

&6

Percent
»
o

"

-40 R -80 R
-50 N S N S - 100 b=+ ldwaidladaabociat
10 15 20 h 10 15 20
E, per Porticte {Istonds), Clusier 1,2 E, per Particte {Islands), Clysler 3
g 30 H A - S e S I St
$ 40 C P & 80
a 30 : & 80 ? .
20 l 40 T ;
10 ; 20 P
o 0 M#l{@
-10 LI T aas h =20 B
-20 I “ -40 ' v
-30 ]

| .

N P N | P TR I A
10 15 20 5 10 15 20
E, per Particle (Cells), Cluster 1,2 E, per Porticle (Cells), {.luster 3

Figure 6.5: Systematic effect on the (k) distribution determined by varying
the cuts as described in Table 6.2. In (2} and (b} all points ave calculated
using calorimeler islands ercluding the rightmost point in each bin, which is
calculated using calorumeter cells. In () and (d) all points are colculated using
calorvimeter cells exctuding the rightmost point in each bin. which is calculated
using calorimeter islands.
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Figure 6.7: Systematic errors on the energy flow for (a) clusters 1 and 2 and
(b) cluster 7.

cuts. The open circles correspond to all events generated. On average, there is
a good correspondence between particles and islands in the n region hetween
—3and 2. Therefore, islands may he roughly assoriated with particles. T'here
are, on the other hand, generally three times as many cells as there are parti-
cles. For this reason, islamls were used in the caleulation of {L£}), instead of
calotimeter cells,

Calorimeter cells, however, were used to check the results of the {EF)
calculation. When this was done, a significant discrepancy was found between
the (£} ) values found using calorimeter cells and those found using calorimeter
islands. This discrepancy can best be seen in Fig. 6.5. In Fig. 6.5a and b, all of
the points were calculated nsing calorimeter islands, except for the rightmost

point in each bin. The rightmost point was calenlated nsing calorinmieter cells
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Figure 6.8: Number of particles pev island as a function of pseudorapidity. The
open circles include all generated events, while the closed circles include only
those events which passed the cuts described in Chapter |

and tends to be much higher in all bins. In Fig 6.5¢ and d, the points \\'eré
all calculated using calorimeter cells, except for the tightmost point, which
was calculated using calorimeter islands. Here the rightmost point tends to be
low. Because of this difference, the rightmost point was included separately
in the systematic errors. "The difference between the points calculated using
calorimeter cells and calorimeter islands in each bin is added in quadrature to
the upper systematic error bars of the corrected total transverse energy per
particle ({£})) data (see section 2.0,

The disagreement between the (L3} valnes found using calorimeter cells

N

and calorimeter islands is caused by a less than adequate Monte Carlo de-
scription of the calorimeter cell energies (see next section).

Since the calculation of (£¥) varies depending on whether calorimeter cells
or calorimeter islands are used, it is interesting to compare the average number
of calorimeter islands per cluster as a function of the number of calorimeter

cells in the cluster. This is shown in Fig. 6.9. There tend to be fewer calorime-
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Figure 6.9: Number of calorimeler islands in the lowest pr cluster as a
Junction of the number of calorimeter cells.

ter islands for the same nimber of calorimeter cells in the Monte Carlo sim-
ulation. In figure 6.10 the average number of (a) calorimieter islands and (b)
calorimeter cells per cluster as a Minction of the energy of the cluster is sliown

for the third cluster. The Monte Carlo tends to have more calorimeter cells at
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all energies, but fewer calorimeter islands. This is also true for clusters 1 and
2 (not shown). These differences result in large systematic uncertainties be-
tween the data corrected using calorimeter cells and the data corrected using

calorimeter islands, as described above,
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Figure 6.10: Number of calorimeter islands (a) and calovimeter cells (b) in the
lowest pr*! cluster as a function of the cluster energy for both the data and
the Monte Carlo simulation.

6.5 Noise Suppression

One possible explanation for the differences in the number of calorimeter cells
and calorimeter islands is calorimeter noise. If there js calorimeter noise above

the minimum energy threshoid (60 Me\" for E\C and 110 MeV for HAC cells),
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which is not included in the Monte Carlo simnlation, then there wiil be more
isolated calorimeter cells and therefore more calorimeter islands (made up of
single cells) as well. The removal of this noise would reduce both the number
of calorimeter cells and the number of calorimeter islands. Since there are
fewer calorimeter islands than calorimeter cells in each cluster, removing the
isolated calorimeter cells would result in a proportionately larger reduction
in the number of calorimeter islands than in the number of calorimeter cells.
‘This might bring the two caleulations of {E}) into better agreement.

For the data shown up to this point, calorimeter noise is removed by the
minimum energy thresholds of 60 MeV for EMC' cells and 110 MeV for HAC
cells. For the following study, additional calorimeter noise was removed using
the noise suppression algorithm. ** “This algorithm removes single calorimeter
cells which are isolated, and have an energy below 80 MeV for EMC cells and
below 140 MeV for HAC cells. A cell is considered isolated if none of the
calorimeter cells with which it shares a common edge are active,

The effect of the noise suppression is shown in Fig. 6.11. The event selection
criteria are the same as those described in section 1.4. All calorimeter cells are
included in the study. The calorimeter cell energy distribution for the data
is shown before and after noise suppression in Fig. 6.11a. Noise suppression
has the largest effect at low energies. ‘Ihe same plot for the PY'I'HIA Monte
Carlo simulation is shown in Fig. 6.11b. The Monte Carlo distribution shows
the same trend as the data, although fewer calorimeter cells are removed.
Figure 6.11¢ shows the data and the Monte Carlo simuiation together, after
noise suppression The data and the Monte Carlo simulatioq still dlo not agree.

In fact, the disagreement extends well beyound the region which is significantly



23

"1 6000 b—
als : )
Before Noise 155000 + Before Noise
Suppression ® [ Suppression
D, - k
— After Noise g 000 —— After Noise
Suppression z Suppression

3000 |
2000 [+

1000 F

R POu P e o O:J_A_l_l.-_AJJ.J_i]:DIi-_:,_ﬂ
0 02 04 06 08 1 ] 02 04 06 08 1
Dota Cell Energy (Gev) Monte Carto Cell Energy (Gev)
22500 g o R
82250 F o Crs d
52000 F » — Dota After e 12 L °
H Noise Suppression| &
21750 | ) 2T S A8 o g
Si500 E . Monte Corlo After | 5 ‘. P * e .
1250 3 Noise Suppressian g 08 *
3 o Iy
1000 F so6 [ @
@
730 Qs © Refare Nowse Suppress ar
500 07 4 Alter Noise Suppresia »
250 E
Sl
ot I PN I erw SR S R YE T S R,
0 02 0a 06 OR 1 4] 2 Ca ot -
Celi Faergy (Gev) fo Copesy .

Figure 6.11: Calorimeter Cell Energres. (a) Calormmeter ecdl rergres for the
data before and after applyimg the noise suppression algorthm. (b) Monte
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cell energies after applying the noise suppression algorithm. (d) Number of
calorimeter cells with a gieen energy in the data divided by the number of
calorimeler cells with the samr energy in the Vonte Carol simulation.
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affected by the noise suppression algorithin. Figute 6.11d shows the number
of calorimeter cells in the data divided by the number of calorimeter cells jn
the Monte Carlo simulation as a function of the calorimeter cell energy. This
ratio is shown both with and without noise suppression. ‘T'he ratio differs
only in the first few bins. Above 140 MeV, which is the noise suppression
threshold, the ratio rises with calorimeter cell energy and, of course, is not
influenced by noise suppression. In addition, the discrepancy between the data
and the Monte Carlo simulation, shown in Fig. 6.10 before noise suppression,
is still present after noise suppression (not shown). Clearly, the calorimeter cell
energies are not well described by the Monte Carlo simntlation. This results in
the differences between the nnmber of calorimeter cells and calorimeter islands
in the data and in the Monte Carlo simulation. Since noise suppression died
not improve the agreement between the data and the Monte Carlo simnlation,

it was not used in this analysis.

6.6 Inactive Material

Sinee the condlasians of this desertation relv on energy measurements around
the REOXL Lewn pose. ot as snportant 1o consider what effect an incorrect cle-
seription of the Monte Carlo ealorimeter energy respouse in this region would
have on the conclusions. One factor which could influence the Monte Carlo
description of the calorimeter energy response is inactive material. If the
Monte Carlo simulation does not incluele the correct amount of inactive ma-
terial then the Monte C'arlo simulation will oversstimate the energy rdepositerd

in the calorimeter.



There is evidence that the Monte Carlo description of the detector is in-
complete around the RCAL beam pipe. ‘The average electron energy in DIS
data events in the 1993 sample, for example, was about 5% lower than the
Monte Carlo events. ** A study with the small rear tracking detector (SRTD),
with 1994 data, showed that the energy deposited in the SRTD is larger than
that predicted by the Monte Carlo simulation. * ‘T'his indicates that the elec-
tron shower is beginning earlier than predicted by the Monte Carlo simulation,
probably as a result of additional inactive material in front of the calorime-
ter which is not included in the Monte Carlo simulation. The data and the
Monte Carlo simulation can be brought into agreement by correcting the elec-
tron energy using the information from the SRI'D. These results suggest that
some inactive material around the rear beam pipe is missing from the Monte
Carlo simulation. Therefore, it is likely that the simulated calorimeter energy
response is too large.

Since the SRTD was not operational in 1993, it cannot be used to make
corrections. The DIS electron energy corrections cannot be used either, since
the photon remnant is a hadronic object. T'he effect of missing inactive mate-
rial in the Monte Carlo simulation, however, can be approximated by reducing
the measured calorimeter energy in the rear direction.

T'wo methods are used:

¢ Method A: The calorimeter cell energies within 10° of the rear beam

pipe were reduced by 10% in the Monte Carlo simulation.

¢ Method B: All calorimeter cell energies in the Moute (‘arlo simulation

were set 1o zero within 10° of the rear beam pipe direction.

9%

In both methods, the correct (not reduced or zeroed) calorimeter cell en-
ergies were used for electron finding, since the electron energy is known to
be correct to within 4%.% Figure 6.12 shows the results of Method A and
Method B as compared to the conventional PYTHIA Monte Carlo simulation
and to the ZEUS data. All figures are presented at the detector level. The
standard cuts from section 4.1 are applied except in figs. 6.12a and 6.13a,
where no requirements are made on the energy or position of the third cluster.
The Monte Carlo event samples are the same and the distributions are not
normalized to the nnmber of events in the data, so that the effect of the two
methods can be seen. Instead, the nnmber of events in the data is normalized
to the number of events in the standard PY'THIA Monte Carlo.

In Fig. 6.12a, the prs™ distribution of the third cluster is shown. There
is no significant difference between the conventional Monte (‘arlo simulation
and the Monte Carlo simulation using Method A. In fact, even when Aethod
B is used in the Monte Carlo simulation, the data still has higher transverse
momentum than the Monte Carlo simulation does. The transverse momentum
of the third cluster in the rear direction cannot be explained even by excluding
all calorimeter cells within 10° of the RCAL beam pipe.

Figure 6.12b shows the p$* distribution of the third cluster. Again, the
Monte Carlo simulation with Method A is essentially indistiuguishable from
the conventional Monte Carlo simulation. The Monte Carlo simulation using
Method B, however, is actually in relatively pood agreement with the data,
The energy distribution of the thind cluster is shown in Fig. 6.12c. A slight
difference hetween the stamslaril and Method A Monte Carlo simulations is ap-

parent in the lowest energy bin. OF coitrse, the Monte Carlo simnlations with
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Figure 6.12: Comparison between the {uncorrvecled) data and the PYTHIA
Monte Carlo simulation. The p™ (o), prs® (6) and K5 (c) distributions
are shoun for the cases when the energy within a 10° cone in the rear divee-
tion is reduced, in the Monte Carlo simulation. by 0 (solid line), 10 (dashed
line-Method A) and 100% (dotted line-Aethod B).
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reduced energies in the rear direction will have more events at lower energy.
However, the Monte C'arlo simulation with Method B is completely incom-
patable with the data. However, both methods A and B are very unlikely.
The energies near the beam pipe are not zeroed, and it is quite unlikely that
the description of the detector near the RC'AL beam pipe in the Monte Carlo
simulation is wrong by even 10% as assumed in Method A. Therefore, it is
very unlikely that the differenres between the 5" and prs™ distributions in
the data and in the PY'THIA Monte Carlo simutation are due to an incorrect
Monte Carlo description of the detector around the RCAL beam pipe.
Method B can also be used to determine whether or not the data and the
Monte Carlo simulation would agree if the calorimeter was completely inactive
within 10° of the RCAL beam pipe. In Fig. 6.13, Method B was applied to
both the data and to the Monte (‘arlo simulation. Figure 6.13a shows the
pr5 distribution. The average value of prs¥ is still larger in the data than it
is in the Monte Carlo simulation. In Fig. 6.13) the n§* distribution is shown.
Again, the data is significantly different from the Monte Carlo simulation,
indicating that inactive material in the rear direction is not responsible for the

discrepancy between the data and the Monte Carlo simulation.

6.7 Y. studies

While cone algorithms search for energy within a cone in 57— space, clustering
algorithms isolate energy cleposits based on some measure of the “listance”
between them. This “distance” is generally described by a dimensionless num-

ber, Y (Y= k[ £}, see section 1.3). Clustering has traditionally been done
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Figure 6.13: Comparison between the uncorrected data and the Y THIA Monte
Carlo simulation. The y5" (a), prs*' (b) and ™ (c) distributions are shoun
as in Fig. 6.12 except that in this case, Mecthod A is not shoun, and Meihod B
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gyt = ~25.
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by choosing some value, Y ..., beyond which no further clustering is done. The
value chosen for Y, determines the number of clusters which are found. Al
ternatively, one may fix the number clusters to be found. The value of Yeutrs
then, varies on an event-by-event basis. In this case, for any one event, a
value of Y. can be chosen which is in the Y range which will result in the
requested number of clusters being found. When the number of clisters to
be found is fixed, the &, algorithm sets Y., at the smallest value of Y which
produces the requested number of clusters. In this analysis, the number of
clusters found by the k, algorithm is fixed at three, in addition to the proton
remnant.

It is instructive to look at the value of Y., determined for direct and
resolved events. The larger the value of Y when three clusters are found
(Ycu), the clearer the separation between the three clusters. Figure 6.14a
shows the value of Y.., when three clusters are found for the resolved (solid
histogram) and direct (dashed histogram) Monte Carlo events. The events are
required to have n{:‘,’ < 1.6 and pﬂ'ﬂ > 5 GeV. ‘The value of Y, tends to
be smaller for direct events than it is for resolved events because direct events
lack a third cluster in the rear direction. The third cluster found in direct
events is generally inade up either of part of one of the two high pr jets, or of
part of the proton remnant. Therefore, the *distance” between three clusters
in direct events tends to be smaller than for resolved events, which have a well
separated energy deposit in the rear direction.

Figure 6.11b shows the distribution of Y. ut for the data with q;"’ < -1
{full circles} and p3*! > —1 {open circles). The histograms are the Monte Carlo

expeciations for the events with r}‘]"' < =1 {solid) and py™* > —1 {dlashed). I'he
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Figure fi.11: Comparison between the Y, distributions for different definttions
of resolved and divect events. (a) Y, distribution of Leading order resolved
and direct Monte Carlo events. (b) Y., distributions for resolved and divect
events defined by the value of 5" (¢) Y., distributions for resolved and direct
events defined by the value of x™ (see section §.5). For all figures, the sohd
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events are required to have i} < 1.6 and pri% > 5 GeV. ‘The Monte Carlo
distributions are normalized to the number of events in the data. Both the data
and the Monte Carlo events are likely to have higher valies of Y, for events
with 75" < —1. For the data at high #5*, the mean value of Y, is 0.028. For
the low 175"‘ data, the mean value of Y., is 0.063. This result suggests that
the high n5* events contain a significant number of direct, two-jet evenls, for
which the clustering procevlure has been prematurely stopped. For the sample
of events with 75 < —1, however, the separation between the three clusters
is quite distinct. ‘The average value of Y., for the data with st < -1 is
lower than the Monte Carlo expectation. ‘This may be due to the fact that
the Monte C'arlo simulation does nut properly describe the k5 dlistribution of
the data (Y is inversely proportional to £§¥). The separation between direct
and resolved events can also be hased on " Figure 6.1 tc shows the value
of Yeu for the data with r°™ < 0.75 (full circles) and " > 0.75 (open
circles}. Again, both the data and the Monte ('arlo simulation have higher
average values of Y, for resolved (defined as I < 0.75) events.

Since the value of Y, , is chosen on an event by-event basis, it is interesting
to determine if a fixed value of Y, ,, for all events would change the results.
Figuse 6.15a shows the number of events (ont of 1370) which contain three
clusters with 9"} < 16, pri" > 5 Ge\', g5 < =1 and ESY > 2 GeV, when
the value of Y, is fixed for ail events. The value of Yw is fixed at 0.01, 0.03,
0.05, 0.07, 0.09, 0.11, 0.13 and 0.15, as indicated by the black circles. Since a
range of YV values, in any given event, can resnlt in three clusters being found
(for example, for some events fixing Y, . at 0.03 and 0.05 might both resnlt in

three clusters being found), the integrated nmber of events in Fig. 6.15a can
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be greater than 1370. From Fig. f.15a it is apparent that about half of the
events in the final sample are also selected if Ycut is fixed between 0.06 and 0.1.
Therefore, one significant effect of choosing the value of Y, on an event-by-
event basis is that the nnmber of events in the final sample is approximately
doubled.

Figure 6.15b, shows the mean value of prs* for the events in the fixed
Yo bins of Fig. 6.15a. One might expect pr$* to depend on Y., since
clusters with large prs*, in the rear direction, tend to have larger angles with
respect to the heam axis, and therefore, smaller values of ki with respect to
clusters one and two (which are usnally in the forward direction). In fact,
prs is independent of the value of Y.ur- The reason prs” is independent of
the value of Y., is that if the clustering procedure were continued, and two
of the three (plus one for the proton re;mnant) clusters were merged so that
only two clusters remained, the third cluster wonld generally not be involved
in the merger. Instead of the third cluster being combined with one of the two
high pr clusters, as one wonld expect for direct events, it is more likely that
one of the two high py ¢ bicters wonld be combinml with the proton remnant.
For evample, Fig 6% e the relation<hip hetween iy = vkL (measured
m GeVpand £ 70 Vi value of A tends 10 be analler in high-reme events,
whereas, v st cases A oas lasger than & Gebr in fow-r¢™ events. The
lower hound at ahout 5 Ge\' on Jow £ events comes from the selection
criterion pf ; > 5, since k,_is (in the small angle approximation) equal to the
transverse momentum of the lower energy clnster with respect 1o the higher
energy cluster. In this case, the higher energy chnster is the psewlo particle in

the proton direction, aml i P, For these low £ events there is a clear
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Chapter 7

Photon Remnant Properties

In section 4.4 it was shown that the photon remnant can be isolated as a
third, low-pr cluster found by the k, algorithm in the region st < -1 In
this chapter the physical properties of the photon remnant, corrected to the

hadron level, are stuclied.

7.1 External Attributes

The external attributes of the photon remnant are the measurable quantities
which are independent of its internal structure. The pseudorapidity distribu-
tion is one example. Since the pseudorapidity of a cluster only depends on the
location of the cluster axis, and not, for example, on the number of particles
in the cluster, two clusters can have very different internal structures and still
have the same pseudorapidities. Likewise, two clnsters can have the same en-
ergy or transverse momentum and still be very different objects. Therefore,
the external attributes of the photon remnant are nuseful in studying how the

photon remnant behaves as an object irrespective of its internal structure.
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7.1.1 Comparison with PYTHIA

Figure 7.1, shows the pseudorapidity (i5), transverse momentum (rrs) and
energy ( £3} distributions of the photon remnant, corrected back to the hadron
level. "To show the effect of the requirement that ny be less than —1, the full n
distribution is shown. I’hoton remnant events are, by definition, those events
with g3 < —1. In the energy and transverse momentum distributions, 1 is
required to be less than —1. Figure 7.1a shows the 1, distribution. The inner
solid error bars are the statistical errors. The thin outer error hars are the
statistical and systematic errors added in quadrature. The calculation of the
error bars was described in the previous chapter. The corrected data and the
P'YTHIA Monte Carlo events (solid histogram) disagree in the negative i,
region, as previously observed in the uncorrected 75" distribution (Fig. {.1d).
The peak in the data is located at higher values of 13 than it is in the PY'THIA
Monte Carlo prediction. A similar effect occurs in the transverse momentum
distribution (Fig. 7.1b). Here also, the data show a higher average value than
the Monte Carlo. The mean value of the photon remnant pr at the hadron
level is measured to be {pr3) = 2.1 + 0.2 GeV , Whereas the Monte Carlo
expectation is (pr3} = 1.44 £ 0.02 GeV. In the energy distribution, however,
(Fig. 7.1c), the Monte Carlo expectation agrees with the data, except in the
lowest energy bin.

The most likely explanation of the lower average values of pry and i,
in the Monte Carlo simulation is that the Monte Carlo simulation does not
include the anomalons process, as discnssed in section 1.2, The correction fac-

tors applied to the uncorrected data in tle Pra. g aml £y distributions tencd

108

ZEUS 1993
§ “® Dota Q] o T e Dete b |
? — PYTHA > - PYTHIA
:’ o3l e -
[ £oal
L ¢ &
02f —’*] ¢ 3 *
: J RN LS I ¢
o1 [ ¢ S0 ¢
[ & __Li_L ]
0 -_l_l_.J_.l_l__L a2 Ol u b o . l__ai,,l:mJ
-4 -2 o 2 0 2 4 s
s Pr(GeV)
-’; 0.12 :r*‘iﬁombol;fﬁ ¢
é o1k - PYTHA
go.oo - ’
%008
io.on { +‘

0.02

[V ST RO Y .J..A_‘—L_L.LA!].?J
5 10 15 20
€, (Gev)

Figure 7.1: (a) Pseudovapidity (iy) distribution of the photon rrmnant cor-
rected back to the hadron level, {b) Corvected transverse momentum {rr3)
distribution. (c) Corvected encrgy {ka) distribution, In (b) and {c) < -1
18 required. The solid histograms ave the hadron level distributions given by
PYTRIA with default pavameters {including 1y = 0.11 Ge V' in cqualion 7.2},
The inner solid ervor bars are the statistical ervovs. The thin outer rrvor bars
are the statistical and systemalic evvors added in quadrature.
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to be small (typically aronnd 1.2} and are approximately constant. ‘I'here-
fore, the disagreement is not created by correcting the data to the hadron
level. Although it is conceivable that an incorrect Monte Carlo description of
the detector could result in this type of an effect, this explanation has been

demonstrated to be incompatible with the data (see section 6.6).

7.1.2 Comparison with High-k, PYTHIA

Motivated by the poor description of the data by the conventional Monte (arlo
simulation, the data are also compared with Monte Carlo events generated with
a harder intrinsic transverse momentum (&) spectrum for the partons in the

photon. The new parameterization which we call PY'THIA High £, A,

ANJdE} > 1/(k? + K2), (7.1)

was suggested by Drees™ to partially acconnt for the anomalous contribution
as discussed in section 1.2. This distribution is shown as the dashed line in
Fig. 7.2. The parameterization used in the analysis discussed in the previous
section is:

dN[dk? o e MR, (7.2)

with ko = 0.11 GeV, (shown as the solid line in Fig. 7.2). The parameter &q for
the PY'THIA high-k, A parameterization is determined by minimizing the \?
between the Monte ("arlo hadron level and the corrected data pr disteibutions.
The best fit occurs when &g = 0.66+0.22 GeV. This corresponds to an average
valne of k, of abont 1.7 GeV, as compared to 0.4 GeV for PYTHIA with the
default parameters (the values of &g used cannot be compared directly becanse

they are not the same quantity in the different parameterizations).
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Figure 7.2: Intrinsic transverse momentum parameterizations for the conven-
tional PYTHIA (solid line), PY THIA High k, A, (dashed tine), and PPY THA
High k, B (dotted line).

The PY'THIA High & A results are shown as the dotted histograms in
Fig. 7.3. The Monte Carlo description of the data is considerably improved for
the iy and pr; distributions, while the £y distribution is essentially unchanged.
Equally good agreement between the data and the Monte Carlo simulation has
been achieved by using the default &, parameterization of equation 7.2, with
ko raised from ky = 0.41 GeV to ko = 1.90 £ 0.2) GeV. We call this parame-
terization PYTHIA High &, B. 1t is shown as the dashed line in Fig. 7.3. This
PYTHIA High &, B distribution is also shown in Fig. 7.2. The {incorrected)

73 and priy’ distributions for the two high py clusters {Fig. 7.1) are also
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Figute 7.3: Comparison between the data and two different High k, Monte
Carlo parameterizations. The dotted line. “I’Y 'HIA High ky A7 corresponds to
equation 7.1 with ko = 066 GeV'. The dashed line, “PYTHIA High k, B™ cor-
responds to the defavlt ky, parameterization {equation 7.2) with ko = 1.90 e ),
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and figure (¢) shows the Ey distribution. In (6) and () gy < =1 is required.

essentially unchanged.

The fact that the Monte Carlo simulation can be easily bronght into agree-
ment with the data, by increasing the average k,, is encouraging. Although
the average value of k; needs to be increased substantially in order to bring the
Monte Carlo simulation into agreement with the data, this is not surprising.
Since the anomalous contribution is perturbative, it necessarily has signifi-
cant (O(1 GeV)) pr. Perhaps the inclusion of the anomalous contribution,
which inspired the use of the High £, Monte Carlo simnlation, will bring the
Monte Carlo simulation into good agreement. with the data. Future studies
with Monte Carlo simulations which include the anomalous contribution are

necessary to demonstrate that it is, in fact, sufficient to describe the data.

7.2 Internal Attributes

The internal attributes of the photon remnant are measured with respect to
the cluster axis. Although two energy clusters can have very different internal
structures and still have the same energy, the internal stricture of a cluster
may not be totally independent of its energy. Jets of particles, for example,
tend to fragment into more particles as the Jet energy increases, However, the
average transverse energy of each of those particles with respect to the jet axis
tends to be on the orer of a few hundred MeV, and tends to rise slowly with
jet energy. Behavior of this type is a distinctive signature of particle jets. One
interesting question is whether or not the photon remnant. also exhibits this
type of behavior. Because of the possible energy dependence, all of the figures

in this section are plotted either as a function of energy, or in a limited energy
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Figure 7.4: Effect of the High k, veweighting on the two high-pr jets. (a)
Psendorapidity distributions for the highest pr™ jet for the uncorvected data
and for the standard PYTHIA, PYTHIA High ky A, and PYTHIA High k,
B Monte Carlo simulations. (b} Transverse momentum distributions for the
highest pr™! jet. (c) Pseudorapidity distributions for the second highest pr
jet. (d) Transverse momentum distributions for the second highest pr'* jet.
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range.

7.2.1 Structure of High-pr Jets

The internal attributes of the two high-pr jets are shown in Fig. 7.5. Fig-
ure 7.5a shows the mean value of the average energy transverse to the cluster
axis per particle, (£%), as a function of the jet enerpy (the data from the
two high-pr jets are combined in this figure). The mean value of (£} starts
near 250 MeV, and slowly increases with the jet energy, while the total energy
increases from 6 to 24 GeV. This is the type of behavior one expects to see
for particle jets. The hadron level Monte Carlo simulation is in good agree-
ment with the data. Figure 7.5h shows the corrected mean valnes of the total
transverse (X, E%) and total longitudinal (E:£7) energy of the two high-pr
Jets, with respect to the jet axis. The quantities ¥, Ef and YK} are plotterd
as a function of the jet energy. The longitudinal component increases rapidly,
while the transverse component increases only slowly, demonstrating that the
Jet energy is primarily along the jet axis. e Monte Carlo simulation is in
excellent agreement with the data,

Figure 7.5¢ shows the corrected energy flow of jets 1 and 2 as a function of
1 -~ cosO. Here, 8 is the angle of the jet particle with respect 1o the jet axis.
‘This figure is effectively a plot of the energy deposited in rings of fixed area
centered on the jet axis. Because a simple corresponelence between particles
and calorimeter cells does not exist, it is ifficult to constrnet a correlation
matrix between the penerated {(hadron energy) and experimental (calorimeter
cell energy) quantities. ‘| herefore, these distributions are corrected| hack to the

hadron level bin-by- bin, as described in section 5.1.1. The statistical errors are
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the error on the mean in each bin. In Fig. 7.5¢, the detector level Jet energies
are required to be between & and 11 Ge\’ and the hadron level jet energies are
required to be between R and 15 GeV'. The energy distribution for the data is

quite collimated. The Monte Carlo simulation models this distribution very

well.

7.2.2 Comparison with High-pr Jets

The photon remnant is now compared with the two high-pr jets originating
from parton hard scattering. The comparison of these two types of jets is
of interest because one is the debris of the photon and is a low-pr jet, with
pr typically well below 6 GeV', while the other two jets come from the hard
scattering of the partons in the photon and proton and are high-pr jets, with
a minimum pr of 6 CGe\'. Therefore, it is not obvious that these objects should
have the same internal structure, In fact, the photon remnant may originally
have been made up of many partons, whereas high pr jets most likely originate
from a single parton.

In Fig. 7.6a the results of this comparison are shown for the mean valuye
of {E}), the average transverce energy with respect to the cluster axis per
particle, as a function of the cluster energy. In the region where the remnant
and high- pr jet energies overlap, the photon remnant data are very similar to
the data from the two high- pr jets. Figure 7.6b shows the total transverse
({¥i k%)) and total longitidinal ({E:£})) energy with respect to the cluster
axis as a function of the cluster energy, and Fig. 7.6¢ shows the cluster energy
deposited as a function of 1 — cos®, In Fig. 7.6¢, the reconstrncted {nncor-

rected) jet energies are again reuiired] Lo be between R and 11 GeV, and the
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hadron level jet energies are required to be between R and 15 (leV. Ihese
requirements are especially important for this figure so that jets of approxi-
mately equal energies can be compared. In all figures, good agrecment between
the photon remnant and the two high-pr jets is observed. ‘Therefore, in the
kinematic region and for the variables studied, the low-pr photon remnant
exhibits the same hadronization characteristics as the high-pr jets originating

from the hard scattering process.

7.2.3 Comparison with PYTHIA

Finally, it is interesting to compare the data with the conventional \lonte
Carlo simulation. Figure 7.7a shows the mean value of the average energy
transverse to the cluster axis per particle, {£}), versus the photon remnant
energy, both for the data after correction and for the hadron jevel Monte
Carlo simulation. ‘The Monte Carlo simulation is in good agreement with the
data. The Monte Carlo simulation is also in gooil agreement with the data in
Fig. 7.7b, which shows the mean values of the corrected total transverse (¥ k)
and total longitudinal (X, £} ) energy of the photon remnant, with respect to
the cluster axis, as a function of the energy of thr cluster. Fignre 7.7¢ shows
the corrected energy flow of the photon remnant as a function of 1 — cos® for
both the data and the Monte Carlo simulation. As was previously the case,
the uncorrected jet energies are required to be between ® and 14 GeV and
the hadron level jet encrgies are required to be between 8 and 15 GeV. ‘The
Monte Carlo simulation agrees very well with the data in all fignres. This
indicates that the fragmentation of the photon remnant is understood. Since

the fragmentation of the photon remnant shoukl not depend on the intrinsic
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transverse momentum of the partons in the photon, it is not surprising that

the data and the conventional Monte Carlo simulation agree.

7.3 Independent Confirmation

As described in section 6.2, the results of this analysis (*Analysis A") were
confirmed independently by another analysis (*Analysis B"). Fignres 7.8-7.11
compare the results of the two analysis for the figures previously shown in
this Chapter. Figure 7.8 shows the results of the two analyses for the "3, PTa.
and Ej distributions. Both the corrected data and the conventional PYTHIA
hadron level Monte C'arlo simulation are shown. ‘I'he agreement is good in all
quantities. Figure 7.9 compares the results of the two analyses for the (£%)
Yk} and & k% and energy flow figures. Both the data and the hadron level
Monte Carlo simulation are in good agreement between the two analyses.

In Figs. 7.10 the comparison between the two high pr jets and the pho-
ton remnant is shown for the two analyses. The two analyses are in good
agreement. Last, Fig. 7.11 compares the results of the two analyses for the
energy flow figures. The comparison between the two high- pr jets and the
photon remnant are in good agreement. From these fignres it is clear that

both analyses report very similar results.
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Yigure 7.0 Compartson between the {corrected) internal attributes of the pho-
ton remnant for Analysis A (solid circles) and Analysis B (solid triangles).
The hadron level Monte Carlo expectations are also shoun for Analysis A
(open circles) and Analysis B (open triangles). (a) The mean value of (Ky) as
a function of the cluster energy. (b) The average values of ¥, Ef and ¥,k as
a function of the cluster encrgy. (c) The flow of energy around the cluster aris.
The ervor bars shou' the systematic and statistical errors added in guadrature.
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Figure 7.11: Comparison between the corrected riergy flow around the clus-
ter aris of the photon remnant and the two high pr jels as measured by (a}
Analysis A and (b) Analysis B.

Figure 7.10: Comparison between Analysiz A ({a) and (¢}) and Analysis B
((b) and (d)). The corrected mean value of {£}) as a function of the cluster
energy for the photon remnant and for the two high-pr jets as determined by
Analysis A (a) and Analysys B (b). The corvected mean value of Yikj and
iy as a function of the cluster energy for the photon remnant and for the
two high-pr jets as determined by Analysis | (c) and Analysis B (d).



Chapter 8

Conclusions

For the first time, in a sample of quasi-real photon-proton collisions, the
photon remnant produced in resolved photon interactions has been isolated.
The selected events contain two high-pr jets with pr > 6 GeV and 3 <
1.6. The photon-proton center of mass energy, IV, for these events ranges
from 130 to 270 Ge\V'. The properties of the photon remnant, as defined by
a cluster with 3 < =1 and £3 > 2 CeV, are studied. The photon remnant
exhibits collimated energy flow with limited transverse energy with respect to
the cluster axis, features characteristic of particle jet structure.

The leading order QC'D Monte Carlo simulation, with default parameters,
does not reproduce the pseudorapidity distribution or the transverse momen-
tum distribution (with respect to the incident photon) of the photon remnant.
‘The mean value of pr for the photon remnant. 2.1 0.2 GeV, is substantially
larger than the Monte Carlo expectation of 1.14£0.02 GeV. Better agreement
with the data can be obtained by increasing the average intrinsic transverse
momenta (&} of the partons in the photon in the Monte Carlo simulation. ‘'he
best agreement with the data occurs when the mean value of &, is increased
from 0.1 GeV' to about 1.7 GeV'. These results are in qualitative agreement with

theoretical expectations which predict substantial mean transverse momenta
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for the photon remnant, arising, in part, from the anomalous contribution.
The photon remnant has also been compared, in the laboratory frame, with
the two high-pr jets originating from the parton hard scattering. Although
the origins of these two types of jets may be quite different, within the present
statistics and in the kinematic range studied, they exhibit similar properties.
The photon remnant mean transverse energy per particle with respect to the
jet axis, the total transverse and total longitudinal energy with respect to the
jet axis, and the energy flow around the jet axis are all quite similar to those

of the high-pr jets.



Appendix A

Variable Resolutions

In this appendix, the detector level resolution with respect to the hadron level
is shown for all variables used in this study. The figures shown here have been
used to determine the numbers quoted in table 5.1. This appendix is broken
into two sections. The first section shows figures produced using the PYT'HIA
Monte Carlo simulation. The second section shows figures produced using the
HERWIG Monte Carlo simulation.

In all figures, the events are required to pass the cuts at both the detector
level (as described in section 4.1) and at the hadron level {as described in
section 5.1). Matching between the hadron and detector level clusters (as
described in section 5.2) is also required. All figures in this appendix foliow
the format of Fig. 5.2.

A.1 PYTHIA

Figures A.1-A.3 show the resolution of the psewlorapidity measurement for

all three clusters obtained with the k) algorithm, as determined using the
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PYTRIA Monte Carlo simulation. In each of the figures, {a) shows the cor-
relation (smearing matrix) between the detector level and hadron level pseu-
dorapidity distributions: (b) shows the resolution in percent ["—";—:"': x 100
where n = 1, 2 or 3) and (c) shows the absolute resolution (y, ~ 2. The
pseudorapidity resolution is excellent for the two high-pr clusters. For the
photon remnant, the pseudorapidity resolution is best near 1 = —1, and be
comes worse as the jet axis of the photon remnant gets closer and closer to
the RCAL beam pipe. This effect is probably caused by particles lost in the
beam pipe.

Figures A.4-A.6 show the resolution of the transverse momentum tnea-
surement for all three clusters. I'he correlation hetween the detector level and
hadron level transverse momentum is good, although not as good as for the
pseudorapidity. Figure A.6 is interesting because the mean photon remnant
transverse momenta is measured to be significantly higher than predicted by
the PYTHIA Monte Carlo simulation. In Fig. A6b, the percent transverse mo-
mentum resolution of the photon remnant, a long tail toward negative values
can be seen. Although, on average, the photon remnant transverse momentum
measured at the detector level tends to be smaller than itis at the hadron level,
in some cases the photon remnant transverse momentum can he significantly
overestimated. This eflect is included in the correction procedure.

The energy resolutions for clusters 1 and 2 are shown in Figs. A.7 and A8
respectively. The energy resolution is qnite gooll, and is consistent between
the two objects.

The resolution in y,, is given in Fig. A9 The resolition and systematic

shift seen here is in agreement with the results from other analysjs. 7
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Figures A.10, A.11 and A.12 show the correlation between the transverse
energy per island and the transverse energy per particle. For these figures the
resolution is rather poor. ‘The systematic shift from the detector to the hadron
level, however, is small. For comparison, Figs. A.13, A.11 and A.15 show the
correlation between the transverse energy per cell and the transverse energy
per particle. Here, again, the resolution is poor. lu this case, however, there
is a significant systematic shift from the detector to the hadron level, due to
the fact that there are, on average, three cells per particle.

Figures A.16, A.17 and A.i8 show the measurement resolution of the to-
tal transverse energy with respect to the cluster axis, and Figs. A.19, A.20
and A.21 show the measurement resolution of the total longitudinal energy
with respect to the cluster axis. In general, the longitudinal component is

measured with higher resolution than is the transverse component.
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Figure A.1: Pseudorapidity resolution of the highest pr cluster as determined
using the PYTHIA Monte Carlo simulation. {a) Correlation between the detec-
tor and hadron level pscudorapidity. (b) Pscudorapidity resolution in prreent.
(c) Absolute psendorapidity resolution. The constant, mean and sigma i (b)
and (¢) are determined from the fit.
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Fignre A.2: Psewdorapidity resolution of the second highest pr cluster as diter-
mined using the PYTHIA Monte Carlo simulation. fa) Correlation between
the delector and hadron lrvel pseudorapidity. (b) Psendorapidity vesolution
m percent. (c) Absolule pscudorapidity vesolution. The constant, mean and
sigma in (b} and (c) are-determined from the fit.
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Cluster t E, per Particle Resolution
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Figure A.10: The (£}) resolution (calculated using calorimeter islands) of the
highest pr cluster determined using the 'Y THIA Monte Carlo stmulation. (a)
Correlation between the detector and hadron level (ET). (6) {E}) resolution in
percent. (c) Absolute (E3) resolution in Ce\'. The constant, mean and sigma
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Figure A.1Y: The (EY) resolution (calculated using calovimeler islands) of
the second highest pr cluster as determined using the PYTHIA Monte Carlo
stmulation. (a) Corvelation between the deteclor and hadron level (KLY, (b)
(E£5) resolution in percent. (c) Absolute (K} resolution in Gel'. The constant,

mean and sigma i (b) and (¢} are determined from the fit.
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Cluster 3 E, per Porticle Resolution
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Figure A.12: The (ET) resolution (calculatrd using calorimeler islands) of the
photon remnant as delermined using the 'Y THIA Monte Carlo simulation.
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in percent. (c) Absolute {k3) resolution in GeV. The constant, mean and
sigma in (b} and (c) are determined from the fit.
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Figure A.13: The (L}) resolution (calculated using calorimeter cells) of the
highest pr eluster as determined using the PYTIIA Monte (arlo simulation.
(a) Correlation betieen the detector and hadron lrrel {EY). (8) (I} resolution
tn percend. (e} Absolute (E}) resolution in GeV. The conslanl, mean and
sigma in (b) and (¢} are determined from the fit,
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Cluster 2 E; per Porticle Resolution (from Cells)
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Figure A.14: The (£}) resolution (calculated using calorimeter cells) of the
second highest pr cluster as determined using the PY THIA Monte Carlo sim-
ulation. (a) Correlation between the detector and hadron level (E5). (b) (E3)
resolution in percent. (c) Absolute (E}) resolution in Gel'. The constant,
mran and sigma in () and (c} ave determined from the fit.
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Cluster 3 E, per Particle Resolution (from Cells)
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Figure A.15: The (E%) resolution {calculated using calovimeter cells) of the
photon remnant as determined vsing the PYTHIA Monte Carlo simulation,
(a) Correlation between the detector and hadron level (ET). () (K3 resolution
i percent. (¢} Absolute (F3) resolution in GeV'. The constant, mean and

sigma in (b) and (c) are determined from the fit.
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Cluster 1 Total Transverse Energy Resolution
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Figure A.16: The L, L} resolution of the highest pr cluster as determined
using the PYTHIA Monte Carlo simulation. (a} Correlation between the de-
tector and hadron level Liky. (b) X, EY resolution in percent. (c) Absolute
Y. EY resolution in GeV. The constant, mean and sigma in (b) and (¢) are
determined from the fit.
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Figure A.17: The LK% resolution of the second highest pr cluster as deter-
mined using the PYTHIA Monte Carlo simulation. (a) Correlation between
the detector and hadron level X k5. (b) L k% rrsolulion in percent. (c) Ab-
solute Y., E} resolution in GeV. The constant, mean and sigma in (6} and (c)
are determined from the fit.
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Figure A 18 The Y, ET resolution of the photon remnant as determined using
the PYTHIA Monte Carlo simulation. (a) Correlation between the detector
and hadron level LK. (b) LikY resolution in percent. (c) Absolute L k%
resolution in GeV. The constant. mean and sigma in (b) and (c} ave deter
mined from the fit.

Figure A.19: The ¥ E} resolution of the highest pr cluster as determined ys-
ing the PYTHIA Monte Carlo simulation. {a) Correlation brtween the deteclor
and hadron level ¥, 15 . (b) Y £} resolution in peveent. (¢} Absolute LK} res-
olution in Ge\'. The constant, mean and sigma in (b) and (¢) are determined
from the fit.
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Figure A.X): The X, £} resolution of the sccond highest pr cluster as deter-
mined using the PYTHIA Monte Carlo simulation. (a) Correlation between
the detector and hadron level ll.h'i. {6) E.Ei resolution in percent. (c] Ab-
solute Y.k} resolution in GeV'. The constant, mean and sigma in (b} and (c)
are determined from the fit.
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Figure A.21: The X, E} resolution of the photon remnant as determined using
the PYTHIA Monte Carlo simulation. (a) Corrclation betwern the detector
and hadron level Lk} . (b) ¥, L} resolution in peveent. (c) Absolute AY 5
resolution in GeV. The constant, mean and sigma in (b) and (e} are deter-

mined from the fit.
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A.2 HERWIG

All of the figures listed above for the PYTHIA Monte Carlo simulation have
been reproduced using the HERWIG Monte Carlo generator (Figs. A.22-A.13).
Alt of the measurement resolutions and shifts are comparable to the resnlts
obtained using the PY'THIA Monte Carlo simulation.

Figures A.22-A.21 show the resolution of the psendorapidity measurement.
The pseudorapidity resolution is excellent for the two high pr clusters. For
the photon remnant, the pseudorapidity resolution is best near = -1, and
hecomes worse as the jet axis of the photon remnant gets closer and closer
to the RCAL beam pipe. T'his behavior is the same as was observed for the
PY'THIA Monte Carlo simulation.

Figures A 25-A.27 show the resolution of the transverse momentun: imea-
surement for all three clusters. The correlation between the detector level and
hadron leve] transverse momentum is goorl, although not as good as for the
pseudorapidity. la Fig. A.6b, a long tail toward negative values was shown.
This behavior is also reproduced in the HERWIG Monte Carlo simulation
(Fig. A.27b).

‘The energy resolutions for clusters 1, 2 and 3 are shown in Figs. A.28, A.29
and A.30 respectively. The resolution in Y, is given in Fig. A.31. The resolu-
tion and systematic shifts for these figures is also compatible with the results
which were obtained using the PY'THIA Monte Carlo simulation.

Figures A.32, A.33 and A.31 show the correlation between the transverse
energy per island and the transver<e energy per particle. As for PY'THIA,

the resolution is rather poor, but the svstematic shift from the detector to
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the hadron level is small. Figures. A.35, A.36 and A.37 show the correlation
between the transverse energy pet cell and the transverse energy per particle.
These results are also consistent with those obtained using "Y' THIA.
Figures A.38, A.39 and A.10 show the measurement resolution of the to-
tal transverse energy with respect to the cluster axis, and Figs. A.41, A.42
and A.43 show the measurement resolution of the total longitudinal energy
with respect to the cluster axis. Again, the results are consistent with

PYTHIA.
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Figure A.22: Pseudorapidity resolution of the highest pr cluster as determined
vsing the HERWIG Monte Carlo simulation. (a) Covrelation between the de-
tector and hadron level pseudovapidity. (b) Pscudorapidity resolution in per-
cent. (c) Absolute pseudorapidity resolution. The constant, mean and sigma
i (b) and (¢) are determined from the fit.
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termined using the HERWIC Monte Carlo simulntion. (a) Corvelation between
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percent. () Absolute pseudorapidity resolution. The constant, mean and sigma
in (8) and (c) are determined from the fit,
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Figure A.2t: Pseudorapidity resolution of the photon remnant as detevmmed
using the HERWIG Monte Carlo simulation. (a) Correlation between the de-
tector and hadron level pseudorapidity. (b) Pseudorapidity resolution in pro-
cent. () Absolute pseudorapidity resolution. The constant. mean and stigma
m (b) and (c) are determined from the fit.
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Figure A.25: Transverse momentum resolution of the highest pr cluster as de-
terminied using the HERWIC Monte Carlo simudation. {a) Correlation between
the detector and hadron lrvel transverse momentum. fb) Transverse momen-
tum vesolution in percent. (c) Absolute transverse momentum resolution in
GeV. The constant, mean and sigma in (b) and {c) are determined from the

fit.
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Figure A.26: Transverse momentum resolution of the second highest pr cluster
as determined using the HERWIG Monte Carlo simulation. (a) Correlation
between the detector and hadron level transverse momentum. (b) Transverse
momentum resolution in percent. (¢) Absolule transverse momentum resolu-
tion in GeV. The constant, mean and sigma in (b) and (c} are determined

from the fit.
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Figure A.27: Transverse momentum resolution of the photon remnant as de-
termined using the HERW I Monte Carlo simulation. {a) Correlation betuween
the detector and hadron level transverse momentum. (b} Transverse momen-
tum resolution in pereent. (c) Absolute transverse momentum resolution in
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fit.
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Figure A28 Energy resolution of the highe st pr cluster as determmed using
the HERWIG Monte Carlo simulation. (a) Correlation between the detector
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ergy resolution in Gel. The constant, mean and sigma in (b) and (¢} are

determined from the fit. .
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hadron level energy.
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Figure A.32: The (EY) resolution (calculated using calorimeter islands) of the
highest pr cluster as determined using the HERWICG Monte Cavlo stmulation.
{a) Correlation between the detector and hadron level (EY). (8) (ES) resolution
m pereent. f(c] Absolute (E}) resolution in GeV. The constant. mean and
sigma in (b) and (c) are determined from the fir,
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Figure A.33: The (k%) vesolution (calculated using calovimeter islands) of
the second highest pr cluster as determined using the HENWIC Monte Carlo
amulation. (a) Corvelation between the detector and hadvon level {EY). (b)
{L}) resolution in percent. (c) Absolute (£Y) resolution in GeV' The constant,
mean and sigma in (b) and (c) ave determined from thr fit.
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Figure A.M: The (E}) resolution (calcutated using calorimeter islands) of the
photon remnant as determined using the HERWIG Monte Carlo simulation.
(a) Correlation between the detector and hadron fevel (E}). (b) (E%) resolution
in percent. (¢) Absolute (I:'r) resolution in (Gel'. The constant, mean and
stgma in (b} and (c) are determined from the fit.
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tigure A.35: The (EY) resolution (calculated using calorimeter cells) of the
highest pr cluster as determined using the HERWIC Monte Carlo simulation.
{a) Correlation between the detector and hadvon lrvel (ET). (6) (L) resolution
n percent. (c} Absolute (EX) resolution in GrV. The constant, mean and
sigma in (b) and (c) are determined from the fit.
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Figure A.36: The (E}) resolution (calculated wsing calovimeter cells) of the
second highest pr cluster as determined using the HERWIG Monte Carlo sim-
ulation. (a) Correlation between the detector and hadron level (EL). (b) (ET)
resolution in percent. (c] Absolute (£}) resolution in GeV. The conslant,
mean and sigma in (b) and (¢) ave determined from the fit.
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Figure A.37: The (E%) resolution (calculaied wsing calovimeter eells} of the
photon remnant as determined using the HERWIG Monte Carlo simulation.
{a) Correlation betwern the detector and hadron level (ET). (6) (L%} resolution
in percent. (c) Absolute (%) resolution in (ieV. The constant, mean and
sigma i (b) and (c} are determined from the fit.
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Figure A3R: The 3, % resolution of the highest pr cluster as determined using
the HERWIG Monte Carlo simulation. (a) Correlation belween the detector
and hadron level ;£ (b) L, EY vesolution in pereent. (c) Absolute ¥, LY res-
olution in GeV'. The constant, mean and sigma in (b) and (c} are determined

Jrom the fit.

Cluster 2 Total Tronsverse Energy Resolution

— 10 _: —————
@ of O
€ s ;
_A 7 : .
l‘:'- 8 . ° . - : '.: .
; . s .
Utk o s N T e
s ° Pttt L
g s R L I S :
¢ . - .‘1 .
8 1 .*..’ l":" _. : . . :
Rl
O o0 | ST FTEWE P RO S BT PR P
S T A T
S Hodron Level <%, E/> (GeV)
D25 p] Constont 6527 |2 .8 EE Constant 5,459 |
S 20 Mean 82471 5 s Meon 0.1827
&'7,5 Sigmo 33.48 |, 20 |- Sigme 1134 |
15 F
10
5 -
0 0 _k'ﬂﬂﬂ A U T ﬂ
-100 -50 [\] 50 100 -2 [} 2

<X Er> Resolution (percent) <%, /> Resolution (GeV)

Figure A.39: The X,k resolution of the second highest pr cluster as deter-
mined using the HERWIG Monte Carlo simulation. fa) Correlation between
the detector and hadron level B (b) L kY resolution in percent. {c) Ab-
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Figure A.A0: The \_:,E} resolution of the photon remnant as determmed using
the HERWIG Monte Carlo simulation. (a) Correlation between the detector
and hadron level ¥, E%. (b) ¥, kY resolution i pereent. () Absolute ¥, LY ves-
olution in GeV. The constant. mean and sigma in {b) and (c} arc determined

from the fit.
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Figure A.42: The ¥, £} resolution of the sccond highest pr cluster as drtes-
mined using the HERWIG Monte Carlo simulation. (a) Corvelation between
the detector and hadron level Y, E]. (b) \;E} resolution in percent. (c) Ab-
solute Egh’i resolution m GeV. The constani. mean and sigma in (b) and (c)

are delermined from the fit.
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Figure A.43: The X, L} resolution of the photon remnant as delermined using
the HERWIG Monte Carlo simulation. (a) Corvelation between the detector
and hadron level Y., £} . (b) X, K} resolution in pereent. (c] Absolute Lk} res-
olution m CeV'. The constant, mean and sigma m (b) and (c) are determined

Jrom the fit.
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