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Abstract

The proton structure fimrtion / j(j , (?*) is measnred in neutral current deep

inelastic scattering of 2fi.7 (!eV electroiis with 820 GeV protons at the HERA

collider using the ZEl'S detector. The data sample, collertcd during the 1993

HERA running period, corresponds to an integrated luminosity of Ü..V15 pb~'.

Results are presented for 7 < Q2 < 2560 GeY2 and 1.5 • KT1 < i < 0.16. The

structure function FI is found to rapidly rise wi th decreasing /. The scaling

violations of b\e used to extract the gluon nionientum density of the proton,

C(xtQ3), at QJ = 20 Ge\'3 and 9 - 10~' < f < 0.% 10~2. A subslantial rise

of the gluon density is found at small .r
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Introduction

Deep Inelastic lepton-nucleon Scattering (D1S) has played an important role

in the understanding of the structure of the matter. Our current knowledge of

the constituent structure of the nucleon, äs well äs of the strong interactions,

has emerged, to a large extent, from fixed targpt U1S experiments over the

past thirty years. The first electron-proton collider, HERA, has opened a new

era in the field. Operatinß at a center-of-niass energy of 2% (!eY, H Ü H A

has been able to probe the structure of the proton at a srale t wo Orders of

magnitude smaller than the previous fixed tarnet experimeiiU.

This thesis presents a measurement of the proton slrncUire function fr'z

using the HERA data collected with the £El S detectoi- i l i u in^ 'he secoml

year of HERA Operation in 1993. A total integrated luminosity of 0.5-15 pb"1

is used. The measurement covers a wide kinematic region, for momentum

transfers between 7 and 2560 GeV2, and fractions of the proton momentum

carried by the struck constituent between 10~3 and 10"1. The results show a

strong rise of Fj at low momentum fractions.

A review of DIS physics and the relevant parton model, the previous and

current experiments, and the most recent l'arton Distribution Functions, is

glven in rhapter 1. An overvjew of the H E R A accelerator and the ZEl'S

detector is given in chapter 2. The Monte Carlo Simulation is described in

chapter.l. Themethods of reronstruction of theevent kinematicsarediscussed



in chapter 1. The event selection procedure is tliscitssej at length in chapter

5, including the selection criteria necessary to improve the accuracy of the

reconstruction, and to suppress the various backgrounds. The electron energy

response, crucial for kinematic reconstruction iising the final state electron,

is examined in chapter 6 along with a tnethod to correct for the energy loss

of the scattered electron due to inactive material. The statistics and event

characteristics of the final sample are given in chapter 7. The F3 extraction

method is described and the final results on FI are given in chapter 8. The

scaling violattons of Fj are used in chapter 9 to extract the glaon density of the

proton. The final results are discussed in chapter 10, while a brief summary

and future outlook are given in chapter 11.

Chapter l

Review of Deep Inelastic Scattering

1.1 The Structure of the Nucleon

The first evidence for internal nuclear structure appeared in the early 1950s

from elastic scattering of electrons from the proton, an experiment performed

by Hofstadter and his coltaborators at the linear electron accelerator at Stan-

ford. ' The elastic scattering cross section was observed to drop sharply with

increasing momentum transfer, relative to that of a point char°e. 'l his implied

a diffused charge and magnetic moment distr ibution for the proton, with no

underlying point-like constituents.

In the early 1960s the bootstrap theory was developed, in an attempt to

anderstand hadronic interactions.! It assumed no fundamental particles and

considered each hadron äs a composite of the others.

In 1961 Gell-Mann and Ne'eman iiulepenciently proposed the "Eightfold

Way1', a scheme for classifying the hadrons according to their charge and

strangeness, using SU(3) symmetry.3

In 1961, Gell-Mann and Zweig independently introduced the notion of

quarks äs the elementary constituents of hadrons.1 The quarks were proposed

with three different types, c&lledflavors, spin eqnal to \, and fractionalelectric
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charges. This model was founcl to reproduce the multiplet structures of all the

ubsei-ved hadrons. Three (anti)quarks were n-«|i.iired for (anti)baryoiis, and

r|iiark-antiqnark pairs for mesons. A new quat i tum number, color, appearing

in tlirrt' stales ('red', 'green', and 'blue'), was iissigned to qtiarks, in order to

make the baryons1 wave functions consistent witli the Pauli Exclusion prin-

n i i l r . A A l l l iouf th initially quarks were very succrssful äs the bnilding blocks

of unitary symmetry, the failure of numerous (ree-quark searches led to the

belief that they were merely mathematical constructs, without any physical

nianifestation.

The introduction of quarks was followed by the development of "current

algebra", a field theory that examined hadrons ander the influence of weak

and electromagnetic interactions, and gave rise t.o several sum mies, derived

by Bjorken and others.

In late 1967 a long series of experiments on deep inelastic (i.e. large-

energy-loss) electron-proton scattering started at the Stanford Linear Acceler-

ator Center (SLAC).6 The early results from these experiments featured two

unexpected effects: the deep inelastic cross sections were found to fall only

weakly with increasing momentum-transfer, and the deep inelastic Structure

t-'unclions, which could be interpreted äs the momenUim distributions of the

proton constituents, depended only on the fraction of momentum carried by

the struck constituent of the proton. This second surprising feature in the

data, called scalf invariance, was found following a Suggestion by Bjorken. In

1969, he had predicted the scaling of the proton structure functions in the deep

inelastic region, on the basis of quark model current algebra calculations. 7

Bjorken's scaling hypothesis and the early SLAC data led Feynman to

apply his parion model, a constituent model he had developed lo explain

hadron-hadron inclusiveinteractions al high enei-nies, todwp inelastic electron

scattering.8 He assumed that the proton, was composed of free point-like

partons, from which the electron scatters incohrrenUy.

In an application of the parton model, Bjorken and l'aschos identified the

partons with the spin-^ quarks.9 They slurtirrt a system of tlirce quarks,

commonly called valence quarks, in a background of quark-antiquark pairs,

known äs sea quarks.

In a more detailed description of the quark-parton model, Kuti and Weis-

skopf added to the constituent model of the nitcleon the neutral y/tions, the

field quanta responsible for the biiiding of the quarks. l o

By 1973 Quantum Chromodynamics (QCU), a comprehensive theory of

quarks and gluons and their strong interactions, was constructed. The con

cept of asymptotic freedom11 provided an explanation for the inconsistency

between the 'free' behavior of the partons during lepton .fcalterinfr, where

short distances were probed, and the strong final-state interactions required

to account for the fact that no free quarks hacl ever beeil observed in the

laboratory. In non-Abelian gauge theories, like QCD, the effective coupling

which characterises the interaction between two particles, and which is a func-

tion of the distance between thern, goes to zero äs the Separation becomes

very small (asymptotically zero). Thus, quarks and gluons seem to be effec-

tively free when probed at short distance. The infrared slarery mechanism,

on the other hand, provided the origin of the confinement of quarks in 'color-

less' hadrons.12 When a quark and antiquark separate, their color interaction

becomes stronger, due to the interaction of gluons with one another, which
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conrines the color field lines of force between the q and q into a tube-like re-

gion. If this color tube has a constant energy density per unit length, the

Potential energy between the q and q will increase with Separation (i.e. lin-

ear ly rising potential energy), äs particles are produced. Therefore, quarks

and gluons can never escape.

The first deep inelastic electron-proton scattering results from SLAC, and

tlie introduction of the naive parton model, were followed by several fixed tar-

get deep inelastic scattering experiments at niajor laboratories. SLAC exper-

inients continued to use electron beams, whereas miion and neutrino beams

of higher energies were used at CERN and FKAL. New, more precise data

showed logarithmic deviations of the scaling invariance for the proton structure

functions.13 These results were explamed by the radiative QCD corrections,

generated by the gluons.

Throughout the 1980's the nucleon structure functions were measured with

increasing precision over more extended kinematic regions. However, since the

center-of-mass energy at fixed target experiments is proportional to the square

root of the beam energy, fixed target D1S experiments are limited in their reach

to high momentum transfer and to small proton momentum fraction carried

by the struck quark.

Higher center-of-mass energies can be achieved at colliders, which can

therefore explore extended kinematic regions. Beginning in 1992, HERA has

studied deep inelastic scattering by means of collisions between electrons (or

positrons} and protons. The measurement of the proton structure function

has been extended by the HERA experiments, Hl and ZEUS, to a new kine-

matic regime, reaching two Orders of magnitude higher momentum transfers,

and two Orders of magnitude lower proton momentum frart ions, t hau the fixer

target experiments.

1.2 DIS - Definitions and Kinematics

Deep Inelastic Scattering (DIS) is defined äs the scattering of a lepton from a

nucleon at high momentum transfer. At the HERA collider DIS is studied in

collisions between electrons or positrons and protons. The electron-proton in-

teraction is mediated by the exchange of a single vector bi*on. \Ve distinguish

two classes of tp DIS events, depending on the exchange«.! [>article:

(i) Neutral Current (NC) ÜIS events, for vi r tual photon or ZJ exchange:

(ii) Charged Current (CC) DIS events, for H r ± exchange:

< - > . .

( i . i )

(1.2)

where X denotes the total hadronic System in the final stale. Tlie Feynman

diagrams for NC and CC ÜIS events are shown in fig. 1 1 .

In this thesis we restrict ourselves to tlie study of inr lns ive NC DIS scat-

tering, between unpolarized electrons and protons, for which the final electron

and hadronic final state are observed. The kinematics of such a process can be

described in terms of two independent variables. \\'e first define a number of

Lorentz-invariant independent variables and tlien can express the kinematics

in terms of any two of them.

\Ve denote by q the momentum 1-vector of the exchangecl vector boson,

transferred from the electron to the proton, by A- and k' t h e 1-vectors of the
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h'igure 1.1: Feynman diagrams for ,\C and CC D1S evcnts.

incident and scattere.d electron, respectively, and by /' tlie 1-vector of the

proton. :

The center of mass energy squared is given by:

s = (* + /')* (1.3)

The 4-vector <f of the virtual exchanged boson is space-like and its square

is a negative quantity. For convenience, we introduce the positive quantity QJ

äs:

The electron's energy loss, tratisferred to the hadronic system, in the pro-

ton's rest frame is given by:

t-i"]/.=0 (1.5)
M L

where E, E' are the incident and scattered electron energies, respectivelj', and

M is the proton mass.

The scalar variable x, known äs ßjorken-j, is defined äs;

Q2 \
2Mi'

(1.6)

As shown below, x can be identified with the fraction of the proton's momeii-

tu i i ] carricd by tlie struck (|i.iark.

The scalar variable y, which corresponds to the fraction of the energy lost

by the electron in the proton's rest frame, is defined by:

13 O '"l (1.7)

The kinematically allowed region for both x and y is: 0 < r,.t/ < 1.



The variables ar, y, Q2 aml s are related by:

10

(1.8)

Finally, we define the invariant mass of tlie hadronic final state X by:

H/1 = (/> + ' = A/2 (1.9)

The kinematic ranges for Q2 and IV2 are froni zero to 5.

1.3 NC DIS and Structure Functions

The assumption of a single-boson exchange implies t hat the cross section for

the deep inelastic ep scattering can be factorised into a leptonic tensor L^,,

contracted with a tensor at the hadron vertex W" H :

da (1.10)

Kor deep inelastic scattering at values of Q2 much lower than the square

of the mass of the Z" (Q1 3> A/|), the electron-proton interaction is mediated

almost exclusively by the virtual photon. Tims, the Z" contribution to the

cross section can be neglected.

The lepton vertex is described by Quantum Electrodynamics (QED) and

its tensor is given by:

- r ' ' l*

AI the hadron vertex, in order to obtain the cross section for the inclu-

sive process, we must integrale over all possible hadronic final states. The

current at the hadron vertex is parametrized by the hadronic tensor which

11

can be constructed out of g1*" and the indepemieiit momenta (/ anil p. Anti-

symmetric contributions to 11-''"' are oniitted, s'ince tlieir rontr ibut ion to the

rross section vanishes when W" is contracted with the Symmetrie tensor LH„.

The most general form of li'"" contains five terms. However, neglecting the

parity-violating term and imposing current conservation at the hadron vertex

((/„ly" = tjuW" = 0), only two independent terms remain:

= -.g" \ff - P-£
^

~~<n~
**• AI*

The inelastic structure funcUons, U',, are functions uf two independent

Lorentz-invariant scalar variables that can be construcled from ihe 1-momenta

at the hadron vertex. We clioose Q2 and v äs these variables.

tlsing the leptonic and hadronic tensors, and including the flux factor and

the final electron phase space, we calculate the inctusive cross section for inelas-

tic electron-proton scattering. In terms of laboratory variables, and neglecting

electron mass effects, the cross section is given by:

(ßff -\T.(\ E' , 2 2 0 2 . 2,8

dQJdi/ QA E '2 ' 2

where 6 is the angle of the scattered electron.

The DIS physics is contained in the v and Q2 dependence of the structure

functions H''i and Wj.

In the deep inelastic region, where Q2 and v are large, but Q2/c is fi-

nite, the structure functions l-i'i and v\\\e functions not of Q2 and v

independently but only of the ratio i = Q2/'2Mt>:

M\\\(v,Q2} -* >',(.r) (1.1-1)

i/li'2(t/,Q3) -» t\(x). (1.15)



Tlie first evidence for scah'ng (i.e. QMndependence of the structure func-

lioiis) came from the early Ü1S experiments at SLAC, äs noted in sectioii

1.1.

1.4 The Naive Quark-Parton Model

According to the parton model, the proton is composed of free point-Iike eon-

stituents, calted paitons, from which the electron scatters elastically and in-

coherently.

At high momentum transfer, Q2, the virtual photon is probing very short

distance and time scales within the proton. The short distance scale justifies

the assumption of small, pointlike constituents. In the inhnite momentum

frame of the proton, where |/'| » m, M (m being the mass of the parton),

each parton carries only a fraction z of the proton's energy and momentum:

;j, = z(Ef,Q,n,—Elt). In this frame, relativistic time dilation slows down the

inte at which partons interact witli each othpr. Then the short time scale

of the photon- parton interaction enables us to treat the struck constituents

ÄS efTectively free. VVe can then regard the deep inelastic scattering of the

electron from the proton äs an incoherent sum (addition of probabilities, not

amplitudes) of elastic scalterings from single free partons within the proton.

Energy and momentum conservation at the parton vertex, assuming the

ini t ia l and final partons to be m&ssless, results in:

'2zl>-<,-Q^z==x, (1.16)

where p, and p/ are the intial and final 1-momenta of the struck parton, re-

spectively. Equation (1.16) shows that the scaling of the proton structure

functions (independence of Q2) can indeed be inlerpreteil äs a result of the

quasi-free electron-parton scattering process.

If partons have spin j, the cross section for the electron- parton scattering

must resembte the e/i scattering cross section:

where a, m; are the electric charge and mass of the parton of type i, respec-

tively.

By comparingequations (1 .13) and (1.17) we can extract the contributions

to Wi and Wj from one parton of type i. Summing over the contributions

from all partons, i, we obtain the total contribution from all partons, i.e. the

total structure functions of the proton, M'[( i / ,Q J) and l l ' 2 ( / / , Q1}, ur. acroi'ilinp,

to equations ( 1 . 1 1 ) and (1.15), /-'i(j) and frj{i):

2.rl-\(x) = F2(x) (1.18)

where fi(x) represents the probabüity for a parton of type > to rarry a fraction

x of the proton's momentum.

Equation (1.18), callett the Callan-CJruss relalion,'' is a direct consequence

of theassumption of spin-| quarks which couple to transversely polarised (A =

±1) virtual photons. Its expcrimcntal vc i i f ica l ion providi-d strong rvidrnce for

the Identification of the partons with the spin-^ quarks and antiquarks.

According to the quark-parton model the proton (neutron) is nia<leof three

valence quarks, und (udd), and a distnbution of quark-antiquark pairs, com-

monly called sea quarks: 11,11,, d,d,, s,st, and so on. The latter become

dominant at low values of j.
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'l he (anli)quark distributions inside the proton (and neutron) should add

up to the total electric charge, strangeness and total momentum of the proton.

\\hile the sum rules for electric charge and strangeness were experimentally

verified, providing further evidence for the parton-quark Identification, the

momentum sum rule revealed that the quarks and antiquarks carry only half

of the proton's momentum. This last result led to the introduction of neutral

partons whirli carry the remaining half of the proton's momentum, and \vhich

were identified with the gluons, the bosons that carry the color force in QCD.

1.5 QCD Parton Evolution

QCD produces interactions between quarks and gluons via the processes: q —»

19< <? ~* W» S ~' 99i 9 ~' 99- Explicit calculations show that these processes

have a ln(QJ) behaviour.

As Q2 increases the photon acquires a higher resolution and Starts to ;'see''

each quark äs surrounded by a cloud of partons (quarks and gluons), which

share the proton's momentum. Therefore, the probability of finding a quark

at small x ("soff* quark) increases with increasing Q2, while the probability

of finding a quark at high x decreases.

The Q1 evoluüon of the quark and gluon densities is determined by QCD

through the Cribov-Lipatov-AItarellj-Parisi (('!LA1') equations16:

/' dyL v (1.21)

The couplitig constant c\, of the strong force is given in lowest order by H-

12*

where n/ is the number of flavors and ,\s the QCD parameter that sets tlie

boundary (for Q2 >• A 2) at which o, becomes 'small' and the perturbative

description in terms of quasi free quarks and gluons is justified.

The functions l\(x/y) are callett Splitting l-'anctions. They give the prob-

ability that a partqn (ei t her gluon or quark) t, w i t h momeiiLuin fraction J,

originated from a parton j, with momentum fraction y, where x < y < 1.

In lowest order QCD the Splitting functions are given by ' ' :

P„(z) = ~(^-) ( » -23 )

P„(z) = l-(z* + (\-zf) (1.24)

*«<" = l^~-} (L25)

/'„(«) = ß(r-f- + ^—^+' (1-^) (1-26)

where z — x j y . They are schematically drawn in fig. 1,2.

The logarithmic radiative QCD processes and their subsequent parton evo-

lution result in logarithmic scaling violations, i.e. the proton structure func-

tions are functions of both x and Q2.
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qq

y-x

Figure 1.2: The Iowest order Splitting funetiona l'„, P„, P„, Pt3-

1,6 General Form of the Structure Functions

At high Q? there is a probability t hat the vector boson exchanged between

the electron and the proton will be the Z". In this case there is a third,

parity-violating term in the hadronic tensor:

(1.27

\V"e then obtain the general form of the differential NC (p cross section:

(1.2*)

where the structure functions jFi, J^j, -rJT3 i n r l i n i f bot. h -, a m l /^" exchaiiRe.

In Iowest Order QCU (where the spin- j of tlic (|nark- i l i r t a l i - ^ t h r - absorption

of transversely polarised photons and resulls in tlie {.'aUan-drcus relation, er\.

(1.18)) they are given by:

^'C(j:,9a) = F?c(*,Q*)pi (1.29)

where ?y(*i(?a), ^/(^TO1) represent the probability distribution for a quark

and antiquark, respectively, of flavor /, to be found in the proton.

The coefficients A;, Bj include 7-exchanRe, '/." exchanRp, their interference

term, and are given by H:

= e}-2t /t-er /y'z(C?a) + { r f - r f l a ) ( ^ + «J)^(0 2 ) (1.32)
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)*) is the ratio of the 7 and Z" propagators:

<23

The neutral current vector and axial vector couplings are given by:

V] =
sin 20»-

a = Tat
1

(1.31)

(1,35)

(1.36)

respecth-ely, where J"j/ denotes the 3rd component of the weak isospin (equal

to j for nentrino and ( u , c , t ) quarks and —i for electron and ( ( / ,s ,b ) quarks)

and B\y is the weak mixing angle.

In higher order perturbation theory there is a contribution to the cross sec-

tion from longitudinally polarised (A = 0) virtual photons. This contribution

is measured by the Longitudinal Structure Function T L'-

In terms of the longitudinal structure function the NC tp cross section is

expressed in the form:

i
:,<?*)], (1.38)

with Y± =

1.7 QED Radiative Corrections

In higher order perturbation theory the Born cross section for the t.p interac-

tion is modified due to additional electroweak corrections These corrections

originale from the.emission of additional real or vir tual photons from either

the leptons or the quarks. Hence, they can be classified äs lepton, quark, and

Itpton-qvark interfennce corrections.

The quark corrections can be absorbecl into the quark distribution func-

tions, and the corrections from the interference between the lepton and quarks

are in general small. ''

The lepton corrections can be further classifierl into:

(a) virtual "/ and Z" corrections. They can be verlex corrections, seif

energies of •) and Z", or ",Z" mixin«.

(b) emission of real photons. In the leading lo^arillmi approximation.

the emitted photon can be collinear ei ther w i t l i the i n i t i a l or t l ie Hnal stato

electron, in which cases we refer to ' 'Initial State Radiation" ( I S K ) or "Final

State Radiation ** (FSR), respectively. There is a third contribution, calletl

JCompton scattering" (CS), which refers to a hard scattcring of the electro»

on a quasi -real photon originating from the proton.

We include radiative corrections in a factor f<r in tln? double differentia!

cross section for inclusive NC deep inelastic ep scattering:

(1.39)



1.8 Low-x phenomena

In the Iow x region the nucleon is dominated by sea quarks and gluons, the

former originating from the qq Splitting of the latter, üoth the quark and

gluon distributions grow with. increasing Q2, at fixed Iow x.

As discussed in section (1.5), the evolution of the parton densities with Q?

is predicted by perturbative QCD, which is appücable in the large Q? region

(Q1 > Ql, Ql - 4GeV2). The exact form of the equations that describe

tlie parton evolution depends on the accuracy of the treatment of the large

logaritlims InfQ1) and/or ln(l/i).

In t. h i- Itadinti ln(Q*) approximativ» only lln- Ipading logarithmic terms in

Q'1 ar«? kept in the perturbative expansion am t the evolution equations take

t l i e form of l.hi- ( J L A l 1 eijiiations.

However, in the limit T —» 0 the l'3q and /',, Splitting functions become

singular (seeeqs. (1.25) and (1.26), where x/y = z —* 0). This means that at

Iow j the terms that contain the singular parts 1/j become important.

In the Iow J, large Q2 region the terms ln( I/.T) and ln(Q2) are comparable.

Keeping the products of both large logarithms in the pertubative expansion

we arrive at the double logarilhmic approximation. '* In this approximation

the gluon distribution is given by :

,QJ) = x<j(x,Q*) (1-40)

which predicts that the gluon (and consequently, also the sea quark) distribu-

tion at Iow i will grow faster than any power of ln(l/j).

In the Iow .r, moderate Q1 region, ln(l/x) terms become larger than the

k-adin" InfQ1) terms. Here we apply the teading ln(\/r) approrimation, wliere

we resum the terms that contain leading powers of ln( l / . r ) (arnl arbitrary

powers of InfQ1)). The summation is done by the Balit^ky-Fadin-Kuraev-

Lipatov (BFKL) equation,19 which is in effect an evolution equation in .r.

When this equation is solved analytically, it results in a gluon distribution

function in the form of:

The growth of the parton densities with Q2, which is rapid at Iow x, results

in a steep increase of the U1S cross section. However, an unlimited increase

would violate the Froissart bound, which requires that the total cross section

imisl not gn»w fitster than hi i , i .2" Such -\i is piwniU'd by parton

recombination and Saturation effects. \Vhen the numbers of gluons and sea

quiirks in llu- proton bromu- vciy Urft»', at Iow .r, l l i cy Iji '^iu lu ovrrlap spa-

tially in the transverse direction and recombine via the proc^sses gq —* q and

qq —* g. Hence, they can no longer be treated äs free partons. äs was required

by the QCU parton model. This interaction of partons ]>ut< an end to the

growth of the parton densities in the Iow .r l imi t , and the Ü1S cross section fi-

nally reaches its Saturation (geometrical) l imi t , eqtial to ~ü2, H being a radius

parameter.

Quantitatively, the parton interaction introduces a nonlinear screening cor-

rectlon to the evolution equations. The modified evolution for the gluon den-

sity is expressed by the Cribov-Levin-RyskJn ( G L H ) equation2 1 :

Q
(1-12)

The first (linear) term on the right-hand side is obtained from the OLAP



equation for gluons [eq.(1.21|] by negiert ing the quark rontributiou to tlie

gluon evolution (i.e. the 1'3I> Splitting funclioii) and by keeping only the most

singular term of the 1*„ Splitting function, /'M ~ fi/;, in the limit x/y = z ~* fi

(double logarithmicApproximation). Thesecond term represents the screening

correction, whose strength depends on the magnitude of the radius parameter

H. R is expected to be comparable to the hadronic radius (~ 5 OeV'1) for

a gluon Saturation uniformly distributed in the nucleon, or comparable to

the ronstituent (valence quark) radius (~ 1 GeV"1) for gluons concentrated

around the valence quarks (uhot spoti* model ).

The CLR equation is expected to be valiil for \\-'ltl < n,(Qy), where the

parameter l )•',,( is defined äs the ratio of the total transverse area ocrupied by

the small-j gluons in a nucleon over the total transverse area of the nucleon,

zH*. \V,.,t can be obtained from the ratio of Üie coefficients of lh*> second and

lir$< ternis on the right-hand side of equalion (1.12):

'I he gluoti iljstribution obtained from tln- (!LR ci|iiatton approarhcs the

parton Saturation limit for x — » 0 :

wliich corresponds to \V„t = 1.

For Ii',o( < l the parton evolution is described by the QCD parton model

without screeuins corrections.

1.9 DIS Experiments

1.9.1 Fixed TVirget DIS Experiments

As discussed in section (1-1) , a uumber of fixed target DIS experiments at

SLAC, (7ERN and KKAL followed the first deep inclastir e)«*ftron-proton scat-

tering results from SLAC. 'i'hey used electron, niuon, or neutr ino beams on a

variety of targets.

The SLAC experiments used elcclmn l>i-am- vvil l i au i ' i ier^y ranne 3.65 <

Er < 20 ("JeV, on bydrogen and deuteriuni targets.

The CERN experimetits used eitlirr muoii ln'ams. w i th nn?roies 10l) <

£'„ < 280 OeV (EMC, BCDMS, KMC, SMC), or ncntrino l).-aiiis witli energies

100 < E„ < 280 CeV (CÜHSVV, \ri. \\'A50), on dputr-i ium. iron and neon

targets.

AI KNAL, the CCFH experiment usfd a neut r ino bcam on an iron target,

witli SO < Ev < ßOO Ce\', while th t - l-^lili-'i f \ |>ci-iinenl u sei! a niuon beam of

1!)0 OeV, on various targets.

A hydrogen target is usi-rl for l\v mciiMm-nioul of tlie prolon struclui'e

function f j , whereas an addiüonal deuteriuni target allow-s tlie nieasurement

of the neutron structure function /-!J'. Hea\-y nticlear targets are used for the

measurement of the nuclpon structiiR- fuiHiion, tlie avcraft'- wf tlie proton and

neutron structure functions. Kinally, a neutrino beam enables the measure-

ment of the parity-violating .r/^ structnrc function, and hence, the extraction

of the valence quark dislributions.

The center-of-mass energy at fixed target U1S experiments is given by:



wliirh yields a maximum value approximately i-qual to v/j» ~ 31 GeV, at the

hieltest FNAL v beam energy. The kinematic ranges of x and Q2 that can

lic e\|»lored, limited by beam energies and the final lepton phase space, are:

10-1 < x < 0.9 and 0-1 < Q2 < 200 GeV2.

1.9.2 DIS at HERA

HERA extends the measurement of the proton structure functions to Iower

values of i and higher values of Q2 than fixed larget experiments.

The center-of-mass energy at the HERA tp collider is given by:

i/s = '2JE,E„. (1.16)

In 1992 and 1993 HERA operated with an electron beam of energy h\ 26.7

GeV and a proton beam of energy Ef = 820 GeV, producing a center-of-mass

energy equal tu y/s = 296 GeV.

The maximum value of Q"1 that can be reached is equal to Q^„ = a =

8.75 • in1 CJeV2, whereas the Iower limit for M' UlS events, in order for the

scattered electron to be seen in the detectors, is a few GeY2. The kinematically

nllowod region in x and Q3 is bounded by y - l. Thus, the measurable region

in x is 10~* < x <l.

HERA started Operation in 1992, with two major detectors, ZEl'S and Hl.

The first results on the measurement of the proton structure function Ft were

based on 25 nb"1 of deep inelastic electron- proton scattering data". M In the

second year of Operation, 1993, 20 times more data were accumulated (540

HERA is able to reach two Orders of magnitude sinailer values of x and

two orders of magnitude higher values of Q1 than fixed target experiments.

However, there is still no overlap in the (f,Q2} phase space between HERA

and fixed target experiments, äs can be seen in fi«. 1.3.

This gap would be closed were HERA to run at reduced beam energies.

However, it is also 'possible to close the gap even at present beam energies,

if the detection of the final state electron were feasible at smaller scattering

angles in the ZEUS and Hl detectors. This has been achieved in more recent

running by shifting the interaction point towards the direction of the proton

beam, and by new detector components at small angles around the beampipe

in the electron beam direction. In addition, a measurement of the proton

structure function at Iower values of Q2 is made by ronsklering Initial State

Radiation events, where the real photon emitted from the ini t ial state electron

effectively Iowers the initial state electron energy.
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Figure 1.3: Kinematic rtgions in thc (x,Q3) phase space covered by the 19Q3

HEHA dato and i-ariovs fixed target DIB experiments. The. y = l isotine limits

the kinematically allowed region. The y = O.fll isoline reprtsentg a y cvt uscd

in the ZEUS analysis (see. section 5-4).

1.10 Parton Parametrizations

The Parton Distribution Functions (POF's) describe the sharing of nucleon's

momentum among its coustituent quarks anrl gluons. Knowledge of PDF's is

necessary for the parametrization of the nucleon's structure functions and the
i'

prediction of the cross sections for presetit and fu ture cotüders. Although the

QCU parton model constrains the l'DF's, it provides no absolute predictlons.

Thus, they have to be extracted from experimental data.

The Parton Distribution Functious are parametrized äs a function of J

at a reference value Q2 = Ql- These pararnetrizations are usually simple

functional forms, which satisfy QCU and contain a number of free, adjustable

Parameters. The initial quark and gluon distributions are evolved upward with

Q1, using the QCD OLAP equations (eqs. (1.20), (1.21)). Tliis produces a

parametrization of the l'DKs at al! .c and Q'2 values, wliirli can Ihen be us«!

to characterize the structure functions and calculate cros? sections. Since tlie

predicted cross sections imist niatcli all e.xistiiiR lepton-hailron aml hadron-

hadron data, a global fit is performed in order to determine the best values of

the initial free parameters of the l'DFs.

VVe will briefly summarize the characteristics of the most commonly used

PDF's.

1.10.1 MRS parametrizations

The Martin-Roberts-Stirling (MRS) parametrizations are obtained from a

global next-to-leading orcler (KLO) QCÜ fit, including DLS data from BCDMS,

EMC, NMC and CCFR. Their starting Q2 value is QJ = l GeY2



Tlie NMC measurement of the Gottfried Sinn Ruie ((iSR) is incorporated

in the .\IRSD' parametrizations1'1 using a flavor asymmetric sea. The OSR

predicts the difference between the proton and neutron structure functions äs:

/ ' r / i l /•> *> r1
lt;sn = \ ~ >?) = r / <fe(uv - -/r) + 5 / dx(ü - d) (1,17)

JO X J JO o JO

A flavor Symmetrie sea (ü — d) would yield: Icsrt ~ \- The NMC nieasure-

nienl is2*:

/o .8 ,/x
/csn(A"J/O)= / — (/£- K1) = 0.227 ± 0.007{*(a() ± 0.014(^*) (1.48)

/0.001 J

whicli indicates that u < d. Hence, the initial sea-quark distributions at Ql

for the MRSD' parametrizations were given the form:

2ü = 0.45-A

2rf = 0.45 + A

2j = 0.25

(1.49)

(1.50)

(1.51)

where .^(x) is the total sea-quark distribution and A is a non-zero distribution

which reproduces the NMC data. The stränge quark distribution is suppressed

compared to the ü and d distributions, according to experimental evidence

from CCFR. K The charm and bottom quark distributions are set to zero

at Ql and generated dynamically at higher Q2, using the OLAP evolution

equations.

'l he gluon and sea quark distributions at low j: are parametrised with the

•*ame function: xf ~ J~ A , at Q7 = Ql. Since the pre-HERA data did not

restricl. the value of A, the MRS group produced two sets of parametrizations

«sing two extreme values: the MRSDJ,, which has a constant gluon/sea distri-

bution, with A = 0, and the MRSD1, with a Singular gluon/sea, with \ i

A subsequent parametrization of the MRS group. called MHSH, r includes

the 1992 HERA data along with the previous fixed target experiments in the

global QCD fit. This set has also a Singular gluon and sea quark distribution

at Ql = 4 GeVa, with A = 0.3.

The 1993 HERA data, presented in this tliesis, are incorporated in the

MRSA, MRSA' and MRSC sets." A preliminary form of the 1993 F, mea-

surement is included in the MRSA fit, which otherwise follows the line of

MRSH. The final 1993 results are used in the MRSA' and MRSG sets. In

MRSA' the usual assumption of the same singular behavior of the sea and

gluon distributions is made, with A = AS = \ - 0.17. In MRSCi the sea and

gluon exponents are allowed to vary independently, and the fit yields a steeper

gluon, Xa = 0.30, and a flatter sea, As - 0.07.

1.10.2 CTEQ parametrizations

The CTEQ group (Coordinated Theoretiral/Experinientai Project 011 QCD)

also perfonns a NLO global QCD fit. They allow a flavor asymmetric sea, and

have a singular gluon behavior at low x: XQ ~ .r~ x » , at Q* - Qlv.

The initial CTEQl parametrization29 used data froni B(.'DMS, N MC and

CCFR, with reference Q2 value for the G L A P evolution equal to Ql = l GeV1,

and with A, = ^. There was no stränge quark suppression: the u, tl and 3

distributions were parametrized independently.

The subsequent CTEQ2 set30 includes the 1992 HERA data in tlie QCD

fit, starting at Ql = 1.6 GeV2. The stränge quark suppression is incorporated

in the CTEQ2 set. The QCD fit yields a value of A, = 0.21.

The 1993 HERA data are included in the CTEQ3 set,71 which Starts the



30

QCü evolution at Q} = 1.6 OeVJ and yields A, = 0.33.

1.10.3 GRV parametrizations

An alternative approach to Parton Distribution Funrtions is used by Glück,

Reya, and \'ogt."

They Start with valence-like parton (gluon, valence and ü = d sea quark)

distributions, at a very low reference scale of Q\ 0.3 GeV1 and demand

xq(z,QD -* 0 äs * —» 0. Strange, äs well äs charm and bottom, sea quark

distributions at Ql are set to zero. All parton Distribution functions are t heu

evolved to higher values of Q1 using the GLAI" equations.

'l'liis dyiitiniiratly generaled growlli of Ün- l'DI-'s pn-rlirls a fast rise in /'j

at low values of x.

The most recent set from the GRV group. callfd (1H\'91,33 arlopts a fac-

torization scheme in which the heavy quarks c, b,... are not included among

the intrinsic (massless) parton distributions in the prolon.

MRSD0

CTEQ2

. . GRV(HO)

Figure 1.1: Vnrious paramctn;atioiif f/ i-'i äs n funclinn of .r at Q1 = 20



Chapter 2

HERA and ZEUS

2.1 The HERA electron-proton Collider

HERA, the first electron-proton collider, is located at the DESY {Deutsches

Electronen Synchrotron) laboratory, in Hamburg, Germany. It is designed to

accelerate 30 CleV electrons (or positrons) and 820 GeV protons, yielding a

et-ntei-of-mass energy t/s = 314 CeV. Four interaction points are available;

t wo of them are occupied by the Hl and ZEl'S iletectors, the third is used by

Hie spin-physics fixed target experiment HERMES, while the fourth will be

orcupied by the HERA-B detector, currently under construction. The layout

of the accelerator is shown in fig. 2.1, while its inain parameters are listed in

table2 1.

Tln- c-leclrons are pre-accelerated with a linear acceleralor (L1N A(' I I ) and

the» with the DESY II and PETRA II, reaching energies of 500 MeV, 7 CeV

am! 11 CeV, respectively, before being injected into HERA. For the proton

beani, H* ions are accelerated in a linac, then the electrons are stripped and

the protons are pre-accelerated with DESY III and PETRA II, to 7.5 and 40

CeV. respectively. From there they are injected into HERA.

Bolh beams are divided in bunches, in order lo increase the frequency of the

Figure 2.1: Thf Hk'HA collider



HERA parameters

Energy (GeV)

Luminosity (cm"^"1)

Circumference (m)

Magnet« Field (T)

Energy ränge (GeV)

Injection Energy (GeV)

Cirailating Current (mA)

Nmnber of bunches

Time Between Crossing (ns)

Horizontal Beam Size aI (mm)

\'ertical Beam Size av (mm)

Longit. Beam Size ff, (mm)

Kill ing Time (min)

Energj' Lost per Turn (MeV)

Design values

electron

30

proton

820

1.5 • 1031

6336

0.165

10-33

14

58

1.65

300-820

10

163

210

MG

0.26

0.07

0.8

15

127

11.2!)

0.07

11

20

1.4-10-10

L9!)3

electron proton

26.7 820

1.8-1030

7-20 7-15

81 -f 10 81 -t- 6

96

15 60

Table 2.1: Design values of HERA parameters and 1993 rvnning values.

crossing per unit time. A small number of f/p-bmu'he-. u-ually called pilot

bunches, are unpaired \vith each-other (i.e. do not collide) and are used to

estimate the background produced by interactions of the beaim with residual

gas in the beam-pipe (see section 5.10.1). In the l!)ü:) nm there were 84

colliding e/p-bunches, 10 unpaired p-bunches, and 6 unpaired e-bunches.

The collision between the two beam s occurs at zero orossiiif- angle. The

z-width of the collision region is in principal deterniiiipd by the length of

the proton and electron bunches. In practice, however. the collision region

is mainly determined by the proton buncli length, since lins is u iu rh greater

tlian the electron bunch length. In the 1!)!)3 run t!ie rool-niean-square of the

proton bunch length was about ±20 cm.

It should be noted here that HERA differs from all previous colliiltrs in the

asymmetric beam energies, which boost the ceiiter-of-nia!-« systein lowards the

proton beam direction, and the very small beam cro^sinR in lorval (!)(i ns) . The

first characteristic requires the Hl and ZEI'S detectors to have asymmetric

gfometry, while the second condition requires very fast tii™er .itid read-oul

Systems.

2.2 The ZEUS Detector

The ZEt'S detector31 is a mnlti-purpose detector designed to achieve the best

possible energy measurement of electrons and Jets in U1S Neutral Current

(NC) and Charged Current (CC) events. 1t is asymmetric along the beam

direction, to aecount for the boosted center-of-mass at H E H A . 1t is a hennetic

detector (except for the beam-pipe hole), wliicli is crucial für the study of CC



The ÜEI'S coonlinate System is a right-haiiiletl orthogonal coordinate sys-

t r in with the »rißin at ll»* nominal interaction point, tlie positive (negative)

z-.ixis in the proton (elertron) beam direction, llie positive x-axis towards the

renler of the HERA ring, and the positive y-axis in tlie upward direction. The

polar angle 6 of the scattered electron is measured with respect to the positive

x-axis, and the Azimiithal angle ö is measured relative to the positive x-axis.

Tlie layout of the ZEl:S detector is shown in fig. 2.2. H consists of (pro-

ceeding outwards from the interaction point):

• the Inner Tracking System: Vertex Detector (VXD), Cental Tracking De-

tector (CTÜ), Forward and Rear Tracking Detectors (FDET and RTÜ),

and the magnetic coil (Solenoid);

• llie Calorimeter: Forward, Barrel and Rear Calorimeter (FCAL, BCAL

and RCAL):

• the H ad ron-Electron Separator (HES) (not shown in the picture);

• the Backing Calorimeter (BAC), which absorbs and detects energ>- leak-

age of the Calorimeter;

• Muon Detectors: Forward, Barrel and Rear Muon chambers (FML'ON,

BMUON and RMl'ON);

• the Cf) counter and the Veto wall (not shown in the picture), which

detect particles entering the detector from the rear direction.

• Luminosity monitor

Figure 2.2: The ZEHS detfctor.



The ZEl S detector components used in Uns analysis are described in tlie

foltowing srclions.

2.2.1 The Inner TVacking System

The ZEl'S tracking System consists of a set of cylindrical drift chambers in

llif cenlral region, called the Vertex Detector (V'XL)) and the (,'eiital Track-

ing Detector (CTD), planar drift chambers atid transition radiation detectors

(I-'DT and TKD) in the fonvard region and a planar drift charnber (K.TU) in

the rear region. üuring the 199.1 HERA run. oniy the central tracking System

(VXD and CTl)) was functioning.

The VXD is a cylindrical drift chamber placed immediately around the

beampipe, with a length of 160 cm, an inner radius of 88 mm and an outer

radius of 162 mm. During the 1993 data taking, it achieved a spatial resolution

of 50 fim in the central region and 150 //m around the edges. It is used in the

event vertex reconstruction.

The CTU is also a cyliadrical drift chamber surroimding the VXD. 1t has a

length of 210 cm, an inner radius of 17 cm, an outer radius of 85 cm, and covers

polar angles B from 15" to 16-1°. 1t consisls of 72 cylindrical drift chamber

layers, organized into 9 superlayers. During the 1993 data taking, the CTD

achieved a spatial resolution of 260 /im, yirlding a resolution in transverse

momentum ff(p)/p = 0.005p® 0.016, for tracks that traverse all superlayers.

The CTD is used in the reconstruction of the tracks of charged particles, and,

along with the VXD, in the event vertex reconstruction.

The magnetic field, of 1.13 Tesla, is provided by a superconducting solenoid

that surrounds the CTD.

2.2.2 The Calorimeter

The ZEl'S caloriMieter i^ ,1 higli rr-.uli.iUun uriuiiitm-scinlillaUjr compensatiiiR

ralofimeler. It consists of altf-ntaliii" layrr> of di-plrlcil1 u r ; i i i i i im |al a thick-

ness of l radiation length - 3.3 nun) , äs absorber. and scintillator (2.6 mm

lliick), for readoul purposev The 'iseof u r a n i n n t lii-lps to incrt-asi* thc- response

to hadrons. The ratio of scintillator thickness to absorber tliickness has beeil

chosen so that the calorimHer has an pqual response to elertrons and hadrons

(fjh = 1), and a high energy resolution for hadrons and ji-ts. The measured

energy resolution of the ZEl'S calorimeter is

ff(E)/E = 0.35/y(£'), for hadrons

a(E)IE ~ 0.18/^A'), for electrons.

The layout of th« calorimeter is shown in fig. '2 3. 1t completely surrounds

the tracking detectors and the sotenoid. Mechanically il is divided in three

overlapping parts, covering three polar regions:

• the fonvard calorimeter (KCAL), covering polar anglfs

2.2° < 0 < 39-9°,

• the barrel calorimeter (BCAL), covering polar angles

36.7° < 0 < 129.1°,

• the rear calorimeter (RCAL), covcring polar angles

128.1° < S < 176.5".

With the exception of holes of 20 x 20 cm2, in the center of FCAL and RCAL,

which are necessary to accomodate the HERA beampipe, the calorimeter is

hermetic.

;3*8, 1.4% Xb, and less than 0-2% l"-'a5-
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'l he structure of the three calorimeter pari«, is similar. They are subtli-

vided longitudtnally into modules, which in turn are subdivided into towers

of approximate Iransverse dimensions 20 x 20 cm1. Each tower is segmented

longitudinally into an electromagnetic (EMC) and one (in RCAL) or two (in

KCAL and BCAL) hadronic (HAC1.2) sections. The EMC sections consist

of four 5 x 20 cma cells in FCAL and BCAL, and two 10 x 20 cms cells in

KCAL. The HAC sections are cells on their own. Each calorimeter cell is read

out on two opposite sides by two photomultiplirr tubes (l'MTs), to achieve a

morc accurate position measurement within the cell. The EMC section has

a depth of approximately 25 radiation lengths (.¥„), or l absorption length

(A). The total HAC sections in FCAL/BCAL/RCAL are 6A, 4A and 3A deep,

respectjvely.

The calorimeter also provides accurate timing information. The total time

uf A ralorimel.iT section (F/B/RCAL) is obtaiiied from an energy weighte«!

averafte of the times of all PMTs with energj- deposits greater than 200 MeV.

Thf l iminf t information is very useful for backftround rejcc.lion.
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2.2.3 The H ad ro n-Electron Separator (HES)

In order to achieve a more accurate electron identification and electron position

recoiistruction, a plane of 3 x 3 cm2 silicon diodes has been inserted at 3.3

radiation lenftths inside the RCAL. This device is called the Hadron Electron

Separator (HES) because at this depth electromagnetic showers give a large

signal in one or more HES diodes, while hadrons, which typically interact at

greater depths, behave like minimum ionizing particies in the HES.

2.2.4 The C5 Counter and the Veto Wall

The 05 beam monitor is a scintillator counter positioiied around the beampipe,

at z = -3.15 m upstream of the interaction point. 1t is used to reject proton

Ijeam-gas background events, and to measure the beam arrival times.

The Velo wall is an iron wall located at z = -7..r) m upstream of Ihe

interaction point. Hs inain main purpose is to protect the main detector from

beam halo particies accompanying the proton beam. The iron wall has a

Uiickness of 87 cm and is covered on both sides with scintillator counters,

which are used to tag penetrating particies from background interactions.

2.2.5 The Luminosity Monitor and Measurement

The fp luminosity is measured by the luminosity monitor using the rate of the

liard bremsstrahlung photons produced in the Üeithe-Heitler process ep —»

f'p"). This process has been chosen because of its large and precisely known

cross seclion, and its well defined experimenlal signature.

The luminosity monitor consi^fs of two sciulillator caloi'imeters t hat mea-

sure the scattered electron and Ihe radiativt- photon, and an1 placed at z = —35

m and z = -106 m, respectively. Hoth the <c«ttered electron and the radiaüve

photon are emitted at very sniall angles with respect to the ini t ial etectron di-

rertion. The Ll 'MI-* calurimeler Hetects Ht-ctrons cmitted at scatteringangles

6, < 6 mrad and with energies between 0.2£'P and 0.9AV, t-\g the elec-

tron beam energy. The LI 'MI - - ) calorimeterdetects photons at angles 6-, < 0.5

mrad. The sum of the energy deposits in the Ll 'MI-f and L I ' M I - - , coiinlers

is equa! to the electron beam energy.

A significant background in the luminosity measurement runies from brems-

strahlung of the beam electrons on the residual gas in the beampipe, t.A ~>

f'A'i. The rate of this background is estimated using the electron pilot bunches:

the bremsstrahlung rate from the electron pilot bunches, is weighted with the

ratio of the total electron colliding bunch current to the electron pilot bunch

current, and the estimated rate of total electron-gas bremsstrahlung photons

is sublracted from the total measured rate of photons. 'Ihr instantaneous (in-

tegrated) luminosity is obtained from the corrected rate (number) of photons,

using by the theoretiral rross swtion of llio l l i - i the -Mei tW proress.

The integrated luminosity de!ivered by H E K A in 1993 was 1088 nb"', while

ÜEl'S wrote on tape 600 nb~'. Both the HERA delivered and ZEl'S accumu-

lated luminosity during the 1993 running period are shown in fig. 2.1-



11

XI
c

1200

1000

800

600

400

200

HERA delivered I.OSpb"

Dato taken by Zeus 601 nb"

July Äug Sep Oct Nov

Figure 2.1: H&RA delivereJ and ZEUS accuvmlated tvminofity during the

1993 run.

2.2.6 Trigger and Data Acquisition Systems

/El'S uses a sophisticated trigger and read-out system, to enable Operation

vvith the very short beam crossing interval of HERA (96 ns). ep physics events

in the ZEl'S detector are written to tape at a rate of a few Hz. However,

background from interactions of the proton beam with residual gas in the

beampipe has a much higher rate, on the order of 100 kHz, which has to be

reduced by the trigger system. In addition, background events from electron

bcam-gas interactions, beam halo, and cosmic rays, have to be rejected. The

trigger system is organized in three ievels.

The First Level Trigger (FLT) system is a Hardware trigger, designed to

reduce the input rate below l kHz. Each detector component has its own FLT,

which stores the data in a pipeline, and makes a trigger decision within 2 ^s

after the bunch crossing. The decisions from the local KL'l ^ are passed to the

Global First Level Trigger (GFLT), which decides wliether to accept or reject

the event, and returns this decision to the component readoul within 5 fis.

If the event is accepted, the data are transferred to the Second Level Trigger

(SLT), which is Software-based and runs on a network of Transputers. 1t is

designed to reduce the rate below 100 Hz, using mainly timing cuts. Each

component can also have its own SLT, which passes a trigger decision to the

Global Second Level Trigger (GSLT). The GSLT then decides on accepting or

rejecting the event.

If the event is accepted by the GSLT, all detector components send their

data to the Event Builder (EVB), which produces an event structure on which

the Third Level Trigger (TLT) code runs. The TLT is also Software-based,

runs on a farm of Silicon Graphics CI'C's, and is designed to reduce the rate

to a few Hz.

Events accepted by the TLT are written to tape.

The ZEl.'S trigger and data acqiiisition system is shown in fig. '2..V





separately. The hadronisation process is simulated using the L l jNL) string

model,w äs iinplemented in .IETSET 6.3.M Arcordinft to this model, äs the

slruck quark moves away from the proton remnant, tlie color flux tube, which

f.in l>e thought of äs a massless relativistic strinj*, is beiiift stretched between

the partons. Assuming uniform energy density, the potential energy stored in

the string increases, the string may break into shorter fragments, and hadrons

are formed by the (anti)quarks from adjacent breaks.

The output of the MC generators described above is a set of momentum

1-vectors of the final state particles. These are then passed through the Sim-

ulation of the ZEUS detector, which is based on GEANT 3.13,10 and the

Simulation of the ZEUS trigger System. Finally, the MC events are also passed

through the reconstruction program identical to the one used for the data.

The main D1S NC Monte Carlo sample consists of 300k events, correspond-

ing toan integrated luminosityof 738 nb~'. 1t has been geuerated with Q1 > -l

CeVJ, which is the lowest cutoff of the input structure function.

In addition to the main DIS Monte Carlo, two other MC samples are used

for background studies and radiative corrections.

Approximately 150k photoproduction background events (see section 5.5.1)

have l>een generated with 0 < Q3 < 2 GeV2, at high y (y > 0.6), using

the l 'YTHIA 5.6" program. They are used for statistically estimating the

photoproduction background in the final DIS sample (see section 5.10.2).

A sample of 100k DIS events with only the Born cross section included has

l>een generated with the LEI*TO 6.1H2 program. 1t is used for correcting the

ineasured L)IS cross section due to radiative processes (see section 8.3).

Chapter 4

Reconstruction of Kinematics

4.1 Reconstruction Methods

An accurate reconstruction of the Lorentz-invariant variables .r, y and Q2 is

of crucial importance for the measurement of the proton structure funrtions.

In inclusive Neutral Current Deep Inelastic tj> Scattering the final state

consists of the scattered electron and the final state hadron flow. The latter

originales from the fragmented struck quark, which produce*. the "current"

jet, and the remaining diquark, which gives rise to the ;'remnant" or "spec-

tator" jet. The scattered electron and the current jet emerge back to back

in azimuthal direction and balance each otlier in transverse momentum. The

remnant jet is emitted in the forward direction (that of the initial proton),

and escapes mostly unobserved down the beam-pipe.

We denote by k, and k[ the momentum 1-vectors of the init ial and scattered

electron, respectively, P the 4-vector of the initial state proton, and P' the 1-

vector of the final state hadron flow. In theZEl 'S coordinate System, where the

direction of the initial proton is defined äs the positive z axis, and neglecting

all particle masses, the 1-momenta of the in i t ia l and final ^.tale particles can
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be written äs:

k,=

(4.1)

where E, and £", are the energies of the initial electron and proton, respec-

tively, £', 0, ö are the energy, polar angle and azimuthal angle of the scattered

electron, and Eh is energy of the total hadronic system, where a summation

uver all particles in the final state is assumed

In order to reconstruct the event kinematics we can use either the final

state electron, or the hadron flow, or both. In the first case we use the scat-

tered electron energj' £' and polar angle B. In the case of the hadron flow

we need to be careful that the extracted variables are independent of the fi-

nal state fragmentation and insensitive to particle losses along the forward

beam direction. The transverse momentum of the hadron System, PT>„ and

the difference between the energj' and the z-momentum of the hadron flow,

(£' - P,)h, satisfy these requirements. The remnant jet contributes very little

to the above variables, äs it is lost in the direction of the beam-pipe. \V'e can

then assume that the hadron flow (in effect, the current jet) can be described

by a massless object, whose energj- £'j and direction cos 7 can be reconstructed

froni the quantities (E — P,)h and Pf h- In the naive quark model, E3 and 7

are the energy and polar angle of the struck quark.

The kinematics of the event, x, y and Q2, are extracted using any two

of the four parameters that describe the final state electron and hadron flow,

{£',0, £j,")}- The various reconslructioii methods obtaiiifil froni the possible

combinations have a diffivcnl respoiise In di-leclur t'ffects aml vary in accuracy,

depending also on kincmalic regions, äs explaineil below. l he iwthods used

in this analysis are discussed in tln> following scctions.

4.1.1 Electron method

l .'sing the definitions of the Lorentz- invariant variables .r, y, Q* and s (eqs.

l.-l, 1.6, 1.7, 1.3), and the momentum 1-vectors from eq. l 1.1), we obtain the

event kinematics in terms of the energy £ and the angle ö of the final state

electron:

where s is given by eq. (1.16). We call this method of reconstrucüon the

Klectron method.

Substituting either 0or £' frorn eq. (1 .1) intoeq. (-1.2). we obtain theequa-

tions of contours of constant scattered electron energy and angle, respectively,

for the electron method:

(-1.5)

(4.6)

The scattered electron etiergy and angle isoünps in the (.r.Q3) phase space are



sliotvit in fig. 1-1- The dashed lines represent lines of constant y values at L,

0 l and 0.01. The resolution in x and Q* is in general good in regions of phase

space where the £ and 8 isolines are close togetlier, whereas for isolines far

apart, small errors in the measurement of E and 0 prockice largo uncertainties

in x and Qa. As can be seen from fig. 4.1a, the resolution of the electron

niPlhorl is good for Iow values of x, which also correspond to low values of ihe

scattered electron energy E. At higher values of x, the energy isolines become

distant, which means that small errors in the electron energy measurement

produce large uncertainties in the determination of x. In fig. 4-lb the lines at

3ß.7° and 129.1" represent the boundaries between FCAL-BCAL and BCAL-

UCAL, respectively. The KCAL beam hole {for 6 > 176.5") sets a lower

acceptance limit for Q1 at approximately 2 CeV3. The resolution in Q*, äs

d<Hennined from the electron angle 8, is independent of x, and becomes better

für higher valnes of Q3.

The dependence of the reconstructed xt\ and Q]ltc on the measurement

i irror;> uf thf scattered «lectron energy E and ;uigli> 0 is given by:

l \1

r'H
( E ) + tan 2

(A0)* (1.7)

(1.8)

As can be seen from eq.(4.7), the resolution in x is good for high y values,

whereas it deteriorates with decreasing y, due to the 1/y factor that amplifies

ihe error of the energy measurement. The resolution in Q1 is good, except at

Figure 1.1: Contours of constant gcatttred etectron (a) rnftyy and (t>) angle,

for initial electron and proton energies L'f - '26.7CeV and t.',, - S2()Cf l ' .

large electron scattering angles 8, where the error in the an^le me.isiirement

becomes the dominant tenn in eq.(1.8).

4.1.2 Current Jet aud Jacquct-Blondel mcthod

The event kinematics could in principle be reconstructed from tlie current

Jet, which originales from the struck quark, using its energy L', and angle 7.

However, "m order to avoid effects arising from the final state fragmentation,

the particle losses along the beam-pipe, and the Separation between the current

and remnant Jets, we use the quantities i'Ti, and (£' - P,)!,, äs discussed in

section (1.1). The reconstruction method of the HERA kinematics based on

the above quantities was developed by Jacquet and Blondel. n

Since the remnant jet is lost in the forward direction of the beam-pipe, the



transverse momenlum I'ji. and the difference (£' - l'. ),. of the hadron flow are

approximately equal to those of the current jet, I'T, and (£' - 1'.)^.

'V* ~ /V , = £;*' n-, (4.9)

• - P,), ~ (E ~ P,}, = £',(! - cos-,} = 2A', sin' l (4.10)

whcr

(4.11)

and the sums over A run over all final state hadrons.

\\'e detennine Q1 at the hadron vertex:

Q' = --/* = -(/',- -r/')2, (1.12)

where xP and Pj are the i-momenta of the struck quark and the current jet,

respectively.

("sing the definition for j/ from eq.(1.7), \ve obtain:

T

Krom the electron method we calculate:

(4.13)

A similar equation must hold for the hadron flow, because of conservation of

Iransverse momentum. Thus:

«i A'^^in2-n* - f TA _ _cjsm '
-yjB

Finally, XJB is given by:

«ff« £,(i- fesillli)

(4.15)

(4.16)

The .lacc|iiet-Blondfl method does nut niake any a-»iuiiplio!i al>ont the

Internat structure of the proton. 1t also makes no dislincüo« between hadrons

coming from different jets. Thus, it works equally well for multijet events,

without any need for exact jet definition and Separation.

The contours of constant scattered jet energy and angle for the Jacquet-

Blondel method are given by:

(4.17)

< + £

The scattered jet enerfiy and angle isolin^ in the (x,Q2) pliase spare are

stiown in fig. 4.2. In runtrast to the ek-clron mettioil , rt^olulioti in .r, «-

determined from the scattered jet energy, is good at high values uf .r, whereas il

deteriorates for lower r. On the otlier ha in l , t In.1 fonvanl l » t - a i n hoK- (-, < 2.2")

sets an acceptance limit for the nieasurement and use of t.he scattered jet at

high ^'alues of i and tow values of y.

The dependence of xjn and Q*JB on the measurement errors of the scattered

jet energy Ej and angle -, is given by:

"*i>V [ •> V-ET) + -Ull2 + r^cot2

rM + 2cof> + ^f-cot£ (A-,}' (4.20)

(4.19)
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Figure 1.2: Contovrs of constant scattend jet (a) energy and (b) anglt, for

initial tlectron and proton energies Ee = 26.7Ge V and E\ 820<7el/.

The resolution in x for Iow y values depends only on the scattered jet

energy measurement. At high y, the resolution in x becomes poor, due to the

1/0 ~ y) factor, in contrast to the electron method. The Q7 resolution also

ileteriorates with increasing y. The resolution in x is poor at both Iow and

high values of 7, whereas the resolution in Q* is affected by the error of the

scattered Jet angle measurement only at Iow values of 7.

4.1.3 Double Äugle method

In the Double Angle method, x, y and Q5 are reconstructed using the scattering

aiiftles 6 and 7 of the final state electron and the final state hadron flow,

respectively. There is no direct dependence on energy scales.

The scattering angle 7 of the struck quark is obtained from the hadronic

flow measurement. Inverting eqs. (1.13) and (1.15) t hat »i \s of Ej and 7, we obtain:i/Jfl and Q7JB äs

Substituting yjB and Qjß 'n terms of l'Ti, and (E - l':),. yields:

cos t = —— '•———fv P ^i .L. /v~ P 11
(Lh'rl.) + (l^h'vh)

The energy of the final state electron can beexpressed in termsof theangles

6 and 7. Conservation of energy, longitudinal momentum, and transverse

momentum, on the quark level, result in the following relations:

xE,, + Et - E + E,

x E„ - Ee — E cos 8 + E, cos -,

Es'mß = E, sin7

l'sing the above equaüons we obtain:

(1-23)

(1.21)

(1.25)

sinfl -f sin 7 - sin(ö -!- 7)

Substituting the scatterecl electron energy, E, from equation (1.26) in the

equations (4.2), (4.3) and (4.1) that reconstruct Q2, y, and x according to the

electron method, we extract the event kinematics in terms of the scattering

angles 6 and 7:
nin - /H 4- rn<s fi\)

VDA =

*sin7 + sinÖ - sin(0 + 7 )

sinö (l - cos7)

sin7 + sinC — sin (6 + 7}

Ec sin 7 + s inö + sin(0 + 7)
E' sin 7 + sinö — sin

(1.28)

(-1-20)



Although the determination of the angle -, is based on hadronic energies,

i( is only weakly affected by hadronic enerny miscalibrations, since it involves

a ratio of energies.

4.2 Radiative events

QEU radiative processes shift the reconstructi-d kinematic variables, in addi-

tion to modifying the Born cross section. As discussed in section (1.7), the

largest radiative correcüons originale from the emission of a real photon from

tlie initial or final state electron. Therefore, the shift in the reconstructed x,

y and Q2 is larger when the kinematic variables are calculated at the lepton

vertex (i.e. nsing the electron metliod).

In the case of Initial State Radiation (1SR), a real photon of energy E,

is emitted from tlie initial state electron. Tluis, the effeclive energy of the

meiden! electron becomes E, — £\ where E, is the electron beam energy. The

photon is emitted collinear with the beam electron and is usiially lost in the

rear direction of the beampipe. A small mimber of these initial state pho-

tons (about 15%)H are detected by the photon calorimeter of the Luminosity

monitor.

In the case of Final State Radiation (FSB), a real photon is emitted from

the final state electron. If E is the energy of the scattered etectron äs measured

in the calorimeter, the real energy of the outgoing electron at the lepton vertex

is E -f £\ In niost cases the final state photon is emitted at very small angles

relative to tlie scattered electron. Thus, the calorimeter-measured energy of

the latter effectively includes the energy of the emitted photon, and the effects

of FSR on the kinematic reconstmction are relatively small.

For radiative events, the equations (1.2), (1.3) and (1.1) give only the ap-

parent reconstrvcted Q*/rt, ytiti- and r t( t,. Substituting the effective energies

of the initial or final state electron in the above equations we obtain the true

reconstrvcted kinematics, Q]^(, yr,„i and j.w, for 1SR or FRS events, respec-

tively.

1SK.:

Q*„j - 2(£e - £;)£'( l f cos 6) (4.30)

(4.31)

E l -

with fraj =

FSR:

+ £"-,
(l - cos l

(4.32)

(4.33)

(4.34)

(4.35)

with aroj = 4£'p£».

By comparing the above sets of equations witheqs.(4.2) , (4.3) and (4.4),we

conclude that Q2rad is smaller or larger than Qllec for ISK or FK.S, respectively.

However, yra<t is smaller than t/e/tc, and .rr,,(| is larger than xfiec, for both 1SR

and FSR events.



4.3 Smearing and Migration effects

Detector smearing effects 011 the measureinenl of the energies and angles of

the final state electron and hadron flow introituce additional shifts in the re-

oHislrucled *, y and Q1 compared to the truo values. In order to invesligale

the smearing of the kinematic variables due to QED radiative processes and

detector effects, we use the Monte Carlo sample, after it has passed through

the ZEUS detector Simulation, and eompare the reconstructed x, y and Q3

with the true values, which are calculated from the 1-momenta of the initial

and final state particles. The results for the initial Monte Carlo sample, before

any cuts are Applied, are shown in fig. 1.3.

The resolution in Q* is better for the eiertron and double angle methods

tlian for the Jacquel-Bloiidel method. For all methods, it deteriorates in the

low-Q1 region.

Since the variable x is calculated from Q2 and y for all methods, the reso-

lution in x is determined mainly from the resolution in y.

Kor the elcctron method, the energy-loss of the scaltered electron, mainly

due to dead material in front of the calorimeter and secondarily due to pho-

ton radiation, yields a reconstructed y,jec value greater than the true y. The

effect becomes worse in the low-y region, and results in poor resolution in x,

especially at high-x.

For the Jacquet-Blondel reconstruction method, the y-resolution also de-

grades at low-y. In this region, the current Jet is emitted at very Iow scattering

angles and gets lost in the forward beam-pipe, while the reconstruction picks

up calorimeter cell aoise and treats it äs hadronic energy deposits.

For the double angle method, in the low-y region, the same effect (i.e.

calorimeter noise interpreted äs hadronic flow, when the current jet is lost in

the beampipe) shifts the reconstructed angle -, to higher values (towards the

rear direction), and yields reconstructed y values greater than the true ones.

The resolution plots from the final Monte Carlo sample, after all selection

criteria have been applied, are shown in chapter 7.

i)ue to the smearing of the kinematic variables, the number of recon-

structed events in a given bin in the(j,Qs) phasespacediffers from the number

of generated events in that bin. A fraction of the events generated in (he bin

have migrated to adjacent bins, while a fraction of t In? r iTuiMnir lcd evenls

have migrated into the bin from adjacent bins.

The migrations for the three reroin-tniftion methods. .is rxlracterl from

the whole Monte Carlo sample, before any selection criteria are applied, are

shown in fig. -1.-1. In this figure, the phase spare lias bepn rlivided into the

x and Q2 bins that will be used in the fr? extraction, äs dtscussed in chapter

8. The three dotted lines represent the y - 1,0.1, and 0.01 boundaries. The

large migrations at high-x for the electron method are consistent with the

poor resolution in x, at high x values, of this reconstruction method. For the

Jacquet-Blondel and double angle methods, the migration plots show the shift

in the y reconstruction towards higher y values, in the low-y rcftion.

As it is evident from the resolution and migration plots, the Jacquet-

Blondel method is the least favourable in terms of a reliable reconstruction

of the event kinematics. The electron and double angle methods are in prin-

cipal complementary in resolution in the Iow and intermediate .r regions, and

are both used in this thesis.
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Figure 4.3: Resolution in Q*, x, y, for thf Electron, Jacauet-Blondel and

Double Angle reconstruction methods. The true variables are plotted on the

x-axin. The reconstrvcted variables are plotted on thf y-axis. No selection

critcria are applied.

The migrations for the eleclron and double angtf mellioi.1*. extrarted froni

the final Monte Carlo sample (after the event selection), and for the (.r.Q2)

bins where an fj value is reported, are shown in chapter ^.
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ables, in the (j,Qa) phase space, for the thive reconstruction mtthods. NO

aelection criteria are applied.

Chapter 5

Event Selection

The setection procedure for D1S NC data is disciissed in this chapter. The

methods used to reconstruct the event vertex, identify the scattered electron,

reconstruct the impact point of the scattered electron and determine the an-

gle of the hadron System are described. The cuts necessary to select well-

reconstructed events are discussed. The sources of background to the DIS

data are described, and the setection criteria imposed to reduce the various

backgrounds are explained.

5.1 Vertex Reconstruction

The position of the event vertex influences the reconstruction of the scattering

angles of the electron and hadron system, and lience the ivc-oiistruction of the

event kinematics. The acceptance of the final 1)1S event sample also depends

on the event vertex, throuf-h the selection crileria applied to llie variable y

and to the quantity (Elo, — /JKOI}, äs is discussed in the following sections.

For most of the D1S KC events the vertex position is leccmstructed us-

ing VXD and CTD Information. The algorithm recognizes trajectories in the

CTD, extends them into the VXD, and fits them to estimate the event vertex
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position. The track Z-vertex distributions for both data and Monte Carlo sain-

ples, without aiiatysis cuts, are shown in fig. ,Vla. The two distributions are

in good agreement. A gaussian fit to the peak of the data yielcis a root-mean-

square of ±11.1 cm. The actual Z-width of the coltision region, äs determined

by the root-mean-square of the proton bunch length, is about ±20 cm (see

section 2.1).

For 16% of the events, both the outgoing electron and the hadron System

are emitted at very smaJl angles, and leave no tracks in the CTD. For these

events the position of the vertex is reconstructed using calorimeter tiniing.

The timing Z-vertex distribution for the data sample, without analysis cuts,

is shown in fig. 5.1b. A gaussian fit to the peak yields a root-mean-square of

±18.9 cm.

The difference between the generated and tlie track-reconstructed Z-vertex

distribution for Monte Carlo events is shown in fi«. ü.lc. A fit to this distri-

bulion yields a mean resolution for the vertex posil-ion reconstruction equal to

3.3 mm.

The efficiencies for vertex reconstruclion using tracking and calorimeter

Tracking vertex

CAL Time vertex

no vertex

Data • no cuts

83.5%

9.5%

7.0%

Ü1S MC - no cuts

80.65%

19.35%

Table 5.1: t.'fficiencies for reconstrvcting the erent vertex for the u-hole data

and Dlfi Monte Carlo famples, befort any setection criteria.
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Figure 5.1: The reconftrvcttd Z-rtrtei diftribuliong from data and Monte

Carlo samplcs, mthotit cvts. (a) The Z-fertti distribvtion from tracking tn-

formaiton. Thf shadfd arra grvcs thf Monte Carlo difiributioti. the pointf

represent the data distribution, and thf Unr i$ a gavssian fit to the data. (b)

Tht. data Z-vertex. diftribution from timing Information. The line gives thf

gaussian fit. (c) The differrncr bftu-een reconstructed and generuted tracking

Z-vertfi for Monte Carlo.
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timing information, for data and Monte Carlo before selection cuts, are shown

in table 5.1. For data, the timing vertex is used if there is no tracking vertex

available. For data events where a vertex cannot be reconstructed by either

method, the event vertex is set to zero (nominal beam interaction point). For

Monte Carlo events, the vertex is also set tu zrro if no t rar kitig vertex is

available. The vertex reconstruction efficiencies for the final samples are given

in chapter 7.

5.2 Electron Identification

The identification of a scattered electron in the 2EIS calorimeter is based on

the difference in size (both in longitudinal and transverse dime.nsions) between

electromagnetic and hadronic shower clusters, and on the degree of isolation

uf clusters. An electron produces a shallow and narrow shower, with most of

ils energj- deposited in the EMC section of the calorimeter, and generally well

iM>lated froni uther energy deposits.

The calorimeter cells are first projected onto a spherical surface, centered

at the event vertex. EMC cells with energj' grealer than l CeV are defined äs

seed cells, around which two concentric cones of different size are constructed.

Kor EMC cells, the half angles of the inner and outer cones are öj^ = 250

mrad and 0^ = 400 mrad, respectively, while for HACl and HAC2 cells

the equivalenl angles are Öj^r = 300 mrad and 0^£ = 500 mrad. If two or

more seed cells are found within the cone of half angle 2.10 mrad, the highest

energy cell is considered to be the seed cell. All cells within the two cones are

considered äs a single cluster and the clusters constructed in this way are the

electron candidates.

For each electron candidate, a quality fartur is calmlat.'d, whirh is a com-

bination of the size of the cluster, the raüo of t)MC to HAC energies. and tlie

degree of the cluster isolation. The calculation of this quality factor is based

on the following quantitio;

• energy imbalance between the energj- calculated from the left and right

readout of the seed cell energy,

• energy weighted radius of EMC-inner-cone,

• ratio of EMC-outer-cone energy to EMC-inner-cone mergy,

• ratio of HAC l-inner-cone energy to EMC-inner-cone eni.'r«y,

• energy in HACl-outer-cone,

• energj' in HAC2-outer-cone,

• ratio of HAC2-outer-cone energj- to EMC-inner-cone i'iiergy.

Only electron candidates that pass the cut on the quality factor are kept.

This cut has been determmed from calorimeter te&tbeam data and studies with

Monte Carlo samples.

In addition, the electron candidates are required to pass. the following cuts:

• energj- of the electron candidate (EC) higher than 2 CeY;

• number of calorimeter cells belonging to EC cluster less than 35;

• energj' imbalance of the EC seed cell less than 0.2;
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• ratio of the HAC energy to the total energy of the EC less than 0.1,

where the total energy of aii electron candidate is defined äs the sum of the

energies of the EMC-inner, EMC-outer, HACI-inner and HAC'2-inner cones.

If more lhan one electron candidate remains after tlie above procedure,

the one witli the highest energy is considered äs the scattered electron of the

fvcnt.

In addition to the main electron finding algorithm described above (EFl),

a sefond one (EF2), based 011 neural network logic,13 has been used for sys-

tematic studies.

The efficiency and purity of an electron finder are defined äs follows:

Efficiency =
number of correctly identified electrons

number of true electrons
(5.1)

Purity =
number of correctly identified electrons

number of identified electrons

where a correctly identified electron is an electromagnetic cluster that has both

been generated and identified by the electron finder äs the scattered electron

of the event. The efficiencies and purities of both electron fiiiders have been

studied using the Ü1S NC Monte Carlo sample," after the 6 cut (section 5.7)

and the box cut (section 5.3) have been applied. The efficiency of EFl is

between -10% and 60% at low scattered electron energies (5 GeV to 12 GeV),

between 80% and 90% for energies 12 GeV to 20 GeV', and 98% or higher for

scattered electron energies above 12 GeV. The purity of EFl is around 95% at

low energies, and better than 97% for energies above 12 GeV. The efficiency of

EF2 at 5 GeV is 70%, with a purity of about <»>%. For ener^ies greater than

12 GeV, the efficiency of Eh'2 is aboul !)(!% or higher, am l t l ie purily is 98%

or better.

For low values of the scattered eli-ctron enerRy, the cnrrent. jot follows the

same directioii äs the scattered electron, 'l lie liailronir enerfty around tlie out-

going electron makes the electron identification both diflkult and unreliable,

and results in poor efficiencies and purities of tlie electron finders. In order

to avoid this effect, events with scattered elrctron energy less lhan 5 GeV are

removed from the sample. This cut is referred to äs the ftrctron rnergy cut.

5.3 Electron Position Reconstruction

The impact point of Uit* scattered elertro» is rcconstrucli1!! u-s inn

Information.

The center of the electromagnetir sliower is ol>tai»eil from t h»? 3 x 3 ar-

ray of calorimeter cells centered around the cell with the maximum energy

deposit. Due to the rectangular shape of the caloriineter cflls, the position

reconstruction is differenl in the X and l' directions. The vertical position Y

is determined from the energy leakage of the eiert ron to the adjacent 3-cell

rows (strips) above (£',1,,^^ ) and below (£»((•;».,„,„,,) "ie rovv l'iat contains tlie

maximum energy cell (i'j(n>„„,(,):

y = K fc'"">r " £'""'asa -- . (5.3)
^ *«"»•„, + i'<"f«,.,.r + L''"f«Un

The horizontal position X is reconstructed äs the energy weighted mean of

the shower centers of the three .1-cell columns (niodules). The shower center

of each module is determined from the energy imbalance between the signals



froin l he lefl and right l'.M'l's of each cell:

v
•\ .

El,Jt
(5-1)

The rells in the upper and lower strips coiitribute to the imbalance of the

relevant module only if they contain more than 2.5% of the energy.

The functions Y„ and X„ for the RCAL are obtained by fitting parametrized

functions to the RHES (see section 2.2.3) electron position of the real DIS NC

data. Kor FCAL and BCAL, the functions are fit to testbeam data.

Tlie difference between the reconstructed and generated polar and az-

imuthal angles of the scattered electron are shown in fiß. 5.2. The resolution

in B is approximately 0.8°, while the resolution in ö is approximately 2.5".
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Figure 5.2: The reconstruction re-$olution$ for the angtes of the scattered elec-

tron. for the DIS WC Monte Carlo, withovt any selection criteria applied. (a)

I'he difference betueen reconstrvcted and gcnerated polar angle, (b) The dtf-

fcrence between reconstrvcted and generated azimuthat angle.
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Figure 5.3: The RCAL beampipe effect on the reconsirvciion of Ihf gcatttred

electron. In (a) the fractional energy leakagf and in (b) tht resolntion of the

scattered electron polar angle are plotted <u* o function of thf rtconstmcted

distance arovnd the RCAL beampipe. A'o selection criteria are applifd.

In the region around the RCAL beampipe the reconstruction of the electron

impact position is poor, due to energy leakage into the beampipe hole. The

quantity l - Ertc/EJen, where Ertc and i'j,,,, are the calorimeter measured and

generated energies of the scattered electron, respectively, is plotted in fig. 5.3a,

äs a function of Rrtc ~ \f)C* + Y1 around the RCAL beampipe, for the whole

Monte Carlo sample, before any selection criteria are applied. If t he maximum

energy cel! is vertically adjacent to the beampipe, the upper or lower strip is

lost and the Y position reconstruction is significantly affected. The X position

reconstruction is affected for maximum energy cells horizontally adjacent to

the beampipe. This effect, however, is less pronounced than in the l' direction,

since the module (or cell) with the maximum energy deposit contributes the
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most to the X reconstruction. The effeet of the RCAL beampipe on the

resolution of the scattered electron polar angle 6 is shown in fig. 5.3b. In

order to avoid the etectron energy leakage in the beampipe hole and ensure

a reliable reconstruction of the electron scattering angle, the electron impact

Position on the face of the RCAL is required to lie outside a square of half

sidi* Iß cm arumid the center of the RCAL bi'iimpipe. This cut is referred to

äs the box cut.

5.4 Hadron Angle

When the current jet is emitted at very Iow scattering angles (i.e. in the low-t/

legion) and gels lost in the forward (proton) direction of the beampipe, the

calorimeter cell noise, misjdentified äs hadronic flow, shifts the reconstructed

angle 7 of the hadron System to higher values, äs discussed in seclion 1.3. This

effeet yields a poor resolution in 7, and therefore, a poor resolution in y, in

tlie low-t/ region. This can be seen in fig. 5.1a, where the difference between

the generated and reconstructed angles is plotted for the whole NC DIS Monte

Carlo sample, before any selection criteria are applied.

This effeet can be reducedby applyingacuton yjg (see section 4.1.2), when

using the Double Angle reconstruction method (see section 4.1.3), in order to

ensure sufficient hadronic activity in the calorimeter and a good reconstruction

of the angle 7. The cut applied is yjg > 0.01 and is referred to äs the yjg cut.

The relative resolution of JIDA äs a function of yjg for the whole MC sam-

ple is shown in fig. 5.-lb. For yjg greater than 0.01 the resolution in J/D/I

considerably improves over that at low-y values.
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Figure 5.1: The hadron anale 7. (a) The resolatton of the •l-rrcoiistritction,

05 extracted from the A'C DIS Monte Carlo, plotted äs a function of y j g . (b)

Tke relative regolutton o/i/p.4, äs extracted from the Monte Carlo, plotted o.*

a function o f y j g . :\o selection criteria are applied.

5.5 Background Sources

5.5.1 Cosmic Ray / Beam Kalo Muons

A cosmic ray muon background event is characterised by a large EMC energy

deposit, vvhich mimics a scattered electron, very little activity in the rest of

the calorimeter, and a maximum of two tracks in the C'I D. The difference in

time (see section 5.6) between the top and the bottom of the calorimeter, for

a cosmic muon event, should correspond to the transit time of muons.

In addition to the cosmic muon background, there are also beam-associated
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halo niuons. The inain characteristie of tliis type of muon background event

is the difference from cell to cell in x and y positions, whicli should be quite

small-

Muon background events are recognized by an algorithm that first examines

the following quantlties:

• the total energy in the calorimeter,

• the total number of calorimeter cells above threshold,

• the number of calorimeter cells hit,

• the maximum energy deposited in a cell,

• the calorimeter energy deposited around ihe beam pipe,

• the number of tracks in the CTD.

If an event is classified by these criteria äs a possible muon event, the

algorithm imposes a second set of criteria. The most Import an t of them are

Ihe time clifference between the upper and Iower part of the calorimeter, for

cosmic muon events, and the difference in x am! y positions between the hit

cells, for beam halo muon events.

5.5.2 QED Comptons

Elastic QEl) Compton background events,

ep -* ep7, (5.5)

are characterized by two electromagnetic clusters in the calorimeter.one track

in the CTU, and no energy in the FCAL. They are not simulated in the

Monte Carlo. Therefore, they have to be removed from the data sample. The

algorithm that identifies elastic QEU Compton events searclies for:

• two electromagnetic clusters in the calorimeter,

• total energy sum of the two clusters 15 GeV < i.'lu„. < 30 GeV,

• remaining energy in the calorimeter L',e„ < l Gev,

• maximum of one track in the CTÜ.

Inelastic QEU Compton events are simulated in the Monte Carlo.

5.5.3 Beam Induced Background

A large sourre of backgronnd arises from ii i lprart . ioiu of tlic prolon or dectron

beam with residual beam-pipe gas, thf protons having a larger cross section

than the electrons. The signature of the beam-gas events depends on the

interaction point.

Proton-gas events that originale downstream the detector (in the positive-

z direction towards the FCAL) do not enter the calorimeter and do not leave

a signal. Proton-gas events that originale inside the detector deposit large

amounts of energy in the FCAL and no energy in the RCAL. and they can

be removed by an energy-momentum-conservation cut, äs wil l L>e discussed in

section 5.7. Proton-gas events that originale upstream tlie detector (in the

negative z-direction, towards the RCAL) can be removed by t iming cuts, äs

will be discussed in section 5.6. Nevertheless, a sniall fraction of proton-gas

eventsescape the momentitm-conservation and t imingcu t? , contaminating the



78

final data sample. The rate of this remainiug proton-gas background can be

estimated from the proton pilot bunches, äs ilisrussed in section 5.10.1.

tlectron-gas events that originale downstr^am or upstream in the detector

either do not deposit any energy in the calorimeter, or can be removed by

liming culs. However, eleclron-gas events that originale inside the detector

produce an evenl signalure very similar lo the nominal ÜIS evenls. These

background events contaminale ihe final dala sample. Their rate is small and

is eslimated from ihe electron pilot bunches, äs discussed in seclion 5.10.1.

5.5.4 Photopro ductio n

A large source of background to ihe DIS KC events, especially at high y values,

comes from pholoproduclion (PHP):

(.p —t t + X, al Q2 s; 0. (5.G)

The lolal photoproduction cross section äs measured by ZEl.'S16 is:

0lot(~ip) = 151 ± K>(stat.) ± 3'2(3j/>*(.) ;<b, (5.7)

at an average center of mass energy of 210 GeV.

The outgoing eleclron for PHP evenls is emitted at very low angles and

in most cases escapes undetected in the rear direction down the beampipe.

Therefore, the PHP background is significaully reduced by requiring a de-

lecled electron in the final state. However, some PHP events still remain in

Ihe sample, because occasionally Ihe electron-finding algorithm wrongly iden-

tifies an electron in the hadronic activity of the calorimeter. If the falsely

identified electron lies around the FCAL beampipe, the event has a very high

reconstructed y.<tl, and can be removed by applying a ytit, cut (section 5.8).

A pari of the remaining PH1* events are removed by momentum-conservation

considerations, äs discussed in section 5.7. Nevertheless, a fraction of the pho-

toproduction background contaminates the final sample. This has to be estt-

mated and subtracted statistically using the I 'HP Monte Carlo, äs discussed

in section 5.10.2.

5.6 Calorimeter Timing

The time that a particle hits a calorimeter cell is extracted from the I'MT in-

formation. An energy weighted average of the times of all cdls, wi th energy < l f -

posits greater than 200 MeV, in a particular calorimeter section (K/B/RCAL).

yields the total time of this section (t?, (p, 'n) .

The timeoffset of each individual PMT is adjusted so tha t tlir calorimeter

cell time equals zero for interactions originating at the nominal interaction

point and at the nominal bunch crossing time. Therefore. for nominal ep

interactions, the difference 1p ~ t^ should equal zero. However, for a proton-

gas interaction that occurs upstream of the detector, the outgoing particles

reach the RCAL earlier than the FCAL, and the time difference tp - tu is

approximately equal to the time needed to travel twice the distance from

RCAL to the nominal interaction point (~ lins}. Thus, a cut applied on the

tf — tft distribution significantly reduces the proton-gas background. In fig.

5.5 the difference tr - ln is plotted versus (n, for U1S evcnts accepted at the

L)ST (see section 5.fl.'J) level, after a t imiii« cut of |//.- - /;i| < S n s has becn

applied. The main peak represents the ÜIS events, whereas a small number



of remainlng proton-gas background events can be seen on the upper left side

of the plot. In order to remove this remaimng backgroiuid, a stricter cut of

is applied at the final selection level.

In practice, the proton bunch length broadens the time distribution of the

KCAL, and hence, also the (/• — tu distribution, for both ep and proton-gas

intrrartions. The time distribution of the RCAL for nominal ep interactions

is affected only by the electron bunch length. However, for proton-gas interac-

tions, the t/i distribution is also affected by the proton bunch length. There-

fore, it is broader than the (R distribution for *p interactions. This effect can

be used to remove the proton-gas background for events with a small energy

<li*posit in the KCAL, wliirh does not allow a /, ineasuivment, by rrt|uiring:

N < 6ns. (5.9)

Sl

Figure 5.5: Mtaavnd time difference betwten l-'CAL and KCAL, versag the

KCAL time, for events accepted at the DST level. The main peak comes from

the DIS events. The small ezcess on the upper left side is due to proton-gas

events.



5.7 Momentum Conservation

Although ZEl'S is a nearly hermetic detector, a large part of the proton rem-

nant jet, which is emitted at very low angles, escapes undetected in the forward

direction down the beampipe. In order to minimize analysis mistakes due to

this effect, the difference between the total energy of the event and the energy

in the z-direction is used. \V'e define S äs:

6 = Etoi - P,ioi = £^ £•',(! -COS0,), (5.10)

where the sum runs over all calorimeter cells.

Conservation of Elot and Pz(„, during the iuteraction determines that 6

must be equal to twice the energy of the initial electron, 1Ee, for a completely

hermetic detector:

Although this is not exactly the case at ZEt S, the proton remnant jet con-

tributes very little to 6, since it is emitted at very small, forward angles.

Therefore, for DIS events it is expected that:

6DIS = (5.12)

In the case of ISR events, the initial electron energy A'e is lowered to Ee—E^,

where E^ is the energj' of the real photon which is emitted from the initial state

electron, äs discussed in section 4.2. In most of the cases, the photon escapes

undetected in the direction of the beampipe, and the apparent (measured) 6

peaks at lower values:

tls«=2(Er-E,). (5.13)

In the case of photoproduction events, the scattered electron (of energy

E) escapes undetected in the rear direction of the beampipe. yielding again a

lower 6 value:

•ipf '-'t £- • r3-1 'l

The 6 distribution for photoproduction Monte Carlo events (see section 5.10.2)

is plotted in fäg. 5.6. Also plotted in this figure is the 6 distribution for the

Standard DIS NC Monte Carlo events.

10 15 20 25 30 35 40 »5 5C E5 60

Figure 5.6: The Etot — l': tot dtstributioii for events accepted at the OST level.

The ttnshaded histogram represents the DIS .Vf Monte Carlo ei'ents. The

fhaded kistogram reprenents the i'Hi' Monte Carlo events. nonnalized to the

DIS Monte Carlo luminosity.
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Finally, low 6 values are founct for protou beam-gas events which occur

inside the detector, since they deposit a considi-rable aniount of energy in the

FOAL, biit no energj' in the RCAL.

In Order to remove all three types of backgroLind, a lower cut 011 (L'iol —

l',,M) is appüed at various phases of the UIS selection procedure. Looser

ruLs, of 20 and 25 CeV, t hat include the em'rgy measured by the photon

calorinieter of the Luminosity monitor, are applied at the early phases. At the

final selection phase, the lower cut is raised to ;15 CeV, while the upper cut is

determined by eq. (5.12) (2 • 2R.7 GeV +l<r):

IS GeV <S < 60CeV. (5.15)

5.8 Fake FCAL Electrons

In some cases, the electron finder incorrectly identifies an electron withln the

hadronic activity around the FCAL beampipe. For the present HERA kine-

niatic ränge, there is a high probability that these FCAL electrons are fake.

Most of them belong to photoproduction events, which have to be removed

from the data sample.

Since the reconstructed yeje{r of the events with the FCAL electron is fairly

high, these events can be removed by applying a yfi„ cut:

3M« < 0.95. (5.16)

5.9 Data Selection

The selection criteria, inost of which have been discussed in tlie previous sec-

tions, are summarized here.

5.9.1 TVigger

The U1S NC Trigger is applied at three levels.

The First Level Trigger (FLT) requires a logical OH of three conditions:

• BCAL EMC energy greater then S. l CeV

• RCAL EMC euergy, t-xckuling the triftfti:r towers arunm.1 t In.- lU'AL

beampipe, greater than 2 Ce\

• RCAL EMC energy, including the t r i«o e r towei> nround llie R(.'AL

beampipe, greater than 3.75 GeV

The Second Level Trigger (SLT)

• applies timing cuts of Sns on the FCAL and RCAL Urne, \tr and |(/j|,

respectively, in order to further reduce the proton beam-gas background,

• rejects sparks in the calorimeter.

The Third Level Trigger (TLT - DIS NC filter}

• applies timing cuts, ofSns, on |(n|, \t.F\, | / r-(/jj, and the global calorime-

ter timing |(c|,

• rejects cosmic and beam halo muons, using the online version of the

muon find er,
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(5-17)

In the 1993 data taking a total of 2 x 106 events was recorded with the DIS

NC trigger.

5.9.2 DST

Events are written on the DIS KC Data Summary Tape (OST) if the following

requiremeiits are satisfied:

• the event passes the TLT DIS NC filter

• stricter calorimeter timing cuts are passed: a cut of 6 ns is applied on

the RCAL Urne |(ß|, and a cut of 8 ns is applied on the FCAL time \tp\,

global calorimeter timing |(c|, and on the quantity \tf — tn\ cosmir and beam halo mnons are not found, using the offline verslons of

the muon finder

« after ri'inoval of sparks, events nuist liavp an i-nergy drposit in the

calorimeter

• an etectron is loosely iderttified, taking the logical OR of four electron

Ruders, with electron energy greater than i CeV

• a stricter cut on the quantity (Elal - i*.iol) +2k\s passed:

(EM - 1>,M) + 2L\ 25 C!eV. (5.18)

After the DST filier, 3.1 x 10S events remained in the DIS NC data sample.

5.9.3 Preselection

The DIS NC events wrilten on DS'l are fur thpr proces-?ed. in order to remove:

• events with an incomplete or malfunctioning detector,

• events with total energy in the calorimeter less than 2 GeV.

After the preselection phase, the remaining data sample consists of 380,537

events, corresponding to an integrated lummosity of 515.63 nb"1.

The DIS NC Monte Carlo is also processed through Uie preselection, re-

moving events with total calorimeter energy less than 2 CeV.

5.9.4 Final Selection

The final selection criteria applied to the data are the following:

• Electron Energy cut: t' > 5 ("JeV

to ensure reliable elertron finding and rpdiice p l in topror l i i r t ion bark-

ground;

• S md: 35 CeV < (/•',„, -- /',,,„) < fiO (IrV

to reduce 1SR, photoproduction and proton-gas bairkgromuls.

• Box cut: \Xr,tc\ 16 cm and |i;,r,.| > 16 cm, in the KCAL

to ensure füll Containment of the elertron shower;

• ye(« cuf: yf,„ < 0.95

to reduce photoproduction background

• yjB cu': yjB > 0.01, only for the Double Angle method

to ensure good measurement of the hadron angle •,;



• timing cute: \tn\ (i ns and \ir - <n\ •' »s

to reduce beam-gas background;

• removal of events that have originated from tlie electron or proton pilot

bunches (see section 5.10.1);

• removal of remaining cosmic or halo muons;

• removal of QED Compton events.

All the above selection criteria, except for the timing cuts and the removal

of the pilot-bunch events, are also applied to the DIS KC Monte Carlo sample.

After the final selection, the data sample for tlie Double Angle method

coiisists of 41,513 events, while the sample for the Electron method consists

of (i.rt,:U6 events. It shoukl be noted, however, tliat the number of events for

the Electron method is modified by the etectron energy corrections, discussed

in the next chapter. The final statistics is gjven in chapter 7.

8!)

5.10 Background in the Final Sample

The remaining background in the data sample, after all selection cuts have

been applied, cannot be identified on an event by event basis. It has to be

estimated and subtracted statistically, in each (x, Q'1) bin used for the t\. This remaining background originales either from non-colliding

beam interactions, pr from photoproduction.

5.10.1 Non-Colliding Beam Background

Proton-gas or electron-gas events originale either from tlie proton/electron

pilot bunches (see section 2.1), or from the colüding proton/elec l ro» bunches,

when they interact with the residual gas in the beampipe.

Events identified by the bunch-crossing type äs originating from the pilot

bunches are used to calculate the number of colliding beam-gas events that

survive all selection criteria and contaminate the final sample.

The number of p{e)-pilot buncli events that pass all citts, in each (x,Q2)

bin, is multiplied by the ratio of the total current of colliding p(e) bunches to

the total current of p(e)-pilot bunch(es). The ratio of currents is 12.976 for

the proton beam and 7.848 for the electron beam. The result is an estimate

of the total number of p(e}-gas events that remain in the bin after the final

selection, and is subtracted from tlie number of events in the bin.

The estimated total number of proton- and electron-gas events in the final

sample, in all (x,Q*) bins, ac.cou.nts for approximately 1% of the final data

sample. Tlie details are given in chapter 7.
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5.10.2 Photoproduction Backgroimd

The largest background in the final L)IS data sample is that from photopro-

duction.

'l he photoproduction background that n-mains in each (i,Q2) bin after

the electron energy cut, the ye/„ cut, and the 6 cut, is estimated from Monte

Carlo.

The PHP Monte Carlo events are generated with the PYTHIA minimum

bias photoproduction generator, with generaled y > 0.6. They are processed

through the detector and trigger Simulation programs. the event reconstruction

program, anrl the füll event selection procedure.

The photoproduction Monte Carlo event distribution is plotted versus

(EM - l',toi) in fig. 5.7, along with the nominal U1S NC Monte Carlo, be-

forr and after the electron. energy cut and the y,ief cut. H can be seen that

a number of photoproduction events with (£',„, - P,,ol) greater than 35 GeV

remains after the two cuts.

In order to statisticalty subtract the PHP background that contaminates

the final data sample, the number of photoproduction Monte Carlo events that

remain in a bin, after all selection criteria have been applied, is weighted to the

total luminosity of the data and subtracted from the number of data events in

tlie bin.

A total of 150k PHP events were generated, which corresponds to approxi-

mately 1/3 of the total data luminosity. The estimated photoproduction events

in the final data sample are not distributed uniformly over the (xtQ3) plane.

In the high y bins, the PHP background is äs high äs 5%, but for most bins it

amounts to only 1-2% or less. The final mmibers of PHP background events,

for both the Electron and Double Angle methods, are o i \-en in chapter T.

A second method of PHP background subtrartion ha«, al-o been used, for

the Double Angle method. In each bin, a combination of exponential and

gaussian curves is fit to the shape of the measurrd f> distr ib ' i t ion, before the

cut on 6 is applied. The PHP background tevel estimated from the fit is about

50% higher than the one estimatcil from tlif PHP Monte Carlo However, this

difference is within the ränge covered by the various systematic checks on the

PHP background, äs discussed in section 8.fi.
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Figure 5.7: The photoproduction background. The solid tine on the right and

the fhaded area on the left represent the DIS AT' Monte Carlo and the PHP

Monte Carlo freut dtstributions, at the DST tevel, respectively. The hashed

area on the right and the solid ana on the left represent the DIS A'C Monte

Carlo and Iht I'HP Monte Carlo event distribttiions, afttr the electron energy

«'«/ Uttci fotf, rtspectivety.

Chapter 6

The Electron Energy Scale

6.1 Electron Energy Response

A reliable measurement of the energy of the final state electron is crucial for

the reconstruction of kinematics when using the Electron method (sce section

1.1.1). The effect on the Double Angle nwthoil (seesection 1.1.3) is mach less

Importaut, since it is relevant only for the selection cuts.

The electron energy response for the Electron method sample is shovvn in

fig. 6.1. There is a discrepancy of approximately 1% beUveen the scattered

electron energy in the data and the Monte Carlo. The disagreement is mainly

attributed to inactive material in front of the KCAL, especially around the

RCAL beampipe, which is not fully simulated in the Monte Carlo.

The difFerent electron energy response causes a discrepancy beUveen data

and Monte Carlo in the 6 distribution, äs can be seen in fig. 6.2. It also causes

a disagreement in the reconstructed j t ( r i, yt(tl. and Q^ between data and

Monte Carlo, äs can be seen in fig. 6.3.

A method to correct for the energy loss of the scattered electron due to

inactive material, and hence make the use of the Electron method feasible, is

discussed in this chapter.
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Figure 6.1: Electron energy dtstrtbution, for dato (points) and Monte Carlo

(ihaded histogram) events, for tht Electron method sample.

Figure 6.2: 6 di$tribution, for dato (points) and Monte Carlo (shaded his-

togram) evcnts. for the Electron method sample.

Figure 6.3: x,y and Q* distrUmtion», for dato (pointn) and Monte Carlo

(shaded histograma) evente, for tht Eitclron method samptf.



6.2 Kinematic Peak

In order to determine the spatial structure of the electron energy loss in

the c.ilorimeter, a sample of events with knuwn scattered electron energies

is neecled. The kinematic peak (KP) region provides such a sample. The Kl*

is a region of pliase space where the mean scattered electron energy is almost

equal to the incident electron energy. This occurs at Iow values of y, indepen-

dently of x and Q1, äs can be Seen from eq. (1.3). The KP region is plotted

in fig. 6.4 äs the region bounded by the electron energy isolines of 26 and 27.5

CeV, around the beam electron energy isoline of 26.7 GeV.

10 10 10 in 10 l
K

Figiire fi.l: (r,Q3) plane showing the shaded l\l' arta, boundrd by the electron

r n r n/y ifolinrt at 26 GeV and 27..5 CeV.

The KP region can be isolaterl with appropriate culs First, all cuts de-

scribed in the prevjous chapter, except for the IIJB cut, are applied, in order to

reject background and ensure a reliable reconstruction of the event kinematics.

The yjg cut is necessary only in the double angle method. to ensure adequate

resolution of the hadronic angle -j, äs discussed in section !).1. A cut is then

madeon Q*DA, which is required to lie between 10 GeV2 and 100 GeV*.

.1.

Figure 6.5: Mean electron energy versus yja, after the Q2 rut. for data (solid

circles) and .Monte Carlo (open circles) ecents.

The mean scattered electron energy after the above selection is plotted in

fig. 6.5, äs a function of i/JB. 1t is evident tliat the electron enerftv becomcs

independent of yJB, at Iow vnlues of v- 'I hus, events in t l ic KP reftion can bt?



selected by requiring yJB < 0.03. In addition, tliis yjß cut ensures t hat the

Kl* sample does not overlap with the Double Angle sample (yjs > 0.0-1 for

the Double Angle method).

Fig. 6.6 shows the generated Monte Carlo scattered electron energy distri-

bution for KP events. The scattered electron spectrum peaks sharply at the

electron beam energy. Therefore, the KP sample can be used äs a *test beam"

at 26.7 OeV to determine the electron energj- loss seen in the ralorimeter.

UC |ru* Electron Ener9x öl KP (CcV)

Figure 6.6: Monte Carlo trve electron rnergy for the KP sample.

6.3 Electron Energy Correction Method

6.3.1 Principle

In order to correct the scattered electron energy for energy loss due to inac-

tive material in front of the RCAL, \ve use the KP electrons to measure the

calorimeter response at 26.7 Ce\'.

The sample is binned in scattered electron impact position on the face

of the RCAL so that the average inactive material travprsed by the electron

before reaching the KCAL is approximately conslanl in the bin (see section

6.3.3). The nieasurecl cleviation of the scattereil Kl' electron energies from tlie

electron beam energy (£.',), mcasnrrs l.lic miTgy los* uf a !?(i.7 < !<-V Hrrtniii

when it traverses the inactive material.

The observed shift is compared to lest beam data 1 w h i c h provide tlu>

energy loss of a 30 GeV electron äs a function of the absoi IXT thickness in front

of the calorimeter modutes. In this way, a map of the inactive malerial in front

of the RCAL is produced. Consec]uently. lest beam data, \vhich provide the

energy loss of an electron äs a function of its energy and the malerial depth,

Js used to extract the corrected scattered electron energy from the calorimeter

measured energy and the calculated inactive material.

The energy corrections are applied both to data and Monte Carlo events.

Due to the inadequate description of the inactive material in front of the

rear beampipe in the ZEl.'S detector Simulation, the electron energy loss seen

in the calorimeter is different for data and Monte Carlo events. Therefore,

the obtained maps of inactive material, and the subsefjiieiit electron energy

corrections according to these maps, are different for data and Monte Carlo.
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6.3.2 Energy Loss Parametrization

The lest beam measurements47 for the response of the calorimeter to 30 CeV

electrons äs A function of the absorber thickness and äs a function of the elec-

tron energy for various absorber thickness are parametrized with the function:

2£1 = l + (/(O-OOST«1-™^^ + 0.054e° (6.1)

\vhfre i,'mrn, and ECOTr are the calorimeter measured and corrected energies of

the scattered electron, respectively, and d is the absorber thickness, measured

in radiation lengths (r.l.). The function given In eq. (6.1) is plotted 'm fig. 6.7.

Figurefi.7: l'anmttrtzation ofttic ratt'oi"corr/i.'„,„, in tq. (fi.l), äs a function

of the material traversed (in radiation lengths) and of Emtai.
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6.3.3 Bill Selection and Dead Material Map

The correction bins are chosen on the face of the RCAL so tliat the average

inactive material in front of the area covered by each bin is approximately

constant. In practice, however, the choice of bin size is limited by statistics.

The chosen bins are shown in fig. 6.8. They cover a square of 110 cm on each

side centered around the RCAL beampipe. Outside this correrüon square the

statistics is insufficient to implement the energj' correction method.

The electron energy spectra in the chosen bins, for data and Monte Carlo

(shown in figures 6.0 and 6.10, respectively) are fit with a gaussian with an

exponential tail.

The maps of the inactive material, which are extractivl from the energj'

loss In each bin, are shown in figures 6.11 and R. 12, for data and Monte Carlo,

rrspwlively. In ihr arc* antninl llio K C A L l).-iiin|»i|>f. l l i c i t i ; n l i v t - nialcrial

extracted from the data is approximately l r.l. greater than the inactive

material in the Monte Carlo.
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Figure 6.8: The correction bins on the facf of the KCAL. The solid area indi-

cates the beampipe hole. The shaded area indicates the box cvt of 16 cm.
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Figure 6.9: The etectron energy spectra in the correction bins, for the dato

KP sample. The histograms from left to right and top to bottom fotlow the

numbcring scheme of ßg. 6.S, u-ith the top left and bottom right histograms

corresponding to bins l and 28, respfctivrly.
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Figure 6.10: The electron energy spcctra in the correction bins, for the Monte

Carlo KP sample. Tht histograms frorn left to rigkt and top to bottom folloif

ihf tiumbering scheine offig. 6.8, with the top left and bottom right hiatograms

con-fsponding to bins l and 28, respectively.
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Figure 6.11: Inactivf material around the KCAL beampipe, for dato.

Figure 6.12: Inactive material around the KCAL beampipe, for MC.



6.3.4 Electron Energy Correction

The electron energy correction is applied separately to data and Monte Carlo

events.

For data events, the scattered electron energy is corrected for energy loss

in the inactive material in front of the RCAL using the following procedure.

The impact point of the scattered electron, after being projected onto the

face of the RCAL, determines the correction bin (see fig. 6.8). The inactive

material d, that the electron has traversed before reaching the front of this

specific RCAL bin, is read from the map of the inactive material for data

(see fig. 6.11). The calorimeter measured energy, A'mea,, and the thickness of

tlie inactive material, d (in r.l.), are inserted in eq. ( f i . l ) , which provides the

corrected scattered electron energy.

The effect of the energy correction on the sprclrum of tlie scattered electron

energy for data events can be seen in fig. 6.13. The daslied line represents

the calorimeter measured electron energy before correction. The solid line

represents the corrected electron energj'. The correction for the energy loss

in the inactive material shifts the scattered electron energy to higher values.

In order to account for this effect, we raise the electron energj' selection cut

from 5 GeV' to 8 GeV, Since the scattered eiectron energy is included in the

6 = (E,gt - l',tol) distribution, the upper cut on 8 is also shifted from 60

GeV to 65 GeV, in order to include the high energj' tau of the distribution.

The i-lala sample used for both histograms in fig. 6.13 has been obtained by

applying tliese higher cuts on corrected variables.

K>r Monte Carlo events, a similar procedun- is followed. The impact point

of the scattered electron, projected onto the face of the RCAL, determines
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the correction bin (see fig. 6.8). The inactive material <!, tliat the electron

has traversed before reaching the RCAL, is read from the map of the inactive

material for Monte Carlo (see fig. 6.12). The calorimeter measured energy,

im«»! anc' tne thickness of the inactive material, d (in r . l . ) , are inserted in eq.

(6.1), yielding the corrected scattered electron energy.

The effect of the energy correction on the spectrum of the scattered elec-

tron energy for Monte Carlo events can be seen in fig. 6.1-1. The dashed line

represents the calorimeter measured electron energy before correction. The

solid line represents the corrected elertron energy. The dotted line gives the

true generated electron energy. The correction for the energy loss in the in-

active material shifts the electron energy to higher values. doser to the true

generated energj-. However, the shift is smaller for Monte Carlo events than

for data events. This is expected, since the inactive material in tlie Monte

Carlo is approximately l r.l. less than the inactive material extracted from

the data, äs shown by comparing figures 6.11 and 6.12. As is done for the data,

the electron energj' and the upper 6 selection cuts are raised for the corrected

Monte Carlo events from 5 GeV to 8 GeV and 60 GeV to 65 GeV, respec-

tively. The Monte Carlo sample used for all tbree hbto™rams in fig. 6.11 has

been obtained by applying these modified cuts to tlie corrected reconstructed

variables.
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Figiire 6.13: k'ttctron energy distribvtion, for data tvtnts, before (dasked line)

and öfter (solid line) correction.

. . . .71
l 7.S 10 11.9 19 17.9 20 21.9 19 17.3 M

E(G*V)

Figure 6.14: Electron energy distribvtion, for Monte Carlo events, before

fdashed line) and after (solid line) correction. Also skown (dotted line) is

the true generated Monte Carlo scattered electron energy.

1IW

6.3.5 Resolution Smearing in Monte Carlo

The energy resolution of the calorimeter is modified by the presence of absorber

in front of the calorimeter. The resolution o äs a function of the particle energy

E and the absorber thickness rf, is given by:

= 0.19

where:

(6.2)

(6.3)

Eq. (6.3) is obtained from a fit to test beam data, which pro\ide the resolution

with and without absorber äs function of the absorber thickness. ''

Tlius, the l r.l. additional inartive material around the RCAL beampipe

yields a worse energy resolution for data events than for .Monte Carlo events,

in addition to the Iower data energies.

Theeffect can be seen in figures 6.9 and 6.10 for the Kl* sample. The peaks

of the electron energy are not only consistently Iower in the data than in the

Monte Carlo, but also broader.

In order to account for this effect, the electron energy in the Monte Carlo

is smeared, bin by bin, after the energy correction. The smearing is done so

that ff^c in each correction bin becomes equal to (7j"'a in the corresponding

bin.

Fig. 6.15 shows the corrected electron energy for Monte Carlo events after

the MC resolution smearing (solid line). Also shown are the uncorrected elec-

tron energy (dashed line) and the true generated electron energy (dotted line).

The Monte Carlo sample used for all three histrograms has beeil obtained by
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applying the higher electron energy selection cut (8 GeV) to the corrected and

resolution-smeared reconstructed electron energies.

Kigure 6.15: Electron energy distribution, for Monte Carlo tvents, bcfore

(dafhed iine) and öfter (solid line) correction. Also shown (dotted line) is

Ihr (rat generated Monte Carlo scattered electron energy

6.3.6 Extension to the Whole Calorimeter

Outside the RCAL beampipe region, the KP sample does not provide enough

sLatislics to extract a map of the inactive material. Tluis, the Monte Carlo es-

timate is used for the rest of the calorimeter. This estimated inactive material

was obtained by firing virtual Monte Carlo particles into the calorimeter, using

the Z-El.'S detector Simulation code, in order to determine the path-integrated

rnaclive material traversed by the particles.
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6.3.7 Final Correction Results

The electron energy response, after the electron energy corrwlions have beeil

applied to both the data and Monte Carlo samples, is sliown in fig. 6.16. The

shaded area represents the corrected Monte Carlo energy witli the smeared

resolution, while the dashed line gives the same distribution without smearing.

The points represent the corrected electron energy for d.ila. The selection

critena are similar to those used in fig. 6.1 (i.e. all cuts for the Electron

method have been applied). However, the values of the electron energy and 6

selection cuts are raised to 8 CeV and 65 GeV, respectively, äs explained in

section 6.3.-1. Fig. 6.16 includes events witli the scattereJ electron anywhere

in the calorimeter, and with x and Q* over the whole (i,Q2) plane.

The 6 distribution after the electron energy corrections is shown in fig.

6.17, while the corrected Jt|t(, y,i,c and f?'(t(. are plottef! in fi«. 6.IS. The

selection criteria for these plots are the saine äs in fig. 6.1(i.

The electron energy resolution, äs extracted from the ilifference between

generated and reconstructed electron energies for Monte Carlo events, is:

a(E} = 1.319 ±0.006 CeV,

for uncorrected electron energies,

a(£) = 1.251 ±0.005 GeV,

for correcled electron energies, without MC resolution smeaiing, and

a(E)= 1.861 ±0.007 C-eV,

for corrected electron energies, with MC resolution smearin».

The energy and event kinematics distributions, äs well a< the statistics, for

the final data sample, after the modified selection criteria, are given in the

next chapter.
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Kiftiire 6.16: Cometed electron energy distribution, for dato (points) and

Monte Carlo (fhaded histogram) events, for the Electron method selected sam-

ple. Thf dafhed line gives the corrected electron energy for Monte Carlo, iritA-

o»( resolution smearing.

Figure 6.17: Corrected 8 distribution, for dato (potnts) and Monte Carlo

(fhaded histogram) events, for the Electron method selected sample.
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Figure 6.18: Corrected x,y,Q* dtstribvtionn, for dato (points) and Monte

Carlo (shaded histograms) eventf, for the Electron method setfcted sample.
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6.3.8 Checking the Correction Method

Three independent physics channels have beeil used to verify the accuracj' of

the electron energy corrections within the correction square in the RCAL.

• Elastic QED Compton events. The final state of these events consists of

an f l i f t ron and a photon, wliose sum i>f rni-rftios (äs mrasiin>d by the

calorimeter) must be approximately equal to the electron beam energy.

• Uiffractive (see sectioti 7.3) DIS p events. Since these events have a clear

hadronic final state (the p), energy and momentum conservation yield

an estiinate of the scattered electron energy, indepeiidently of the RCAL

energy scale.

• 1SR DIS events, with the radiative photon tagged by the luminosity •)-

detector. The energj' of the radiated photon can be reconstructed using

calorimeter quantities, and compared to the energy measured by the

luminosity 7-detector.

All channels yield an accuracy of about 1% '* for the RCAL electron energy

rorrections.

Chapter 7

The Final Sample

7.1 Electron method

The scattered electron energy, i,', for the Electron method data and Monte

Carlo samples, is corrected with the enei-gy correction method de-scribed in

the previous chapter. The variables 6, jei t l , yfttl and Q*rl, of earh event are

calculated using the corrected electron energy, 'l he cuts 011 E and 6 are raised

to 8 GeV and 65 GeV (upper cut), respectively, äs explained in section O.l.

The resolution plots for (?'/„., .rt|t[ and .t/./,.., extracted froin the selected

Monte Carlo sample, are shown before correction in fig. 7.1 and after correc-

tion in fig. 7.2. Comparing the uncorrected distributions of fig. 7.1 with the

resolution plots of fig. 4.3 for the initial Monte Carlo sample, it is seen that the

selection criteria considerably improve the resolution of the kinematic recon-

struction, especially in the low-j, Iow-Q2 region. Fig. 7.2 s-liows the resolution

plots for the corrected Q*/fl., .cfitc- and yrlfc distributions. The electron energj'

correction worsens the resolution someivhat, sinre it accounts for additional

inactive material. The effect is more pronounced in the high-j, low-y region;

the higher corrected eiertron energy reconstructs x,iei to higher valnes, and

j/ticc to lower values (see equations (l.-l) and (1.1)).
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Figure 7.1: Resolution of the Electron method in Q"1, x andy, extracted from

the selected Monte Carlo sample, before the electron energy correction is «p-

plied.
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Figure 7.2: Resolution of the Electron method in Q3, x and y. ertracted from

the selected .Monte Carlo sample, öfter the eltctron energy coirection is applied.
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'l he Hinüber of events of the final clata sample for thc Electron method, äs

well äs the estimated background in the final sample, are given in table 7.1.

estimated e-gas

estimated p- gas

estimated PHP

Data

bkgd

bkgd

bkgd

Electron method

Final

57,331

507

223

900

sample

0.88%

0.3!)%

1.57%

Table 7.1: Statiatia of the final dato sample for Ihr Electron mrtkod.

The vertex reconstruction efficiencies, usitig tracking and calorimeter tim-

ing information, for the final Electron method data and Monte Carlo samples,

are ftiven in table 7.2. The correspoiiding efficiencies for the initial data and

Monte Carlo samples were given in table 5.1.

Tracking vertex

CAL Time vertex

no vertex

Electron method

Data • final

86.3%

11.7%

2.0%

D1S MC - final

90.1%

9.!)%

Table 7.2: Vertex reconstrvction efficiencies, for the final Electron method data

and Monte Carlo samples.
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Figure 7.3: Distribntions of the scattercd electron energy and polar angle, E

and 6, respectively, and the reconstnicted j,,,.,. and QffK, for the ßnal Electron

method data (pointe) and .Monte Carlo (fhadtd histogramf) samples, after the

electron energy correction.
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Fig. 7.3 shows the scattered electron energj- E, the scattered electron polar

angle 0, and the reconstructed x,in and Ql/ti, for the final Klectron method

data and Monte Carlo samples. There is a good agreement between data and

Monte Carlo, in the electron energj' and the kineinatic distributions, after the

electron energj' correction. The agreement is worse in the distribution of the

scattered electron polar angle. However, the efFert is covered by a systematic

check on the electron angle (see section 8.6).

The impact poiut of the scattered electron, on the face of the RCAL, for

the final Klectron method data sample, is shown in fig. 7.1. The fiducial cut

of 16 cm around the beam-pipe is clearly seen.

-U -40 -M 0 Kl 40 «

.(cm)

Figure i.l: The impact point of the scattered rlectron on the face ofthe RCAL,

for the final Klectron method data sample.
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7.2 Double Angle method

The electron energj' response has only a secondary effect on Ihe reconstructiou

of the kinematics with the Double Angle method; it enters through the selec-

tion critertaon E, 6 and yrttr- l» correcting the electron energy, the amount of

inactivematerialoutsidethesquareof side MO cm around the RCAL beampipe

has been estimated frotn Monte Carlo, rather thaii calculated from the energy

loss of the Kinematic Peak sample, due to limited statistics (see section 6.3.5).

Therefore, the corrections are less reliable for the rest of the calorimeter than

for the RCAL beampipe region. Since the effect of thc electron energy response

is much smaller for the Double Angle method than for the ülectron method.

the uncorrected E, 6 and r/,/t, are used in the event selectmn for tln1 Double

Angle method, for the whole calorimeter.

The resoliitioii plots for Q*L\, .rj>,i a|"' !li>.\- *•*• i 'Xlrarh-il from l IIP final

Monte Carlo sample, are shown in fig. 7.5. The resolution in ,r in the !ow-.r

region is worse in the Double Anftlc inethoil t han in Ihe Kl i - f tron method, a.i

can be seen by comparing fig. 7.5 with figures 7.1 and 7.2. 'Ihe effect of the

imposed yjg cut can be seen in the y resolution plot of fig. 7.5.

The number of events of the final data sample for the Double Angle method

is given in table 7.3, along with the estimated backgrouml in the final sample.

The efficiencies for the vertex reconstruction, using tracking and calorime-

ter timing Information, for the final Double Angle method data and Monte

Carlo samples, are given in table 7.1. The corresponding efficiencies for the

initial data and Monte Carlo samples were given in table 5.1. Ihe efficiencies

improve significantly after the event selection.
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Figure 7.5: Resolution of the Double Angle mtthod in Q3, x and y, extrocted

front Ihe final Monte Carlo sample.

The scattering angles of the outgoing elertron and the final state hadron

system, together with the reconstructerl j^/i ar|d Qb.\, for the final Double

Angle method data and Monte Carlo samples, are sliown in fig. 7.6. There

is a good agreement between data and Monte Carlo for the angle of the final

hadronic system, and ID.-\- The agreement is \vorse for the distribution of the

polar angle of the scattered electron, which also affects tbe Q^>A distribution.

However, this effect is included in the systematic error for the electron angle

(see section 8.6).

estimated

estimated

estimated

Data

e -gas bkgd

t>-gas bkgd

I'HI' bkgd

Double Angle method

Final sample

11,513

216 0,59%.

108 0.26%

(ir)3 1,57%

Table 7.3; Statistics of tke final data .sample for the Uoublf .\nglc method.

Tracking vertex

CAL Time vertex

no vertex

Double Angle method

Data - final

98.8%

0.6%

0.6%

D1S MC - final

!)!).7Vf,

0.3%

Table 7.4: Vtrtex reconstruction efficiencies. for the final Uoublr Angle method

dato and Monte Carlo $ample$.
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Kigure 7.6: Distribution* of the final statt tlectron and hadron system polar

angle*. & and 7, respectively, and the rtconstructed IDA and Q^A, for the

final Doublt Angle method dato (points) and Monte. Carlo (shaded histograms)

7.3 Events with a Large Rapidity Gap

In regulär deep inelastic electron-proton scattering, the proton breaks up, and

the incident electron scatters off a colored quark inside the proton. The color

transfer between the struck quark and the remnant of the proton results in the

production of the final state hadron system (current and remnant Jets). The

remnant jet is emitted in the forward (proton beam) direction, and results in

considerable amounts of energy deposlted around the FCAL beampipe.

However, there is a type of D1S event (first observed in the 1!)!)2 HERA

data49) which exhibits very little activity in the forward direction (low FCAL

energies). This can be explained by the assumption that the virtual photon

scatters off a coiorless object inside the incident proton. l he proton remains.

in most of the cases, intact and is lost in the forwaul beampipe direction.

The Feynman diagram for this type of event is shown in fift. 7.7. In this

diagram, P represents the colorless object in the proton, off which the virtual

photon scatters. The squared 4-momentum transfer at the proton vertex is

deaoted by t, while Q2 represents the usual negative squared 1-momentum

transfer carried by the virtual photon, which is now measured only at the

electron vertex.

A selection methodfor this typeof event is to imposeacuton themaximum

pseudorapidity nmai. The pseudorapidity of a hadronic düster is defined äs

where 6h is the polar angie of the hadronic düster. The cluster is required

to have an energy of at least 100 MeV. The maxi m um pseudorapidity of an

event, nmar, is defined äs the pseudorapidity of the hadronic cluster which is
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Figure 7.7: Ftynmtm dtagram of a Large Rapidity Gap event

dosest to the proton beam direction.

The ifnitt distribution for the final Electron method data and Monte Carlo

samples is shown in fig. 7.8. There is an excess of data events with low values of

V™« (i-f • events with a» absence of hadronic activity in the forward direction},

whkh is not expected in the Standard DIS Monte Carlo. These events, with a

large rapidity gap in the final phase space, are also called diffractive, because of

the clear Separation between the final st»te proton and the photon dissociation.

If we impose a cut of i;mar < 1.5 we find that the diffractive events account

for 6.2% of the final Electron method data sample, and for 6.5% of the final

Double Angle method data sample. However, since the t\n structure

function corresponds to the inclusive DIS cross section, which is independent

of the form of the final hadronic state, the diffractive events are included in

the t'i measurement.

10'

10-

10'

10

-2

Figure 7.8: The i/m,t distribvtion for thf ßnal Electron method data (pointf)

and Monte Carlo (shaded histogram) samples. Thf Monte Carlo sample is

normalized to the data



Chapter 8

A Extraction

8.1 Description of the method

l he differential NO *p cross section is given, in its general form, by eq. (1.38).

At Q* values Ix-low the square of the inass of the Z", the structure function

•r/3 is negligible and the structure functions Tt and 7 L reduce to tlieir virtual

[jliotoii contributions only, t\d FL, respectively. Then the differential cross

section is given by:

- a

Eq. (8.1) can be written in the form:

dxdQ*

wherc /•"] is given by:

a 2

1-ff

(8.1)

(8.2)

(8-3)

Hence, the structure function Fj can be extracted by first measuring the

differential cross section, and then applying FI corrections to f ^ .

'l he method is briefly outlined here. Exact definitions and values of vari-

ables and selection criteria are given in the following sections.

120

In order to measure the differential cross section, we divide the data into

j and Q1 bins. For each bin, we calculate a niiinber of corri-ction factors.

using the Monte Carlo sample: a smearing factor due to initial and final state

radiation, a smeariiiR fartor due to dcttrtor fffoft.s, and an accpplanre factor.

A purity factor is also evaluated for each bin. Seltction crilena are applied on

all the above factors, in order to i-Hermim1 t.lir bins suitablc for f-'j e.xtracüon.

For each of those bins, the raw number of data events, after llie estimated

background has been subtracted, is corrected for smearing and acceptance

effects. Since the Monte Carlo includes radiative events, the measured number

of data events in each bin is also corrected to the Born cross section. The

corrected number of data events in each bin is converted to a differential cross

section, using the luminosity of the data and appropriate bin widths.

Subsequently, the differential cross section in each bin is weighted by the

factor W

H'U.Ö1) = 4 i f l lQ , 2/0) (8 '4>

in order to evaluate Fj.

Finally, F.J is corrected to F2, using QCD calculations of FL.
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8.2 Choiceof (x,Q2) Bins

The bins in the x and Q1 phase space are chosen according lo the resolutions

in J and Q1. Limited statistics determines the size of the bins at high Q2.

Ihe resolutioas in z and (?', for the Electron and Double Angle final Monte

Carlo samples, are shown in fig. 8.1. The relative differences between reeon-

slructed and generated i and Q1 are plotted äs functions of the reconstructed

quantities. For both the Electron and Double Angle methods the relative res-

olution in Q2 is 25%, independent of Q*. Tims, the same Q3 binning can

be used for both methods. The relative resolution in x is around 20% for

both methods at intermediate values of j. At low values of .T the Electron

ineihod has a betler x resolution than the Double Anple metliod. However,

the difference is rat her small, due to Ihe degradation of the energy resolution

t ausc-d by the inactive material in front of the RCAL (whicli is not completely

recovered by the electron energj' correction), and to the additional smearing

of the energy resolution introduced in the Monte Carlo. Therefore, the same

binning also in x is used for both methods.

The chosen x and Q1 bins are given in tables 8.1 and 8.2, respectively. Kor

eadi bin the ränge in x and Q1 is given, along with the central i and Q2 value

in the bin, xttnttf and Q*ral„. The cental values are used to denote the bins

in all the following sectlons, and are the x and Q2 values where the final Fj is

ralculated. 1t has to be noted thal Q*tnitr is chosen to diflfer slighlly from the

actual center of the Q"2 bins, so that the final fj results can be compared with

other experimental sets.
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Figure 8.1: Relative reaolutions in r and Q2 of the Electron and Double Angle

mrthods, äs fund i ans of ihr rtconstmctfd cariabtcs.



1

2

3

4

5

6

7

8

9

10

11

12

13

H

x ränge

7.0-15.0 -lÜ'5

1.5- 3.0 -lO"1

3.0- 6.0-10-*

6.0-12.0 -IQ-4

1.2- 2.0 -10-3

2.0- 3.6 10"3

3.6- 6.0 -10-3

6.0-10.0 -10-3

1.0- 2.0-10-1

2.0- 1.0 .10~a

1.0- 8.0 -10-3

8.0 -16.0 -10-1

1.6- 3.2 -10-'

3.2-10.0 -10-'

^Cfnlrr

1.1 -10-4

2.25 -IQ-"

•1.5 -10-4

9.0 '10-1

1.6 -10-3

2.8 -10-3

1.8 -10-3

8-0 -K)'3

1.5 -10-1

3.0 -10-2

6.0 -10-2

1.2 -10-'

2.1 -10-1

6.6 -10-'

Table 8.1: Definition of the bins in x.
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1
2

3

4

5

6

7

S

9

10

11

12

13

1-1

Q2 ränge

(Ge\")

5 - 7

7 - 10

10 - H

14 - 20

20 - 28

28 - 40

40 - 56

56 - 8l)

80 - 160

160 - 320

320 - 610

640 - 1280

1280 - 2560

2560-10000

0?.n„,

(CeV)

6

8.5

12

15

25

35

50

65

125

250

500

1000

2000

5000

Table 8.2: Definition of the bins in
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8.3 Correction Factors and Bin Selection

A iHiniber of correction factors are evaluated for each (x,Q*} bin, using the

Monte Carlo sample. Recall that the DIS NC Monte Carlo includes QED

radiative processes in the cross section, äs calculated by HERACLES (see

section 3.1).

• Smearing due to QED Radiative processes

QED radiative processes shift the reconstructed kinematic variables, äs dis-

cussed in section 4,2. For radiative Monte Carlo events, we denote by true

l he ftenerated kinematic variables calculated from the 1-vector momenta of

the particles at the lepton or hadron vertex, includrng the effects of QED ra-

diation, and by apparfnt the generated kinematic variables calculated from

the initial -1-vector momenta of the particles, without taking into account the

QED radiation. Then, the radiation smearing factor is defined äs the ratio

of the true generated to the appareot generated number of DIS Monte Carlo

events in the bin that pass all selection criteria:

RadSmr = (8.5)

• Smearing due to Detector effects

Uetector smearing efFects on the measurement of the energies and angles of the

final state particles shift the reconstructed kinematic variables, äs discussed

in section 1.3. The erperimentat smearing factor is defined äs the ratio of the

apparent generated to the reconstructed number of DIS Monte Carlo events

in the bin that pass all selection criteria:

., ,. t .
hxpSmr —

P il.\(MC,rtctful*}

• Acceptance due to selection

The selection acccptance factor is defined äs the raüo of the true generated

number of DIS Monte Carlo events in the bin to the true generated number of

events that remain in the bin afler all selection criteria have been applied:

SWAce,""^''

Defined in this way, the SHAcc factor is ahvays «realer t hau 1.

• QED Radiative corrections

QED radiative processes modify the Born cross section. in ;uldition to smearin"

the kinematic variables, äs discussed in section 1.7. In order to evaluate this

effect, we define the radiatice correction factor äs the ratio of the Born cross

section to the DIS Monte Carlo cross section in the bin. The latter includes

radiative processes. The ratio is calculated in terms of the t r u e variables,

before any selection criteria are applied:

d.\(Born,trv(,nocuts)
RadCor = -=* (8.8)

em d.\(MC, t r i t f ,

where £.wc <"ia< £flo™ denote the integrated luminosity of the DIS MC sample

and the Born cross section MC sample, respectively. In order to evaluate the

Hörn cross section we generated a sample of 100k DIS e\vnts usiii" LEl'TO

(see chapter 3), with only the Born cross section Uirned 011.

• Purity

The quality of the reconstmcüon is evaluated in tenns of purity, defined äs
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t l ie fraction of the Monte Carlo events reconstructed in a bin that were also

generated in the same bin:

"t tru(.a>nl.i-fc.,cuts)
Purity = -l^—

dN(MCtrtc,cuts)
(8.9)

l 'urity is by definition less than 1.

An FI value is calculated only in the (x,Q2) bins that satisfy the following

criteria:

0.5 < TotSmr = RadSmr - ExpSmr < 2 (8.10)

!<Se lAcc<2 (8.11)

Purity > 0.2 (8.12)

<iN(MC,rfc,cuts)> 10 (8.13)

dN(data,cuts) > 10 (8.14)

where the number of data events in the bin is considered after background

subtraction. A minimum number of MC events in the bin is also required, to

ensure a reliable evaluation of the bin correction factors.

For most of the selected (x, Q3) bins the TotSmr factor is around 0.8, The

SelAcc correction factors are close to l in most of the bins, except in the low-ar,

low-Q2 bins, where they become larger (around 1.5). Purity is low (30%-40%)

in the Iow-Q3 or lovr-y bins in the Electron method. In the rest of the Electron

method bins and in most of the Double Angle method blas, purity is about

50%. Kadiative corrections, vvhich are important especially in the Electron

method, are of the order of a few percent in most of the selected bins, for both

methods.
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Figure 8.2: Migration» of the E-tectron and Double Angtr methods, in tht

(x,Q2) bins that satiafy the bin setection criteria. Tht. dotttd Imes rfprtsent

the y = 1,0.1,0.01 boundaries.

The migrations (see section 1.3) for the (jc.Q1) bins that satisfy the above

criteria are shown in fig. 8.2. The length of the arrow is proportional to the

shift of mean reconstructed variables. The migrations for the selected bins

are much smaller than the migrations extracted from the initial Monte Carlo

sample, äs can be seen by comparing fig. 8.2 ivith fig. 1.4. The Electron

method has somewhat smaller migrations than the Double Angle method in

the low-x bins, but the difference is minimized by the degradation of the

electron energy resolution caused by the inactive material in front of the HC A L.

In the high-x bins the poorer Electron method resolution in j- canses larger

migrations.
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One more consideration about the bin selection for the Electron method

has to be taken into account. The electro» energy corrections are less reliable

outside the RCAL correction square (see section 6.3-1), since the amount of

the inartive material for the rest of the caloriineter has been estiiuated from

Monte Carlo rather than calculated from the Kinematic l'eak sample (see

section 6.3.6). Therefore, we choose to report an Electron method Ft value

only for electron impact positions within the RCAL correction square, which

corresponds to Q3 values less than 80 GeV*.

The correction factors for the selected bins are given in tables 8.3 and 8.4,

for the Electron and Double Angle Monte Carlo samples, respectively. The

number of Monte Carlo and data events in each bin, which are used in the

bin selection procedure, are given in tables 8.5 and 8.fi, for the Electron and

Double Angle samples, respectively.

Electron method

Q2

(CeV")

8.5

12

15

25

35

X

0.00023

0.00045

0.00045

0.00090

0.00160

0.00280

0.00045

0.00000

0.00160

0.00280

0.00045

0.00090

0.00160

0.00280

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

RadSmr

0.81

0.87

0.82

0.87

0.%

1.05

0.83

0.86

O.!)l

0.05

0.85

0.81

0.88

0.02

0.84

0.87

0.88

0.08

1 .0:1

1.17

KxpSmr

1.27

0.82

0.92

0.88

0.85

0.76

1.12

0.87

0.03

0.83

1.15

0.07

0.01

0.01

1.00

0.01

1.01

O.W)

0.83

0.01

TotSmr

1.07

0.71

0.75

0.77

0.82

0.81

0.92

0.75

0.85

11.70

0.98

0.82

0.83

0.87

0.8)

0.81

0.01

0.87

0.85

1.07

SelAcc

1.79

1.85

1.27

1.28

1.38

1.61

1.38

1.07

1.07

1.13

1.07

1.10

1.03

1.03

1.17

1.03

1.02

1.01

1.17

1.37

KadC'or

1.01

1.00

1.01

0.98

0.96

0.91

0.06

1.03

n.no
0. 03

D. 92

0.08

1.03

0.91

0.98

1.02

1.01

0.99

0.85

0.91

l'urity

0.45

0.38

0.41

0.39

0.25

0.21

0.19

0,11

0.33

0.21

0.52

0.18

0.40

0.32

0.57

0,17

0.41

0.28

0.20

0.23

Table 8.3: Corrfction J-'actors for ttit L'leclron method srlrcted (.r,Q2) bins.
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Electron method

Q2

(GeV)

50

65

X

0.00090

0.00160

0.00280

0.00180

U.OllSOl)

0.01500

0.00160

0.00280

0.00180

0.00800

0.01.500

0.03000

0.06000

RadSmr

0.88

0.86

0.88

0.94

0.99

1.09

0.89

0.84

0.89

0.96

0.96

1.13

1.22

ExpSmr

0.96

0.99

0.96

0.93

0.88

0.91

0.92

0.94

0.94

0.79

0.80

0.86

1.47

TotSnir

0.85

0.85

0.81

0.87

O.S7

0.99

0.82

0.79

0.81

0.75

0.77

0.98

1.80

SelAcc

1.52

1.01

1.02

1.01

1.05

1.20

1.05

1.01

1.01

1.01

1.05

1.19

1.43

RadCor

1.04

1.02

1.03

0.85

1.01

0.94

0.94

1.13

1.02

1.05

1.03

0.87

0.85

Purity

0.61

0.55

0.52

0.35

0.25

0.25

0.58

0.52

0.41

0.30

0.22

0.20

0.20

Table 8.3: Correction Factors for the Electron method selected ( x , Q J ) bins.
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Double Angle method

Q1

(CeV)

8.5

12

15

25

35

X

0.00023

0.00045

0.00045

0.00000

0.00160

0.00280

0.00045

0.00090

0.00160

0.00280

0.00480

0.00045

0.00090

0.00160

0.00280

0.00480

0.00090

0.00160

0.00280

0.00480

0.00800

RadSmr

0.87

0.97

0.8!)

0.98

1.15

1.31

0.87

0.95

1.01

1.16

1.36

0.88

0.90

0.99

1.05

1.21

0.89

0.95

0.99

1.13

1.29

ExpSmr

1.27

0.83

0.98

0.79

0.67

0.76

1.17

0.83

0.76

O.fi9

1.01

1.19

0.97

0.87

0.77

0.78

1.02

0.93

0.82

0.7.1

0.91

TotSnir

1.10

0.81

0.87

0.77

0.77

1.00

1.02

O.SO

0.79

11.80

1.37

1.05

0.87

0.86

0.81

0.97

0.91

0.88

0.81

0.82

1.21

SelAcc

1.77

1.85

1.27

1.28

1.39

1.92

1.37

1.07

1.06

1.13

1.90

1.72

1.09

1.03

1.03

1.11

1.11

1.02

1.02

1.02

1.28

K aclCor

1.01

1.09

1.01

n.98
0.96

0.91

0.96

1.03

0.90

0.91

1.00

0.92

0.98

1.03

0.91

0.92

0.98

1.02

1.03

0.99

0.85

Purity

0.16

0.-13

0.33

0.39

0.36

0.42

0.37

0.11

O.iO

0.13

0.37

0.31

0.43

0.12

0,17

0.45

0.43

0,13

0.52

0.14

0.10

Correction Factors for the Doublt Anglf mtlhod selecttd
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Double Angle method

Q*
(OeV)

50

65

i

0.00090

0.00160

0.00280

0.00180

0.00800

0.00090

0.00160

0.00280

0.00180

0.00800

0.01500

RadSmr

0.92

0.89

0.96

1.02

1.17

0.81

0.91

0.92

Ü.95

1.11

1.18

ExpSmr

0.99

1.01

0.91

0.80

0.71

0.84

-0.95

0.99

0.87

0.69

0.79

TolSmr

O.!)l

0.90

0.87

0.82

0.81

0.68

0.86

0.91

0.82

0.76

0.93

SelAcc

1.24

1.04

1.02

1.01

1.03

1.93

1.01

1.00

1.01

1.01

1.12

RadCor

1.0-1

1.03

1.03

0.85

1.01

1.07

0.91

1.13

1.02

1.05

1.03

Purity

0,12

0.46

0.57

0,52

0,17

0.26

0.46

0.56

0.54

0.46

0,18

Table 8.4:

b ins.

Correction Factors for tke Dovble Angle method selected
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Double Angle method

Q2

(GeV)

125

250

500

1000

2000

X

0.00160

0-00280

0.00180

0.00800

0.01500

0.03000

0.00-180

0.00800

0.01500

0.03000

O.OGOOO

0.00800

0.01500

0.03000

0.06000

0.12000

0.01500

0.03000

0.06000

0.12000

0,12000

Rad S m r

0.90

0.88

0.92

0.89

1.13

1.27

0.89

0.84

0.93

1.06

1.23

0.98

0.84

0.91

1.06

1.25

1.00

0.93

0.86

1.21

0.88

ExpSmr

0.86

0.94

0.96

0.84

0.97

1.39

1.00

1.02

0.90

0.65

0.98

0.89

1.01

0.99

0.76

0.84

1.03

0.88

- 1.01

0.50

0.67

TötSmr

0.77

0.83

0.88

0.75

1.10

1.76

0.89

0.86

0.81

0.69

1.21

0.87

0.87

0.9:1

0.81

1.05

1.03

0.82

0.89

0.61

0.58

SelArc

1 .35

1.0-1

1.01

1.00

1.02

1.30

1.10

1.03

1.02

1.00

1.11

1.61

1.25

1.11

1.09

1.17

1.17

1.59

1.92

1.88

1,57

HadCor

1.00

0.91

0.95

1.05

0.92

0.92

1.2-1

0.83

0.95

1.02

0.87

0.6-1

1.18

1.11

0.81

0.73

0.95

1.17

0.19

1.48

1.21

Purity

0,55

0.67

0.61

0,11

0.52

0,17

0.65

0.69

0.70

0.51

0.49

0.66

0.7R

0.72

0,55

0.47

0.89

0.76

0.71

0,36

0.12

Table 8.4: Correction l-actors for (Ar Double Angle mrthod selectfd (f,Q2

bins.
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8.4 Measurement of the Cross Section

For t-ach of the selected (x,Q*) bins, the luimber of estimated beanvgas

and photoproduction background events (see section 5.10) is subtracted from

the number of ineasured data events. The obtained number of background-

subtracted (bkg.sub) data events is corrected for smearing and acceptance

effects, using the TotSmr and SelAcc correction factors:

dHF(MC,trut,nocuts)
TotSmr SelAcc = (8.15)

In addition, tlie number of data events is corrected back to the Born cross

section, using the radiative correction factor. Therefore, the total correction

factur in each bin can be written äs:

TutCor = TotSmr - SelAcc • RadCor =
rfj\ HO cuts)

dN(MC(Had),nc,cuts)
(8.16)

The corrected number of data events in each (.r, Q3) bin divided by the total

luminosity of the data yields the cross section rr(x, Q1) in that bin. l'sing

appropriate bin widths, Ax and AQ1, the differential cross section is then

obtained.

The number of Monte Carlo events, data events before and after back-

ground subtraction, and after bin corrections, äs well äs the calculated cross

section, in each (x,Q2) bin, are given in tables 8.5 and 8.6, for the Electron

and Double Angle niethods, respectively.
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Electron methocl

Q*
(GeV)

8.5

12

15

25

35

X

0,00022

0.00045

0.00045

0.00090

0.00160

0.00280

0.00045

0.00090

0.00160

0.00280

0.00045

0.00090

0.00160

0.00280

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

MC

3595

1708

1686

1115

2226

1973

2600

3814

2316

2272

965

2227

1610

1552

1154

1246

1159

901

690

581

Üata

meas.

2097

2936

2918

3115

1517

1176

1741

2903

1926

151-1

618

1611

1317

1275

1076

910

1075

716

521

-1-11

Bkgd

estim.

254

173

97

61

7

7

105

3!)

7

15

52

28

0

7

-13

19

33

0

0

0

Data

bkg.sub

1812

2762

2850

3050

1509

1168

1635

2863

1918

1498

565

1582

1317

1267

1032

890

1041

716

524

441

Üata

corr.

3569

3988

•„'735

2022

1619

1121

199!)

2356

1518

1255

1001

1386

1154

1072

993

759

994

671

115

588

a

dib-1)

6.51

7.31

5.01

5.36

3.02

2.61

3.66

-1.32

2.81

2.30

1.81

2.54

2.12

1.97

1.82

1.39

1.82

1.23

0.82

1.08

'fable 8.5: Statistics and measvrfd crofs scction for the Eitctron method
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Electron method

Q1

(GeV)

50

65

X

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

0.00160

0.00280

0.00480

0.00800

0.01500

0.03000

0.06000

MC

666

758

834

626

523

474

543

603

470

460

524

330

135

Data

meas.

518

566

695

573

452

409

389

482

408

357

399

209

101

Bkfi,t

estim.

26

8

0

0

0

0

11
•1
0

0

0

0

0

Data

bkg.su b

191

557

695

573

452

109

371

177

408

357

399

209

101

Data

corr.

657

505

617

428

117

456

305

428

350

285

332

210

221

a

(nb-1)

1.20

0.93

1.13

0.78

0.77

0.84

0.56

0.79

0.64

0.52

0.61

0.39

0.41

Table 8.5: Statistics and mea$ured cross sertion for tfie Electron method
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Double Angle method

Q*
(GeV)

8,5

12

15

25

35

x

0.00022

0.00015

0.00015

0.00090

0.00160

0.00280

0.00015

0.00090

0.00160

0.00280

0.00180

0.00045

0.00090

0.00160

0.00280

0.00480

0.00090

0.00160

0.00280

0.00180

0.00800

MC

3532

1181

1023

1076

2353

1333

2353

3585

2174

2271

582

1027

2091

1548

1675

961

1371

1152

1306

972

111

Data

meas.

2017

2180

2113

2370

1136

820

1227

2136

1493

1128

390

611

1387

1018

1162

610

992

792

918

716

3 1 2 ,

BkfiH

pstim.

221

91

M

3l

1)

0

3!)

26

21

6

0

38

31

8

S

0

28

36

3

0

0

Data

bkg.sub

1792

2385

2061

2335

1 136

820

1187

2109

1171

1121

390

602

1352

1009

1153

610

963

755

911

716

.112

Data

corr.

3535

3871

2:101

2271

1181

1176

1605

1818

1113

1190

1011

1003

1258

921

!)01

621

982

697

800

622

112

<7

(nb-)

6,18

7.10

4.22

1.17

2.72

2.71

2.91

3.39

2.01

2.18

1.86

1.84

2.31

1.69

1.66

1.14

1.80

1.28

1.17

1.14

0.76

Table 8.6: Statistics and measured cross scctioii for the Doublf .\ngtt meiliod



1-18

Double Angle method

Q*
(CeV)

50

65

X

0.00090

0.00160

0.00280

0.00480

0.00800

0.00090

0.00160

0.00280

0.00180

0.00800

0.01500

MC

758

710

805

669

554

248

521

528

479

-151

408

Data

meas.

564

541

623

588

419

170

395

419

376

350

293

Bkgd

estim.

36

7

8

0

0

23

22

17

0

0

0

Data

bkg.sub

527

533

614

588

419

146

372

101

376

350

293

Data

corr.

619

515

566

111

365

204

315

411

317

282

313

a

(nb-')

1.14

0.95

1.04

0.75

0.67

0.38

0.58

0.75

0.58

0.52

0.57

lable 8.6: Statistics and mcasvred cross sectwn for the Double Angle method

Double Angle method

Q*
(CeV)

125

250

500

1000

2000

.r MC

1
n. oo 160
0.00280

0.00480

0.00800

0.01500

0.03000

0.00480

0.00800

0.01500

0.03000

0.06000

0.00800

0.01500

0.03000

0.06000

0.12000

0.01500

0.03000

0.06000

0.12000

0.12000

323

620

531

522

501

199

178

228

302

308

161

62

101

105

108

62

35

33

28

28

12

Data

meas.

261

532

160

45!)

361

150'

16!)

15!)

218

238

124

49

79

98

95

34

30

18

24

27

11

Bkftd

estim.

2!)

58

15

20

0

0

21

i:l

12

0

0

12

0

0

0

0

0

0

0

0

0

Data

bkg.sub

231

473

114

438

361

150

117

115

235

238

124

36

79

98

95

31

30

18

21

27

11

DaU

corr.

211

371

373

318

371

311

177

105

18!)

167

111

32

101

115

67

30

13

27

211

15

12

a

(nb-1)

O.H

0.68

0.69

0.61

0.68

0.58

0.33

0.19

0.35

0.31

0.26

0.06

0.19

0.21

0.12

0.06

0.08

0.05

0.01

0.08

0.02

Table 8.6: Statistics and meaaured rross ffction for tHf Doublt Anglt melhod
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8.5 From the Cross Sectiori to F?

The differentialcross section ineach (x,Q2) bin is multiplied by thc kinematic

faclor ll'fj.Q1), given by eq.(8.1), in order to evaluate /-'jfj.Q*) (see eq.

(8.3)). The factor W is calculated in a bin using the mean values xmrant y„lton

and <??„,,,„ in the bin.

In Um vvay, the mean value of t1'^ is calculated in each bin. It has to

be corrected to the f'j value at the po'mt (x.fnle,,Q*f„,er). This is done by

»•vakiating a bin centering corrtction factor in each bin, given by the ratio of

the MRSD'_ parametrization of F% at the exact point (^cn,e,,Q7cenlef) to the

LEPTO calculated mean F£ in the bin. Tlie dependence of the bin centering

corrections on the input parametrization MRSD'_ is minimized by iterating

the whole procedure of the F£ measurement, äs explained later in this section.

After the bin centering corrections, the fi(ttinlfr,Q^tnltr) value is extracted

from the /i(z«ni«,Q^«(e,) value using the b'i corrections of the MRSD'_

parametrisalion. The dependence of the f't, corrections on the input parametri-

sation MRSD'_ is minimized by using FL corrections from different parametri-

sations äs a systematic check (see section 8.6).

The statistical error on FI is calculated by considering the relevant statis-

lical errors of the data, UIS NC Monte Carlo and PH1* Monte Carlo samples

that have been used in the K3 measuremenl.

The FI correction factors and the central values of t\n each (x, Q2) bin,

togelher witli the statistical and systematic errors on Fj, are given in tables

8.9 and 8.10, for the Electron and Double Angle methods, respectively.
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• Iterative method

The value of F£, obtained from the difFercntial cros> section, depends on

the input structure function that has been used in the 1)1S NC Monte Carlo.

through the bin correction facloiv

In order to minimize the dependence on this input , we evaluate an iteration

fnrlnr in räch ( j - . Q 1 ) b in , ^i\-ri] l»y llic r . i l i i i of tlir <l; iU In Ihr Monte Carlo

cross section in the bin. Both cross sections are evaluated after the event

selection, using the reconstrurted .r and Q7 (relevant for the Monte Carlo).

(8.17)
• ' " ' * • ' £,,.,„ d.\(MC,rtc,cut3)

This ratio should be equal to l, if the Monte Carlo described the data perfectly.

In practice, it varies from 0.6 to 1.5 in the selected bins (up to 50% deviations),

before any iteration.

Subsequently, the iteration factors tt(x,Q2) are applied äs we'ights to the

Monte Carlo events, but with the corresponding j and Q* taken äs the true

generated values. The bin correction factors are reevaluated from the weighted

Monte Carlo, and the Fj i'atues obtained with the new correction factors are

much less sensitive to the input structure function. The factors R re-evaluated

after the first iteration deviate from unity only by a few per cent.

• Test of the FI extraction method

The b'i extraction procedure has been tested by usiii" half of tlie Monte

Carlo sample äs real data. Tlie extracted b*j in this case reproduces the

MRSD'_ structure function {within errors), that has been used äs input to

the DIS NC Monte Carlo.
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8.6 Systematic Error on FZ

The stabiüty of the Fj measuremenl is checked against all important quantities

used for the kinematic reconstruction, backgroimd reduction, and unfolding of

tlip /-j \-alue from the nieasured number of <*venls. In each case, a change

i» made to one quaiitity, the whole analysis is repeated, and the bin-by-bin

deviations in Fj from the nominal eentral valiips are recorded.

The systematic checks on the F? extraction are the following:

• E'lfctron finding and Photoprodvction background:

The whole analysis is repeated using the electron finding algorithm re-

ferred to äs EF2 in section 5.2. The two electron finders have different

efficiencies and purities. In additioa, they allow a different amount of

PHP background events to enter the final data sample. Therefore, the

use of a different electron finding algorithm is also a powerful systematic

check of the level of PHP background.

• Elcdron Energy srale:

For the Electron method, the electron energy scale in the Monte Carlo

is changed by applying no additional resolution smearing (see section

6.3.5).

Kor the Double Angle method, although the kinematic reconstruction

does not depend on the electron energy scale, the selection criteria (cuts

on E, S and i/t/ec) do, and thus also does the final data sample. In Order

to check this, the analysis is repeated using corrected electron energies.
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• reiiable electron finding and J'HI* background:

The cut on the eJectron energj- is raised from 8 to 10 OV for the Electron

method, and from 5 to 10 GeV for the Double Angle method, and the

analysis is repeated.

• ISH, I'Hl' and bcam-gas backgrounds:

The Iower 6 cut controls the radiative corrections, the photoproduction

background, and the f./p-gas background. In order to check the level of

these types of background events, the Iower cut on k is varied from 3!)

GeV to 30 and 40 GeV, and the largest change is taken äs the error in

each bin.

• Electron Angle:

The analysis is most sensitive to the electron position uncertainty in the

region around the RCAL beam-pipe. In order to check this sensitiv!ty,

the box cut is varied from the Standard square box of side 32 cm to a

square box of side 31 cm for the Electron method, and to a rectangular

box of vertical side 36 cm and horizontal side 28 cm for the Double Angle

method. The different change of the box cut in the two methods is due

to the need in the Electron method to remain within the region where

the electron energy corrections have been measured.

• Hadron Angle - only for the Doublt Angle method:

The ÜJB cut, whlch ensures a good measurement of the hadron angle -,,

is varied from 0.01 to 0.02 and 0.06, and the largest deviation is taken

in each bin.



• Verltr.

A vertex cut of —10 < Zllt < 20 cm is applied (no vertex cut is applied

in the nominal analysis).

• l'ncerlainty in the Unfolding method:

The analysis is repeated without any Iteration.

• Uncertainty in tfit estimation of FL'.

FL is estimated using various PDF paratnetrisations (MRSDj,, MRSD'_,

ORV(HO), CTEQ2), and the largest change is takeil in each bin.

The systematic error on the /'3 value in each (i,Q2) bin is calculated

by adding in quadrature the deviations, which are caused by the systematic

rhecks, from the nominal Fj value in the bin. However, not all systematic

checks are included in the calculation of the final systematic error, depending

on the reconstruction method.

In addition to the bin-by-bin systematic errors, there is an overall nor-

maiisation uncertainty of 3.5%, originating from the luminosity measurement

(3.3%) and the first level trigger efficiency (1%). This normalisation uncer-

tainty Js not included in the calculation of the bin systematic errors, since it

does not distort the shape of the distributions.

8.6.1 Electron method

The systematic error on the Electron method b\s ra l ru la te i l from t l ie follow-

ing systematic checks (SC):

SCl: different electron finder

SC2: electron energj- scale

SC3: electron energy cut

SC4: 6 cut

SC5: box cut

SC6: vertex cut

SC7: no iteration

SC8: FI estimation

1t has to be noted here that by including both SCl and SC3-1 we overes-

timate the systematic error on the PHP background, since nsing a different

electron finder (EF2) also provides a different esümate of the PHP background

events. However, the differeut efnciencies and pur)l ies of l In 1 t\vo eWtron find-

ers also affect the whole FI unfolding. Therefore, all three checks are included.

The systematic errors on radiativc corrections, PHP and beatn-gas back-

grounds are also overeslimated by including both SC'2 and St'3-1, since the

different electron energj' scale effectively changes the cuts on E and 6. How-

ever, in the Electron method, the electron energy scale not only affects the

event selection, but also is crucial for the kinematic reconstruction. Therefore,

all three checks are included.

The percentage deviations from the nominal F2 *'alue in each bin, for each

systematic check, are given in table 8.7.



8.6.2 Double Angle method

'l lie systematic error on tlie Double Angle metliod Fj is calculated from tlie

(ulluwing cliecks:

SCI: different electron finder

SC2: electron energy cut

SC3: 6 cut

SCI: box cut

SC5: t/ja cut

SC6: vertex cut

SC7: no Iteration

SCS: >i, estimation

Including botli SCI and SC2-3 leads to an overestimate of tlie PHP back-

groLind, äs discussed for the Electron method.

Tlie electron energy scale check is covered by SC2 and SC3, since it affects

the Double Angle analysis only through the electron energy and 6 cuts.

Tlie percentage deviations from the nominal >i value in each bin, for each

systematic check, are given in table 8.8.
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Q2

(GeV)

8

12

15

25

35

X

0.00022

0.00045

0.00015

0.00090

0.00160

0.00280

0.00045

0.00090

0.00160

0.00280

0.00015

0.00090

0.00160

0.00280

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

Electron method

SCI

0,10

1.61

4.62

0.7.1

0.50

3.46

6.65

0.70

0.32

0.12

1.85

1.68

1.25

0.09

1.23

0.90

2.22

0.32

1.86

3.23

SC2

•2.50

0.66

0.54

1.28

5.38

11.63

0.75

3.72

1.73

1.56

9.32

3.09

3.83

2.71

2.99

1.31

6.51

$.52

17.61

29.89

SC3

1.05

o.oo
0.00

0.00

0.00

0.00

0.99

0.00

0.00

0.00

2.73

0.07

0.00

0.00

1.10

0.08

0.00

0.00

0.00

0.00

SCI

19.57

0.07

2.11

0.07

0.00

0.00

5.28

11.21

0.00

o.nn
10.50

0.20

0.01)

0.0!)

2.11

0.08

0-08

0.11

0.00

0.16

SC5

0.1)0

3.51

1.01

0.1 S

0.90

1.29

0.19

0.35

1.89

3.23

1.21

0.00

0.37

0.27

0.15

0.16

0.00

0.32

0.27

0.00

SCfi

0.26

4.16

0.10

1.1(1

2.99

1.16

1.61

1.12

0.87

2.03

3.73

1.11

2.51

3.71

2.08

1.%

1.13

3.3I>

1.38

3.23

SC7

10.87

6.07

0.10

12.93

8.76

6.65

3.35

6.9-1

15.69

5.50

1.86

1.95

7.01

11.66

1.30

3.35

11.03

3.05

1 .0(1

3.72

SC8

0.99

0.22

0.20

0.00

0.00

0.00

0.25

0.11

0.00

0.00

0.19

0.00

0.00

0.00

0.19

0.00

0.00

0.00

0.00

0.00

Table 8.7: Systemattc errors, in pfrcent. for the Electron method.
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Electron method

Q1

(CeV)

50

65

i

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

0.00160

0.00280

0.00180

0.00800

0.01500

0.03000

0.06000

SCI

15.49

5.17

0.08

3.02

0.34

0.58

6.67

•1.70

0.37

0.51

0.77

2.90

3.39

SC2

3.81

8.82

1.84

1.69

14.12

12.23

3.49

2.84

16.16

1.16

15.41

41.52

19.28

SC3

0.24

0.08

0.00

0.09

0.00

0.15

1.29

0.08

0.00

0.00

0.00

0.00

0.00

SCI

1.79

0.91

0.17

0.09

0.11

0.00

0.68

0.81

0.09

0.00

0.00

0.00

0.00

SC5

0.21

0.15

0.17

0,11

0.23

0.29

0.00

0.00

0.37

0.00

0.15

0.00

0.00

SC6

2.86

1.14

3.17

5.51

2.07

6.55

1.82

4.86

1.39

5.02

4.93

6.25

0.61

SC7

2.74

1.29

0.42

5.78

1.95

5.97

2.96

0.73

5.36

0.00

2.77

12.95

2.97

SC8

0.60

0.15

0.00

0.00

0.00

0.00

0.23

0.00

0.00

0.00

0.00

0.00

0.00

Table 8.7: Systcmatic errors, in percent, for the Electron method.

15!)

Double Angle inethorl

Q1

(GeV)

8.5

12

15

25

35

X

0.00022

0.00045

0.00045

0.00090

0.00160

0.00280

0.00045

0.00090

0.00160

0.00280

0.00480

0.00045

0.00090

0.00160

0.00280

0.00180

0.00090

0.00160

0.00280

0.00480

0.00800

SCI

8.49

5.07

2.63

2.77

0.21

0.30

1.38

0,18

1.56

0.11

2.93

1.67

fi.67

0.79

0.93

3J7

6.90

3.61

1.97

1.09

2.16

SC2

1,10

0.41

1.87

0.10

0.00

0.00

1.46

o.oo
0.12

0.14

0.00

1.61

1.09

0.00

0.00

0.00

2.17

0.00

0.00

0.00

0.00

SC3

8.08

8.76

5.60

3.91

2.06

0.15

9.83

3.35

1.93

0.11

2.16

7.51

1.11

1.77

0.46

0.63

5.14

2.75

1.14

0.36

0.15

SCI

0.58

3.60

1.53

3.19

0.60

1.61

0,11

0.67

021

0.11

2.00

0,39

0.78

11.10

0.35

0.32

1.08

0.19

0.21

0.12

0.00

SC5

0,11

0,19

0.25

1.03

5.11

11.80

0.65

0.38

0.81

8.19

3.85

0.00

0.00

0.10

2.21

3.01

0.11

1.23

1.76

7.38

14.62

SCfi

2.23

0.98

0.42

1.23

1 .57

3.11

1 87

1 11

0.21

0 12

8.:V2

1.80

1.55

2 17

1.05

2.06

1.19

0.76

0.21

3.51

5.51

SC7

11.54

1,17

2.29

1.03

0.21

5.23

1.38

1.50

0.81

250

1 51

3.92

6.52

1.28

2.44

9.19

1,10

0.47

0.62

0.36

19.23

SC8

0.99

0.16

0.17

0.00

0.00

0.00

0.16

0.10

0.00

0.00

0.00

0.19

0.00

0.00

0.00

0.00

0.20

0.00

0.00

0.00

0.00

Table 8.8: fSyftematic eivors. in prrcfiit. for thc Doublt mefhnd.
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Double Angle method

Qt

<CeV>)

50

65

i l SCI

1

0.00090

0.00160

0.00280

0.00180

0.00800

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

13.83

3.26

2.56

2.88

1.10

4.68

1.02

6.56

1.91

1.19

1.72

SC2

13.06

0.78

0.09

0.10

0.00

18.23

11.51

0.09

0.00

0.00

0.00

SC3

8.83

1.79

1.11

0.77

0.28

9.58

8.85

2.62

0.96

0.00

0.00

SCI

0.19

0.23

0.1!)

0.1!)

0.00

0.00

0.2:1
0.00

0.00

0.00

0.00

SC5

0.00

0.16

0.19

0.87

9.12

0.00

0.00

0.00

0.00

1.59

3.95

SC6

2.24

0.85

0.95

2.02

2.21

3.75

0.08

1.75

3.51

1.59

1.37

SC7

0.77

2.17

0.38

7.12

1.66

5.12

0.62

2.10

0.21

3.04

4.12

SC8

0.51

0.08

0.00

0.00

0.00

1.37

0.31

0.00

0.00

0.00

0.00

Table 8.8: Systematic errors, in percent, for the üovble Angle method.
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Double Angle method

Q>
(GeV)

125

250

500

1000

2000

X

0.00160

0.00280

0.00480

0.00800

0.01500

0.03000

0.00180

0.00800

0.01500

0.03000

0.06000

0.00800

0.01500

0.03000

0.06000

0.12000

0.01500

0.03000

0.06000

0.12000

0.12000

SCI

11,15

5.38

0.91

1.19

1.23

2.72

19,60

8.23

10.11

5.37

3.56

75.30

30.41

2.77

2.11

-1.23

58.82

21.80

9.05

2.88

1.97

SC2

6.32

n. 33
0.30

0.00

0.15

0.00

20.37

2.37

0.00

0.00

0.00

27.60

0.00

0.00

0.1!)

0.00

12.79

0.00

0.00

0.00

0.00

SC3

8.01

6.92

0.20

0.70

0.77

0.00

l.!)8

1.71

1.51

0.81

0.56

7.88

3.91

2.19

0.58

0.00

i.ni
0.00

3.18

0.00

0.00

SCI

1.19

0.29

0.00

n. oo
o.oo
0.00

2.07

0.12

o.no
o.on
0.00

3.55

0.47

2.77

0.96

1.63

2.21

2.10

1 1 . 1 5

0.18

0.88

SC5

0.00

0.00

0.10

0.20

0.62

3.68

0.00

o.on
O.Tfi

0.00

3.38

0.00

0.00

0.00

1.80

1.89

0.00

7.97

0.00

0.00

0.00

SC6

0.77

3.27

1 .01

1.09

2.62

3.27

9.10

3.fi3

0. l">

1.31

8.S2

5.65

0.32

3.65

1.15

i . ; io
0.00

18.21

3.71

3.21

0.00

SC7

9.76

0.19

1.52

6.66

3.09

15.12

3.0fi

6.69

l . f i f i

2.18

33.02

7.10

2.68

3.80

23.!)9

<)9.99

9.52

13.21

1.16

71.53

31 .11

SC8

1.62

0.29

0.10

0.00

0.00

0.00

0.38

0.11

0.00

0.00

0.00

0.39

0.16

0.15

0.00

0.00

0.37

0.00

0.00

0.00

0.00

Table 8.8; Systematic errors, in perctnt, for the Doublt Angle method.
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8.7 Final Results on F-2

The final results on Fj, together with the statistical and systematic errors on

Fj, in each (j,Qa) bin, are given in tables 8.0 and 8.10, for the Electron and

Double Angle methods, respectively. Also listed are the FL correction factors

in each bin.

The total error on Ft in each (x, Q1) bin is übtained by adding the statistical

and systematic errors in the bin in quadrature.

In figures 8.3 through 8.6 the Fj values from the Electron and Double

Angle methods, respectively, are plotted äs functions of x at fixecl Q2 bins.

Various parametrizations for Fj are also plotted for comparison. In figures

8.3 and 8.5 the Electron and Double Angle t\s are plotted together

with the MRSD'_, MRSDJ,, MRSA and-CTEQ2 curves (see sections 1.10.1

and 1.10.2). In figures 8.4 and 8.6 the Electron and Double Angle ft values

are plotted together with the GRV(HO) (füll curve) and the GRV91 (dashed

curve) calculations. The latter takes in account the mass of the heavy quarks

c and b (see section 1.10.3). The t\s for Q2 < 80 GeV* from both the

Electron and Double Angle methods are shown together in fig. 8.7.

Discussion of the >'3 results, äs well äs a detailed comparison of the >'2

values with the various PDFs, follow in chapter 10.

Electron mpthod

Q1

(GeV)

8.5

12

15

25

M

i

0.00022

0.00015

0.00015

0.00090

0.00160

0.00280

0.00015

0.00090

0.00160

0.00280

0.00015

0.00090

0.00160

0.00280

0.00090

0.00160

0.00280

0.00180

O.OOSOO

0.01500

tl

corr.

1.057

1.011

1.022

1.001

1.001

1.000

1.035

1.007

1 002

i.oni

1.115

1.020

1.005

1.001

1.011

1.010

1.00:1

1.001

1.000

1.000

b'i ± s tat ± svs

1.193 ± 0.013 ± 0.337

1.370 ± 0.033 ± 0.116

1,199 ± 0.036 ± 0.080

1.316 ± 0.031 ± 0.180

0.917 ± 0.031 ± 0.102

0.806 ± 0.030 ± 0.121

1.611 ± 0.051 ± 0.151

1.372 ± n. 034 ± 0.110

1.205 ± 0.037 ± IHM

O.S15 ± 11.028 ± IV05S

1.571 ± 0,083 ± 0.217

1 113 ± 0.017 ± 0.062

1.302 ± 0.018 ± 0.110

1.076 ±0.010 ± 0.135

1.511 ± 0.063 ± 0.073

1.226 ± 0.051 ± 0.051

1.261 ± 0.054 ± 0.165

0.951 ± 0.017 ± 0.092

0.757 ± 11.011 ± IM3!)

0.621 ±0.03!) ± (1.189

Table 8.9: hl corrtcttons andßnal /-j i-aitte*. for thf L'lrctron mtthod.
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Electron method

Q'
(GeV)

50

65

X

0.00090

0.00160

0.00280

0.00180

O.OOSOO

0.01500

0.00160

0.00280

0.00-180

0.00800

0.01500

0.03000

0.06000

FL

corr.

1.096

1.022

1.006

1.002

1.001

1.000

1.039

1.010

1.003

1.001

1.000

1.000

1.000

l-'i ± stat ± sys

1.678 ±0.100 ±0.278

1.315 ± 0.073 ± 0.137

1.200 ± 0.062 ± 0.011

1.127 -t 0.06.1 ± 0.098

0.870 ± 0.056 ± 0.125

0.68<> ± 0.016 ± 0.101

1.323 ±0.08!) ±0.111

1.23-1 ± 0.076 ± 0.091

1.083 ± 0.07.1 ±0.185

0.780 ± 0.055 ± 0.010

0.619 ± 0.013 ± 0.107

0.448 ± 0.010 ± 0.197

0.471 ± 0.062 ± 0.093

Table 8.9: f-'i corrtctions and final Fj valves, for tht Electron method.
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Double An^le methoH

Q1

(GeV)

8.5

12

15

25

35

j

0.00022

0.00015

0.00015

0.00090

O.OII160

0.00280

0.00015

0.00000

0.00160

0.00280

0.00480

0.00015

0.00090

0.00160

0.00280

0.00480

0.00090

0.00160

0.00280

0.00180

0.00800

FL

corr.

1.057

1.011

1.022

1.001

1.001

1.000

1 .0:15

1.007

1.002

1.001

1.000

1.115

1.020

1.005

1.001

1.000

1.041

1.010

1,003

1.001

1.000

>2 ± stat ± sys

1.322 ± 0,038 ± 0.221

1.191 ± 0,031 ± 0.130

1.179 ± 0.032 ± 0.083

0.973 ± 0.025 ± 0.05!)

0.827 ± 0.028 ± 11.0.10

0,669 ± 0.030 ± 0.108

1.231 ± 0.011 ± 11.127

1.1)11 ± 0.02!) ± D.lKU

0.831 ± 0.027 ± 0.023

0.720 ± 0.02-1 ± 0.062

0.619 ± 0.012 ± 0.066

1.557 ±0.080 ±0.110

1.289 ±0.045 ±0.131

1.015 ± 0.011 ± 0.032

0.861 ± 0.033 ± 0.031

0.631 ± 0.033 ± 0.066

1.178 ±0.062 ± 0.149

1.053 ± 0.019 ± 0.050

0.966 ± 0.011 ± 0.029

0.827 ±0.010 ±0.068

0.650 ±0.018 ± 0.162

Table 8-10: h\ and final f-'t ratttes. for the Do\ibl( Angle method.
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Double Angle method

Q2

(CeV)

50

65

X

0.00090

0.00160

0.00280

0.00180

0.00800

0.00090

0.00160

0.00280

0.00480

0.00800

0.01500

FL

corr.

1.096

1.022

1.006

1.002

1.001

1.183

1.039

1.010

1.003

1.001

1.000

>'2 ± stat ± sys

1.562 ±0.089 ± 0.330

1.288 ± 0.071 ± 0.058

1.053 ± 0.056 ± 0.032

l. 010 ±0.059 ±0.084

0.721 ± 0.017 ± 0.069

1.388 ± 0.111 ± 0.307

1.31)0 ± 0.088 ± 0.223

1.111 ± 0.07(1 ± 0.087

0.911 ± 0.065 ± 0.039

0.756 ± 0.051 ± 0.030

0.582 ± 0.045 ± 0.036

'l'able 8,10: t-'L corrections and final >'3 values, for the Double Angle method.

Double Aii»le method

Q*
(CeV)

125

250

500

1000

2000

j

0.00160

0.00280

0.00180

0.00800

0.01 500

0.03000

0.00180

0.00800

0.01500

0.03000

o.nßooo
0.00800

0.01500

0.03000

O.OfiOOO

0.12000

0.01500

(1.0:1000

O.OfiOOO

0.12000

0.12000

FL

corr.

1.195

1.013

1.011

1.003

1.001

1.000

1.058

1.0l.1)

1.003

1.001

1 000

1.082

1.015

1.002

1.000

1.000

1.081

1.011

1.002

1.000

1.001

t\ stat ± sys

1.355 ±0.117 ±0.218

1.066 ± 0.065 ± 0.141

0.993 ± 0.064 ± 0.014

0.891 ± 0.058 ± 0,062

0.606 ± 0.012 ± 0.026

0.571 ± 0.062 ± 0092

1.306 ± 0.115 ± 0.397

0.717 ± 0.076 ± 0.089

0.661 ± 0.0r>7 ± 111)71

0.596 ± 0.1)51 ± 01136

0.53:1 ± O.DC.l ± 11.181

0.761 ± 0.158 ± 0.618

0.631 ± 0.095 ± 0.195

0.685 ± 0.096 ± 0.017

0.521 ± 0.073 ± 0.128

0.307 ± 0.066 ± 0.312

1.071 ± 0.266 ± 0.655

0.177 ±0.110 ± 0.155

0,131 ±0.120 ± 0.076

0.555 ± 0.150 ± 0.398

0.156 ± 0.190 ± 0.112

Table 8.10: >/. corrrctianf and final f-'i valiies. for thf Double Angle method.



168

ELECTRON F5

1 -

MRSD.'

MRSD0'

MRSA

CTE02

tigure 8.3: Final Fj i-atves from the Electron method plottcd äs functions of x

ut fitcd Q1. Thf inner trror kars show the slnltstical errors. The outer error

barf ihou: the total errors. The curvta repre.sent the Fj parametrizations from

MKSU_. MHSl^, MHSA and CTEQ2.

169

ELECTRON F,

2 -

• __

GRV(HO)

GRV94

Figure 8.4: Final Fj values from the Electron method plotled äs funclions of

x at fixed Q1. The füll curve represrnts thr GHV(HO) paramctrizatton. The

dashed curve represents the GR.V94 parametrization (in ,\LO). vhich takes in

accovnt the finiie mass of the c and b quartx.
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DOUBLE ANGLE F5

MRSD.'

MRSD0'

MRSA

CTEQ2

.5: Final Fj values from the Double Angle method plotted asfunctions

<>f T at fixet! Q2. The inner error bars shotr Ihr statisticat error». The ovter

ftror bart shou- the total erron. Tht curren trpresent the Fj paramctrizations

fnm MHSLf_, MRSI70, MHSA and CTL-Q2.

171

DOUBLE ANGLE

Figure 8.5: Final Fj valves from the Doubir Angle method plottfd äs functionf

o/i at fixet! Q*. The inner error bars fhow the statistical error.*. The outfr

error bars show the total errors. The ctirves irpresent thr FI parametrizations

from MHSÜ_, MRSI&, MHSA and CTEQ2.
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DOUBLE ANGLE F2

tf- 8.5 tf- 12 tf» 15

tf-35 tf-50

GRV(HO)

GRV94

10 10

l-'ißure 8.6: final fj values from the Double Angle method ptotted äs functions

oft at fixed Q1. Thefvtl curve npresente the GRV(HO) parametrization. The

dafhfd curve represcnts the GRV9J parametrization (in XLO), wHich takes in

account the fiiiite mass of the c and b qvarks.

17:1

DOUBLE ANGLE F,

8.6: final b\ from Ihr Doubtr Angle melhod ptnttrd äs functiomt

off at ßxed Q2. Thf füll rvrve reprenrntn Ihr CHV(HO) parametrization. Thf

dashed curve represents the GHV94 parametrizatwn (in ,\LO). irhich takes in

accovnt the finite mass of the c and b Quarks.
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tf- 8.5

Ji

; tf-25

; \ tf -65

L Ifi,
: S.
' J „J J „

tf- 12

M!,
tf ,35

^ %
' J J J

tf- 15

- \ tf-50

t ll\ EJectror»

• Double Angle

10 10

Figure 8.7: t\ from the Elcctron method (open circles) and Double

Angle (solid circles} methods ptotted äs functions of x at fixtd Q1. The error

60rs show the total envrs.

irr»

Chapter 9

The Gluon density of the Proton

9.1 F% scaling violations and the Gluon

The scaling of the proton structure functions (i.e. independence of Q1) is valid

only in the naive Quark-I'arton Model. In QCD, the quark densities in the

proton, and thus also the proton structure functions, evolve with Q2, äs a

result of the interactions between quarks and gluons: gluon bremsstrahlung

from quarks, and quark pair production from gluons. Tliis lias been discussed

in section 1.5 aiid is sliown in fig. 0 .1 , vvhere the t-'j - . trurture functlon is

plotted äs a function of Q2, at various, fixed values of j.

The Q7 evolutton of the quark densities, i7/(r,Q2), is deterniined by the

GLAP evolution equation f 1.20):

=«^r/• * £„;(Vi(?v /• *,,,,fw,.
3 2r Jt y y J, y i/

(9.2)

_'* Sf .V J- -V V

For single photon exchange, the structure function f j is gi \-en by:

äs can be deduced from equations (1.30) and (1.32).
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10 10* 104

tf (GeV)

Figure 9.1: t\ ettracted with the Double Angle method, ptotted äs

function ofQ2 atfixedx. The crrorbars represent tke statistical and systematic

frrorn addcd tn quadratvre. Also shoim are Ihe. MRSü'_ (fvli curve) and

SÜQ (dashed cvrvt) parametrizations.

Thus, the Q1 evolution of Fy, in Leading Order (10) QCL). is given by:

rflnQ»

v v
(9.3)

where the Splitting functions /'„(j/y) and l\(x/y) give the probability that

a quark with momentum fraction x originated from a quark or gluon with

momentum fraction y, where x < y < l (see section 1.5).

In the above equations, g(x, Q3) is the gluon density of the proton, defined

such that g(xtQ*)dx gives the number of gluons in the proton with a mornen-

tum fraction between x and x + dx. Then, the gtuon momenlum drnsity is

given by:

At low values of x, x < 10~2, the quark pair production from gluons

dominates over the gluon bremsstrahlung from quarks in producing the QJ-

evolution of the quark densities50 (i.e. the second term on the right-hand

slde of equations (9.1) and (!).3) becomes dominant). This fact can be ex-

ploited to extract the gluon density of the proton from the measured slope

dF2(x,Q*)/dlaQ* of the proton structure function F%.

Two approximate methods, one proposed by Prytz and another by Ellis,

Kunszt and Levin (EKL), are used here in order to determine the gluon dis-

tribution at Q1 = 20 CeV1. A global QCD fit to t't, using the fül l Next to

Leading Order (NLO) OLAP evolution equations, has also Wen perfomert.''

The result of the fit agrees well with the results of the two approximate meth-

ods.
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9.2 Prytz method

The Prytz method, proposed in LOS1 and KLO,*3 completely ignores the

quark contribution to the Fj scaling violations. Thus, the QJ-evolution equa-

tion of Fj, in LO, takes the form:

" ^ J f *<;>'-<><«
The Splitting function /*„ is given in lowest order by eq. (1.24):

tvhrre z = f / y .

Then

which means that P„(z) is Symmetrie around z = 1/2.

Substituting /*„(*) into eq. (9.5), converting the integral over y to an

integral over z, making a variable Substitution from z to l - z, and summing

over four flavors (n/ = 4), eq. (9.5) becomes:

The integral in (9.8) is performed approximately. For this purpose, the

gluon momentum density is expanded äs a Taylor series around z = 1/2:

Insi'rling this expression intoeq. (9.8) and approximating ihe upper liniit of

the integral lo l (justified for small x), the second terni of the integral vanishes

.lue to the symmetry of l\{z) around z - 1/2. The third term gives only a

17!)

small contribution compared to the first one, and is neglected. Thus, eq- (!).8)

finally becomes:
,//-\(.r n2) IQaAÜ2)

• ^ —-^--' GCii.Q*}. (9.10)

Eq. (9.10) relates the gluon momentum density of tlie proton at a given

point x to the logarithmic slope of f'2 at J/2.

Keglecting the quark contribution to df-j/dln Q2 leads to an overestimate

of the extracted gluon density, However, at Q2 = 20 Ge\'2 and for x < 10~3

the quark contribution amounts to only 5-8%. j3 On the other hand, the aj

correction to the LO result reaches 35% in this kinematic region (quark con-

tribution neglected}. M Ineluding the KLO correction, the ^[uon momentum

distribution for four flavors in the MS scheine takes the form:

10/27 + 7.!)6a,/47: t/In Q2 2/-1
(9-11)

The correction function A f(.r/2,Q2) lias been estiniated *' uiinj; the MRSD'_

and MRSD'f, parametrizations. At Q7 = 211 (Ie\'2 and in tlie r ränge used in

this analysis, 9 • 10~4 < x < 0.48 • 10~2 (see section i), i), the t wo parametriza-

tions give almost the same resiilts for .V,

The Prytz formula (9.11) has been compared1' to th«? exact KLO result

(Fi term included) of the A1RSD'_ arid MftSD'0 calculations. At Q2 = 20

CeV1 eq. (9-11) was foiind to be arcurate at the Icvel of 111%

9.3 EKL method

The EKL method5* is based on a solution of Ihe (!LA1* evolution equations

in moment space. It is implcnienti'il is LO, KLO am! KM.
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A functional form of x "" is assimied for bolh the proton structure func-

lion /-j and the gluon momentum density of llie prototi G. Then the scaling

vioiation of t\s the form:

= pFFMZ(t,(f) + /"^).9(*,<n (9.12)

,-itli

and

9n/

(9.13)

(9.14)

wheren;. and n/4 denote the number of quarks withelectriccharges | and —5,

respectively. For four quark flavours the mean square quark charge < f J > is

eijual to 5/18. /'FF and PFG are functions of o,. In the MS scheine they are

given by:

P"Vo) = a.J>SF + a]PFF + a^F + 0(a<) (9.15)

PFC(vt) = *,pFG + o]prc + n>fC + 0(0*) (9.16)

'[ he coefficients pfF and pfc depend on the parameter u.-0, whose value has to

be extracted from the data.

'l'he gluon momentum density of the proton can bededuced from eq. (9.12).

For four flavours, it takes the form:

(7 ( J,Q>) ^ xfl(*,Q>) = -M- f^f^ - PFFMFt(X^)] (9.17)
r {MO) L "inv J

As it can be seen from equations (9.12) and (9.17), the quark contribution

to the fr'i scaling violations is includecl in the EKL method, in contrast to the

l'rytz method.
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1t also has to be noted that eq. (9.17) relates the gluon momentum density

of the proton at a given point x with the logarithmic slope of t\t the same

value x, in contrast to the l'rytz method.

9.4 Extraction of the Gluon density

We choose to extract the gluon density of the proton at QJ = 20GeV2 . In order

to determine the b\, the four x bins (x = 0.0009,0.OOlfi,0.0028,0.0018)

that have data both below and above Q^ = 20 GeV2 are used. Since the

Electron fr\s are only extracted in a limited kinematic renion, the Double

Angle FI values are used here.

In each of the selected x bins, the strurture function /•'; is. fit with a linear

function of the form:

f2(«,03) = o(j) + A( j r ) ln (OV20f ieV 3 ) . (9.18)

The fit parameters n and 6 represent the >'j value at Q2 = 20 GeV1 and the

logarithmic slope of b\, respectively;

6(x) =

(9.19)

(9.20)

In order to obtain the central values of a and 6 and their statistical errors,

the central values of Fj with only their statisüca! errors are fit. In order to

obtain the systematic errors of o and 6, each sei of the systematically shifted

f j values (see section 8.6), with their statistical errors. is fit separately. In

this way, 8 different sets of the fit paramelers are oblained. The positive

(negative) deviations from the central values of o and b are a<.ided in quadrature
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to determine the positive (negative) systematic error of the fit parameters. The

linear fits of the FI values in the four z bins are shovvn in fig. 9.2. The values

of the fit parameters and their statistical and systematic errors are listed i»

Üble 9.1.

X

0.000!)

0.0016

0.0028

0.0048

Fa(i,QJ = 20GeV2)

U8± 0.0233

0.94 ±0.02!°;°*

0.80±0.0ltg£

0.67 ±0.023;»

dF\(x)/d\nQ2

0.41 ±0.011°$

0.27 ±0.033£!

0.23 ± 0.023;£

0.22 ± 0.033$

Table 9.1; Centrat valves, statistical and systematic errorf

o//-j(j,Q2 = 20 GeV1) ond d f ) ( r ) / d \ a Q 2 , obtained from linear fits to the

Double Anglf FI values, for the fovr selected .c bins, according to cq. (9.18).

Substituting the values of t\(x,Ql = 20 GeV7) and/or dl-'2(x)/dhiQ*,

äs obtained from the fit, into equations (9.10), (9.11) and (9.17), the gluon

momentum density of the proton is extracted at Q2 = 20 GeVJ and at the

four selected j values. For the l'rytz method, eq. (9.10) provides the LO

result, while eq. (9.11) gives the gluon momentum density in NLO. For the

KKL methoil, the LO and NLO results are obtained retaining the tenns up

to O(n,) and O(oJ) in equations (9.15) and (9.1fi), respectix'ely. For both

methods the value of o.(Q2 = 20 GeV1) = 0.203 ± 0.010 is used. For the EKL

method, the parameter u^> is set to u.'o = O.-l, vvhich agrees with the result of

the global fit to the GLAP equations, äs mentioned in section 9.1.

'l he extracted gluon momentum density of the proton, at Q2 = 20 GeV2,
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Figure 9.2: /j i-alves, obtainrd trtth tht Double Anglf method. plotted a,«/unr-

rion* ofQ2 at fiied x, togfthcr u-ith the linear fits using eq. (ff.tfi).
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is plotted in figures 9.3 and !).!, in LO aiut KLO, respectively. The inner

error bars represent the statistical errors, wliile the outer error bars give the

statistiral and positive/negative systematic errors added in quadrature*

In addition to the experimental systematir errors discussed above, there

are also theoretical systematic uncertainties, not shown in the figures. The

error on o, yields a Variation of ±6% for both methods in LO and $LO. For

llie EKL method, the results are very sensitive to the choice of «D. Varying i-,*)

from 0.3 to 0.5 results in a 40% increase of xg(xr Q3). For the Prytz method,

recall that neglecting the quark contribution to Üie f-'j scaling violations results

in a 5-8% overestimate of the gluon density, and that the method is found to

l>e accurate at a 10% level, äs discussed in sertion !).2.

'llie discussion of these results for the p,luon distribution in the proton

folluws in chapter 10.

q
X

30

25

20

15

10

10

Q2 « 20 GeV1

• Prytz LO

* EKL LO (w„=0.4)

t t

10 10 10

X

Figure 9.3: The gluon momt.ntvm denaily of the proton o„* a function of x at

Q2 — 20 Gel-12 txtractcd from the t\ riolations itfing thf l'ryt: and

EKL methods in LO. Tht inner error bars rcprefent the ftalisticnl errors. The

outer error bars repment the statistical and (erpenmental) systematic errors

added in qvadratvre.
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Q* = 20 GeV*

• Prytz NLO

A EKL NLO (u«,=0.4)

Figure 9-4: The gliton momentvm density of the proton äs a function o/ x at

Q* = 20 GeV* extracttd from tke Fj scaling violations tising the Prytz and

KI\L methods in ,\LO. The inner error bars represent the statisticat errors.

The outer error bars npresent the statistical and (experimental) systematic

errors added in qvadrature. Also skown arc tht .WHSü'_ (füll cvrve) and

(dasked cvrve) gltton parametrizationf.
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Chapter 10

Discussion

10.1 The Proton Structure Function F?

The 1993 HERA data extend the nieasiireiiient of /j to lo\ver values of j and

both higher and Iower values of Q7 compared to the 1!)92 data. The higher

luminosity of the 1993 run has reduced the statistical errors by a factor of

2.5 compared to the 1992 measurement, wl i i l c better nnrlerstanHitig of the

detector, recoiistruction and unfolding methods has led to smaller systematic

errors bj' a factor of 50% or more.

The most striking feature of the measured proton structure function /•'? is

its strong rise with decreasing x, whirh is in contrast to the almost constant.

behaviour of Fa at larger values of x. The rise is steeper in tlie Iower QJ values

but it persists for Q2 up to 500 GeV3. It was first obserwd in the 1932 HERA

data and is confirmed with tlie 1993 data presented in this ihesis.

The expected logarithmic scaling violations of F-j are confirmed for the first

time in the new region of Iow .r and high Q1 with the 1993 HERA data, äs

shown in fig. 9.1.

The use of the Electron method in the F2 measureinent is first made fea-

sible in the 1993 analysis. In most of the ( . r , Q 2 ) bins, the Double Angle and
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Electron / j values agree with each other within errors (see fig. 8.6). In some of

the low-Q2, low-i bins, the Electron method values lie higher than Ihe Double

Angle values using the uncorrected electron energies for event selection cuts.

The disagreement is caused by the electron energy corrections, which shift the

scattered electron energy to higher values. l'sing corrected electron energies

for event selection culs in the Double Angle mrthod results in agreement with

the Electron method. In all Q3 bins, the /-j values from the two methods

find the same slopes, äs funct'ions of x. The Iwo analyses are independent in

Ihe sense that the selected samples (although overlapping), the reconstruction

methods, and the systematic effects are different. The agreement between the

two methods is a powerful systematic check of the results. However, since the

Electron method is implemented only in a limited kinematic region, and the

degradation of its resolution due to inactive material is not completely recov-

ered after the electron energy corrections, we choose the Double Angle results

äs the final /•? values.

liefere comparing the measured / j values with the various l'arton Distri-

bution Functions (seesection 1.10), it must be noted that for values x > IQ'1,

wliere a large amount of fixed target D1S dala exists, all parametrizations

agree with each other. 1t is HERA that offers the unique possibüity of distin-

guishing among the various PDFs, at Iow x. The comparison of our final FI

values with the l'DFs available at the timeof this analysis is shown in figures

8,1 and 8.5.

In fig. 8.1 our results are compared with the PDFs that follow the con-

ventional fitting procedure (see section 1.10). At the lowest values of Q3,

MRSD'_, which has a Singular gluon and sea quark distribution äs x -+ 0

ISO

at QJ = Ql = l GeV1, and MHSüJ,, which has a constant behaviour, span

our data. At Q2 = 35 GeV2 and above tlie data agree wi th the MRSD'_

curves. The MK5SA parametrization, which has a singular (but softer than

the MRSD'_) gluon, and which has included the 1992 and some preliminary

1993 HERA data in the GLAP fit, reproduces well the final 1093 results at

Q1 = 25 GeV2 and above. In the lowesl Q1 bins it lies sl if thl ly above our data.

The CTEQ2 parametrization, whicli has also included the 1992 HERA data

in the OLAP fit, has a singular gluon, aml slarts the QCI) i-volnt ion from a

Iow reference value of Ql = 1.6 GeVJ, agrees well wi th the 1003 dala at all

values of Q2.

In fig. 8.5 our final t\s are comparetl with the (!KY parton <lis-

tributions, which are generated radiatively from a valence-like input. The

GRV(HO) curves, which treat all quarks äs intrinsic massless partons, lie

above our data in the four lowest Q2 bins. The GRV01 parametrizations,

on the other hand, which take in account the mass of the heavy quarks (c, b),

lie closer to the data.

10.2 The Gluon density of the Proton

The scaling violations of /j, confirmed for the first time with the 199.1 HERA

data in the Iow-x region, 1.5- IO"'1 < j < 10~2, are used to estiniate the gluon

momentum distribution in the proton.

The scaling violations become larger äs r clecreases, äs can been seen from

the increasing slope of F], dFj(x,Q7)/d\nQ'2, with decreasing j-, in fig. 9.2.

The gluon momentum density in the proton is found to rapklly increase
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äs j decreases from 10~s to 9 • 10""1, äs ran be seen in figures 9.3 and 9.1.

This rapid increase of the gluon density with decreasing T is in accord with

the steep rise of FI at low x, since the sea quark distribulions, generated by

the gluons, dominate the /-j structure function al low values of x.

The extracted gluon distribution clearly favors the singular gluon behaviour

of MRSD'_, rather than the constant gluon of MRSÜQ, äs can be seen in fig.

9.1. The latter lies lower than the Iower liinUs of our error bars.

The results from the two approximate methods used to extract the gluon

distribution from the fj scaling violations are in good agreement. This indi-

cates that the different approximations made by the two methods are justified.

In the l'rylz method, the quark contribution to the FI scaling violations was

completely neglected in the low-z region relevant to this analysis. The gluon

momentum density, however, was not assumed to behave äs any specific func-

tion. In the EKL method, on the other hand, the quark contribution was

included, but a specific singular functional form was assumed for xg(x,Q'2).

The results justify the choice of the functional form and confirm that the Fj

scaling violations at low x are dominated by gluons.

Ifll

Chapter 11

Summary and Outlook

The 1993 HERA data, corresponding to an integrated kitninosity of 0.515

pb"1, have been used to measure the proton structure fuiiction /j(.r,Q?) in

the region 7 < Q2 < 2560 CeV2 and 1.5 - 10'1 < j- < O.lß. Tlie scaling

violations of /-j have been used to extracl the gkion nioinentuin density of the

proton, (7(r,Qa), at Q1 = 20 OeV2 and 9 - H)-' < j -< 0.06 10^.

The structure function FI is fottnd to rapidly rise wi th decreasing x. 'l he

gfuon distribution also shows a substantial increase al small x. Ihe CLAI'

evolution equations are found to adequately describe thc sralin«; violations of

Fj in the kinematic region measured.

The \ovf-x region in U IS has been an exciting area of theoretical specu-

lations (before and after the Start of HERA data) and experimental HERA

results. However, there are important questions that still neeil an answer. The

region of validity of the OLAP evolution equations, äs opposed to the l imit

where the resummation of the large ln( 1/j) terms becomes important (in the

double logarithmic approximation and the BFKL equation) has to be clari-

fied. Whether parton recombination occurs, the scale at which it starts, and

the way it approaches the Saturation limit (uniformly or concentrating around

•*hot spots") has to be delermined
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l I n - t «W l am! 1!W> HERA data, in conjnn. üon wtth nrw ÜEl'S detector

coinponents at very small angles around the beam-pipe, extend the kinematic

n-ftion lo even lower values of x and Q*. Th»* !!)!)! fr'i ineasurenieiit reaches

values of z as Iow äs 6 • 10~s and values of Q1 äs low äs 2 GeV2. The l!)!).1)

measi.i reinen l is expected to reach values of Q* less than l GeV'1. The explo-

ration of this new low-z, low-Q1 region may provide some answers to the open

questions mentioned above.

'l he upcoming measurements of the b\n structure function in the

low-Q1 kinematic region will also close the gap between HERA and the DIS

fixeH target experiments.

I» addition, the higher statistics of the 1901 and 1995 HERA data will

ruable a measuremeiit of the gluon density of the proton with metliods otlier

than the scaling violations of fr*i (i.e. jet rates, Jjv production), providing a

crucial check of the gluon results presented here.

Ueep Inelastic 6p Scattering has proved to be a powerful tool in exploring

the structure of the proton in the last thirty years. HERA has extended our

knowledge in a completely new regime, and will continue doing so in the near

future.
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