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Preface”

Abstract

Photoproduction eveats which have two or more jets have been studied in the
7, range 135 GeV < WL, < 230 GeV with the ZEUS detector at HERA.
A class of events is observed with little hadronic activity between the jets.
The jots arc scparated by psendorapidity intervals (An) of up to four units
and have trausverse cnergics greater than 6 GeV. A gap is defined as the
absence between the jets of particles with transverse cnergy greater than
300 MeV. The fraction of events containing a gap is measured as a function
of Ay. It deereases cxponentially as expected for processes in which colour
is cxchanged between che jets, up to a value of Ay ~ 3, then reaches a
constant valne of about 0.1. The cxcess above the exponential fall-off can be
interpreted as ovidence for hard scattering via a strongly indcracting colour

singlet object.

Résumé .

Des événements de photoproduction ayant deux jets on plus ont été éeudics
dans intervalle de la variable W, 135 GeV < ML, < 230 GeV, avee le
détecteur ZEUS 3 HERA. On observe une classe d’événements ayant peu
d'activité hadronique entre les jots. Les jots sont sépards par des intervalles
jusqu'a quatres unités de pseudorapidité (Ag) et ont des éucrgies transverses
de plus de 6 GeV. Un gap est défini comme unc absence de particles ayvant
des éuergics transverses supéricures a 300 McV entre les jots. La fraction

il
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d’événemcents possddant un gap est mesurée cn fonction de Ay, Elle déeroit
de fagon exponcuticlle telle que prévuc pour les processus oi a lieu Héchange
de couleur entre les jots, jusqu'a une valeur de An ~ 3, pour cusnite prendre
unc valcur constante dcnviron 0.1. Lexcés au-dela de la chute exponenticlle
peut étre interprété comme unc indication d'un processus d'échange diffractif

dur de singulet de couleur.

Outline

The aim of this dissertation is to describe in detail the analvsis of rapidity
gaps between jets which led to the preparation of the preprine, DESY 95

191, which has been accepted for publication by Physics Leteers B. In fact
several passages of the thesis, most notably the abstract and the concluding
paragraphs, arc taken dircctly from this preprine. In the first chapter a
brief review of the litcrature on the subject of QCD in general, and on the
subject of hard diffractive scattering in partienlar, is provided. In the next
chapter the experimental apparatus, ZEUS and HERA, are briefly deseribed
paving particular attention to the main components used in this analysis. In
Chapter 3 the procedure followed to isolate a sample of hard photoproduction
events is deseribed in detail. Monte Carlo methods wilt be nsed in the analysis
of the ZEUS data and therefore Chapter | provides a deseription of the
generator which was used in the analysis and of the simnlation of the ZEUS
detector. In Chapter 1 the deseription by the Monte Carlo cvents of the
global event characteristics of the data is also shown. Interesting results
can be obtained from the data simply by comparing the measurcments to
Monte Carlo generated events which have been subjected to a full simulation
of the ZEUS detector resolution and acecptance. These are presented in
the first section of Chapter 5. We have also corrected the measured gap-
fraction for the effects of the ZEUS detector and made a full detcrmination
of the svstematic uncertaintics affecting the measurement. These resules are
deseribed in the second section of Chapter 5. Finally, Chapter 6 is devoted



v
to the interpretation of the resnts.
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Chapter 1

Introduction

The theoretical motivation for the study of hard diffractive scattering at
HERA is prescoted in this first chapter. An overview of the theoretical
framework is developed which concentrates on the issucs relevant to hard
photoproduction and diffraction.

1.1 Coupling Strengths

The forces which govern all interactions of mater fall naturally into four
classes.

The gravitational force, while very much apparent in cveryday life, nev-
crtheless is the weakest of the four. For instance, with the combined mass of
cvery particle of the carth acting to pull a necdle to the ground, it is still pos-
siblc for a small magnct to lift the needle. Everything massive or cnergetic
is subject to the gravitational forcc.

The intcractions which come next in strength are called the weak inter-
actions. These arc mediated by exchange of the heavy W* and Z° bosons
and arc responsible, for instance, for the radioactive decay of neutrons. The
constitucnts of mattcr, the fermions, can interact via the weak force. In
that sense they arc said to carry “weak charge™. The strength of the weak
coupling is here denoted aw .

2 CHAPTER I INTRODUCTION

A stronger foree is the more familiar electromagnetic foree. It is respon-
sible, for instance, for the binding of atoms into molecules by exchange of
photons between the valenee electrons. Al particles which carry clectrie
charge can expericnee the clectromagnetic foree by exchange of photons, 7.
The coupling strength of the electromagnetic foree is represented by the di-
mensionless quantity a. o is proportional to the square of the clertric charge

of the electron.

The strengths of the electromagnetic and weak interactions can be com-
parcd by considering the lifetimes of particles which decay clectromagneti-
cally and the lifetimes of partictes which have only a weak decay channcl. In
general, particles which can decay via the strongest interactions will have the
shortest lifctimes. For instance the 7%, which decays clectromagnctically to
two photons, lives on average for only about 10-'¢ s whereas the #+, which

can oaly decay via the weak intcraction, lives much longer, for about 1072 5.

The strongest force (called simply, the strong force) is eosponsible for the
binding of protons and ncutrons into the nuclei of atoms. Particles which
can decay via the strong interaction have lifetimes of order 10-23 .

Historically a quantum number called colour was postulated to cxplain
the existence of the A** particle which is composed of three fermions. The
three fermions bave ideatical flavour and spin. However formi statistics says
that no two fermions can occupy exactly the same state. Therefore the three
fermions were cach assigned a different colour. It is now known that this
colour is the charge of the strong force and the theory which describes the
strong interactions is called quantum chromodynamics (QCD). Quarks and
gluons experience the strong force because they are coloured. However they
are confined into colonrless states consisting cither of a quark anti-quark pair
(the mesons) or threc quarks (the baryons). Mcsons and baryons collectively
arc known as hadrons. This confincment may be understood in terms of
the dependence of the strong interaction coupling constant, o,(Q?), on the
energy scale of the interaction, Q2.
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This cnergy scale is related to a distance scale through the uncertainty
principle. That is, a large Q? process can be considered to proceed via cither
an cxchange of a particle of large virtuality or via exchange of a particle which
violates cnergy conscrvation by a large amount, AE. This particle can only
live for a time At < A/AF and propagate at most a distance Ar = ¢At. Thus
intcractions with a large cnergy seale occur at short distances. Hencecforth,
the high caergy physics convention of using a system of units in which & and
¢ have the numerical value of unity will be adopted. Factors of & and ¢ are
then not written cxplicitly so mass and momentum have the same dimensions
as coergy, and time and distance both have the dimensions of inverse cnergy.

1.2 Running Couplings

The situation is more complicated than outlined thus far. Coupling constant
is a misnomer as cach of the couplings has a distinct dependence on the en-
crgy scale of the intcraction. For instance aw (Q?) riscs with Q? such that at
the cncrgy scalcs achicvable at modern particle accelerators such as HERA,
aw(Q?) approximately equals o(Q?) This is niccly illustrated by a recent
ZEUS result (1}, shown in figurc 1.1. Here, the cross scctions as a function
of cnergy scale, do/dQ?, are compared for ncutral current (NC) and charged
current (CC) interactions. The encrgy scale, @2, in these interactions is
cquivalent to the invariant mass of the exchanged particle, prodominantly
the photon for NC interactions and a W* boson for the CC interactions. At
low cacrgics the neutral current interactions which arc primarily clectromag-
nctic lcad to far morc cvents than the charged current, or weak interactions.
However the weak coupling strength increases with encrgy with respoet to the
clectromagnctic coupling strength and when the interaction cnergy reaches
the mass of the W# bosons, My + ~ 80 GcV, the neutral and charged current
crogs-scctions become cqual, This cquality suggests that the weak interaction
actually bas a similar coupling strength to the clectromagnetic interaction,

1 CHAPTER 1. INTRODUCTION

ZEUS ¢'p DiIS
« NC Doto

. A
107 w o (cem

Figure 1.1: ZEUS measurement of do/dQ” for neutral cutrent interactions (black dots)
and charged current interactions {open circles). The data are plotted at the average @
of the events in each bin. The curves are the standard electroweak model cross sections.

but appears weak because M3, is large.

The apparent complication of an cncrgy dependent coupling constant ac-
tually leads to a great simplification. It is possible to unify the theorics of
weak and cleceromagactic interactions into one theory of cloctroweak inter-
actions.

The strong intcraction coupling constant a, also depends upon the cnergy
scale. Figure 1.2 shows the reccot ZEUS mcasurement [2] of ,{Q). a,(Q)
at @ ~ 20 GeV is only about 0.15. Thus the strong coupling at high cnergics
is actually weak coough for perturbative methods to be applied in QCD
calculations.

The ZEUS mcasurement is consistent with QCD prodictions for the run-
ning of a,(Q)} {dashed linca). It is expected that a,(Q) will continuc to
fall with Q and that at very high Q valucs a,(Q) will be of the order of
the cloctroweak coupling. In fact, grand unificd theorics exist, in which the
strong, cloctromagnetic and weak interactions are all deseribed with 2 single
coupling.

In the theory of QCD a,(Q) riscs dramatically as Q — 0 or as the distance
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Figure 1.2: ZEUS measured values of. a,{Q) for three different Q” regions. The statistical
ertor cortesponds to the inner bar and the thin bar shows the statistical and systematic
uncartainties added in quadrature. The dached curves thaw QCD predictions for the
running of a,(Q).

scalc of the intcraction incrcases. (Sce the dashed curves of Figure 1.2.) This
leads to the very strong non-perturbative proccsses which are presumably
responsible for the confinement of the coloured quarks forover in colourless
badrons. If, for instance, onc of the constitucnt quarks of a mcson is struck
by a high @? probe, it will move away from the other constituent quark with
a large relative momentum, for a distance of about 1 fm. At around this
distance, however, a,(Q) — 1. That is, the potential cnergy stored in the
colour ficld of the two quarks becomes so high that it is favourable to create
a quark anti-quark pair out of the vacuum. The cscaping quark continucs
on its way but with less kinctic cacrgy duc to the cost of creating the quark
anti-quark pair. The process continucs until all quarks arc associated into
mesons or baryons with a small relative momentum. The relative momentum
sets the cocrgy scale, Q2. Therefore ,(Q?) is large and the quarks arc once

6 CHAPTER {. INTRODUCTION

again confined.

Of course, given the large size of a,(Q?) at low momentum transfer, con-
fiscment processcs are not dircetly calculable in perturbative QCD. However
all process which involve a large momentum transfer have a high cnergy scale
@. These arc called “hard™ processes and they are caleulable in perturba-
tive QCD. Thus radiation of hard gluons from the escaping quark of the
previous example is calculable. The non-calculable processes which produce
the hadrons of the final state come from only “soft™, or low Q? gluon radia-
tion. This means that the final state hadrons cannot have a large transverse
momentum with respect to the parent quark momentum. This property is
known as local parton hadron duality [3]. Thus pertnrbative QCD predic-
tions for final state quark or gluon differential distributions may be tested
against mcasurcments of the jots of hadrons they give rise to.

QCD makes other predictions about the distributions of the obscrvable
hadrons through the principle of colour cohcrence [1]. This will be further
discussed in subscction 1.1.

The cross soction for the interaction AB — ¢dX of two hadrons A and
B, by the hard scattering of their partonic constitucnts a and b producing
parton jets ¢ and d and two remnant jets X in the final state may be written,

Bved s obmecd
%;— = (-/du/dmf-,q[u,Q?)fm(xs,Q’).‘.{."_;QT_ (r.n

where the hard subprocess cross scction dé*4—</dQ? involves short distanre
intcractions ouly, is calculable in perturbative QCD, and is independent of
the parent hadrons A and B. This rcvcals an important property of QCD.
All of the soft, or long-distance phenomena can be factorized into universal
parton distribution functions of the form f,4(x4, Q?).

The cvolution of the parton distribution functions with Q? is predicted
by QCD and is known as GLAP cvolution [5 7). For instance, Figure 1.3
shows recent measurements of the proton structurc function Fj by the ZEUS
collaboration (8. Lincar fits of F; with respoct to InQ? arc shown as the
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Figure 1.3: The Fy structure function measurements of ZEUS together with linear fits
(solid lines) and the results of a GLAP QCD fit (dashed.dotted linss). The ianer error
bars show the statistical error and the outer error bars show the systematic uncertainty
added in quadrature,

solid lines. The dashed-dotted lincs show the results of a GLAP QCD fit
using all ZEUS 1993 F; data as well as fixed target data at higher r and
lower Q? from the NMC collaboration [9, 10). The dashed-dotted lines arc in
agrecment with the data and thus the ZEUS data support the validity of the
GLAP cvolution.

1.3 Hard Photoproduction

c*p collisions with a hard scale, Q?, duc to a large invariant mass of the
exchanged photon, are called decp inclastic scattering (DIS) events. In gon-

8 CHAPTER 1. INTRODUCTION

cral, cross scctions do/dQ? arc highcst when the momentum transfor Qis
small. This means that most cvents produced in the e*p collisions delivered
by HERA arc mediated by almost real photons, Q* ~ 0. Thus it is possible
to think of HERA, not as an c*p collider but as a 1p collider, where the
incoming photon beam has a range of cnergics from cssentially 0, up to the
encrgy of the positron beam, 27.5 GeV. The class of cvents mediated by al-
most real photons is referred to as “photoproduction™ and for these events
it is appropriatc to denote the photon invariant mass by P? rather than Q2.
This is becausc it is possible to have a large cnergy scale in a photoproduc-
tion cvent mediated by exchange of a quark or gluon and Q? is rescrved to
denote this cnergy scale.

Hard photoproduction cvents at HERA may be classified into two groups
at lcading order (LO) [11,12], shown in Figures 1.4(a) and (c). An cxam-

+
ot e e

@) ®) (©)

Figurc 1.4: Diagrams for photoproduction at BERA. An example of a direct photo-
production process at leading order is sbown in (a) while (b} shows a higher order direct
photoproduction diagram. An example of a leading order resolved photoproduction pro-
cess is shown in (¢).

ple of LO “dircct” photoproduction is shown in Figure 1.4(a). Making usc
of the factorization property of QCD the photon proton collision is broken
down into two parts. The hard subproccss consists of the hard collision of
the photon with a gluon from the proton. The cmission of the photon from
the clectron, and of the gluon from the proton, with the subsequent produc-
tion of a proton remnant jet, form the soft part. The hard cnergy scale, Q2,
of this process comes from the invariant mass of the quark propagator and
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is high when the two outgoing quarks have high transverse momentum, pr,
with respect to the incoming photon and proton directions. (Some details
of the kinematics of hard photoproduction at HERA are collected in Ap-
peadix A.) The magnitude of the bard subprocess eross section is of order
aa, as indicated by the presence of one cloctromagnetic coupling and onc

strong coupling in the hard subprocess.

There are two LO dircct processcs, the onc diagrammed in Figurc 1.1(a)
is callod boson gluon fusion. When a quark from the proton scatters with
the photon giving rise to a quark jot, a gluon jet and a proton remnant jet
in the final state the process is called QCD compton scattering (not shown).

Figure 1.4(b) shows a higher order process in which a gluon is cmitted
from the quark propagator of Figurc 1.1(a). In order for this process to
be caleulable in perturbative QCD the momentum transfor must be high at
cach vertex. Then the eross scction is of order aa?. That is, this process
is suppressed by a factor of a, with respect to the leading order process of
Figurc 1.1(a).

However, supposc that the momentum transfer at the photon quark vertex
of Figurc 1.4(b) is small. This proccss will not be directly caleulable in
perturbation theory and yet we know that the cross section for such a low
Q? coupling will be high. The factorization property of QCD holds also
for photoproduction cvents. That is, when the momentum transfer at the
photon quark vertex is small the process of Figure 1.1(b) can be calculated
according to the illustration in Figure 1.4(c). There is a bard subprocess
which consists of the scattering of a quark from the photon with a gluon
from the proton and the subprocess cross scction is of order al. The soft
photon quark vertex is described by a universal quark distribution function
of the photon and there is a photon remnant jet in the final state. Such
processes arc called LO “resolved”™ photon cvents. Note in particular that
the prescnce of both a photon and a proton remnant jet in these events
allows for the possibility of a sccond interaction between the constitucnts of
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the photon and proton |13 17].

As with the proton, the parton distribution functions of the photon may
be determined by experiment at some input scale Q3 and then they are
specified at all values of Q7 through the GLAP cvolution equations (L8 20].
In an alternate approach, the y structure is decomposed into two components.
The large r., componcnt is deseribed by the point-like coupling of the 4 to
a ¢ pair. The low ., component is described by the fluctuation of the 4
into a vector mcson state, with the subscquent hard intcraction involving a
partonic constitucnt of this voetor meson [21,22]. The parton distributions of
the photon arc of order a/a, [23] and thercfore LO resolved photon processes
arc of order aa,. That is, LO resolved and LO dircet processes are of the
samc order. In fact, in the kinematic regime of the present study, LO resolved
proccsses dominate [21,25].

Dircct and resolved photoprodnction events are distinguished by the mo-
mentum fraction of the photon which is carricd by its parton into the hard
intcraction, z,. For LO dircet cveats x, = 1 and for LO resolved cvents
¥y < 1. However r, is an cxperimentally inaceessible quantity as it is only
clearly defined at leading order. An important resnlt of the 1993 ZEUS hard
photoproduction analysis was the introduction of the observable x?2 which
is clearly defined to all orders of perturbation theory and which therefore
may be mcasured, and compared to theorctical predictions {26, 27).

get et
OBS _ Zela ET ¢ '
e (1.2)

where E, is the incident photon cncrgy, E¥* and 9! arc the transverse
cocrgy and pscudorapidity respectively of the jeta and the sum runs over the
two jets of highest energy. Replacing the sum over jets by a sum over the
two hard partons reduces 2985 to the leading order 1, (scc Appendix A).
The ZEUS measurement of 198% using the 1993 dijct sample is shown!

!The superscript O8S is here replaced by cal to signify that the result has not been
corrected for detector effacts.
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in Figurc 1.5 by black dots. A clcar two componcat structurc consisting of
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Figure 1.5: The ZEUS 1993 meacurement of <. The black dots show uncorrected
ZEUS data. The solid and dashed lines show the predictions of twn different Monte
Cazlo simulation routines. The LO direct costribution to the distribution shown by the
dashed line. is represented by the hashed histogram. The Monte Carlo curves have been
normalized to fit the direct peak in the data.

a narrow peak at high 92 and a wider peak toward low values of 1¢8%
is apparent. Some model predictions are overlaid. In particular the hashed
histogram shows the predicted :f,’ B distribution for LO dircct cvents. The
peak at high x?55 is clearly associated with LO direct processes leaving the
peak at low 17%F 1o be explained by LO resolved processcs. (The failure
of the model predictions w reproduce this peak is understandable given the
large uncertainty in the parton distributions of the photon at low r..)

1.4 Diffractive Scattering

The word “diffraction™ was introduccd to high cncrgy physics wo describe
a phcnomcenon which was obscrved in the cross section for hadron-hadron
clastic scattering. It was obscrved that the cross section differcntial in the
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momecatum transfer looks very similar to the pattern produced in the diffrac-
tive scattering of light by an opaque objoct. Today the study of diffractive
processes is much more inclusive. An increasingly accepted definition of
diffractive processcs is the following [23],

A process is diffractive if and only if there is a large rapidity gap
in the produced-particle phase space which is not crponcntially
suppressed.

where a rapidity gap is a rapidity? interval which contains no final state
particles.

Hard diffraction then refers to those diffractive proccsses which have high
tranaverse encrgy jets in the final state phasc space. Hard diffraction may
be further distinguished {23].

1. Diffractive hard proccsses have jets on only one .sl'dt' of the
rapidity gap.

2. Hard diffractive proccsses have jets on both sides of the ra-
pidity gap.

If we define ¢ to be the momentum transfer acroes the exchanged colonr
singlet object then in hard diffractive scattering processcs Jtf corresponds to
the cncrgy scale Q? of the hard scatter. Howeverin diffractive hard scatecring
the magnitude of the invariant mass of the exchanged colour singlet particle,
[t}, is much smaller than the hard scale, (22, which comes from the cxchanged
quark or gluon. These two complementary kinematie regimes are represented
in Figurc 1.6. (A detailod presentation of the kinematica of hard diffractive
scaticring may be found in Appeadix A.)

Diffractive hard scaticring is being extensively studicd at HERA by both
the ZEUS and H1 collaborations [29 33). Thesc cvents can be interpreted as

“Rapidity is appximated by pseudorapidity. Pseudorapidity is given by n =
~ Intan v/2 where U represents the polar augle with respect to the proton direction.
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@) (b)

Figure 1.6: In (a) a hard diffractive scattering process is shown which proceeds via
exchange of a colour singlet object. labelled P. of virtuality # = -Q*. The complementary
diffractive hard process is shown in (b). The colour singlet object. P has a small virt uality
{. while the hard energy scale Q° comes from the virtuality of the exchanged gluon, g.

the scattering of the incoming pasitron or photon from a colour-singlet object
emitted by the proton, which bas been called a pomeron. It is possible to
mcasurc the parton content of this pomeron, analogously to the measurement
of the proton's parton content. The pomeron is drawa in Figure 1.6(b) as a
dashed line. A quark from the pomceron is shown participating in the hard
intcraction lcaving behind a pomcron rempant jet. Note that the sum of
all of the momentum fractions of the partons in the pomeron, Lp, is not
constrained to cqual unity as it is for the proton.

Fignre 1.7 shows the results of a comparison of diffractive hard scattering
in photoproduction and in decp inclastic scattering [31]. ¢y represents the
relative contribution of hard gluons in the pomeron. The two analyscs con-
strain p and ¢, in different ways and therefore the combined information
constraing cach of Sp and ¢, scparatcly. The data indicate that between
30% and #0% of the momentum of the pomeron carried by partons is due to
bard gluons.

To understand the signature for hard diffractive scattering we compare the
hadron radiation pattern in a colour non-singlet exchange process shown in
Figure 1.8(a), with the hadron radiation pattern in a colour singlct cxchange
process shown in Figare 1.3(b). In the cxample of Figure 1.3(a) a red 1 quark

H CHAPTER 1. INTRODUCTION

Figure |.7: The plane of the vatiables Ep {sum of momenta of partons tn the pameron)
and ¢, (relative contribution of hard gluons in the pomeron). The solid line is obtained
from a y* fit to the inclusive jet cross section of Monle Carlo predictions for the pomeran
structure. The dashed dotted lines show the constraint imposed by the measurement of
the diffractive structure function in DIS.

from the photon scatters with a green d quark from the proton via exchange
of an 7g (or rg) gluon. The centre of mass view of just the scattering partons
is shown below the full diagram. The highest cross soction occurs for a
glancing collision, i.c. when the scattering angle, ¥, is small. However notice
that because of the exchange of colour via the di-coloured gluon the colour
charge has actually been accelerated through the large angle # — 9. An
accelerated colour charge will radiate gluons tangentially to its direction of
travel in the same way that an accclerated clectrie charge radiates photons.
Thus final state particles, the fragmentation products of this soft radiation,
arc expocted throughout most of the central rapidity region.

An cxample of a bard photoproduction cvent which is propagated by
a colour singlet particle is shown in Figurc 1.8(b). The dashed line could
represent, for instance, a photon. Again, the cross soction is highest for low
values of ¥, but in this casc the colour scattering angle is cqual to #. Thus
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@ (®)
Figure 1.8: Two examples of the colout flow in hard photoproduction events at HERA.
In the top view the full schematic diagram of the P is shown and in the bottom view

just the hard subprocess is shown, in its centre-of-mass frame. An example of a colour
nop-singlet exchange event is shown in (a) and an example of a colour singlet exchange
event is showa in (b).

the bremsstrahlung gluon radiation from the scattored quarks is confincd to
the narrow forward and rear rapidity regions, and particle production in the
central rapidicy region betwoen the two quark jots is suppressed.

Such soft hadron phenomena are geacrally known as colour cohcrence
phenomcena [1). It bas been proposed [34], for example, to usc the distinctive
radiation pattern in colour singlet cxchange cvents to scarch for Higgs boson
production via W*W - fusion at the future large hadron collider (the LHC).
However it has also been recognized {35] that a significant background to the
Higgs signal could come from processcs involving the cxchange of a strongly
intcracting colour singlet object. For instance a simple calculation of two
gluon cxchange in & colour singlet state yiclds a rate of colour singlct exchange
processes of 10% with respect to gluon exchange {35)-

Hard QCD colour singlet cxchange processes arc themselves of great the-
oretical interest (28,35 10). For instance in processes where the final state
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partons arc produced with a large relative rapidicy, the BFKL resummation
technique [36,37, 11) may be applicd. This amounts to a description of the
cxchanged colour singlct object in terms of a ladder of interacting gluons,
called the BFKL pomeron. However the validity of the BFKL approach has
not yet been clearly cstablished by cxperiment [12, 13).

QCD colour singlet cxchange proceeds at lowest order via cxchange of
a composite objoct. Thus onc may rcasonably ask whether gluon radiation
from the constitucnts of the colour singlet object might destroy the rapidity
gap signaturc. A next to lcading order calculation has been made of the
radiation pattern of soft gluons in colour singlet exchange [11). It was found
that the radiation pattern of soft gluons is suppressed in the central rapidity
region for two gluon eolour singlet exchange in the same way as it is for
photon cxchange.

The phasc spacc of the final state particles may be measured in terms of
the “lego™ variables of pecudorapidity, 7, and azimuthal angle, ¢. Figure 1.9
is an illustration of the lego spacc for a hard diffractive scattering cvent
mcasured in the ZEUS detector. The black dots show the final state hadrons.
There arc two high transverse cncrgy jets which are shown as circlos. The

7y remnant P remnant

YA

Figurc 1.9 The signature of a hard difftactive seattering event at HERA. The final state
particles are shown as black dots. The two high transverse energy jets are drawn as cirelec

An - 2R,
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jrts have a conc radins of R = /(89)? + (6% < 1 where by (6¢) is the
difference in pscudorapidity (azimnth) between a hadron and the centre of
the jet cone. (Jet finding will be discussed in more detail in Appendix B.)
The jeus are separated by a pseudorapidity interval An and are back o back
in ¢. There are no hadrons produced between the jet cones in the region
of width An - 2R labelled “gap”. The proton remnant jet fragmentation
products arc found at high  and the photon remnant jetis at low 1.

The signature of Figure 1.9 is expected to he produced by electroweak
exchange events as well as by sirong colour singlet exchange cvents. In ad-
dition such cvents can be produced in non-singlet cxchange processes duc to
multiplicity fluctuations, In order t0 distinguish between these contributions
an cxperimental obscrvable has been defined, called the gap-fraction, f{An).

The gap-fraction is defined as the ratio of the dijet gap cross section to

the jnclusive dijet cross scction,

d0,.,/dAn 09

fan do/dag

The gap-fraction is expected to cxhibit two componcnts of behaviour due to

the two contributions to o,

- ~nrplet singlet
Ogap = Gpop "8It . ginslet, (1.1)

It is expected that for low values of Ay, apen=tmolet will be the dominant
component of g,,, duc to random fluctuations in multiplicity. This com-
ponent wonld be exponentially suppressed as Ay increased, leading to the
dominance of the armset component at large Ag as illustrated schematically
in Figure 1.10.

The height of the platcau region produced by the dominance of oringlet
can diseriminate between strong and clectroweak processes since clectroweak
proccss only occnr a fraction a?/a3 ~ 0.1% of the time while strong colour
singlet cxchange could occur in as many as 10% of cvents (as previously
mentioncd).

1% CHAPTER I INTRODUCTION

f(an)

T

AR ALY

pRTT——

. colour
v 1o, ) singlet

Figurc 1.10: Mustration of the expected two component hehaviour of the gap-fraction.
Gaps produced by multiplicity fluctuations in coour noo-singlet exchangs events give
tise to a gap-fraction which is exponentially suppressed as An increases. The gap-fraction
component due to colour singlet exchange processes does not have a st tong An dependence.

Both DO |15,16] and CDF [17] have reported the results of scarches for
dijet cvents containing a rapidity gap between the two highest transverse
cncrgy jets in pp collisions at /s = L& TeV. Both collaborations see an
excess of gap cvents over the cxpectations from colour cxchange processes.
DO report an cxcess of 1.07 + 0.10(stat.)?3¥(sys.)%, whercas CDF measure
the fraction to be 0.86 + 0.12%. It is very interesting to comparc these
tesults from a vastly different kinematic regime, with those of the HERA
study. (This will be discussed morc in Scct. 6.3.)

In this study we have measured the gap-fraction for dijet photoproduc-
tion, ep — ¢9p — X, where X contains at least two jcts of final state
hadrons®. The two highcst transverse cocrgy? jets have transverse energies
of Ef" > 6 GeV and a relative pscudorapidity of An > 2. These two jots in
addition have pscudorapiditics satisfying 7' < 2.5 and the average pseudo-
rapidity of the two jets satisfics Jjj| < 0.75. The gap-fraction is measured for
7p centre-of-mass caergics in the range 134 GeV < W., < 277 GeV, or equiv-

IWe use the generic term “hadrons™ to refer to all of the final stats particles except
the scattered positron.

*Oue of the theoretical predictions for the £3p fraction [37] uses instead the two jets
at highest and lawest pseudorapidity. The uncorrected gap-fraction with thic definition it
discussad in Appendix C.
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alently for values of y in the range 0.2 < y < 0.85. The photon virtualitics
satisfy P? < 1 GeV2

Gap cvents are dcfined as having no final state particles between the jet
cones of transverse cocrgy E3*“™ > 300 MceV. The particle transverse cnorgy
threshold will be convenicnt experimentally as it makes the definition of a
£ap less scusitive to detector noisc or incfficiency. It also has a theorctical
interpretation as the scale below which soft gluon radiation is allowed into the
#2p [36, 37} and the theorctical advantage that it tends to restrict to particles
with pscudorapiditics which arc closc to the truc rapiditics [18]. There are
cven proposals to definc gap cvents at the LHC using a jet transverse cnergy
threshold of 20 GeV [19].

Chapter 2

Experimental Apparatus

The ZEUS detector has been used to study photoproduction cvents from ctp
collisions delivered by the HERA (hadron clektron ring anlage) accelerator
in 1991. This experimental apparatus is described in the following,.

2.1 The HERA accelerator

HERA is the world's only positron proton collider {50 52]. It consists of
separate positron and proton accclerators in a 6.3 km circumfercnce. The
positron and proton beams can be brought into head-on collision at four
locations evenly spaced around the HERA ring as shown in Figure 2.1.
HERA was designed to make usc of the machines which alrcady cxisted
a: DESY {Dcutsches clektronen synchrotron). Positrons are obtained from
a 500 McV lincar accelerator (labelled ¢ on Figure 2.1) and tnjected into
a small synchrotron. Therc they are accclerated to 7 eV and injected
into PETRA. PETRA accclerates the positrons to 11 GeV before they are
injocted into HERA. Then they are accclerated to 27.5 GeV. The protons arc
obtaincd from a 50 McV H- lincar accelerator. The H- jons are stripped of
their clectrons when injocted into the small proton synchrotron. There the
protons arc accclerated to 7.5 GeV for injoction into PETRA. The HERA
injection encrgy for protons is 10 GieV and HERA accelerates the protons to

20
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Hall
North

Figurc 2.1: The layout of the HERA accelerator complex, showing the p and e* linacs,
the sequence of preaccelerators, and the HERA ring, with the four experimental halls,

820 GeV.

The design instantancous luminosity for HERA is 1.6 - 109 em=2 -1,
The average luminosity achicved in 1994 was much lower, 2.3 10% em=2 5~
while still constituting an improvement over the 1993 value, 1-10% em=2 -1,
The luminosity is limited by the ¢t and p bunch currents. In fact, HERA
otiginally supplicd an cloctron beam rather than a positron beam but carly
in 1991 it was discovered that the clectron current was limited by clectron
interactions with ionized dust in the imperfoct vacuum of the beam pipc.
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Therefore it was decided to switch to positron operation.

In 1994 HERA provided 820 GeV protons and 27.5 GeV positrons eollid-
ing in {53 bunches. 15 unpaired positron bunches and 17 unpaireed proton
bunches were also circulated. These allow monitoring of background from
beam-gas interactions. In addition 21 empty bunches were used to monitor

contamination from cosmic ray intcractions.

2.2 The ZEUS detector

The ZEUS detector occupics the south hall shown in Figure 2.1. The layout
of the ZEUS detcetor is shown in Figure 2.2. The primary components used
in this analysis are the forward, barrel and rear calorimeters (FCAL, BCAL
and RCAL), the contral tracking detector (CTD) and the vertex deteetor
(VXD). In addition the luminosity monitor (LUMI) was used. Three minor
componcats, the C5 counter, the vetowall and the small angle rear tracking
detoctor (SRTDY), arc used in the cvent scloction. These components are
described in the following. Further details about these and the other com-
poncnts of the ZEUS detoctor may be obtained clscwhere [53]. In the ZEUS
coordinate system the nominal interaction point is at (r,y,z) = (0,0,0) and
the positive = axis points in the direction of the proton beam, i.c. towards
FCAL.

2.2.1 The Calorimeter

The study of proccsses involving the formation of high transverse oenergy jeis
in the final state relics primarily upon the signals produced in the calorimeter.
The csscntial function of a calorimeter is to abeorb an incident particle and
to convert its cncrgy into a measurable quantity such as clectric charge [54).
Calorimctcrs measure the cncrgics and positions of both charged and neucral
particles with a fast time response and an cncrgy resolution which improves
with coergy.
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Figurc 2.2: The components of the ZEUS detector. showing in particular the vertex
detector {VXD) next to the heam pipe. the central tracking detector (CTD) which sue-
rounds the VXD and is encaced in a solenoidal magnet (SOLENOQID) which provides a
1.43 T magnetic field. Surrounding the CTD are the forward, barrel and rear calorimeters
(FCAL, BCAL and RCAL respectively).

For instance, an encrgetic clectron impinging upon a block of dense mate-
rial will radiate photons in a bremsstrahlung process in the clectromagnetic
ficld of the atomic clectrons and nuclei. The radiated 3's will in turn pair
produce ¢*'s and ¢~'s which will radiatec morc 4’z and o an clectromag-
netic “shower™ is developed. The characteristic distance of this shower is
the radiation length, X, over which an clectron's cocrgy drops by a factor
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of L/c. When the energy of the shower particlcs becomes too low for the
bremsstrablung and pair production processes, the remaining energy s lost
primarily through ionization and compton scattering.  An clectromagnetic
shower characteriscs the response of the calorimeter to incident ¥'s, ¢ s and
<*'s and also to incident #%s (which convert quickly to 49). It is the charged
particles produced in the clectromagnetic shower which ultimately give rise
to the signal mcasured by the calorimeter.

The process of particle absorption proceeds quite diffcrently for hadrons.
These interact with the nuclei of the absorber to produce more badrons or
induce a nuclear decay. The produccd hadrons interact further with nuclei
and thus a hadronic shower is developed. Some fraction of the time & x°
will be produced which will give risc to an clectromagnctic shower compo-
nent. Onc major difference between hadronic and clectromagnctic shower
development is that somc cnergy may be lost in a hadronic shower to nuclcar
binding cnergy. Thus the ratio of the clectron signal to the hadron signal,
c/h is gencrally greater than onc.

It is casy to imaginc difficultics which can arisc with an instrument that
has ¢/A > 1. For instance, sclecting cvents according to the cnergy do-
posited by an incident hadron would introduce a bias toward hadron showers
which produced a x® carly in their development and thus had a large clec-
tromagnctic componcnt. A sampling calorimeter has different absorbing and
active materials. Using a sampling calorimeter and varying the relative vol-
ume of absorbing and active matcrials it is possible to make a compcensating
calorimeter which has ¢/h = 1.

The ZEUS calorimeter [55 58] is a sampling calorimeter which uses plates
of depleted uranium as the absorbing material interleaved with SCSN-38 scin-
tillator tilcs as the active material in layers of about 8 mm total thicknoss (or
1Xo). It is longitudinally scgmented into an cleetromagnctic section (EMC)
followed by two hadronic sections (HAC) in the forward and barrel regions or
onc hadrouic scction in the rear region. The total depth is 1.52 m in FCAL,
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108 min BCAL and 0.9 m in RCAL. Typical lateral EMC cell dimensions
range from 5 x 20 em? in the forward direction to 10 x 20 em? in the rear
direction. The typical lateral HAC cell dimension is 20 x 20 em?. The scintil-
lation light is colleeted by wavelength shifting platcs and transmitted by total
internal reflection onto a light guide which directs it into a photomultiplicr
tube.

Compcensation is achieved at the level /A = 1.00 £ 0.02 over the cocrgy
range of 2 to 100 GeV. The depth cnsures containment in cxeess of 95%
for 90% of the particle jets in all parts of the calorimeter. The calorimeter
covers Y9.7% of the total solid angle. The pscudorapidity coverage by FCAL,
BCALand RCALis 43272 11, 1.1 29> —0.75 and ~0.55 > n > ~3.8
respectively. The calorimeter encrgy resolution achicved in test beams, in
terms of the coergy E in GeV,is og /E = 18%/V/E for clectrons. For hadrons
of cocrgy above 10 GeV the coergy resolution is o5/E = $5%/VE. It
improves to g /E = 26%/VE for hadrons of energy 0.5 GeV. The timing
resolution of a calorimeter cell is better than' o, = 1.5/VE 4,0.5 ns.

2.2.2 Charged Particle Detection

The first ZEUS componcnt encountered by charged particles Icaving the in-
teraction region is the VXD [59), a cylindrical drift chamber which consists
of 120 radial cells, cach with 12 scnsc wires. Surrounding the VXD is the
CTD [60} which consists of 72 cylindrical drift chamber laycrs, organized into
niae “supcrlayers™. Five of these superlayers have wircs parallcl to the becam
axis and four have wirces inclined at a small angle to provide a sterco view.
The tracking chambera are filled with gas mixturcs which are jonized by the
charged particle as it passcs through. The ionization clectrons drift in the
clectric ficlds of the cclls and the avalanche of ionization which occurs ncar the
SCDIC wires causcs an clectric pulse which regjisters that the wire has boen hit.
The pattern of hita and the associated drift times arc then used to roconstruct

'The symbol = s used to indicate addition in quadrature.
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the path traversed by the charged particle. The charged particle experiences
a transverse force duc to a 1.13 T solenoidal magnetic ficld which causes it
to curve and allows its momentum to be reconstructed. The resolution in
transverse momentum for full length cracks is o, /pr = 0.005pr 1:0.016 (for
pr in GeV). For cvents with scveral charged tracks the intcraction vertex
may be measured with a resolution along (transverse to) the beam direction
of 0.1 (0.1) em.

2.2.3 Luminosity Measurement

The luminosity, £, is detcrmined by mcasuring the rate, R, of the brems-
strahlung process, c*p — ¢t4p. The bremsstrablung events are dotected by
tagging of the outgoing photon in a lead-scintillator calorimeter [61] which
is installed at a distance of 104 m from the nominal intcraction point in the
positron beam direction. The acceptance of this detector Appags may be
determined by Monte Carlo methods and bremsstrahlung has a known cross
scction, gg. Thus £ may be simply calculated from?® £ = R/( Ay ® o).
In addition there is an clectron lead-scintillator calorimeter [61] situated
at 35 m from the nominal intcraction point. This is used in the calibration of
the ¥ calorimeter and also to tag a subsample of the photoproduction cvents
whete the positron is acattered through an anglc of less than 6 mrad.

2.2.4 Background Veto

Two auxiliary detectors arc installed just upstream (with respect to the pro-
ton beam) of the main detector which are very uscful in vetoing background
interactions. The C5 beam monitor is a small lead-scintiflator counter in-
stalled 3.2 m from the nominal interaction point (i.c. just behind the RCAL).
It is used to detect upstrcam proton beam interactions and to measure the
timing of the proton and positron bunches. The vetowall detector consists of

*The symbol  is used to indicate a convolution over the relevant range of 4 four-
momeata,
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two layers of scintillator on cither side of an 87 em thick iron wall 7.3 m from
the nominal interaction point. It absorbs most beam halo particles accom-
panying the proton bunches, and provides trigger veto information for those
which pass through. The SRTD is a sct of scintillator strip plancs attached
to the front face of the RCAL. Its primary purposc is to improve the detee-
tion of positrons scattered close to the positron beam dircction. However for
this analysis it was used to improve the rcjection of upstream proton beam
interactions based on timing.

Chapter 3

Data Selection

An example of a dijet photoproduction cvent registered in the ZEUS detector
is shown in Figurc 3.1. Here the energy and position measurements of the

Figure 3.1: A dijet photoproduction avent as seen by the ZEUS detector. The left side
shows the rr view of the reconstructad tracks and the energy deposits in the calorimeter.
The upper right view shows the energy deposits in the calorimeter in the 4. plane and
the lower right picture shows the 2y view of the reconstructed tracks.

22
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calorimeter and central tracking detector for a single event are displayed in

three different vicws.

The upper right view shows the transverse encrgy deposits in the calorime-
ter, according to their position in g, ¢ space. It is the experimentalists view
of the schematic lego signature for hard diffractive scattering shown in Fig-
ure 1.9. There arc two well collimated jets in the lego plot, of E}f* ~5 GV
at " ~ —1.5 and " ~ 2.5 and back 1o back in P.

The rz view is shown oo the left side. The shaded arca in cach CAL cell
is proportional to the cncrgy deposited in the ecll. The hit wires of the CTD
arc shown with the tracks which bave been reconstructed from them. There
arc large cncrgy deposits in che forward and rear calorimeter scctions which
arc associated with the jets. There is a well defined vertex of tracks close
to the nominal intcracction point. Scveral tracks point from the vertex to
cach jet. There is also a large cacrgy deposit around the forward beam pipe,
associated with the proton remnant jet. Ncar the rear beam pipe is a small
energy deposit which can be associated with the photon remnaat.

The zy view of the cvent is shown in the lower right picture. Oac can see
the back to back spray of charged particles associated with the two jets, and
the good resolution in the ry position of the vertex.

We make use of the propertics of high transverse energy in the calorimeter,
a well defined vertex and scveral tracks in the CTD in order to scleet a
sample of dijct photoproduction cvents. In addition to kecping the hard
photoproduction cvents of interest our seloction eriteria must rcject the large
backgrounds duc to intcractions of the proton beam with the beam gas (p
beam gas interactions), collisions between the proton beam and the beam
wall (bcam scraping), beam halo particles and cosmic ray events.
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3.1 Online Triggers

The most difficult background comes from the p beam gas intcractions which
occur at a rate of about 50 kHz while the rate at which ZEUS can write
cvents to tape is a few Hz. The bunch crossing time of 96 ns (or rate of
10 MHz) poscs additional problems in that no component is able to read
out its data and providc a trigger decision in such a short time. The ZEUS
solution is a deadtimeless three-level pipelined trigger system [53).

For every bunch crossing all data arc stored in a pipcline clocked at 96 ns.
The job of the first level trigger (FLT) is to reduce this 10 MHz rate to an
output rate of 1 kHz, taking no morc than 16 bunch crossings to make its
decision on cach event. The calotimeter is able to provide global encrgy sums
within a few ps of the buneh crossing. The calorimeter information nsed at
the FLT for this analysis is itemized in the following.

o EELT. is the sum of all cncrgics of all EMC eclls.
o EfE% . is the sum of all coergics of all BCAL EMC cells.

o EFLT ig the sum of the magnitudes of all ccll transverse encrgics (using
the nominal vertex position to obtain the cell angle).

o EFIT i the summed encrgy of all cells, and
o ERLYc is the sum of all cnergics of all RCAL EMC cells.

We requirc a large energy deposit in the calorimeter at the FLT. That is.
(EEH: > 10 GeVoor EELL,. > 3.1 GeV or Ef'T > 12 GeV or EFIT
15 GeV or EEET, . > 2 GeV). The CTD is able to provide preliminary track-
ing information to the FLT and wc have roquired at lcast one track pointing
toward the nominal vertex. Finally we have used timing information from
the vetowall, the C5 counter and the SRTD, at the FLT, to rejoct p beam
gas and bcam scraping cvents which occur upstrcam of the detertor, and to
reject triggers duc to beam halo particles.
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At the second level trigger (SLT) the full data for the event is available
and the rate must be reduced from | kHz to 100 Hz. The calorimetric cnergy
sums used are,

o E, the votal cocrgy of all calorimeter cells,

o Er, the sum of the magnitudcs of the transverse energics of all calorime-
ter cells,

o EfP, the sum of the magnitudes: of the transverse cncrgics of the
calorimeter cclls adjacent to the FCAL beam pipe, and

® p., the summed longitudinal cncrgics of all cells.

Vertex information was not available at the SLT in 1991 so Ep, EEB and
p: were caleulated assuming the nominal interaction point. We required
Er — Ef¥ > 8 GeV in order to sclect high transversc cnergy cvents (wherc
the high transverse cncrgy is not entircly duc to the proton remnant). p
beam gas cvents are cnormously boosted in the p direction and are thercfore
characterized by p, ~ E. We have required E ~ p, > 8 GeV and (E — p, >
12 GeVoor p,/E < 0.95) in order to suppress p beam gas cvents.

The third level trigger (TLT) roduces the cvent rate from 100 Hz to
about 3 Hz. The data arc processed through the offline reconstruction code.
Detailed iterative algorithms may be applicd to perform an online analysis
of the data. We have required a good: reconstructed vertex at the TLT level.
We have also run a jet finding algorithm at the TLT. (Further details may be
found in Appendix B.) We then require that two or more jets be found with
((Ef" > 1 GeV and 2.0 <9 < 2.5) o (EF* > 3.5 GeV and 9 < 2.0)).

The calorimeter timing measurcments provide crucial information for fur-
ther background rejection at the SLT and TLT levels. The difference between
the average time of caergy deposits in the upper balf of the BCAL and the
average time of cncrgy deposits in the lower half of the BCAL is used to feject
cosmic ray cvents at the SLT and TLT. The average time of FCAL caergy
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deposits, treay, and the average time of RCAL cocrgy deposits, tpeay are
used to rejoct p beam gas. These distributions are shown in Figure 3.2 for
a clcan sample of dijet cvents'. The FCAL and RCAL timing distributions
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Figure 3.2: The distribution of the average time of FCAL energy deposits is shown in
(a) and the distzibution of the average time of RCAL energy deposits is shown in (b).

arc narrowly distributed about the nominal valuc. In contraat, p becam gas
cvents which occur upstrcam of the main detector give rise to RCAL times
of tpear ~ —10 ns. These cvents are rejected with the cuts, troar > —6 ns
and troar — trear > 6 ns. These cuts are clearly safe for the hard photo-
production cvents as shown by Figure 3.2,

In fact the timing resolution is somewhat better than that suggested by
Figurc 3.2. The tails of the treqr distribution arc duc to ¢*p intcractions
with a vertex z position away from the nominal inteeaction point. Figurc 3.3
shows the treay vs 2 distribution for the clean sample of dijet cvents. ctp
collisions at positivc z arrive carly at the FCAL giving risc to negative tycay
signals and vice versa.

In addicion there are global vetoes at the SLT and TLT to rcject cvents
which arc triggered by a photomultiplicr tube spark cvents based on the
number of hit cells and on the imbalance of encrgy read out from the two

'The label N on the vertical axis refers to the number of events per bin. thraughout.
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Figurc 3.3: The average time of the FCAL energy deposits versus the z-position of the
verfex as determined by the tracking detectors.

photomultiplice tubes of a ccll. The characteristic pattern of hit clls for
cosmic muons and for muons which travel in the p beam halo ig usod to
reject these backgrounds at the SLT and TLT lovels.

3.2 Offline Selection

We find jets offine from the calorimeter ccll cncrgics and angles using a
conc jet finding algorithm (described in detail in Appeodix B). We roquire
that there be at lcast two jets and that the two highest transverse cnergy
jets satisfy? EF* > § GeV, 9 < 2.5, [7] < 0.75 and Ay > 2. The cut
7’ < 2.5 is nocessary to scloct jets which lic entirely within the acceptancc
of the calorimeter. The average jet pscudorapidity, )i}, is to lcading order
the boost of the hard subsystem. The restriction [ < 0.75 sclocts cvents
where at least onc of the jots gocs in the rear direction. The online triggers
arc morc cfficicnt for thesc cvents. In additien it sclects cvents where a large
fraction of the photon’s cnergy participates in the bard intcraction. {The

“The reader may notice that the EJ* threshold used in the offline selection is lower
than the £’ threshold of the measured cross sections as detailed in Sect. 1.4. This is due
to the EZ** resolution and will be discussed in Sect. 4.3.
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mean value of £B% is 0.7, This is discussed farther in Seet. 6.3.) These
events are betier simulated by the Monte Carlo generators becanse there
is less uncertainty in the photon parton distribution function and becanse
there is a lower likelihood of a sccoudary interaction taking place between
the photon and proton constitucnts. We arc not interested in cvents where

the jet cones arc overlapping in 5 and that is the reason for the cnt Ay > 2.

Additional offline clcaning criteria are applicd to further suppress p beam
gas and cosmic ray cvents. There arc also now considerable backgrounds
from non-photoproduction ¢*p collisions which must be suppressed.

The following figurcs show the cffects of cach succcssive cleaning cut on
the selected dijet event sample (dashed line) where the cut value is shown as
a vertical line. As an illustration of the background to be rejected the solid
linc shows a locsc dijet sample (EF* > 1 GeV). The dotted line shows the
subsamplc of the sclected dijet sample which has an cnergy deposit in the o+
LUMTI calorimeter of more than 5 GeV (and no corresponding crergy deposit
in the 7 LUMI calorimeter). This sample has very low backgrounds.

Two important cuts arc basced on mcasurements of the dimensionless y
variable (scc Appendix A) which in photoproduction cvents is cquivalent
to the momcntum fraction of the positron which is carried by the photon.
One cstimate of y, ysp [62), is based on the hadronic cncrgy deposits in the
calorimeter. yyg = (E - p,)/(2E.), where E is the summed cocrgies of all
calorimetcr cclls, p, is the summed longitudinal encrgics of all calorimeter
cclls and E, is the incident positron cnergy, 27.5 GeV. The ysp distribution
is shown in Figurc 3.1(a). Clearly, a fully hermctic calorimeter will always
have y;g = 1 and in fact in DIS cvents where the scattered et is scattored
at a large angle and contained in the calorimeter, y;p ~ 1. The contribution
of DIS cvents can be scen as a peak to high values of ysp in Figure 3.4(a).
We reject this DIS background with the requirement ysp < 0.7. Recall that
the requirement £ — p, > & GeV has boen made at the SLT. Thercfore the
allowed y;p range is given by 0.15 < yzp < 0.7.
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Figurc 3.1: Distribution of the y estimators. The solid line shows a loose sample of
dijet events. The dashed line shows the sample of dijet events which will be used in this
analysis and the dotted line shows a clean sample of photoproduction events where the
scattered ¢* is measured in the et LUMI detector. gs5, which is estimated using the
hadronic energy deposits in the calorimeter. is shown in (a} and ,. which is estimated
using the energy deposits of a scattered et candidate, is shown in (b).

Some cvents remain which bave a scatiered ¢* candidatc measured in
the calorimeter. For these cvents y can be measured using y, = | — EX(1 —
cos #,}/(2E.) where E} and &, are the cocrgy and angle of the scattered ¢t
candidate, respectively. The y. distribution is shown in Figure 3.1(b). The
LUMI tagged pbotoproduction eveats have high values of g, {dottcd linc).
Thesc are duc to electromagncetic showers from x° and # mesons. Low values
of ye arc duc to DIS events [63]. Thercfore, for those cvents which have a
scattered ¢t candidate, we make the cut . > 0.7.

Reconstructed track distributions are used to further suppress p beam
gas and cosmic ray contamination. Figure 3.5(a) shows the distribution of
Niadtreck the numbser of tracks which intersoct the beam axis at z < —75 cm.
p beam gas cvents have high valucs of Niqgieck and the p beam gas contribu-
tion to the loose dijct sample is clearly apparent in Figure 3.5(a). We have
made the requirement Ny 4peecx < 3 in order to suppress becam gas events.

Cosmic ray cvents tcad to give rise to exactly two reconstructed tracks
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Figurc 3.5: Tracking cuts to suppress beam-gas and cosmic contamination. The solid
line shows a loose sample of dijet events. The dashed line shows the sample of dijet
events which will be used in this analysis and the dotted line shows a clean sample of
photoproduction events where the scattered ¢* is measured in the et LUMI detsctor.
The distribution of the uumber of tracks which point to & vertex in the rear is shown (a).
The distribution of the opening angle betwesn the two tracks for events which have oniy
two tracks is shown in {b).

which arc back to back. The opening angle betwoen the two tracks, §tootrack
satisfics cos §™°*** ~, _ 1. Figurc 3.5(b) shows the distribution of cas §'woireek_
We have made the requircment cos 8'“°*% 5 _0.996 in order to rejoct cos-
mic ray cventa.

The z distribution of the reconstructed vertex is shown in Figure 3.6(a).
We have sclected the events with -50 cm< z <50 ¢m which are within the de-
tector acceptance. This cut also rcjects some non-¢*p collision backgrounds.

The last significant background which remains in the sample is duc to
charged current cvents. In these cvents the final state hadrons are balanced
in transversc momentum by an outgoing ncutrino. The ncutrino cscapes
undctocted and so the energy deposits in the calorimeter cxhibit a large
momentum imbalance, [pr|. Of course, photoproduction cvents with large
transverse cocrgy jets in the final state could also have a large value of Pl
duc to statistical fluctuations. Therefore the relative missing transverse mo-
mentum, |pr{/ ET, is used to reject charged current cvents. Fignre 3.6(b)
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Figurc 3.6: The distribution of the 1-position of the reconstructed vertex is shown in
(a). The distribution of the relative missing transverse momentum in the calorimeter.
1p7|/VE7, is shown in (b). The solid line shows a locse sample of dijet events. The
dashed line shows the sample of dijet svents which will be used in this analysis and the
dottsd line shows a clean sample of photoproduction events where the scattared e* is
measured in the e* LUMI detector.

shows the distribution of [p7|//Fr. The cut Ip7|/ VET < 2 GeVY? has been
applicd to reject the charged curront cventa.

The last stcp which must be taken to define the sample of events for the
suudy s to measure the particle multiplicity in order to select gap cvents.
The particle multiplicity is determined by grouping calorimeter cells into
“islands”™ {61]. This is done by assigning to cvery ccll a pointer to its highost
cnergy acighbour. A ccll which has no highest cnergy neighbour is a local
maximum. An istand is formed for cach local maximum which includes all
of the cclls that point to jt. The events with no islands of transversc cncegy
Egird > 250 McV, and pscudorapidity, p*!o"? between the cdges of the jet
concs (as defined by the cone radius R) are called gap cvents.

From 2.6 pb~* of ¢*p collisions dclivered by HERA in 1991 the number
of cvents remaining in the data after this sclection is 8393, The non-c*p
collision background was cstimated using the number of cveats associated
with unpairced bunch crossings. The p beam gas background was found to
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be less than 0.1%. The resmic ray contamination is estimated to be about
0.1%. The 13 gap cveuts which have Ag > 3.5 were also scanned visually
to scarch for contamination from cvents where the cnergy deposits of the
scattered positron or a hard final state photon might mimic a jot. No such

cvents were found.




Chapter 4

Data Simulation and
Description

In this chapter a description is provided of how the Monte Carlo cvent sam-
ples arc obtained. Then the general characteristics of the Monte Carlo events
arc comparcd with those of the ZEUS data.

4.1 The Monte Carlo Event Samples

When onc chooses & random number n, which lics between say 1 and m, ac-
cording, to a probability distribution P(n) onc cssentially throws a weighted,
m-sided, dic. For this reason, computer programs which rely on random
numbecr gencration have come to be known as Monte Carlo programs. In
order to simulate high cnergy physics data these dice must be thrown many
times in many subcoutines but it is possible to group these routines into two
main programs; the cvent gencrator, and the detector simulator.

4.1.1 Event Generation

As shown in Figures 1.1(a) and (¢) hard photoproduction in the LO QCD
picturc has cxactly two hard partons in the final state. However we know
that gluons arc radiated from the quark and gluon lines and that in addition
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photon radiation can occur from the lepton and quark lines. This parton
shower process ends with the transformation of the coloured partons into
colourless hadrons which can then decay, producing even more partticles, In
fact, at HERA cncrgics around 50 final state particles arc produced per hard
photoproduction cvent. How then, is one to make a confrontation with the
LO theory which predicts exactly two hard partons in the final state?

Owing to the large probability that interactions occur at low momentum
transfcr, the global cvent characteristics will actually closcly follow thosc of
the parent partons. However, any detailed study of the final state roquires
some understanding of the parton showering, hadronization and decay pro-
cesses. The parton showering proccsses can in principle be calenlated per-
turbatively where the branchings arc of sufficiently hard scale. However in
practice, few calculations arc available beyond order a2 while typical hard
photaproduction cvents contain around 10 of such parton branchings. The
hadronization proccss which occurs at large valucs of a, cannot, cven in
principle, be calculated in perturbative QCD.

The solution to this problem lics in the factorization property of QCD. It
is possible to calculate scparately just the hard subprocess cross scction using
perturbative QCD. Then the probability distribution for the initial and final
state parton showers can be evolved beeween the hard scattering seale and the
badronization scalc according to the GLAP evolution {scc Scet. 1.2). The
probability distributions for the final state particles with respect to their
parcnt partons must be obtained from a phenomenological model. In the
Lund string modcl (65}, for instance, the colour ficld between two colotred
partons is thought of as a string which cxtends as the partons move apart
until its tensile encrgy is high cnough to provide masses for two (or morc)
ncw partons. Eventually all of the coloured partons are associated by strings
into colour singlet states which do not have sufficient invariant mass to break
apart. Thesc arc the final statc badrons. The Luad string modecl has proven
very successful in deseribing experimental data [66].
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A computer program is idcally snited to gencrate separate cvents by
choosing a “random™ final statc configuration weighted by the hard cross
section probability disteibution, the parton showering probability distribu-
tions and the hadronization probability distributions.

We bave used the PYTHIA [67, 68) Monte Carlo program to generate hard
photoproduction evcats. The minimum scale of the bard subprocess is sct
by restrictiog the transverse momentum, |fz|, of the two outgoing partons
to |pr] > 2.5 GeV. The parton distributions of the proton are generated
according to the MRSA [69] parametrizations. LO resolved photon cvents
arc gencrated using the GRV [21] parton distributions for the photon. LO
dircet cvents are gencrated separately and combined with the LO resolved
processes. We shall refer to three PYTHIA samples in the following. The
“non-singlet™ sample contains the standard QCD processes which procced
via quark or gluon propagators. The “singlet™ sample contains only the LO
resolved process of quark-quark scattering via 4/2° or W# (clectroweak)
cxchange. There is finally a “mixcd” sample which consists of 90% of the
non-singlet sample with 10% of the singlet sample. Thus the mixed sample
containa clectrowcak exchange processcs at two orders of magnitude higher
cross section than they arc expected to occur from the cstimation {afa,)? ~
0.001. This is donc in order to simulate a possiblc strong colour singlct
cxchange process which is not implemented in PYTHIA.

4.1.2 Detector Simulation

The responsibility of the PYTHIA program cnds when the gencrated cvent

consists of leptons and hadrons including the relatively short-lived A%, 9, A®, ...

particlcs. The lifetimes of these particles is such that they may decay within
the volume of the ZEUS detector. Therefore their interaction in the ap-
paratus must be taken into consideration. This is the respongibility of the
detector simulation program MOZART (Monte Carlo for ZEUS analysis re-
construction and trigger).
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MOZART is an extensive software program which uses the GEANT |70
package of detector description and simulation tools. MOZART contains a
detailed deseription of all of the dotector component materials and positions.
In fact, Figure 2.2 of the ZEUS detector was generated using MOZART.
MOZART simulates the passage of gencrated particles through the ZEUS
detector including the jonization cncrgy loss in the tracking chamber, the
random chanee of coergy loss into dead material and the smearing of the
cocrgy resolution as a particle showers in the calorimcter. These processes
arc all statistical in nature and bandled with random number generation on
a probability distribution. Thus detector simulation codc is also referred to
as a Monte Carlo program.

The output of MOZART cousists of the tables of information of what
wires were hit, which calorimoter cells contained what energy, ctectera, These
tables are formatted in cxactly the same way as the information read out by
the ZEUS detector from an actual HERA event. Thus the reconstruction
programs which find tracks from the hit pattern, or jets from the pattern of
cncrgy deposits in the calorimeter, do not know whether an analyzed cvent
is simutated or data. Thus it is possible to do a complete analysis in parallel
on Monte Carlo and on HERA data. In this way theoretical predictions
as implemented in the cvent gencration code may be compared direetly to
mecasured data.

There is a sccond way to use the generated events which have been passcd
through the detector simulation. The rclationship between the Monte Carlo
detector-level distributions and the Monte Carlo badron-level distributions
can be used to correct the data for the detector offects and to produce what
is called a badron-level measurement. This measurement may then be com-
pared with differcot theoretical models (which may not have been imple-
mented into a Monte Carlo cvent generator).
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4.2 Monte Carlo Description of Data

The measured gap-fraction will be interpreted through comparison with the
gap-fractions of the Monte Catlo event samples described in the previous
scction. In addition the non-singlet and the mixed samples will be used
to determine the cfficicacy of the sclection criteria and the acecptance and
smearing of the devector on the reconstructed quantitics. Therefore an ad-
cquate description of the cvent propertics must be provided by thesc two
samples. The singlet sample has very different event characteristics from the
data and will not be used in determining the detoctor accoptance. In the
following figurcs the data are compared to the non-singlet sample and the
singlet sample. The mixed sample is very similar to the non-singlet samplc
cxecpt at large Ay and low multiplicity. Thercfore this sample is not shown
in general. A black dot indicates ZEUS data. The non-singlet PYTHIA
sample is shown as an open circle and the singlet sample is shown as stars.
Unless otherwise noted, the Monte Carlo samples are normalized to the (in-
clusive) number of cvents in the data and N on the vertical axis shows the
number of ¢vents per bin,

4.2.1 Selection Criteria

Global calorimetric cnergy sums arc shown in Figure 1.1. The cnergy de-
posited in the FCAL, Ercay, is shown in Figure 1.1(a). The data cxhibit a
tail to very high values of Erc4y which is not reproduced by cither Monte
Carlo sample. This forward energy discrepancy has previously been obscrved
by both the H1 [71] and the ZEUS [72] collaborations. It is thought to be
related to multiple interactions of the photon and proton, which arc not
simulated in the PYTHIA samples used here. (A small sample of PYTHIA
cvents with multiple interactions is used in comparisons with the corrected
data in Sect. 6.1.) However the FCAL cncrgy discrepancy docs not pose
a critical problem for this analysis as it is concentrated in a parrow conc
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Figurc 4.1: Globalenergy sums. The ZEUS data are shown by black dots. The prediction
by the PYTHIA sample with no colour singlet exchange events (the non-singlet sample) is
shown by the open circles and the predietion by the PYTHIA sample with only electrowsak
quark-quark scattering {the singlet sample) is shown by the stass. In (a) the distribution of
the total energy deposited in the FCAL is shown, In (b} the distribution of the transverse
energy outside a cone of 10° is shown. In () one sees the distribution of the energy
deposited in the BCAL and in (d) one sees the distribution of the energy deposited in the
RCAL.

about the forward dircction. Figure 1.1(b) shows the summed coll trans-
verse energics for cells which bave an angle of morce than 10° from the r-axis,
ETONE, The sclection criteria choose cvents with EGONE 5 8 GeV and the
data exhibit a tail out to EFOVE ~ 50 GeV. The ESONE diguribution is well
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deseribed by the non-singlet sample. The BCAL encrgy, Ep: 4y, is shown
in Figure L1(c). In the data and the non-singlet sample the average event
deposits about 8 GeV of cnergy in the BCAL, however in the singlet samplc a
large fraction of cvents deposit < 2 GeV of cnergy in the BCAL. The RCAL
encrgy distribution is shown in Figure 1.1(d). Egeayg is well describod by the
non-singlet sample. Global cncrgy sums are used at the first and sccond lovel
triggers to accept hard photoproduction events. The good description of the
global encrgy sums by the non-singlet (and mixed) samples mecans that we
can usc these samples to determine the cfficiencics of these triggers.

Another important quaatity which is used in sclecting the sample ac
both the SLT and TLT levels is ysp. The yy5 distribution is shown in Fig-
ure 1.2(a). The ysp distribution shows that the sclection cuts favour events
where half or more of the momentum of the ¢* is transforred to the almost
real 5. The yyp distribution is also well deseribed by the non-singlet sample.

For events in which the ¢* is detected in the ¢+ LUMI detector one may
cstimate y directly using the scattered positron cncrgy £ and the incoming
positron cuergy E, according to, yruay = (E. - E,)/E.. The corrclation
between y;p and yyia; is shown in Figures 1.2(b}, (¢} and (d) for the data,
the non-singlet sample, and the singlet sample respectively. That yyp is
well corrclated with yppa; in the data, and that the simulations describe
this corrclation, inercasc our confidence that there is little background in the
data.

The other quantities which arc used in the offlinc cleaning cuts (scc
Scet. 3.2) arc shown in Figure 1.3. The distribution of v for events with
a scattered ¢* candidate in the calorimeter and the distribution of the num-
ber of rear pointing tracks arc well described by the non-singlet Monte Carlo
samplc ag can be secn in Figures 4.3(a) and {b). Likcwisc onc can sec from
Fignres 1.3(c) and (d) chat the distribution of the opening angle between two
tracks in cvents with only two tracks and the distribution of the relative miss-
ing transverse momentum are also well described by the non-singlet sample.
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Figurc 1.2: y;5 and y;p versus gris;. The ZEUS data are shown by black dots.
The prediction by the PYTHIA non-singlet sample is shown by the open circles and the
prediction by the PYTHIA singlet sample is shown by the stars. In (a) the distribution
of ys5 is shown. One sees the correlation between ysn and yrpap for the subsample of
events in which the scattered et is detected in the e* LUMI detector in {b). () and (d)
for the data, the non-singlet sample and the singlet sample respectively,

Thercfore it is appropriate to usc the non-singlct sample in understanding
the effect of the cleaning cuts on the data.

The vertex distributions are shown in Figures 1.1 and 1.5. The Monte
Carlo programs have been tuned to describe these distributions but there is
a slight overestimation of the tail to large = values. Also the data arc shifted
slightly from the nominal = and valucs, and this is not described by the
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Figurc 1.3: Cleaning quantitiss. The ZEUS data are shown by black dots. The prediction
by the PYTHIA nop-singlet sample is shown by the open circles and the prediction by
the PYTHIA singlet sample is shown by the stars, The disteibution of g, for events with
a scattersd et candidate in the calorimeter is shown in (a). In (b} one sees the number
of 1eaz pointing tracks. In (c) one sees the distribution of the cosine of the opening angle
between the iwo tracks for events which have only two tracks and (d) shows the relative
missing transverse momentum, o3|/ vET.

Monte Carlo samples. These shifts however, do not result in a poor deserip-
tion of thc angular distributions of the jcts as will be shown in Scct. 1.2.3.
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Figurc 1.1: The r position of the vertex. The ZEUS data are shown by black dots.
The prediction by the PYTHIA non-singlet samiple is shown by the open circles and the
prediction by the PYTHIA singlet sample is shown by the stars.
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Figurc 1.5: The r position of the vertex is shown in (a) and the y position of the vertex
is shown in (b). The ZEUS data are shown by black dots, The prediction by the PYTHIA
non-singlet sample is shown by the open circles and the prediction by the PYTHIA singlet
sample is shown by the stars.
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4.2.2 Jet Profiles

The differcnces between the two Monte Carlo samples and the data are casily
visualized with jet profiles. We scloct the two highest Ej* jets and the jot at
higher ¢ is referred to ag the leading jot while the jot at lower 57 is called
the trailing jet. The jet profile geometry for the crailing jet is illustrated in
Figure 1.6. The ¢ profilc is madc by plotting §9° = e — piet, weighted

Figurc 1.6: Jet profile geometry for the trailing jet. Black dots show the final state
particles. The two jets are shown as circles. The vertical and horisontal shaded bands
show the regions of the phase space included in the jet profile with respect to S5 and
with respect to 5! respectively.

by the cell transverse cncrgy, S, for cclls within one radian in ¢ of the
jet centre. Similarly the ¢ profile is made by plotting sp™* = ! — piet
weighted by the ccll transverse coergy, for cclls within one unit of n of the
jet centre.

Figurc 1.7 shows the jet profiles for the data in black dots. The jots are
bighly collimated and the jet pedestal is slowly rising with 5. The PYTHIA
predictions according to the non-singlet and singlet samples are shown as the
solid and dashed histogeams respectively. The non-singlet sample describes
the data well. There is, however a small discrepancy in the forward dircction
of < .5 GeV per unit §y. This is the aforementioned forward cnergy discrep-
ancy (we refer to the discussion of Figure 1.1). The jets of the singlet sample
arc morc collimated than the data jets, and they bave a lower jot pedestal.

The high degroe of collimation of the colour singlet jets is to be expocted
of course, and there are two rcasons for it.

30 CHAPTER 1. DATA SIMULATION AND DESCRIPTION

First of all colour singlet cxchange cvents are cxpected in general to have
less radiation into the central rapidity region. This was argued in a general
way in terms of gluon bremsstrahlung from accelerated colour charges in
Scct. 1.4. With Moote Carlo cvents it is possible to describe this phenomena
preciscly, in terms of the Lund string model! (in the hard scattering contre of
mass frame for simplicity). In colour singlet cxchange cvents cach outgoing
parton is associated via a Lund string with the remnant jet closest to it in
rapidity. Therefore the colour field in the ceatral rapidity region contains
little encrgy for the production of hadrons. However in non-singlet cxchange
cither cach parton is connected via a Lund string to the remnant jet which
is moving in the opposite direction, or the two partons are conneeted to cach
other, and the two remnant jets which arc moving opposite to cach other in
rapidity arc conneeted together. Either way a lot of encrgy is contained in
the colour ficld in the central rapidity region and there will be considerable
radiation of hadrons there.

The sccond reason that the jots of the singlet sample arc cxpected to be
more collimated, is that the singlet sample contains only quark jets in the
final state. Gluon jets, which we know at least to be preseat in the non-singlet
sample, give risc to less collimated jets [73).

In Figurc 1.8 the profiles arc shown just for the Ap > 3.5 subsamplc of
cvents. The agroement by the non-singlet sample is still good at large Ay,
The high degree of collimation of the singlet jets is still appareat.

In Figurc 1.9 the profiles arc shown for the Ay > 3.5 gap candidate
cvents. By comparing with Figurc 4.8 onc can clearly scc the suppression
of cacrgy flow into the rapidity region botween the leading and trailing jots.
This is well reproduced by the gap-candidates of both the non-singlet and
singlct samples.

"The argument relies of course. on the dominance of low angle scattering in the t-
channel.
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Figure 1.7: Jet profiles for the leading and trailing jets. The data are shown as biack
dots. The prediction of the PYTHIA sample with no colour singlet exchange (the non-
singlet sample) is shown by the solid line. The prediction by the PYTHIA sample with
only electroweak quark-quark scattering (the singlet sample) is shown by the dashed line.

Figure 1.8: Jet profiles for the leading and trailing jets, for the subsample of events with
An > 3.3. The data aze shown as black dots. The predictions of the PYTHIA singlst and
non-singlet samples are shown by the solid and dashed lines respectively.
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4.2.3 Jet Angle and Energy

Figure 1.10 shows the 9*' and EF* distributions of the Irading and trailing
jets. The leading jot n’¢* distribution is peaked in the FCAL at 7~ L.75
and the trailing jet 9% near the BCAL / RCAL interface at n ~ -08.
The non-singlct and singlet samples both have 7 distributions which arc
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Figure 1.9: Jet profiles for the leading and trailing jets, for the gap candidate events
with An > 3.3. The data are shown as black dots. The predictions of the PYTEIA singlet
and non-singlet samples aze shown by the solid and dashed lines respectively.

0 15 20
TRAILING JET E (Gov)

Figurc 1.10: The distributions of p** and E}** for the leading sad trailing jets. The
ZEUS data are shown by black dots. The prediction by the PYTHIA sample with no
colour singlet exchange events (the non-singlet sample) is shown by the npen circles and
the prediction by the PYTHIA sample with only electromeak quark-quark scattering {the
singlet sample) is shown by the stars.

very similar to the data. The transverse encrgy distributions of the lcading
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and trailing jets fall approximately exponcntially from the threshold value.
The leading jet Ef* distribution cxtends to higher valucs than the trailing
EF* distribution. This is duc to the higher forward jet pedestal. Both EF*
distributions arc well described by the nop-singlet sample. The singlet sample
docs not agree with the data in the EF" distribution. It has rclatively higher
EF* jets.

The EF* distributions arc shown in four bins of Ay in Figure 1.11.
Particularly for the trailing jet, the Ef-’ * distribution gets softer as An in-
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Figure 111 The E;." distribution of the leading and trailing jets in fouz bins of Ay
The ZEUS dats are shown by black dots. The prediction by the PYTHIA pon-singlet
sample is shown by the open citcles and the prediction by the PYTHIA singlet sample is
shown by the stars,

creascs. This would cnhance the migrations across the E3* > 6 GeV bound-
ary. Nevertheless this B behaviour is well described by the non-singlet
Monte Carlo sample, so these migrations should be properly accounted for
in the corrected distributions.
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The boost, or average jot pscudorapidity, 7, is shown in Figurc 1.12(a).
The data arc strongly boosted in the proton direction so 77 peaks at the kine-
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Figure 1.12: The distribution of § is shown in {A) and the distribution of A is shown in
(b). The ZEUS data are shown by black dots. The prediction by the PYTHIA non-singlet
sample is shown by the open circles and the prediction by the PYTHIA singlet sample is
shown by the stars.

matic limit, 7 = 0.75. Both Monte Carlo samples describe this distribution,

The An distribution is deseribod by the non-singlet sample as shown
in Figure 1.12(b), although there are somewhat too fow cvents at large Ay,
(This is partly duc to a lack of gap events at large An which is to be discussed
in Scet. 5.1.1.) The singlet sample docs not providc a good description of
the data,

The global cvent propertics are well simulated by the non-singlet Monte
Carlo sample. We reitcrate that the mixed sample has cssentially the same
distributions of the global cvent propertics as the non-singlet sample. The
narrower jets of the singlet sample show up as significantly different global
cnergy distributions for this sample.

4.2.4 Island Angle and Energy

We have measured the multiplicity of E#*nd > 950 McV islands between the
jet concs in order to sclect gap cvents. We must therefore understand the
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Eyted and ytd distributions in order to correct for the migrations arross
the gap definition.

The distribution of the island position with respect to the jot centre for
islands with EP*"¢ > 250 MeV is shown in Figure 1.13. This is a multiplicicy
jet profile in contrast to the transverse encrgy weighted profiles discussed in
Section 1.2.2. The multiplicity profiles show the same gradual risc in the
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Figurc 1.13: The distributions of 57" and 87" with respect to the centres of
the leading and trailing jets. The data are shown as black dots. The prediction of the
PYTHIA sample with no colour singlet exchange (the nnn-singlet sample} is shown by
the solid line. The prediction by the PYTHIA sample with only electroweak quark-quark
scattering (the singlet sample) is shown by the dashed line.

platean of the jet going from the rear of the detector to the forward rcgion.
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Again the non-singlet sample describes the data woll although it is slightlv
more collimated and slightly undcrestimates the platcau region and again
the singlet sample is much more collimated than the data and significantly
underestimates the island multiplicity in the platcan region.

The Ep‘e? distribution for the maximum E¥“™ between the jets is
shown in Figurc 1.14(a). The PYTHIA sample which contains 10% of colour
singlet cxchange proccsses (the mixed sample) is introduccd for the fiest time.
It is represented here (and in the following) as the solid line. The data are
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Figurc 1.11: The Ejf"**¢ distribution of the maximum Eft'an4 icland between the jets.
Tbe ZEUS data are shown by black dots. The prediction by the PYTHIA sample with no
colour singlet exchange events (the nou-singlet sample) is shown by the open circles and
the prediction by the PYTHIA sample with only electroweak quark quark scattering (the
singlet sample) is shown by the stars. The pradiction by the PYTHIA sample with 10%
of electroweak exchange processes (the mixed sample) is shown by the solid line. In (a)
the distribution is shown for all events and in (b) the distribution is showa just for the
subsample with Ap > 3.3,

cxponentially peaked toward® Efl™ = ¢ GeV with a tail which extends to
Eptend ~, { GeV. This distribution is well described by the non-singlet sam-
ple. The Jow hadronic activity between the jets of the singlet sample gives
rise here to an Ee™ distribution which is cven more soft.

*The noise in the calorimeter can have energies of up to 100 MaV so islands with
Et'and < 100 MeV can effectively be ignoted.
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Figure 1.11(b) shows the E4#*™d distribution for the Ay > 3.5 subsample.
Here the agreement between the data and the non-singlet sample at last
breaks down. The data have morc cvents at Ej*™ ~ 0 GeV than can be
described by the noa-singlet sample. The non-singlet Efe™ distribution is
concentrated at low valucs of Eff*. This is the first hint wc have that
there are some colour singlet exchange cvents in che data. In fact the mixed
sample which contains 10% colour singlet exchange cvents provides the best
doscription of the data at low Ejen.

Of coursc, another possibility to cxplain the discrepancy betwoen the
non-singlet sample and the data is that the Ey~¢ resolution is incorrectly
modelled in MOZART. If, for instance, MOZART undcrestimatcs the fluc-
tuations of E}*4* > 300 McV hadrons into Ep™ < 300 McV islands we
could obtain the discrepancy shown, with disastrous implications for our un-
derstanding of she fluctuations acroes the gap definition. However, given
the good agreement between the non-singlet sample and the data in Fig-
ure 1.11(a) this would somchow have to happen preferentially at large Ay.

The CTD provides another indication that the discrepancy in the Ejend
distribution is rclated to a difference in the underlying Ed*# distributions
and not an artifact of the detector. Figures 1.15(a) and (b) show the plrc
distribution over all An's and for Ag > 3.5 respectively. The same gencral
features arc obscrved. In particular, at large An the data have morc cvents
at py** ~ 0 GeV than arc modelled in the non-singlet sample. The mixod
sample provides a better description there.

In summary, a satisfactory description of the data by the non-singlct and
mixed samples has been achicved. The discrepancics occur only in regimes
where now physies is expected to appear. We thercfore proceed in the next
seetion to estimate cfficicacics and resolutions using these samples.
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z

Figure 1.15: The pif* distribution of the maximum pf *** track between the jets, The
ZEUS data are shown by black dots. The prediction by the PYTHIA non-singlet sample
is shown by the open citcles and the prediction by the PYTHIA singlet sample is shown
by the stars. The prediction by the PYTHIA mixed sample is shown by the solid line. In
(a) the distribution is shown fot all events and in (b) the distribution is shown just for the
subsample with An > 3.5.

4.3 Efficiency and Resolution

Efficiency is dcfined here to mean the fraction of the hadron-level events
which arc reconstructed and accepted as detector-level events. The cfficicncy
of cach stage of sclection is shown in Figures 4.16 and 1.17 in four bins of the
hadron-level Ag. The efficicncy according to the mixed samplc is shown as
black dots and according to the non-singlet samplc as open circles. The first
columa of the figurcs shows the cfficicncy for gap events, the sccond column
the cfficicncy for the inclusive sample. The cfficiency of the FLT docs not
depend on whether or not there is a gap in the cvent and is better than
#5% over the full range of Ay as shown in the first row of Figure 1.16. The
cfficicncy of the SLT is 100% according to the simulation (oot shown). The
TLT cfficicacy is about 85% lcading to a cumulative cfficicacy for the three
onlinc triggers which is around 80% as shown in the third row of Figurc 1.16.
This efficicncy is independent of whether or not there is a £ap in the final
state, and is the same for the mixed and non-singlet samples.
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Figurc 1.16: The FLT efficiency is shown in the first row and the cumulative trigger
efficiency (up to the TLT) is shown in the second row. The sfficiency for hadron-level gap
events is shown in the left columa and the inclusive efficiency is shown in the right colume.
The efficiencies according to the standard PYTHIA sample (the non-singlet sample) are
shown as open circles and the efficiencies according to the PYTHIA sample with 10%
colour singlet exchange processes (the mixed sample) are shown as black dots.

The cumulative cfficiency up to the offline clcaning cuts is shown in the
first row of Figure 4.17. The offlinc cleaning critcria are greater than 95%
cfficicnt and the cumulative efficiency is 75% or better over the range of Ar.

The sclection of the calorimeter jets represents the least cfficient stage
of the sclection. It is only about 70% cfficient and therefore the cumulative
cfficicacy after the jet-finding is about 10% as shown in the second row of
Figure 1.17. This is largely duc to the resolution of Ej* which (as will be
shown in Figure 1.18(a)) is 12%. The EJ" distribution is steeply falling, so
there are large migrations both into and out of the sclected sample across
the E* cut. The cumulative cfficicncy predictions from the mixed and non-
singlet samples arc consistent,

Figure 1.18 shows the kinematic resolutions according to the mixed Monte
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Figurc 1.17: The first row shows the cumulative efficiency up o the offline cleaning
criteria and the second row shows the cumulative efficiency up to the definition of the
teconstructed jets. The efficiency for gap events is shown on the Ieft and the sfficiency for
the inclusive sample is shown on the right. The non-singlet sample efficiencies are shown
as open circles and the mixed sample sfficiencies are shown as black dots.

Carlo sample compared with the results of gaussian fits. The resolutions
from the non-singlet samplec are the same (within the displayed crrors). It
is becausc of the shift of -16% in the reconstructed Ef* value (shown in
Figure 1.18(a)) that the minimum EJ* valuc is 5 GcV in the sclection of
cvents at the detector level as described in Sect. 3.2, as compared 1o E3 >
6 GeV which is the kinematic regime of the cross scctions (describod at
the cnd of Sect. 1.1 and again in Sect. 5.2). The y resolution is shown in
Figure 1.18(b). There is a shift of -20% and therefore the cross-scctions
arc calculated in the range 0.2 < y < 0.85 whilc the cut applied to Yy 18
0.15 < yy5 < 0.7.

The hadronic cnergy losses which affect the E3* and ysp measurements
by the calorimeter occur for several reasons. For instance low pr charged par-
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Figure 1.18: Resolutions of the kinematic variables, according to the PYTBIA sample
which contains 10% of colour singlet exchange processes {the mixed sample}. The resolu-
tion of E5"' is shown in (a), the resolution of y is shown in (b). the resolution of p/** is
shown in (c). the resolution of Ap is shown in {d). the resolution of 7 is shown in {e) and
the multiplicity resolution is shown in {f). The dashed {solid) vertical lines in (d) show
the bin width chosen for the uncorrected (cotrected) An distributions.

ticles in a jet of hadrons may be bent by the magnctic ficld such that they do
not reach the calorimeter. Encrgy losses also occur in uninstrumented ma-
terial in front of the calorimeter. The energy losses observed in this analysis
arc consistent with those found in previous studics of hard photoproduction
cvents at HERA [26,71]

There is negligible shift in the measurement of the jet angular variables,
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as shown in Figurca 1.18(c),(d) and (c}), so the cut valucs arc the same a¢ the
hadronic and calorimeter levels. The bin-widths chosen for the uncorrected
and corrected An disteibutions arc shown by the inner and outer vertical
lines in Figure 1.18(d) respoctively.

The multiplicity resolution is shown in Figurc 1.18(f). The number of
islands between the jets is well corrclated with the number of hadrons, how-
cver there will be migeations into and out of the gap sample duc to the width
of this distribution.

In Figurc 1.19(a) we show the resolution of ghedr" for the highest trans-
verse cnergy hadron in the rapidity interval between the jets. {Oaly cvents
which bave a particle between the jets of Ebtfon 5 150 McV at both the
badron and detector levels arc shown.) This distribution is fit to the sum of
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Figurc 1.19: The resolution of g*e® ™ according to the PYTHIA mixed sample is shown
in (a) and the resolution of £4*4 according to the PYTHIA mixed sample is shown in

(b).

a wide and a aarrow gaussian distribution. We assume that the wide gaus-
sian reflects incorrect island-hadron associations and that the truc position
resolution is given by the widih of the narrow gaussian which is about 0.01.
For the subsample of these events which have a hadron associated with an
island with a position resolution of 0.0] or beteor the Ebvdros resolution is



1.3 EFFICIENCY AND RESOLUTION 65

shown in Figure 1.19(b). The Ef*" threshold is sct lower than the Ekréren
threshold to account for the shift in this distribntion.

Figure 1.20 shows the g7 and Ehv¥= resolutions for the eritical high
An > 3.5 subsample. Thesc arc consistent with the resoliutions obtained for

the inclusive sample.
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Figurc 1.20: Resolution of the island angle and energy according to the mixed Monte
Carlo sample for the subsample of events with An > 3.3. The %% " recslution is shown
in (a) and the E2*** resalution is shown in (b).

In summary the trigger cfficicncics arc quite high. The worst loss of
cfficicncy occurs in the jet-finding stage of the cvent selection. However this
can be understood in torms of the resolution of the jet angular and cnergy
distributions. All of the mcasured detector-level quantities are rcasonably
well correlated with their associated hadron-level quantitics.

Chapter 5
Results

Resules arc obtained in the first section of this chapter by dircet comparison of
the measured gap-fraction with the detector-ievel Monte Carlo gap-fraction.
In the sccond scction of this chapter the Monte Carlo samiples are used to
correct the measurcd gap-fraction for detoctor cffects to obtain a hadron-level
measurcracot.

5.1 Results from Uncorrected Data

The regulta from the uncorrected data distributions can be obtained from
the gap-fraction or directly from the multiplicity distributions.

5.1.1 Multiplicity

We first cxaminc the island multiplicity which is used to define the £ap cvents.
The number of islands in the rapidity interval between the jet concs which
have Eytlesd 5 250 MecV is shown in Figure 5.1 in four bins of An. The data
arc shown as black dots, the open circles reprosent the non-singict sample,
and the stars show the singlet sample, as in previous chapters. The mixed
Monte Carlo sample is shown as the linc histogram.

The average multiplicity inercases with Ay but there is still a large num-
ber of cventa in the data with zcro multiplicity at Ag > 3.5. The Monte
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Figure 5.1: The island multipliity distributions in four bins of An. The data are shown
as black dots. The prediction by the PYTHIA events with no colour singlet exchange (the
non-singlet sample) is shown by open circles and the prediction by the PYTHIA sample
which contains only electroweak quark quask scattering (the singlet sample) is shown by
stars. The solid line shows the prediction of the PYTHIA events with 109 of colour singlet
sxchange processes (the mixed sample).

Carlo samplcs fail to describe the data. No model can reproduce the tail to
large multiplicity. This effcct might be accounted for by radiation from the
propagator which is not simulated in the Monte Carlo [11,75, 76], or by the
aforcmentioned multiple interaction processcs which arc also not simulated
in these samples.

In addition, the non-singlet sample shows too fow n'*/*"d = 0 cvents at
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An > 3.5. An addition of 10% colour singlct cvents is able to describe this low
cnd of the multiplicity distribution as shown by the mixed sample!. However
the mixed sample overestimates the number of n®#*f = ( cvents with 3.0 <
An < 3.5. Thesc clectroweak cxchange quark quark scattering proccsses with
no simulation of multiple interactions arc clearly not the perfect model for the
colour singlet proccsscs of the data. This mixed sample will therefore only
be used to get a rough cstimate of the pereentage of colour singfet exchange
processcs in the data. Tts most important usc is in cstimating the cffocts of
detector smearing to be discussed in Sect. 5.2.2.

We check the observation from the island multiplicity that about 10% of
colour singlet exchange proccsses occur in the data by looking at the charged
particle multiplicity. Figurc 5.2 shows the multiplicity of CTD tracks with
pr > 250 McV. These distributions also indicatc the need for some colour
singlct process in order to describe the number of low multiplicity cvents at
large An in the data.

In summary the multiplicity distributions can be interpreted as indicating
that the data contain colour singlet cxchange processes at a rate of about

10%.

5.1.2 Gap-Fraction

The distribution of the number of gap cvents as a function of Ag is shown
in Figurc 5.3(a). Here as throughout the solid dots represcnt ZEUS data,
the open circles the non-singlet Monte Carlo samplc, the stars represent the
singlet Monte Carlo sample and the line shows the mixed sample. The Monte
Carlo distributions arc normalized 1o the total number of cvents (indepen-
dent of whether there is a gap or not) in the data. The number of cvents
in the data exbibiting a gap falls steeply with Ag. However the expeetation

' This observation is of course related to the data having mots events where the Ejtland
of the maximum Ej'™¥ icland is low. It is worth reiterating that the threshold of
E3#'en¢ 5 230 MeV which is used in determining the island multiplicity is well moljvated
thearetically [36, 37, 48, 49].
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Figurc 5.2: The chdrged multiplicity distributions in four bins of Afn. The data are
shown as black dots. The prediction by the PYTHIA non-singlet sample is shown by open
circles and the prediction by the PYTHIA singlet sample is shown by stars. The snlid line
shows the prediction of the PYTHIA mixed sample.

from the PYTHIA non-singlet sample falls morc stecply than the data, signif-
icantly undercstimating the number of gap cvents at large An. The PYTHIA
sample with a mixture of [0% of cloctrowcak boson cxchange can account
for thc number of gap cvents in the data at large Ay, However this sample
significantly overcstimates the number of gap cveats at low An. Thesc arc
cssentially the same obscrvations which have been made from the ni*™d and
Elnd distributions.
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Figurc 5.3: The uncorrected Ay distribution for gap candidates is shown in {a) and (b)
shows the uncorrected gap-fraction. The data are shawn as hlack dots. The prediction
by the PYTHIA non-singlet sample is shown by apen circles and the predictinn by the
PYTHIA singlet sample i shown by ctars. The solid line shows the pradiction of the
PYTHIA mixed sample.

By taking the ratio of Figurc 5.3(a) to Figure 1.12(b}, the gap-fraction
shown in Figurc 5.3(b) is obtaincd. The gap-fraction falls cxponentially out
to An ~ 32. Thercafter it lovels off at a valuc of roughly 0.08. Thus
the uncorrected gap-fraction exhibits the two componcnt behaviour which
is expected to indicate the presence of colour singlet exchange processes as
described in Scct. 1.1 In the region of the cxponential fall, 2 < Ap < 3.2,
the data arc quite well described by the non-singlet sample. It is cxpected
that at low An the dominant contribution to the gap-fraction is from mul-
tiplicity fluctuations ic non-singlct cvents and this expectation is supported
by the reasonably good description of the gap-fraction for An < 2.6 by the
non-singlet sample. However the non-singlet sample docs slightly overesti-
mate the fraction of gap cvents here. It is cxpocted that some addition of
multiple intcraction cvents into the non-singlet simulation would accouat for
this discrepancy. In the platean region of the gap-fraction, Ay > 3.2, it is
expected that the dominant mochanism for gap production is from colour
singlet exchange processes. This cxpectation is borne out by the behaviour
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of the singlet sample, which cxhibits a relatively flat gap-fraction, and by
the mixed sample, which ran deseribe the platcau of the data. In contrast
the non-singlet sample fails to describe the flat region in the data, falling
approximately cxponentially over the whole mcasured range of Ay,

The mixed sample overestimates the gap-fraction particularly in the in-
termediate region 2.6 < Ag < 3.2. Recall that we arc awarc of two possible
shortcomings of this simulation. The first is the abscnee of multiple interac-
tions and the sccond is the absence of any gluon jets. Either of these cffects
could cxplain the discrepancy at intermediate As.

The obscrvation of an cxcess in the uncorrected gap-fraction, over the
predicted gap-fraction in the non-singlet sample, is important as it suggests
that gaps arc being produced in the data by mechanisms other than what
is simulated by the standard Monte Carlo cvents. It is imperative to assure
that this distribution has not ariscn duc 1o some unexpected behaviour of
the detector. In the following, three uncorrected gap-fractions (mcasured in
four A bins) arc shown which havc incrcased our confidence in the obscrved
cxcess.

Figures 5.4(a) and (b) show the N** distribution and the gap-fraction
(respectively) resulting from using the charged multiplicity to definc a gap.
A gap cvent is theo defined has having no tracks of pf** > 250 McV in
the rapidicy interval between the jets. The gap-fraction docs also show a
deviation from an expoucntial fall although it is morc difficult to sce this here
since the gap-fraction obtained when onc ignores neutral particles between
the jets is quite high over the cntire Ap range. Once also sces the excess of
gaps in the data at large Ay over the cxpectation from standard PYTHIA
processes.

As previously shown in Figurce 1.18(f), smearing of the multiplicity re-
construction can allow fluctuations of about one particle into and out of the
rapidity interval. We present in Figure 5.5 the raw rosults where a gap has
becn defined as < | island. There is very little smearing across this gap defi-
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Figurc 5.1: The Ay distribution for gap events where a gap is defined as no tracks with
A% 5 230 MeV is shown in {a). The corresponding gap-fraction is shown in {b). The
data are shown as black dots. The pradiction by the PYTRIA non-singlet sample is shown
by apen circles and the prediction by the PYTHIA singlet sample is shown by stars.

nition. (We have lowered the E'*™ threshold to 200 McV because otherwise
the number of gap cvents is too high to sce any structure in the gap-fraction.)
The gap-fractions arc quite high throughout the Ay range, but onc can still
sce an cxeess in the data over the cxpoctation from the standard PYTHIA
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Fiﬁul‘c 5.5: The A distribution for gap events where a gap is defined as < 1 island with
Ejfend 5 200 MeV is shown in (a). The corresponding gap-fraction is shown in (b}, The
data are shawn as black dots. The prediction by the PYTHIA non-singlet sanple i shown
by opan circles and the peediction by the PYTHIA singlet sample is shown by stars,
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non-singlet sample.
The corresponding results from defining a gap as < | charged track are
shown in Figure 5.6. Herc onc also sces that standard PYTHL\ events un-

derestimate the fraction of gap cvents at large An.
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Figure 5.6: The Ap distribution for gap events where a gap is defined as < 1 track with
E$*<t > 200 MeV i shown in (a). The corresponding gap-fraction is shown in (b). The
data are shown as black dots. The prediction by the PYTHIA non-singlet sample is shown
by open circles and the prediction by the PYTRIA singlet sample is shown by stars,

Thesc disteibutions confirm that the cxecss of gap cvents ac large Ap in
the data as compared to the Monte Carlo cvents is not duc to a misunder-
standing of the calorimeter performance.

5.1.3 Summary of Uncorrected Results

The uncorrected gap-fraction cxhibits a two component behaviour, an ex-
poncntial fall at low An and a platcau at high An. It also indicates that
there is an cxcess fraction of gap cvents at Ap > 3.2 over the prediction
from standard QCD proccsscs. These two obscrvations indicate a nced for
colour singlct exchange proccsses in the data at a level of about 10%. We
wish to also make some interpretation of the data without reference to a
particular Monte Carlo modcl. Also, we wish to asccrtain whether the two
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componcnt behaviour of the gap-fraction conld be an artifact of the deter-
tor smearing and acceptance. Therefore we must correct the data for the
detector responsc.

Figure 5.7 gives an idea of the size of the detector correetions. In Fig.
ure 5.7 asterixes arc used to show the gap-fraction in the Monte Carlo sim-
ulations at the hadrop-level, before any detector smearing.  Figure 5.7(a)
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Figure 5.7: Gap-fractions at the detector and hadeon levels. In (a) the gap-fraction of
the noo-singlet sample is shown at the detector-leve] by open circles and at the hadron-
level by asterixes. In (b} the gap-fraction of the singlet sample is shown. The detactor-level
gap-fraction is shown by stars and the hadron-level gap-fraction is shown by asterixes.

shows the gap-fraction in the non-singlct model. Here no significant detee-
tor cffect is apparent, since the hadron-level and detector-level gap-fractions
arc in agroement (within the statistical crrors). We therefore feol that the
platcau in the uncorrected gap-fraction can not arisc as a detoctor offeet on
an original hadron-level exponential distribution. Figure 5.7(a) shows that
the detoctor docs not have a large effect on an exponentially suppressed gap-
fraction. However Figurc 5.7(b) shows that the gap-fraction for the pure
singlet sample is affected by the detector. Overall the detector tends to
lower the fraction of gap cvents. Therefore, in order to make a quantitative
intcrpretation of the platcan in the gap-fraction, corrections for the detector
rcsponse must be made. This is undertaken in the following section.
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5.2 Results from Corrected Data

The mixed and non-singlet Monte Carlo samples have boen used to correct
the data for all detector cffects, including acceptance, smearing and the shift
in the measurement of energics, in order to obtain a quantitative cstimate of
the amount of colour singlet exchange processes in the data. Cross sections
are determined and a gap-fraction is measured in four bins of Ay in the range
2<Anp< .

The cross section do/dAn for dijet photoproduction, ep — cyp — X,
where X contains at Jeast two jets of final state particles is measured in
the range 0.2 < y < 0.85 for photon virtualitics P? < { GeV?. The two
jets arc defined by a coue algorithm with a cone radius of 1.0 in y — ¢ and
satisfy E7" > 6 GeV and 97 < 2.5. The two jets of highest EX* satisfy
Ap > 2 and |5} < 0.75. The gap cross scction, doge,/dAn, is measured in
the same kinematic range, where a gap event has no final state particles with
transverse encrgy E2*4* > 300 McV between the jet cones. The corrected
gap-fraction f{An) is then obtained from the ratio of dap,/dAn to dofdAn.

5.2.1 Correction Method

The corrected croes scctions have been obtained by a bin-by-bin correction
method according to,

dofdAn = N(An)- C(Ag)- LI¥T .y (5.1)

where N(Ap) is the number of cvents measured in a An bin, ('(Ay) is the
correction factor, the ratio of the hadron-level to detector-level Monte Carlo
cross section in the Ay bin, £¥7 is the integrated luminosity uscd and the
factor of 2 comes from dividing by the bin-width.

The correction factors determined from the mixed (non-singlet) sample
are shown in Figure 5.8 as black dots (open cireles). The correction factors
vary smoothly between 1.6 and 1.3 and are not different for the two Monte
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Figure 5.8: The correction faclors for the inclusive cross section are shown in (a} and
the correction factors for the gap cross section are shown in {b}). (c) shows the eflective
eorrection factors for the gap-fraction. The correction factors aceording to the standard
PYTHIA sample (the non-singlet sample) are shown as open circles and the correction
factors according to the PYTHIA sample with 10% colour singlet exchange processes (the
mixed sample) are shown as black dots.

Carlo samples. The correction factors for the gap distribution arc shown
in Figure 5.8(b) and arc around 1.5. Here some difference between the two
samples can be scen with the mixed sample yielding higher correction factors
than the non-singlet sample. (This will be further discussed in the following.)
Effective correction factors for the gap-fraction arc shown in Fi igure 5.8(c).
The corrections largely cancel in this ratio. This suggests that they are
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primarily duc to the seleetion and reconstrietion of the jets and that the jots
arc similar in gap and non-gap cvents.

The correction factors are equivalently, the ratio of the bin-purity to the
bin-cflicicncy. The bin-purity is defined as the fraction of detector-lovel events
in a bin which are also hadron-level events in that bin. The bin-cfficiency is
the fraction of hadron-level cventsin a bin which arc also detector-level cvents
in that bin. Figurc 5.9 shows the bin-efficiency and bin-purity as obtained
from the mixed sample in black dots and from the non-singlet sample in
open circles. The bin-cfficiencics for the inclusive sample are 21% or higher
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Figure 5.9: The bin-efficiencies are shown in the first row and the bin-purities are shown
in the second row. The first col shows the subsample of events which are hadron.level
£8p events and the second column shows the inclusive sample of events. The non-singlet
PYTHIA sample is shown by the open circles and the mixed PYTHIA sample is shown
by the black dots.

according to both the mixed and non-singlet samples. The bin-cfficiencics
for the gap cvents arc 15% or higher according to both the mixed and non-
singlet samples. The bin-puritics are 31% or higher for the inclusive events
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according to both the mixed and non-singlet Monte Carlo samples. The bin-
purities for the gap cvents are 26% or higher according to the mixed sample,
and 21% or higher according to the non-singlet sample,

The bin-puritics and bin-cfficiencies for the inclusive cvents are the same
whether the mixed or non-singfct sample is used to obtain them. However
the bin-puritics and bin-cfBiciencics of the gap events arc somewhat different
depending upon which sample is used. This gives rise to the difference in
the correction factors we saw in Figurcs 5.8(b) and (¢). The bin-puritics
and bin-cfficiencies of the gap cvents are also lower than the cotresponding
bin-puritics and bin-cfficicneics of the inclusive samplc of cvents. This ariscs
duc to migrations across the gap definition. These arc investigated further
in the following.

By restricting to events which arc accepted at both the hadron-level and
the detector-level, and by considcring only thosc cvents which in addition
arc reconstructed with a detector-level An which lics in the same bin as
the hadron-level Ay, onc can study the bin-cfficicncy and bin-purity which
is duc to migrations across the gap definition alonc. These are called the
#ap incremental bin-cfficicncy and bin-purity and are shown in Figure 5.10.
The gap incremental bin-cfficicncy is 5% or better and the bin-purity is
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Fignre 5.10: The gap incremental bin-efficiency i¢ shown on the left and the gap incre-
mental bin-purity is shown in the right. The non-singlet PYTHIA sample is shown by the
open citcles and the mixed PYTHIA sample is shown by the black dots.

beveer than 60% according to the mixed Monte Carlo sample. The non-
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singlet sample gives consistent cfficiencics, but somewhat lower puritics at
targe Ay. This reduction of bin-cfficiency and bin-purity for gap cvents is
duc to che finite resolution? of £2*%* for cvents which have a low transverse
coergy particle bevween the jet cones and to the finite resolution of phadren
for cvents which have a particle ncar the edge of onc of the jet concs. This
may be illustrated by varying the cuts on Eie™ and piviend,

For instance, Figurc 5.11 shows the gap incremental bin-cfficicncics and
bin-puritics for a “loosc™ gap definition. Here the detector-lovel gap definition
has been changed to no islands of Ef* > 300 McV in a rapidity interval
which begins 0.1 units of 5 from the jet cones (ic. ja a smaller rapidity
interval than that defined by the jet concs). For the “loosc™ gap definition
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Figure 5.11: Gap efficiency and purity for a “loose” gap definition. The incremental
bin-efficiency i shown on the left and the incremental bin-purity is shown in the right.
The non-singlet PYTHIA sample is shown by the open circles and the mixed PYTHIA
sample is shown by the black dots.
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the cfficicncy is high, as onc would cxpoct, but there is a corresponding loss
of purity.

Figure 5.12 shows the gap cfficicncy and purity for a “tight” gap defi-
nition. Here the gap requirement is no islands of Ejfend > 200 McV in a
rapidity interval which begins 0.1 units of ¢ within the jet concs. As ex-
pected, the purity is high for this gap definition although there is a loss of

cfficicncy.

“These tesolutions were shown in Sect. 4.3.
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Figure 5.12: Gap efficiency and purity for a “tight” gap definition. The incremental
bin-efficiency is shown on the left and the incremental bin-purity is shown in the right.
The non-singlel PYTHIA sample is shown by the open circles and the mixed PYTHIA
sample s shown by the black dots.

Woe assign a systematic uncertainty to the gap-fraction associated with
the Ef#*" and n™e resolutions by varying the Ejf'*n? and 74" cuts which
definc a gap and by correcting with both the mixed and non-singlet samples
(scc Sect. 5.2.2). This systematic uncertainty is of the order of the statistical
error. In future measurements with better stavistics at large Ay it will be
important to improve these resolutions.

Another feature of Figure 5.9 is that the bin-cfficiency and bin-purity of
the inclusive sample degrade with increasing Ag duc to smcaring across the
An bins. This can be scen from Figure 5.13 which shows the resolutions
of the kincmatic variables as a function of Ap. The dot shows the shift of
the centre of a gaussian fit to the resolution and the error bar shows the
width of the gaussian. (Here the mixed sample is shown but the non-singlet
sample yiclds almost identical resolutions.) Nomc of the resolutions show
a strong dependence on Ap. However the small shift in the resolution of
An which increascs with Ay can causc particular problems since we wish to
correct a cross section which is differential in An. The bin widths for the
raw and corrccted Ay distributions arc indicated on Figure 5.13(d) by the
dashed and solid lines respectively. We have corrected for this Ap smearing
using an unfolding algorithm bascd on Bayes® theorem [77). The details of
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Figurc 5.13: Resolution versus An. The black dot shows the <hift and the error bars
show the width.

this correction method arc deseribed in Appendix D. The results are not
significantly different, as will be shown in Seet. 5.2.2.

5.2.2 Systematic Uncertainty

To invcstigate the systematic uncertainty of the measurement we have cor-
rected the data in seventeen different ways. The corrected data points arc the
averaged results of these seventoen methoda. The inclusive cross scction, the
Rap cross section and the gap-fraction compnted in the seventeen different
ways are shown in Figurcs 5.11, 5.15 and 5.16 respectively.
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Figurc 5.11: The inclusive cross section computed in seventeen different ways (soe text)
is shown by the black dots and the white dots show the distribution before the detector
corrections for comparison. '

The left-most set of points (and the solid line horizontally across cach
bin) shows thc mcan of all of the systematic variations. The next point
shows the “central” correction which is madc using the scloction cxactly as
described in Chapter 3 and the mixed Monte Carlo sample. The mixed
Monte Carlo sample is chosen for the central corroction becanse it is the
best description that we bave of the large Ag multiplicity distribution. The
crror bars on this point (and the rest of the black dots too} come from the
propagation of data and Monte Carlo statistical errors. This is the statistical
crror of the final result. The outer error bars of the final result are obtained
by adding the statistical crrors in qnadraturc with the largest systematic
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Figure 5.15: The gap cross section computed in saventeen different ways (see text} is
thown by the black dots and the white dots show the distribution before the detector
corrections for comparison.

deviation (scparatcly for the upward and downward uncertaintics) in cach
bin. They arc illustrated here by the dashed horizontal lincs. The next
sixtecn points show the systematic variations.

That is, from left co right the black dots represent:

L. The mean of all the systematic variations.
2. The ccntral correction.

3. Leaving out the LO direct cvents from ¢he non-singlet PYTHILA samiple.

The fraction of LO ditect processes is not well known and LO direct events do
have romewhat different resolutions from LO resolved events. We estimate
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Figurc 5.16: The gap-fraction computed in seventesn different ways {see text) is shown
by the black dots and the white dots show the gap-fraction before the detector cnrrections
for comparison.

the size of the uncertainty due to the mixing of LO direct processes with
this systematic variation. It leads to no significant effect.

.

- Correcting using the non-singlet PYTHIA sample.

The non-singlet and mixed samples have different incremental gap bin-
efficiencies and bin-purities as described in Sect. 5.2.1. This systematic
variation shows that their uncertainty has only a2 small effect.

5. Changing the proton and photon parton distributions.

In this systematic variation the photon parton distribution is changed to
LAC1 [19] and the proton parton distribution is changed to GRV [78]. There
is a noticeable effect on the cross sections but it cancels in the gap fraction.
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yet

. Lowering the FF cut to L5 GeV.

. Raising the p*** forward cut to 3.

Changing the y;5 range to between 0.2 and 0.2

These three systematic variations allow for fluctuations of background into
the sample from outside the kinematic range of interest. They yield about
the same deviation in each bin of Ay and largely caacel in the gap-fraction.

. Changing the E§e™ threshold to 300 McV.
. Changing the Ej#'™¢ threshold to 200 MeV.
. Cbanging the cffeetive cone radius to 0.9,

. Changing the cffective cone radius to 1.1.

These four systematics allow for migrations across the Ejiand ang yyietand
cuts in events that do have a particle in or near the gap region and form: the
largest systematic uncertainty of the gap-fraction.

Lowering the calorimeter coergy scale by 5 pereent.

. Suppressing “noisy” calorimeter cells in the data.

The calorinseter energy scale is known to within 5% for hard photoproduc-
tion events {74]. These two systematics account for the extent to which we
understaad the calibration of the calorimeter, and the simalation of noise jn
it. They form the largest systematic uacertainty of the two croes sections
but cancel ia the gap-fraction.

. Using an alternate “island™ algorithm.

The ISLAND algorithm clusters cells based on the relative E5 of neigh-
bouring cells. To investigate the systematic uncertainty due to this algorithm
we have used an alternate clustering algorithm in which al) cells which are

within 7 = ;/h)zd, + &2, of 0.2 of one another are joined. This obviously
does not affect the inclusive cross section and the effect on the gap cross
section and gap-fraction is small.

Raising the integrated luminosity by 3.3%.
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17. Lowering the integrated luminosity by 3.3%.

This small systematic uncertainty on the cross sections from the measure-
went of the integrated luminosity cancels of course in the gap fraction.

18. Unfolding for A7 migrations using an algorithm based upon Bayes the-
orem.

This is an important systematic given the reasonably large Ay migratioas as
discussed in Sect. 5.2.1. The details of this enfolding methad are presented
in Appeadix D. The unfolding procedure vields cross sections which are
congistent with those obtained from: the bin-by-bin correction methad.

For comparison, the uncorrceted data are shown in Figures 5.11, 5.15 and
5.16 as open circles. Thus ene can scc that both of the eross soctions are
significantly raised by the correction procedure, but the corrections do not
significantly alter the gap-fraction.

The analysis hag been repeated independently for some of the systematic
variations. Figurc 5.17 shows the comparison of the correeted cross sections
and the gap-fraction for the two analyscs. The black dots show the results
from the first analysis and the open circles show the results from the second
analysis. Shown herc is the systematic variation 1, for correction using the
non-singlct sample. The differcnces between the two analyses lic mainly in
the cveat sclection procedure. The second analysis used a differene algorithm
for finding the scattered ¢t candidate in the rcjection of DIS background.
The p beam gas rejection is also done diffcrently. The second analysis made
usce of the ratio of the number of CTD tracks which point to the vertex to
the number of CTD tracks which do not point to the vortex while the first
analysis used the number of rear-pointing tracks. An excollent agreement
between the two analyscs is obtained.

The systematic chocks 5 and 11 were actually performed by the sccond
analysis. This mcans that the systematic check of correcting with the non-
singlet sample is actually weighted by 3 with respect to the other systematic
checks. This arose simply out of convenicnee but we foel that it is scasible
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Figurc 5.17: The corrected inclusive and gap cross sections and the corrected gap-
fraction aze shown in (a). (b) and (¢) respectively. The non-singlet PYTHIA sample was
used in obtaining the correction factors. The results from the first analysis are shown as
black dots and the resulls from the second analysis are shown as open circles.

anyway to weight this systematic more heavily; although the mixed sample
provides the begt deseription of the data at large Ay, the non-singlet sample
docs describe the data better at intermediate Ay,

5.2.3 Summary of Corrected Results

The results after detector corrections are shown in Figure 5.18. The innce
crror bars show the statistical crrors and the outer crror bars show the sys-
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tematic uncertaintics, added in quadrature. (In some cases it is not passible
to sce the ends of the inner (statistical) crror bar because it is within the
black dot marker.) The cross scction points arc plotted at the ecntres of
the bins. The gap-fracticn points are plotted at the mean An values of the
inclusive cross soction.
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Figurc 5.18: The cross section do/dAn i shown in (a). The gap cross section do¥* fdAy
is shown in (b) and the gap-fiaction, f{A9). is shown in (¢). The correctad ZEUS data
are shown as black dots. The inner error bars show the statistical errors (in come cases
within the marker) and the outer error bars show the systematic unceriainties.

The corrected gap-fraction falls exponentially in the first three bins but
the heighe of the fonrth bin is consistent with the height of the third. The
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height of the fourth bin is 0.11:£0.02(stat. ) 503 (sys.), which is also consistent

with the flat region at large Ap scen in the wncorrected gap fraction.
Numerical valucs for the inclusive cross scction, the gap cross section and

the corrected gap-fraction arc provided in Tables $.1, 5.2 and 5.3 respoctively.

An | dofdAn Statistical Systematic
(ob) | Uncertainty (nb) | Uncertainty (nb)
225 | 193 0.21 by
275 | 306 0.15 iy
325 | 167 0.07 ]
375 | 05t 0.03 tom

Table 5.1: do/dAn for ep — eyp — ¢X in the kinematic tange 0.2 < y < 0.8, P* <
4 GeV" and where X contains two or more jets of E;." >6GeV, ' < 23, |9 <0.75
and A > 2.

An | doterfdAy Statistical Systcmatic
(nb) Uncertainty (ob) | Unccrtainty (nb)
2.25 2.85 0.17 i
2.75 0.66 0.06 hriH
3.25 0.16 0.02 o
3.75 0.06 0.0l ool

Tablc 5.2: det*rfdAntor ep — eyp — ¢X in the kinematic range 0.2 < y < 0.8,
P? < 4 GeV? and where X contains two or more jets of Ef*' > 6 GeV, ¢*! < 2.3,
I3 < 0.75 and An > 2 with o final state particles of EA*® < > 300 MeV between the
Jets,
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An | f(An) | Statistical | Systematic
Uncertainty | Uncertainty
223 | 058 0.01 pryé
273 | 022 0.02 oo
322 | 010 0.01 o
3.70 | 0.1 0.02 o

Table 5.3: The gap fraction, £(Ap). for ep — e3p — X in the kinsmatic range 0.2 <
¥ <08.P? < 4 GeV? and where X contains two or more jets of E5'' > 6 GeV. pi*! < 2.3.
|7l < 0.73 and Ap > 2.




Chapter 6

Interpretation

To cstimate the significance of the cxcess of the gap-fraction over the cxpec-
tation from multiplicity fluctuations in non-singlct cxchange, two methods
have been used. The first, described in Sect. 6.1, relics on a comparison of
the corrcctod data to model predictions. The second, deseribed in Sect. 6.2,
is based on the definition that the non-diffractive contribution to the £2p-
fraction is cxponcotially suppressed. This sccond method is independent of
model predictions.

6.1 Comparison to Model Predictions

The cortected data are shown in Figurc 6.1 as black dots where the jnncr
error bars show the propagated statistical ceror of the data and Monte Carlo
samples and the outer error bars show the additional systematic error. The
PYTHIA non-singlet sample cross scctions and gap-fraction arc shown as
open circles. The overall normalization of PYTHIA agrees with the data
within the crrors. PYTHIA also describes the shape of the inclusive cross
section. However it fails to describe the gap cross section, falling too steeply
with A and disagrecing significantly in the last bin. PYTHIA docs not
reproduce the plateau obscrved in the measured gap-fraction. The difference
between the data and the PYTHIA non-singlet gap-fractions in the [ast bin

91

92 CHAPTER 6. INTERPRETATION

o~ 10 -1
) )
< <
§ =¢=: 51
s I et ~ 2 ——
—p— %
1 1 r ==
F ——
[ [——
L ——i " —_—
o 1 F
L T T TR S T
10 1 10 1 2
2 1s 3 35 4 2 25 3 35 4
® - ® &
2 IFE
L [
FTS ;] ¢
F °
-1
L =SS U SIS D
2 28 3 EX 4
© An

Figurc 6.1: The data (corrected for detector effects) are shown as black dots where the
inner error bar shows the statistical error and the outer ertor bar shaws the systematic
uncertainty added in quadrature. The predictions of the PYTHIA non-singlet sample for
the hadron-level distributions are shown as open circles. The iaclusive cross section is
shown in (a). The gap cross section is shown in {b) and the gap-fraction is thown in (c¢}.

is 0.07 £0.03. This may be interpreted as the cxcess in the gap-fraction over
the expectation from multiplicity fluctuations in non-ginglet cxchange.

The excess determined in this way is inherently modcl-dependent. The
predictions of scveral other PYTHIA models are shown in Figure 6.2. (The
points arc displayed at different Ay valucs for clarity. The same binning is
used in all cases.)
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Figure 6.2: The data {correcled for detectar effects) are shown as black dots where the
inner error bar shows the statistical ertor and the outer error bar shows the systematic
uncertainly added in quadrature. The PYTHIA predictions including multiple interactions
are shown as triangles. The predictions using the Field- Feynman fragmentation function
are shown as squares and the predictions from lowering o)., are shown as diamonds.

The triangles in Figure 6.2 show PYTHIA non-singlet cvents with mnl-
tiplce interactions between the photon and proton simulated. The inclusive
cross section is overestimated by this modcl although the gap cross section
is of roughly the corrcct magnitude. The gap-fraction exhibits the behaviour
that we expected. There arc fewer gaps predicted when multiple interactions
arc simulated, than when they are not {mainly apparcnt in the two middle
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Ap bins). This model alone can not deseribe the data sinee it begins to
underestimate the gap-fraction of the data alrcady at Ag ~ 2.5. However
we know that multiple interactions improve the description of the data in
many distributions which are not differcntial in Ay or multiplicity [71,72).
Therefore some contribution from multiple interactions may be necessary in
the model which is finally fonnd to describe the data,

The squares in Figurc 6.2 show PYTHIA non-singlet cvents with the
Ficld-Feynman fragmentation function {79). This fragmentation function
produces cven fewer gaps in the final state than the standard fragmentation
function used in the PYTHIA simulations (the LUND symmetric fragmen-
tation function [80]).

Diamonds show PYTHIA noun-singlet events with the fragmentation pa-
ramcter which scts the width of primary hadron pr distribution with respect
to the parcat parton, o,,, lowcred from 0.36 to 0.25. The Ap distributions
from this model arc similar to those of the non-singlct sample and of the
data. In addition this model comes very close to deseribing the gap-fraction
of the data. Howcver this model has slightly narrower jet profiles than the
non-singlet oncs, and a lower jet pedestal. This is shown in Figurc 6.3.

In Figurc 6.3 the hadron-level jet profiles for the non-singlet sample arc
shown as the solid lincs and for the low o, sampic as the dashed lines, The
profilcs arc shown on a log scalc in order to highlight the diffrence between
them. The diserepancy between these two models is best scen in the ¢
profiles. The low g, jets arc somewhat more collimated than the standard
jets and have a lower jet pedestal. We know that the standard jot profiles
arc alrcady natrower than the data, and have a jet pedestal which is too low.
Therefore we do not cmphasize this model as the correct interpretation of
our data.

HERWIG [81] is a Montc Carlo eveat gencration program which uscs
a completely different fragmentacion scheme from the LUND string modcl
which is implemented in PYTHIA. The sccond analysis has obtaincd the
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Figurc 6.3: Hadron-level jet profiles aze shown separately for the leading and trailing
Jets. The solid line shows the jet profiles of the non-singlet sample and the dasbed line
shows the jet profiles of the low 8,y sample.

cross scctions and gap-fraction from the HERWIG simulation both with and
without multiplcinteractions included. These predictions arc compared with
the data in Fig. 6.4. The data arc shown as black dots. The HERWIG
predictions including multiple intcractions are shown as solid stars and the
open crosses show the HERWIG predictions without including the simulation
of multiple intcractions. The cross sections have the correct shape but the
overall normalization is too low. The HERWIG gap-fraction is consistent
with thc PYTHIA gap-fraction within the statistical crrors. The HERWIG
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Figurc 6.1: The data (corrected for detector effacts) are shown as black dots where the
inner error bat shows the statistical error and the outer error bar shows the systematic
uncertainty sdded in quadrature. The HERWIG predictions including multiple interac-
tions are shown as solid stars and the open crosses show the HERWIG predictions without
multiple interactions.

simulation of multiple intcractions shows the same offect as the PYTHIA
simutation. Thc gap-fraction is lower at intermediate An when multiple
intcractions arc included.
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6.2 Exponential Fit

Measuring the excess of the measured gap-fraction over the expected be-
haviour from non-singlet cxchange by comparing the data to model prodic-
tious is clcarly problematic as illustrated by the spread in the model pre-
dictions shown in the previous section, We wish to obtain a measurc of the
diffcrence between the measured gap-fraction and the expected exponential
behaviour using a model-indcpendent method based on the data alone.

The corrocted gap-fraction is redisplayed in Figure 6.5. The solid line
shows the result of a 2 fit o,

f=Cla, 2%+ 3 (6.1)

where ("{a, 3) constrains the fit to cqual | at Ag = 2. The exponcntial and
constant terms arc shown as the dotted and dashed lines respectively. The
fit is performed using the MINUIT program [82]. A y? of 1.2 is obtained for

1

f(an)
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Figurc 6.5: The gap-faction. f(An). with a fit to the expression. f = Cl(a. J)e=dn 4 3

shown as the solid line. The dotted line shows the exponential term and the dashed line
shows the conetant term.
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the two degrees of freedom. This is superior to that of a fit to an exponential
alone which vields y? = 9.

In order o obtain the statistical crrors of the fit parameters the fit has
been applicd to the gap-fraction obtained using the central correction as
described in Sect. 5.2.2 (including the statistical crrors only.) The contonr
plot of the paramcter deviations for this fit is shown in Figure 6.6. Contours
for onc through seven standard deviations of the parameters are shown. The
solid lincs interscet at the minimum of the y? function and the dashed lines
show the uncertainty of the parameters as determined by MINUIT. The fit
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Figurc 6.6: Contour plot of the y” function showing the statistical srrors of the central
correction. The solid lines intersect at the minimum value of the x” function and the
dashed lines are one standatd deviation from the fit parameter values.

paramcters show a strong anticorrclation. This is easy to understand. To
obtain a docent fit with a low platcau height one would need a shallow slope
and couverscly with a steep slope one would need a high plateau in order to
fit the daca. In any case the statistical errors of the fit paramcters correspond
to the extreme valucs of the one standard deviation contonr. That is, they
include the cffect of the paramcter correlation.

To estimate the systematic uncertainty of the fit parameters the 2 fit has
then been performed separately for cach of the sixteen systcmatie variations
described in Scct. 5.2.2. The final fit paramcters are the averages of these
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scventeen results. Sinee the systematic deviations are consistent with being
entirely duc to statistical fluctuations the overall systematic uncertainty is
simply taken from the largest deviation. The resnlts are cssentially cquivalent
if the systematic deviations arc instcad added in quadrature.

The results are,

-2.7 + 03(star) £0.1(sys.)
007 £ 0.02(stat.) F(ays).

[¢]

3

The paramcter 3 correspouds to the cxcess of the measured gap-fraction
over the gap-fraction from non-diffractive processcs. As such, it cstimates the
fraction of colour singlet exchange processes in the data. This method uses
the full information of the four measured data points and is not dependent
on the dctails of the Monte Carlo fragmentation model.

6.3 Survival Probability

The excess in the gap-fraction over the expectation from non-singlet cxchange
may be interpreted as cvidence for the oxchange of a colour singlet object.
In fact the fraction of cvents duc to colour singlct exchange, f(Ag), may be
cven higher than the measured cxcess. As previously mentioned, secondary
interactions of the photon and proton remnant jets could fill jn the gap. A
survival probability, P, has been defined {35] which roprescents the probabilicy
that a sccondary interaction docs not occur. Then f{Ag) = f(An) . P.
Estimatcs of P for pp collisions at the Tevatron range from about 5% o
30% [35,83,84]. The survival probability at HERA could be considerably
higher, duc to the different colliding beam particles, the lower centre of mass
coergy, and in particular, duc to the large fraction of the photon's momentum
which participates in the bard interaction in these cvents.

2985, na defined in Sect. 1.3, is shown in Figure 6.7(a). The data are
shown as black dots and the non-singlet and singlet PYTHIA samples as
open circles and stars respectively. The data arc peaked toward a very high
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Figure 6.7: The dependence of the gap-fraction on 2085 The distribution of 2085 is
shown in (a). The data are shown as black dots. The PYTHIA cample containing no
colour singlet exchange processes (the non-singlet sample) is shown ac open circles. The
subsample of the non-singlet sample which is due to LO direct processes is shown by the
dashed line. The stars represent the PYTHIA sample which includes ouly colnur singlet
exchange processes (the singlet sample), The vertical line is deawn at 2985 = 0.75. The
inclusive An distribution. the Ap distribution for gap events. and the gap-fraction are
shown in (b). (¢} and (d) respectively. (These distributions are uncosrected for detector
effects and the errors shown are statistical only.) In (b}, {c} and {d) only the measured
data are shown (black dots). The triangles show the 2985 > 0.73 subsample and the
squares show the +$85 < 0.73 subsample.

value, 272 ~ 0.8, a3 compared to previous dijet studics. (Sce, for instaace,
Figure 1.5.) This is bocausc the angular cuts A > 2, g < 2.5, and 7] < 0.75
restrict to cvents which have cither both jets ia the contral rapidity region,
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or one jot in the rear rapidity region. Such configurations arc rare wnless a
large fraction of the positron's cnergy participates in the hard interaction.
Nevertheless the non-singlet sample is still largely composed of the LO re-
solved events. The dashed line in Figure 6.7(a) shows the contribution to the
non-singlet sample from LO direct events.

The uncorrected A distributions and the uncorrected gap-fraction are
displayced in four bins in Figures 6.7(b), (c) and (d) (black dots) with sta-
tistical crrors only. The data arc then subdivided into two subsamples,
£9P% 2 0.75 events arc shown as open triangles and 22 < 0.75 as open
squarcs. The z98% > 0.75 subsamplc has the highost gap-fraction and the
29B% < 0.75 subsample has the lowest gap-fraction. Thia indicatcs that the
survival probability docs indced increasc with the parton momentum frac-
tion. Therefore the ZEUS result of 0.07 £ 0.02(stat.) )9 (<y4.) and the DO
and CDF results of 0.0107 £ 0.0010(stat.)* 30023 sys.) and 0.0086 £ 0.0012
for the cxcess in the observable gap-fraction, f(An), could all arisc from the
samc cxcess in the underlying gap-fraction, f (An).

6.4 Summary and Conclusions
The results and their interpretation may be summarized as follows.

o The comparison of the uncorrected multiplicity disteibutions of the data
with the multiplicity distributions of Monte Carlo samples which have
been passed through a full detoctor simulation indicates that the data
contain colour singlct cxchange processcs at a level of about 10%.

¢ The uncorrected gap-fraction cxhibits the two component behaviour
which is expected to indicate the presence of colour singlet cxchange
processca. This cxponcntial fall at low An and platcau at high Ag can
not arisc as a detector cffect on an original hadron-level exponeatial

distribution.
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® The gap-fraction corrected for detector effects confirms the two compo-
nent behaviour of the uncorrerted gap-fraction and allows for a quanti-

tative cvaluation of the height of the platcan, 0.1120.02(stat.)¥00 sy ).

¢ Two cstimates of the cxress of the gap-fraction over that expected
from non-diffractive processes have been made. This cxcess mav be
inteepreted as a lower limit on the fraction of events in the data due to
colour singlct exchange.

The first estimate of the exccss is obtained from a comparison of
the corrceted data with the hadron-level prediction obtained from a
Monte Carlo event gencrator. This method yields, 0.07 + 0.03,

The sccond cstimate of the excess is obtained by fitting the data to
the sum of an cxponcntial and a constant gap-fraction. This mecthod
yiclds, 0.07 £ 0.02(stat. )03 sys.).

The magnitude of the squared four-momentum transfer across the rapid-
ity gap as calculated from the jets is large ([t} > (£3)?). Thus the colour
singlet cxchange is unambiguously “hard”.

The PYTHIA gencrator predicts that the ratio of the clectroweak {eF")
to QCD (59°P) exchange eross sections in this kinematic range is oW [5QCD
7-107" (compatible with the cstimation (/a,)?). Therefore quark quark
scattering via 9/Z° and W* cxchange cannot explain the height of che flat
tegion in the gap-fraction. On the other band, using the simple two-gluon
model for pomeron exchange gives f(Ag) ~ 0.1 [35]. Thus pomeron exchange
could account for the data.

In conclusion, dijet photoproduction events with ES* > 6 GeV contain an
cxeess of cvents with a rapidity gap between the two jous over the cxpectations
of colour cxchange processes. This cxccss is observed as a flat region in the
gap-fraction at large rapidity scparation (An = 3.7) at a level of 011 +
0.02(stat.}*3 04 (sys.). It can be interpreted as cvidenee of bard diffractive
scattering via a strongly interacting colour singlet objeet.
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Appendix A

Kinematics

The kinematica of hard photoproduction at HERA are illustrated in this
appendix using the hard diffractive scattering process as an cxample.

Fig. A.I(a) shows the diagram of a hard diffractive scattcring process at
HERA. The four vectors of the positron in the initial and final statc arc
labelled by & and ¥’ respectively. The invariant mass of the incoming photon
is denoted with P? and the encrgy scale of the hard subproccess is denoted by
Q. The momentum fractions of the partons which participate in the hatd
interaction arc labelled with r. and z,. In Fig. A.1(b) the centre of mass

o K
t
P’x 3
7 ’
Lo
X’ a (4
P

O] ®)

Figurc A.1: The hard diffeactive scattering process. The full schematic diagram is shown
in (a) and in (b) the centre-of-mass frame of the hard subprocess is shown.

view of the colliding partons is shown. The incoming partons are labelled a

103

104 APPENDIX A, KINEMATICS

and b and the outgoing partons arc labelled ¢ and d. The outgoing partons
are scattered through an angle 9 obtaining transverse momentum pr with
respect to the axis of the incoming partons.

A.1 Photon beam

The positron mass may be neglected. The positron momenta may then be
written,
13
kl

(Eivoyoo _Eo) (1\1)
(Ee, P70, E cos 0,), (A2)

where E, and E; arc the cnergics of the incoming and outgoing positrons
respectively and & is the angle of the outgoing positron with respect to the
incoming proton dircction. The photon invariant mass is then,

P2 = —(k-W)? (A3)
= 2%-¥ (A1)
= 2E.E,(l +cond.). (A.5)

The antitag sclection criteria described in Sect. 3.2 are vory effective at
rcjecting DIS cveots with P? > 1 GeV?. In fact the mean P? has been
cstimated to be 0.03 GeV? [26).

The dimensionlcss variable y is defined by,

v= ELP;, (A6)
Py
where py, is the momentum of proton and p, is the ¥ momentum. This may
be written,
EE, - Py
y=Ebr BBy (A7)
E,E, - j,-p.

where Ey (E,) is the caergy of the p (), and §, (i) is the threc-momentum
of the p (y). This reduccs in the photoproduction regime, P2 — 0, and
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negleeting the p mass, to

_ EE.(l —cosd,.)

E,E (] ~ cosiy.)’ (A-8)

where ¥, is the opening angle between the incoming p and 4 and e i8
the opening angle between the incoming p and ¢, In the photoproduction
regime the emitted 4 is collincar with the incoming ¢*. Therefore ¥, = e,
and,
y= f,— (A.9)
y may be cstimated from the hadronic cnergy deposits in the calorimeter [62)-
The 9p centre-of-mass encrgy W, is clearly cqual to V¥ where s is the
*p centre-of-mass cocrgy, 300 GeV. Thus W, may also be cstimated from
the hadronic cnergy deposits in the calorimeter. In this study, 131 GeV<

W., < 277 GeV.

A.2 Parton momentum fractions

The momentum fractions r, and r., are defined by

7, = &° (A.10)
P py

5 = 2% (A.11)
PP

In analogy with the reduction of y shown in Sect. A1, the momentum frac-
tions reduce to,

n

E./E, (A.12)
E,/E,, {A.13)

Ip

Iy

where E, and E} arc the encrgics of the partons from the p and 4 side
respoctively.
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The momentum fractions may be determined from the cnergies and angles

of the outgoing partons according to,

2 rtons E;u?‘o‘i (.77-"'00'
1, = Sperem T T (A1
i 2E,
-— E}’ﬂrlovu E;’"M‘C-”N"N
Iy = 9F, . {A.15)
These expressions may be nnderstood by writing,
ton arton
EF™e™™™™ = Epevuon st Sporion tan 2222 (A.16)
_ . 1 — cos Ppuriom .
= Epurton 8in ﬂ”,m(m (A1T)
= Erarton(l — €08 Bparon) (A1)
= Eprton = Pipartons (A.19)
and similarly,
EF™ ™™ = Eparton — Prrarton- (A.20)
Then,
Lportons EFATION 4 plovten
r, = y > (A.21)
¥ 2F,
rtom _ _parton
r, = Lparions E:E LA . (A.22)

However notice that (neglecting quark masses) p,, = E, and P = —Ej.
Therefore, invoking momentum conservation, cquations A.21 and A.22 re-
duce to cquations \.12 and A.13.

A.3 Energy scale

The cncrgy scale of the hard subprocess, denoted Q2, is oqual to the magni-
tude of the invariant mass of the exchanged colour singlet objeet, as shown
in Fig. A.1. This is the magnitude of the Mandelstam ¢ variable defined by

=(a—c)2 {A.23)
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tis a Lorentz invariant quantity. We determinc it in the centre-of-mass

frame of the hard subproccss whercin the parton momenta may be written,

e = (E,0,0,E) {(A.21)
b = (Evovov_E) (.\25)
¢ = (E,pr,Ecosd) (A.26)
d = (E,—pr,-Ecos?). (A.27)
Then,

-t = Fr? 4 B} - cosd)’. (A28)

That is,
it > pr {A.29)

We usc the final state jet transverse momentaia place of the parton transverse
momenta in order to sclcct a sample of hard scattering cvents. In this study,
(E5*)® > 36 GoVA.

Appendix B
Jet Finding

Because the quarks and gluons produced in a high cnergy intcraction are
confined, they can not be observed as free particles in the final state. How-
ever, thanks to local parton badron duality (sce Scct. 1.2) the distribution of
the jets of hadrons which arc produced in the hadronization process is sim-
ilar to the distribution of the outgoing partons. Jet finding algorithms arc
used to cluster the hadrons into the objeets which corrcspond to the outgo-
ing partons. The additional criteria which must be satisfied by a jet finding
algorithm arc that the jets should be well defined experimentally, and also
well defined theoretically to any order of perturbation theory. In 1990 at the
Snowmass conference in Colorado a standard jet definition was proposed for
badron coltisions involving the production of light quark and gluon jets [85].

B.1 The Snowmass Standard

According to the Snowmass rocommendations a cone with centre (nome, ¢ )
should be defined in (n,¢) space such that all hadrons with coordinates
(phedron Ghedren) githin a radius R = ‘/(qw — phadron)3 1 (geome _ hadron )2
< Ro arc included in the jet. The transverse cnergy of the jet, Ef* and the
coordinatcs of the jet, (97!, p*!) should then be determined from the hadrons
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which lic inside the jot conc aceording to,

Eft= ¥ Ehtren (B.1)
! von prhadron .
Pt = ool Y pladron phod (B.2)
T
aned
l ron e ron 4
‘p;rt - F z‘i‘h-‘ E;- o . (Bi)
T

In addition it is rccommended that the jet cone coordinates, (none, e,
be determined in an iterative fashion from initiating clusters. What is not
specified by the Snowmass accord is how to obtain the initiating clusters,
and bow to deal with overlapping jet cones. For this reason a full description
of the algorithm used to find jets in this analysis is provided in the following,

B.2 Main Jet Finding Algorithm

In this analysis, deteetor-level jets have been found by applying the jct finding
algorithm to calorimeter cells (in the data and in the Monte Carlo samples).
Hadron-level jets have been found by applying the jot finding algorithm to the
final state hadrons in the Monte Carlo samples. The following description of
the algorithm will refer to the hadron-level jets but the cxtension to detector-
level jets is trivial,

A conc jet finding algorithm has been adopted with the conc size sot to
Ro = 1. Other paramcters used by the algorithm arc the cnergy theeshold
of a sced ccll or jot initiator, EFFY = 1.0 GeV, and the encrgy threshold of
a jot, Efy = 6.0 GeV (for the hadron-lovel casc). The jot finding algorithm
then procecds via these stops.

Step 1 The final statc hadrons arc sorted into cells of approximate dimen-
sion 0.5 x 0.5 in (7,¢) spacc. (p is measured in radians.)
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Step 2 The transverse energy sum, E2% s formed for cach cell. e
cousists of the transverse cnergy contained in the associated cell plus
the transverse energy contained in its cight surrounding ncighbours {or
its five surrounding ncighbours if it is a ccll at the edge of the acceptance
in ).

Step 8 If a cell is found which has Efrnde 5 Eseed thop it taken to be the
initiator, or sced ccll, of a jet. Thus p*** and ¥ correspond to the
centre of this cell. (If no such ccll is found then the event bas no jots.)

Step 4 The transverse coergy weighted centre of this jot is calenlated ac-
cording to formulac B.2 and B 3.

Step 5 The quantity AR? is formed, AR? = (p7*t — geone ) 4 (et _ Py,

Step 6 I AR” > 0.01 R then the position of the jet centre is not considered
to have converged and so the prorcss is repeated by sctting prone = gret
and ¢ = ' and rcturning to Step . However if AR? < 0.0l R?
thea the position of the jot ccntre is considered to have converged.

Step 7 Steps 3 through 6 arc repeated until a converged jet position has been
scarched for for all cells which have Epintow > Ejs?. (The program
will stop secking convergence after a large number of iterations, or if
the jet transverse cnergy caleulated according to formula B.] persists
in being quite low with respect to E;:,'.)

Step 8 The converged jet of highest e (according to formula B.1) is then
saved, provided £ > EJ. The hadrons within the cone of this jou
arc removed from consideration and the jeot finding program returas to
Step ! to find out if there are any jets associated with the remaining
badrons.
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B.3. TLT JET FINDING ALGORITHM 1t
B.3 TLT Jet Finding Algorithm

We have also implemented a jet finding algorithm at the third level of trig-
gering. In the covironment of online data sclection at ZEUS the execution
speed of any algorithm must be made as high as possible. The TLT jet find-
ing, algorithm is thercfore slightly loss sophisticated. At the TLT, Step 3 is
modificd such that only the sced cell wich the highest value of Egdov is used
as an initiator for a jet scarch. The jet position is still iterated in the same
way, but once a suitable jet position is found for this sced the cells within the
jet conc arc immediately removed from consideration. The program returns
to Step | to sec if there arc any more jot initiators (without first trying the
other sced cells to sec if they would yicld a higher E3 jot).

Appendix C

Three Jet events

The rclative azimuth of the two highest EF jots is shown in Fig. C.t(a).
The data arc shown by the black dots. The non-singlet and singlet PYTHIA
samples arc shown by the open circles and the stars respectively. The data are
strongly peaked toward a back to back configuration, however there is a tail
to large valucs of relative azimuth which is not described by the non-singlet
samplc. Large valucs of A occur in cvents where there are more than
two jets in the final state. The singlet sample is even more strongly peaked
toward Ag’** = 180°. This is consistent with the singlet sample having
little coergy deposited outside of the jots in gencral. A large decorrclation
in Ay’ has been suggested as a possible signature of higher order processcs
involving the hard cmission of partons from the propagator [75,76]). Thus wc
may expoct that there are more cvents in the data with three or more jets,
than are simulated in the Monte Carlo samples.

In Fig. C.1(b) onc sces the subsample of cvents with Ag > 3.5. In these
cvents the jots are morc strongly peaked toward 2 back to back configuration
and the description of Aw’* by the Monte Catlo samples is better.

Fig. C.1(c) shows A’ for the gap candidate cvents with Ay > 3.5. As
these cvents can have very little energy outside of the jets it is not surprising
that the events arc very strongly peaked toward A’ = 180° in all throe
samples.
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Figure C.1: Relative asimuth of the two highest E5'" jets for the inclusive sample is
shown in (a). Ap/*! for the subsample with Ag > 3.3 is shown in (b} and (¢) shows the
gap candidate events with Ag > 3.3. The data are shown by the black dots. The open
circles represent the PYTHIA sample which includes no colour singlel sxchange processes
(the non-singlet sample). The stars represent the PYTHIA sample which contains only
electroweak quazk quark scattering (the singlet sample),

In {37} a prediction for the gap-fraction is madc at Tevatron cnergics.
The calculational technique nocessitates choosing the two jets at largest and
least 9 to cvaluate the gap-fraction {rather than the two jets of highest E5
which were uscd in this analysis). Clearly the results will only be different
for the subsample of cvents which contains more than two jcts. In Fig. C.2
the standard uncorrocted Ay distributions and the gap-fraction arc shown as

1t APPENDIX (' THREE JET EVENTS

black dots. The uncorrected Ay distributions and the gap-fraction macc by
choosing the two jets at extreme 3!, rather than the two highest £ jots,

arc shown for comparison as open circles.
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Figure C.2: The standard distributions calculated using the two jets of highest ES*' are
shown as black dots. The inclusive An distribution. the An distribution for £ap events
and the gap-fraction are thown in (a), (b) and (c) respectively. The apen circles show the
corresponding distributions calculated using the jets at highest and Inwest /" instead of
the twa highast EJ"' jets.

Using the jets at highcst and lowest p'** will naturally yicld more events
overall since more cvents will satisfy the Ag requirement of cach Ap bin.
This cffect is shown in Fig. (.2(a). However the N9 distribution is almost
idcatical for the two methods, This suggests that the gap events have exactly
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two jots so that the two jots with highest EJ* arc the same as the two jots at
highest and lowest p'*. Asshown in Fig. C.2(c) the gap-fraction which results
from using the jets ordered by 5’¢* is only about 1% lower than the standard
gap-fraction. This result suggests that calculations such as thosc of [37) may
be directly compared with the experimentally measured gap-fractions [10].

Appendix D

Bayesian Unfolding

We follow the notation and mcthod of (77] with onc addition. We dcfine a
generalized purity x; which is analogous to the gencralized cfficicncy ,. No
discussion of the propagation of statistical crrors in the unfolding procedure
is provided here. A detailod discussion can be found in (77]. For this analysis
the unfolding mcthod was used as a systematic chock. The statistical crrors
of the result are taken from the bin-by-bin corroction method.

In the firse subsection a short summary of the macthematical formalism is
provided, and the unfolding algorithm is cxplained. In the second subsection
the unfolding of the two cross scctions do/dAn and do**7{dAy is described.

D.1 Procedure

Let there be scveral independent causes C.. i = 1,2,...,n¢, which can pro-
duce any onc of scveral effects E;, j = 1,2,...,n5. Let P(C) be the initial
probability distribution of the causes. We have,

"Z”*P(c,») =1L (D.1)
=]
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Let P(E,|C,) be the conditional probability of the i* canse to produce the
j* effect. Then,
ng
0= Y PEIC) <L (D.2)
=1

That is, there is 1o need for cach canse to produce one of the effects taken
into considcration. ¢, gives the efficicncy of detecting the cause €, in any of
the known cffects. Bayes theorem as implemented in (77} is then written,

PLEIG) - PLC)
2:;1 p(EJIC*) ' ‘P((])'

P(CIE;} = (D.3)

In words, the probability of cffect E; having been duc to cause (', is propot-
tional 1o the probability of the causc, times the probability of the causc to
producc the effect. But note that in this way,

E:P(CHE,') =1 (D.1)
=]

That is, the background must be included among the causes. Instead we
will allow for an unknown background distribution by defining a gencralized
purity x;, thus,
bl g
0 =Y PICIE) < 1. (D.5)
=]
The generalized Bayes theorem then reads
= 1, PUEIC) - P(C)
T LR PEIC - PIC)

P(CIE; (D.6)

In words, the probability of cficct E; having been due to canse € is propor-
tional 1o the probability of the causc, times the probability of the cause to
produce the effect, times the probability that the effect is duc to any of the
considered causcs C.

Fig. D.1 shows an cxample of the input to the unfolding procedure ob-
tained, for instance, from a Monte Carlo study. The number of events per
bin is shown by a box of proportional arca. There arc ng = 1 measured

i APPENDIX D BAYESIAN UNFOLDING

effects which can arisc from one of n: = 1 known canses. In addition, the
nc+ | =5% row ropresents the "nnphysical” cause, or the background. The
ng + | = 5" column shows the incfficiency. These are events which can be
attributed to onc of the four canses but which give risc to no cffcet.
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Figurc D.1: Cause versus effect — Example of an unfolding problem.

Thc unfolding algorithm proceeds as follows:

L. Input the conditional probabilitics P(E;|C),
N

P(E|C) = —mmf—. D.
(&I TiE N -0
2. lﬂpllt Lh(‘ gcncnlizcd cfﬁticncics 4y
I N
. El_l 3 (D.8)

S L
3. Input the gencralized puritics =;,

i Ny

i oo

These three inputs may come from a Monte Carlo study of the problem
to be unfolded. They are not updated during the unfolding procedure.
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Of course there will be a systematic uncertainty in the final solution
associated with the unccrtainty of the model used to obtain thesc input
valucs,

—

. Measurc n(E;). This is the uncorrected distribution of the number of
cvents associated with cach cffect.

5. Gucss what the probability distribution of the causcs, P(C5), is. Of
course, this is the quantity which we will determine through the unfold-
ing proccdure. However, a starting distribution must be input which
could come from theoretical prejudice, or a flat initial probability dis-
tribution may be used.

6. Calculate the P(C'|E;) according to the gencralized Baycs® theorem,
cquation D.6.

7. Calculate the corrected distribution of the number of cvents associatod
with cach cause, n((,) according to,

n(C) = = S n(E) - PICIE,). (0.10)
i gz

8. H convergence of the distribution n(C';) has been achicved then itera-
tion stops here, If not, then the probability distribution of the causcs,
P(C), is determined from n(C;), and steps 6 through & arc repeated.

D.2 Application

For the case of the cross sections do/dAn and do?? /dAg we wish to usc
the unfolding procedure to correct for detector cffccts, including migrations
across the Ay bins. Fig. D.2(a) shows the An correlation for the inclusive
cvents, as determined by the mixed Monte Carlo sample. {The arcas of the
boxcs shown are actually proportional to the logarithms of the numbers of
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events, since otherwisc only the lowest An bins would appear to be oceupied. )
Fig. D.2(b) shows the gap cvents.
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Figure D.2: Cause versus effect according to the mixed Monte Carlo sample. The corre.
lation between the hadron-level and detector-level An values is shown by the intersection
of the first four tows and columns. The fifth column shows the hadron-level events which
were not found as detector-level events. The fifth row shows the detector-leval events
which have not arisen from hadron-level events. The inclusive sample of events is shown
in (a) and the subsample of events which are gap candidates is shown in (b).

We first apply the unfolding algorithm to the mixed Monte Carlo sam-
ple to check that convergence to the input hadron-level An distributions is
achicved. Fig.’s D.3(a) and (b) show the result for the inclusive and gap
samples respectively.

The filled histogram shows the hadron-level Ap distribution. The solid
line shows the starting n(C;) distribution, chosen to be flat. {The Monte
Carlo cvents arc weighted according to cross-section therefore n(C;) here
bas units of nb.) The first, sccond and third itcrations of n(C') arc shown
a3 the dashed, dotted and dashed-dotted lincs respectively. The procedure
converges perfectly to the badron-level distribution as shown by the solid
dots. Thesc show n(C;) after 31 itcrations. (A short-coming of this procedure
is that “convergenee™ is not clearly defined. Onc can cvaluate a \? function
betwoen sucecssive itorations and stop the procedure once that falls bolow
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Figurc D.3: Unfolding of the mixrd Monte Carlo An distributions using the mixed
Monte Carlo sample inputs. The unfolding of the inclusive distribution is shown in (a)
and (b) shows the unfolding of the distribution of the gap events. The filled histogram
shows the badron-level Ap distributions. The solid line shows the starting distribution
and the dashed. dotted and dashed-dotted lines show the first, second and third iterations
of the unfolding procedure respectively. The final iteration of the unfolding procedure is
tepresanted by the black dots,

some cut-off value, but the cut-off valuc is arbitrary. We have found that
for this particular measurement the n((;) distributions arc not changing
significantly after 30 itcrations so we stop there.)

The model dependenec of the unfolding procedure has been chocked by
using the inputs from the mixed Monte Carlo sample to unfold the An dis-
tributions of a pure resolved Monte Carlo sample. The results arc shown in
Fig.'s D.1(a) and (b) for the inclusive and gap cvents respectively.

Again, the solid line shows the starting #(C",) distribution and the dashed,
dotted and dashod-dotted lines show che first, second and third itcrations of
n{(,} respectively and the black dots show n () after the final iteration. The
known badron-level distributions are shown for comparison as open circles.
The convergence is not perfect because the model is not a perfect deserip-
tion of the “data™ (here the pure resolved sampic). For cxample, the pure
resolved sample contains more gluon jets in the final statc than the mixed
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Figurc D.1: Unfolding of the Ag distributions of a pure resolved Monte Carlo sample
using the mixed Monte Carlo sample inpute. The inclusive distzibution is shawn in (a)
and the distribution of gap events is shown in {b). The solid line shows the starting
distribution. The dashed. dotted and dashed-dotted lines show the fizst. second and third
iteratinns respectively. The solid line shows the result of the final iteration, The open
circles show the hadron-level distributions.

sample, which contains some dircct photon events as well as some clectroweak
exchange cvents. Thesc give rise to somewhat different (beteer) An corrcla-
tions than are given by the mixed sample. Nevertheless the procedure docs
converge to a result which is right within the statistical crrors {about the size
of the whitc dots).

Finally we show the result of the unfolding procedure applied to the
data in Fig. D.5. The starting n(C;) distribution is shown by the solid line
and the dashed, dotted and dashed-dotted lines show the first, second and
third iterations of n(C’,) respectively and the black dots show n(C,) after the
final itcration, as previously. This time there is no hadron-level distribution
to comparc to the final n((",} distribution. We have provided instead for
comparison, the uncorrected distributions (the n(Ej)), as open circles.

The unfolding procedure vields corrected Ay distributions which arc not
significantly different from the bin-by-bin corrected An distributions. This
can be scen in Fig.'s 5.14, 5.15 and 5.16. The difference is of the order of
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Figure D.5: Unfolding of the measured A distributions of the data using the mixed
Monte Carlo sampl» inputs. The starting distribuation is tepresented by the solid line and
Ihe dached, dotted and dashed dotted lines represent the first, second and third iterations
respectively. The final iteration is shown by the black dots. The open circles show the
uncorrecied distributions.

the statistical crror of the mcasurements, and docs not constitute the largest
systematic crror in any bin of the measured distributions. The similarity
between the two correction procedures increases our confidence that the de-
tector coffects are understood.

Appéndix E
Glossary

DIS

rapidity gap

the class of e*p collisions in which there
is a large momentum transfer at the
positron photon vertex

Expression Mcaning Page

BCAL the barrel calorimeter 22

CTD the central tracking detector 22

DESY the Deutaches cloktronen synchrotron | 20

detector-level  measurement | a measurement which has not been cor- | 12

{data} rected for detector cffects

detector-level  measurement | a prediction made including the full de- { 12

(Monte Carlo samplc) tector simulation

diffractive hard proccss a proccss lcading to jets on only onc | 12
side of a rapidity gap

diffractive process a process leading co the formation of a | 12

-3

continued on next page
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continued from previous page

Expression Meaning Page

FCAL the forward calorimeter 22

FLT the first level crigger 30

forward in general refers to the p divection, or | 22
the dircction of increasing rapidity

gap-fraction the fraction of dijet cvents which con- | 17
tain a rapidity gap

badron-level mecasurcment | a measurement which has boen cor- [ 12

{data) rected for all detector cffects

hadron-level measuremcnt | a prediction for the distribution of the | 12

(Monte Carlo sample) final state hadrons

hard diffractive proccss a process lcading to jets on both sides | 12
of a rapidity gap

hard proccss a process involving a large momeatum | 6
transfer

HERA the positron proton collider at DESY | 20

island a group of calorimeter cells which cor- | 37
responds to onc particle

Icading jet (dijct cvents) the jeu at higher rapidity, or more for- | 19
ward jot

LO dircct photoproduction a photoproduction event in which all of | &

the momentum of the y contributes to
the production of two hard partons in
the final stace

LO resolved photoprodietion

LUMI

mixed sample

MOZART

non-singlet sample

photoproduction

PYTHIA

QCD

rapidity gap

a photoproduction cvent in which a
fraction of the momentum of the 4 con-
tributes to the production of two hard
partons in the final state and the rest
gocs into a 4 remnant jet

the luminosity monitor

a sample of cvents generated by
PYTHIA which contains a mixture
of %0% standard hard photoprodue-
tion proresscs and 10% clectroweak ex-
change processes

the software program which simulatcs
the ZEUS detoctor

a sample of cvents gencrated by
PYTHIA which contains only standard
QCD hard photoproduction processes

a class of ¢*p cvents in which the scat-
tered et is cssentially collincar with the
incoming ¢*

a Montce Carlo cvent gencrator

uantum chromodynamics  the theory
of the strong intcractions

an interval of rapidity which contains
no final state particles (possibly involv-
ing some cncrgy threshold)

9

{1

12
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continued from previous page

Expression Mecaning Page
RCAL rear calorimeter 22
. .
rear in general rofers to the ¢t direction, or | 22 Blbllography
the dircction of decreasing rapidity
singlet sample a samplc of cvents gencrated by | 1)
PYTHIA which contains only the LO [1] ZEUS Collab.. M. Derrick et al., Phys. Rev. Lett. 75 (1995) 1006.
rcsolvcd procu: of 'q:a.rk-quark scat- {2] ZEUS Collab.. M. Dercick et al., DESY 95 182 (1995) to appear in Phys.
tering via 3/2° or W¥ cxchange Lett. B.
SLT sccond level crigger 31 [8] Y. I Azimov et al., Z. Phys. C27 (1985) 65.
TLT chird level eriggor 3 [4] Y. L. Dokshitzer et al.. Rev. Mod. Phys. 60 (1988) 373.
[5) V. N. Gribov and L. N. Lipatov, Sov. J. Nucl. Phys. 15 (1972) 438, 675.
trailing jet (dijct cvents) the jeu at lower rapidity, or the jet more | 19

[6] L. N. Lipatov, Sov. J. Nucl. Phys. 20 (1975) 94.
[7] G. Altarelli and G. Parisi. Nuck Phys. B126 (1977) 298.

towards the rcar

VXD vertex detector 4
[8] ZEUS Collab., M. Derrick et al., Phys. Lett. B345 (1995) 576.
[9] NMC Collab., P. Amaudruz et al., Phys. Lett. B295 (1992) 159.
Table E.1: Glossary of commorly used expressions (10] NMC Collab.. . Amaudruz et al., CERN PPE/92 124 (1992).

[11) E. Witten, Nucl. Phys. B120 (1977) 289.

{12] J. T. Owens, Phys. Rev. D21 (1980) 54.

[13) T. Sjdstrand and M. van Zijl, Pbys. Rev. D36 (1947) 2019.

[t4] G. A. Schuler and T. Sjistrand. Phys. Lett. B30 {1993) 169.
{15) G. A. Schuler and T. Sjdetcand, Nucl. Phys. B407 (1993) 539.
[16] J. M. Butterworth and J. R. Torshaw, J. Phys. G19 (1993) 1657.
{17] I. M. Busterworth et al.. CERN TH 95 K3 (1995).

(18} D. W. Duke and J. T. Owens, Phys. Rev. D30 (1984) 1447.
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