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Abstract

The reaction yp = % (p” = 7* 77} has heen studied in ep interactions at HERA using
the ZEUS detector for photon-proton center mass encrgies W, between 30 and 100 GeV
and for [t} < 0.5 GeV?, where £ is the square of the four-momentum transfer at the proton
vertex. The m*n~ invariant mass distribution has been investigated as a function of {. The
asymmetry of the p® mass shape decreases as a function of |t|, as expected in models in
which the asymmetry is ascribed to the interference of resonant and non-resonant w*r-
production. The resonant cross section has been measitred as a function of W, and Jt|. The
reaction exhibits the features of a soft diffractive process, namely a weak energy dependence
of the cross section and a differential cross section do/d|t| o ¢, The slope b of the ¢
distribution was found to increase as W, increases. The angular distributions of the decay
pions arc analyzed as a function of the 7* 7~ jnvariant mass and the momentum transfer [¢|
and found to he consistent with s-channel helicity conservation.

Zusammenfassung

Die Reaktion yp = p%p (0° = n*27) wurde in ep Wechselwirkungen am HERA Speicherring
mit dem ZEUS Detektor untersucht. Der kinematische Bereich der Messung erstreckt sich
iiher cine Photon-Proton Schwerpunktsencrgic #17,, 2wischen 50 und 100 GeV und |f] < 0.5
GeVZim Betragsquadrat des am Protonvertex ausgetauschten Viererimpulses. Die invariante
7*n~ Massenverteilung wurde als Funktion von ? untersucht. Die Asymmetric der p® Massen-
verteilung vermindert sich als Funktion von [¢|, in Ubereinstimmung mit Modellen in denen
die Asymmetric durclt eine Interferenz von resonanter und nicht resonanter #* 7~ Produktion
beschriehen wird. Der Wirkungsquerschnitt fiir die resonante Produktion wurde als Funktion
von W.o und |t gemessen. Die Reaktion zeigt die Eigenschaften cines weichen diffraktiven
Prozesses. Dies sind eine schwache Energicabhiingigkeit des Wirkungsquerschnittes und cin
dilferentieller Wirkungsquerschnitt da/d|t| der exponentiell wie e~ fillt. Ein Anwachsen
der Steigang b als Funktion von W, wurde gemessen. Die Winkelverteilungen der Zer-
fallspionen wurden als Funktion der invarianten m*n~ Masse und des Tmpulsiibertrages {¢|
analysiert. Die Verteihingen sind mit s-Kanal)-Helizititserhaltung vertraglich.
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Chapter 1

Introduction

The hadron clectron ring accelerator HERA, located at DESY in Hamburg provides collid-
ing beams of electrons ' with an energy of 27.3 GeV and protons with an energy of 820
GeV. A big fraction of the cp interactions, in which the exchanged four-momentumn between
the incoming and outgoing clectron is small, have an interpretation as photon-proton (yp)
interactions. Elastic photoproduction of vector mesons, 4p — V'p, is a special kind of such
photoproduction reactions. It has been studied in fixed target experiments at photon-proton
center of mass energies up to 117, = 20 GeV and at HERA for 1V, up to approximately 200
GeV. Elastic photoproduction of p°, w and ¢ mesons at high energies exhibits the features
of a soflt diffractive process, namely a weak encrgy dependence of the cross seetion and a
dependence on £, the squared four-momentnm transferred at the proton vertex, which is
approximately exponential at small Jf|. Such an energy amd £ dependence, typical of elastic
hadron-hadron interactions, are consistent with the expectations of the Vector Dominance
Maodel (VDM) in which the photon is assumed to fluctuate into a vector meson hefore in-
teracting with the proton. The vector meson is observed to retain the helicity of the photon
(s-channel helicity conservation SCHC).

Elastic photoproduction of p® mesons has already been observed at HERA I, 51, however
many aspects of elastic p” photoproduction at large 1, remain to be clarified. Among them,
the 15, dependence of the cross section, the 3, dependence of the ¢ slope, the origin of the
asymmetry of the ¢° resonance shape and the extent to which the helicity of the photon is
transferred to the p?. In general, elastic photoprocuction of p° mesons at. HERA may offer
a means of investigating the nature of the soft hadronic interaction as well as the hadronic
features of the photon.

This thesis descrilies a measurement of clastic p° photeproduction using data collected in
1994 by the ZEUS experiment on the reaction ep = epp (p" = n*27) at small photon
virtualities Q* < 4 GeV? (the median (0 is about 1073 GeV2). In this measnrement the final
state clectron was not detected. The scattered proton was measured only for a subsample
of the data. The relevant kinematic quantities were determined from the measured three-
momenta of the p° decay products, assuming that they were pions. With respect to the
published ZEUS data [110], the present results features larger statistics, a wider W, range
and smaller systematic uncertainties. The kinematic range of the measureinent was restricted
to 50 < W, < 100 GeV and 1] < 0.5 GeV2.

'Since 1994 pasitrons are stored in HERA instead of electrans The term electron will be further used as
a generic name for electrons and positrons.
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The thesis is organized as follows. Those components of the ZEUS detector relevant for this
analysis are introduced in chapter 2. Chapter 3 contains a short introduction to the physics
of photon-proton reactions at HERA especially to elastic p" photoproduction. The online
trigger and offline event selection as well as the reconstruction of the kinematic variables
are presented in chapter 4. Chapter 3 contains a description of the Monte Carlo simulation
programs used in this analysis. In chapter G the acceptance of the ZEUS detector for elastic
P photoproduction is presented, and the method used to determine the calorimeter trigger
elficiency from the data is introduced. Chapter 7 is dedicated to the determination of the
backgrounds to the elastic p® signal. The biggest hackground contribution is given hy proton
dissociative p* production, whicl was determined by a subsample of the data in which clastic
cvents were unambignonsly selected. T chapter 8 the response of the calorimeter for the
" decay pions is presented and chapter 9 summarizes the results obtained in this thesis.
They cover a study of the p° mass asvmmetry, a measurement of the energy dependence of
the cross section and the ¢t slope and a study of the p° decay angutar distributions. Finally
conclusions are given in chapter 10.

Chapter 2

The ZEUS Detector at HERA

2.1 HERA Accelerator

The Hadron Elcktron Ring Anlage HERA, located at DESY in Hamburg consists ol two
storage rings, 6.3 km in circumference in a tunnel 10-30 m undevgronnd (fignre 2.1). 1o
HERA clectrons ' of 27.5 GeV energy aml protons of 8201 GeV energy cireulate in opposite
direction. The beams collide at zero crossing angle in the two interaction regions north (N)
and south {S), whirh are occupicd by the ZEUS (S) and H1 (N) experiment. In these two
experiments electron proton interactions at a center of mass energy /s =300 GeV are studicd

HEy B
oo

- . -
bl

A

Fignre 2.1: Bird eye’s view of the DESY area in Hamburg. The dashed lines indicate the
location of the PETRA and HERA storage rings.

'Since 1994 positrons are stored in HERA instead of electrons  The termi electron witl be further used as
a generie name for electrons and positrons.



1 Chaptet 2. The ZEUS Detector at HERA

sinee 1992, The two remaining halls are used by the experiments HERMES {east hall O)
and HERA-B (west hall W). These two experiments make use of the polarized clectron beam
{HERMES) or the proton beam (HERA-B) only. HERMES uscs the longitudinally polarized
clectron beam in the cast hall to study the spin structure of protons and neutrons. HERA
is the world's first storage ring in which the natural transverse clectron polarization caused
Iy synchrotron radiation in the dipole magnets [105] is rotated to provide longitudinally
polarized electrons. TTERMES started operation in 1995. The B-physics experiment HERA-
B is currently under instatlation.

Electrons and protons are aceelerated in a chain of lincar and circular accelerators located
on the DESY site before they are injected at an encrgy of 12 GeV (clectrons) and 40 GeV
(protons) into HERA. In HERA both particle species are then accelerated to their collision
energies. The maximal energy of protons in HERA is given by the maximal available mag-
netic field. To store protons at 820 GeV in the circumference of HERA, the super-conducting
HERA magnets provide a magnetic field of 4.68 T. In contrast, the field required to store 30
GeV electrons can be accomplished hy conventional magnets. The maximal clectron energy
is given by the available radio frequency power necessary to compensate for the losses due
to synchrotron radiation.

The beams of protons and electrons are bunched and cach of the HERA rings is capable
of storing 220 bunches of particles. Thus electrons and protons meet every 96 ns in the
experiments H1 and ZEUS. In 1994 the HERA rings were filled with 133 colliding bunches.
The currents reached 30 mA in case of electrons (design 58 mA) and 50 mA for protons
{design 163 mA). The highest observed Juminosity was 5*10% ecm~2 57

2.2 ZEUS Detector

ZEUS is a multi purpose detector built and operated by a collaboration of 450 physicists
from 50 institutes of 12 countrics. An overview of the detector is given in fignre 2.2 and
figure 2.3. ZEUS is asymmetric in the proton direction because of the boost of the electron
proton center of mass.

The coordinate system used throughout this thesis is the right handed ZEUS coordinate
svstem defined as follows. The z-axis lies in the direction of the proton heam, the x-axis
points horizontally towards the center of the HERA ring and the y-axis points upwards. The
polar angle 8 is measured with respect to the positive z direction and the azimuthal angle ¢
is measured around z relative to the positive x direction.

Charged particles are tracked in ZEUS by the inner tracking system comprising a vertex
detector (VXD) and a central tracking detector (CTD). Both detectors are eylindrical drift
chambers. The tracking system is completed by planar driflt chambers in the forward (pro-
ton) and rear (clectron) directions plus transition radiation detectors in the forward region.
A thin super conducting solenoid surrounds the inner tracking detectors and produces a
magnetic field of 1.43 T, allowing momnentwn measurements for charged particles. The
tracking devices are surrounded by a high resolution ealorimeter. The calorimeter consists
of three parts covering dilferent regions of the polar angle (forward (FCAL), barrel (BCAL)
and rear (RCAL)). Each part is divided in depth into an electromagnetic and a hadronic
component. The magnetized iron yoke surrounding the catorimeter is instrumented for the
use as a backing calorimeter (BAC) and muon detector (BMUO/T, RMUO/T).

2.2. _Z1US Detectur N}

Overview-of the ZEUS Deleclor
, { cross section )

Sm 0 Y
Figure 2.2: View of the ZEUS detector in cross section.
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Fignre 2.3: View of the ZEUS detector in longitudial seetion
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T the forward direetion, jron toroids and tracking chambers improve the muon detection
(FMIUON). The protons and neutrous emitted under very small angles in the forward di-
rection are measured in the leading proten spectrometer (LPS) and the forward ucutron
calorimeter (FNC) installed in the HERA tunnel etween 24 and 101 n. Slightly larger scat-
tering angles are covered by the proton remnant tagger (PRT) installed behind the FCAL
at z=5 m. In the backward direction photon and electron detectors close to the beampipe
serve as a luminosity monitor (LUMI). In order to reduce the contamination of the data
with proton beamgas events, ZEUS is equipped with background detectors in particular the
veto wall (VETO), the C5 counter and the small angle rear tracking detector (SRTD).

In the following those detector components, which are used in this analysis are shortly intro-
duced. A detailed description of all ZEUS detector components can be found elsewhere [107].

2.2.1 Tracking Detectors

The tracking devices relevant to this analysis are the vertex detector (VXD), the central
tracking detector (CTD) and the rear tracking detector (RTD).

Vertex Detector VXD

The VXD is a cylindrical, high precision drift chamber {3] situated between the outer radius
of the beam pipe and the inner walt of the CTD. Tt has an inner radius of 9.9 ¢em and an outer
radius of 15.9 ecm. The chamber is operated with Dimethyl-Ethan (DME) at atmospheric
pressure. 6000 wires, 1.59 m in length, run parallel to the z-axis and are organized in 120
cells each containing 12 sense wires. The VXD covers the angular region 8.6° < # < 165°.
A spatial resolution in r¢ of 50 pm in the central region of a cell and 150 gm near the cell
edges is achieved.

Central Tracking Detector CTD

The CTD [44] is a cylindrical drift chamber surrounding the VXD with a length of 240 cm,
an inner diameter of 32.4 cm and an onter diameter of 164.8 em. Its active length is 2 m
corresponding to a angular coverage of 15° < § < 164°. The chamber is filled with a gas
mixture of Ar:CO,:CyHg (90:8:2). The CTD consists of 72 cylindrical drift layers arranged
into 9 superlayers {figure 2.4). The wires within a superlayer are arranged azimuthally in
cells, each containing 8 sense wires. In total the CTD is equipped with 4608 sense wires.
The odd numbered superlayers have wires strang parallel to the z-axis (axial layers) while
the four even numbered sterco lavers are tilted by sterco angles between —5.53° and +5.62°.
The sense wires in superlayer 1 and alternate wires in superlaver 3 and 5 have an additional
readout system which provides a fast determination of the track 7 coordinate by measuring
the difference in arrival time of signals from hoth ends of the chamber. This information is
used as input to the trigger and discriminates against events cansed by upstream beamgas
interactions. The CTD achieved in 1984 a spatial resolution in ré of 191 um [76] and a 2
resolution of the z-by-timing system of 3.3 ¢

2.2, ZKUS Detector

Figure 2.4: The arrangement of wires in one octant of the CTD. Sense wires are indicated
by larger dots.

Rear Tracking Detectors RTD

The RTD [13] is a planar drift chamber extending the ZEUS inner tracking svstem in the
rcar direction. It consists of three layers of drift cells perpendicnlar to the beam axis with
wire orientations at 0°, 4+60° and —60° with respect to the horizontal. The RTD covers polar
angles between 160° and 170°. The six sense wires in cach cell are separated by 7 mm and
alternate wires are staggered by 300 gom with respect to the potential wires to resolve the
lcft right ambiguity. During the 1994 data taking perivd the RTD was operated in ZEUS
for the first time. Tt took data in 80% of the luminosity used in this analysis. The 20% lu-
minosity taken without the RTD is accounted for in the Monte Carlo simulation (section 5)
by excluding the RTD from the track reconstruction in 20% of the Monte Carlo events. For
the 1994 data the RTD single wire efficiency was 81.5% and the single wire spatial resolution
240-300 pxm {83}, The three RTD layers provide three independent stereo views of a track ole-
ment. So the RTD information alone allows to reconstruct a three dimensional track element,

Track and Vertex Reconstruction

The VCETRAK {56] track finding program recognizes trajectories in the CTD, extends them
into the VXD, fits them and then estimates the primary vertex. Track segments found in
the RTD are used as an input to the program as well. The pattern recognition algorithm
hegins by looking for a trark seed in an outer part of the CTD. A seed can cither consist
of three CTD hits from an axial superlayer or of a three dimensional track segment in the
RTD plus a single axial CTD hit from superlayer 3 or 1. Given a track seed, the trajectory
is extrapolated inward with increasing precision as more axial hits are assigned to the track.
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The resulting trajectory forms a circle in the xy plane, which is used for the z-by-timing
and stereo pattern recognition. The z-hy-timing and stereo hits matching this trajectory are
used to provide z information about the track. Eventually every track candidate must have
three-dimensional information, An attempt is made to pick up hits in the VXD. The longest
tracks are found first, then slightly shorter ones.

After correcting the drift distance for various systematic effects the track candidates are
fitted to a five parameter helix model. A momentum is first estimated by using the slope
atl curvature provided by the pattern recognition. A trajectory is established by swimming
through the magnetic field starting from the vicinity of the innermost used hit and proceeding
outward as far as necessary. This swum trajectory is used to calculate the hit residuals as
well as the derivatives of the residuals with respect to the helix parameter. Finally the
trajectory and its covariance matrix arc transported inward to the z-axis.

The primary event vertex is found in a three stage procedure. First trajectories incompatible
with the beam-line are removed. The remaining tracks are used for an initial estimate of the
vertex as the weighted center of gravity. Tracks with the maximum contribution to the y?
are discarded one by one until the fit quality is acceptable. In a final stage a full vertex fit
is performed which not only solves the final vertex position but simultancously re-evaluates
the track parameters constrained to this vertex. The direction and curvature of the tracks
at the vertex, rescaled to the curvature before the vertex fit, are used to determine the track
momnientum at the vertex.

The resolution in transverse momentum reached for full tracks in the CTD and VXD is
o(Py)/ Pr = \/(0.005 Ppr)? + (0.016)? where Py is in GeV.

2.2.2 Calorimeter CAL

The ZEUS calorimeter {6, 30, 14] is a high resolution sampling calorimeter. Tt consists of
alternating layers of depleted uranium (3.3 mm thick) and plastic scintillator (2.6 mm thick)
with one radiation length sampling. The light is collected via wavelength shifter plates and
read out by photomultiplier tubes. The ZEUS calorimeter has equal response to electrons
and hadrons, i.c. it is a compensating calorimeter. Compensation is achieved by choosing
the correct fraction of absorber to readout material.

The calorimeter surrounds the inner tracking system and consists of three parts: the forward
calorimeter (FCAL) in proton direction, the rear calorimeter (RCAL) in electron direction
and the barrel calorimeter (BCAL) surrounding the central region (figure 2.5). The FCAL
covers the range 2.2° < § < 39.9°, the BCAL the range 36.7° < @ < 129.1° and the RCAL
the range 128.1° < § < 176.5°. The forward and rear calorimeter are built out of 24 modules
cach, with maximum active dimensions of 1.6 m height, 0.2 m width and 1.32 m (FCAL)
or 0.90 m {RCAL) depth. In the center of the FCAL and RCAL section an area of 20x20
cm? is left out for the beam pipe. The barrel calorimeter is build out of 32 wedge shaped
modules with approximate ditnensions of 3x0.5x 1.7 m3.

The modules are subdivided transverscly into towers and longitudinally into one electromag-
netie section (EMC) and one (in RCAL) or two (in FCAL and BCAL) hadronic sections.
The EMC sections have a depth of ~25 radiation lengths, Xg, enough to fully contain clec-
tromagnetic showers. The depth of the EMC is cquivalent to one nuclear interaction length
Aq for hadrons. The HAC sections vary in depth from 6 Ag, for hadrons in the forward direc-
tion to 3 Ao in the rear. All calorimeter towers are non projective exeept the BCAL towers,
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Figure 2.5: The different calorimeter sections and their division into EMGC and [HAC cells,

which are projective in azimuthal angle ¢. The EMC towers of BCAT, are also projective in
polar angle 6. Each basrel calorimeter module is rotated by 2.5° clockwise in the azimuthal
plane around an axis parallel to the z axis. This rotation assures that (he wavelengtl shifter
do not point to the beam axis.

A section of a tower is called a cell; each cell s viewed by two photomultiplier tubes. The
cell size in the EMC sections are 5x20 am? in FCAL and BCAL, 10x20 em? in RCAL and
20x20 em? in all HAC sections. In the region where FCAL and RCAL as seen from the
nominal interaction point are hidden behind the barrel, the EMC segmentation is identical
to the one in the HAC, namely 20x20 cm? (these cells are callod HACO cells). Each ITAC
respectively EMC cell is read out by plastic wavelength shifter plates, attached on opposite
sides of the cell, lightguickes and attached photomultiplicr tubes {PMT).

The pipelined calorimeter readout electronics covers a big dynamic range, allowing precise
cnergy measurement from MIPS (300 McV equivalent energy in EMC cells of FCAL) up
to the highest expected signals (~400 GeV in individual cells of FCAL), by splitting the
PMT signals in a high and low gain path. The fast response time of (he plastic seintil-
lator together with the readout electronies allows to measure the timing of a signal in a
calorimeter cell with a resolution of less than 1 ns for energy deposits greater than 4.5
GeV. The energy resolution under test heam conditions withont inactive material in front

is a{E)/E = 0.18/ JE[GeV] @ 0.01 for clectrons and a(£)/E = 0.35/\/ E[GeV] @ 0.02 for

hadrons.



1 Chapter 2. The ZEUS Detector at JIERA

The performance, energy and time calibration of the calorimeter are continnously monitored
using pedestal triggers, charge and light injection as well as the nraninm radioactivity. The
uranium radioactivity can be used as a standard to calibrate the calorimeter with an aceuracy
of about 1%.

The noise of the calorimeter is approximately 13 MeV for clectromagnetic and 25 MeV for
hadronic eclls, dominated by the uranium radioactivity.

Calorimeter First Level Trigger CFLT

The CFLT {100} provides trigger data for a global first tevel trigger (GFLT) decision 5 pis after
cach beam crossing, occurring every 96 ns. The charges from the 12864 photomultiplicrs of
the CAL are summed in 1792 trigger tower pulscheights which are digitized by flash ADC's.
The digital values are linearized, stored and used for sums and pattern tests. Energy sums
arc transfered to the GFLT for cach crossing 2 s after the crossing occured. The decisions
are derived in a pipelined fashion every 96 ns.

Trigger towers consist of a block of four (FCAL and BCAL) or two (RCAL) EMC cells, and
those HAC cells that lie most projective behind the EMC cells. Thus cach trigger tower
has a size of 20x20 em? and is divided into an electromagnetic and a hadronic scetion.
The energy sums corresponding to the 896 trigger towers are formed in trigger sum cards.
Trigger towers are organized into sixteen 7x8 trigger regions; RCAL and FCAL consist of
four trigger regions cach and BCAL of cight. The analog signals from the trigger sum cards,
are transfered to trigger encoder cards, which digitize the information every 96 ns by two 8
bit flash ADC’s with high and low gain.

After digitization the trigger encoder cards lincarize, pedestal correct and zero SUPPLeSS
the signals, making use of memory lookup tables. Calibration constants are reloaded into
the lookup tables. The calibration is accomplished with the charge injection system of the
CAL reaclout. The charge injectors are fired and the pulscheights for the trigger towers are
individually compared against their expected values. The resolntion of the digitized trigger
cnergics is 49 MeV (high gain), 1.6 GeV (Jow gain FCAL) or 0.39 GeV (low gain RCAL and
BCAL) giving a dynamic range up to 400 GeV. Energics below a low threshold, presently
at 464 MeV are set to zero (zero suppression). The corrected energics are multiplicd by
geometric factors to caleulate electromagnetic and hadronic total energy Eypr, transverse
energy Eyp, E, and E, using again lookup tables. [t is also tested whether the energy
deposition in a trigger tower is consistent with an electron candidate, a minimum ionizing
patticle or a quict tower and it is determined which of six threshold values (3 bit) is surpassed
by the signal.

Adder cards combine the information ( By, £y, E, and Ey) from the trigger encoder cards
for a single trigger region. It also applies pattern recognition algorithms to identify isolated
clectrons and muons in a single trigger region and calculates the cniergy sums on a J bit
scale. The adder cards send their information to the CFLT DIOCESSOr.

The CFLT processor calculates the total Ey, missing transverse energy E, clectromagnetic
and hadronic energy, compares region houndaries to calculate the number of isolated clec-
trons and muons and computes regional EMC, HAC and total energies, particularly around
the beam pipe region. The summary of this information is transmitted to the GFLT for cach
crossing. The gnantities used in the trigger for clastic p® photoproduction are discussed in
section 4.1,
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2.2.3 Small Angle Detectors
Luminosity Detectors LUMI

The luminosity is measured by deteeting Bremsstrahling photons from the process ep - eyp.
The cross section for this process is known to high accuracy from QED given by the Bethe-
Heitler formula. Thus by accurately determining the rate of Bethe-Heitler phatons above a
given energy threshold a precise determination of the lminosity is possible.
Bremsstrahlung photons, scattered at an angle less than 0.5 mrad, are detected by a lead
scintillator calorimeter (7, 84 positioned in electron heam direction at a distance of 107
m from the interaction point. The calorimeter is 23 radiation lengths (o) deep and has
a position detector inserted alter 4 Xy, The calorimeter is shielded against synchrotron
radiation by a carbon filter (1.5 Xg) placed at 2=-103 m and lead shickling (1 Xg). The
calorimeter has a resolution of o{E)/E = 0.18/,/E[Gel].

Bremsstrahlung of clectrons on rest gas moleenles has the same experimental signature as ep
Bremsstrahlung. To subtract this background, the event rate for unpaired (pilot) clectron
bunches is also determined. This backgronnd rate is scaled by the current of particles in
those bunches with respect to the bunches that participate in ep collisions amd subtracted.
An additional calorimeter at a position of z=-33 m detects electrons seattered at small an-
gles. Electrons from the interaction point that are helow nominal heam energy are deflected
by dipole and quadrupole magnets onto the electron ealorimeter. The aceeptance of the
clectron calorimeter in energy is therefore restricted to £ = 6.2 - 21.2 GeV [73].

Leading Proton Spectrometer LPS

The LPS detects charged particles seattered at small angles and carrving a substantial frac-
tion, xy, of the incoming proton momentum. These particles remain in the beam pipe and
their trajectories are measured by a system of position sensitive silicon micro-strip detectors
very close to the proton beam. The track deficction induced by the magnets in the proton
beam line is used for the momentum analysis of the seattered proton.

The LPS {114] consists of six detector stations, ST to S6 of which in 1994 only S4 to S6 were
cquipped. Only these stations will he deseribed in the following. The stations are placed
along the beain line at 2=63.0 m (Sd), 81.2 n (S3) and 9.0 w (S6) respectively. Each of
these stations consists of two halves, each half containing an assembly of six planes of silicon
micro-strip detectors monnted on a mobile arn. Each assembly has two planes with vertical
strips, two plancs at +45° and two planes at -13° with respect to the vertical. Thus the
particle trajectory is meastred in three ditferent projections in each assembly. The pitech
is 115 pm for plancs with vertical strips aud 81 g for the planes with £45° strips. The
distance in z hetween neighboring planes is = 7 mm.

The detector planes are inserted in the beam pipe by means of a steel evlinder with on open
end away from the beam and the other end closed (Roman pot). The silicon detectors are
inserted from the open end and the whole exlinder is inserted into the heam pipe. The planes
in the two halves of cach station independently approach the heam from above and helow.
In the operation position the wpper and lower halves partially overlap, Eael detoctor plane
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Figure 2.6: Top view of the outgoing proton beam line together with the magnetic clements
of the HERA proton beam line. The positions of the LPS stations S1 through S6 are also
shown.

has an elliptical cutout which follows the profile of the 10 o envelope of the beam.

Together with three HERA main dipole magnets {vertical bending) located between S4
and S35 the station S4, S5 and S6 form a spectrometer (figure 2.6). The insertion of the
detectors inte the operating positions typically is started soon after the heams are brought
into collision. Since the insertion procedure took about fifty minutes and since the beam
conditions did not always allow safe insertion of the detectors, only a reduced integrated
luminosity is available for analyses using the LPS in 1934, The efficiency of the detector
planes in 1994 after excluding noisy and malfunctioning channels {< 2%) was better than
99.8%.

Tracks are reconstructed in stages, proceeding from individual hits to full tracks. First clus-
ters of adjacent lit strips are searched for in cach detector plane. By combining pairs of
chusters belonging to different projections, candidate local track segments are found inde-
peudently in each detector assembly. All hits belonging to a candidate are used to find the
transverse coordinate of the track at the value of z corresponding to the center of the sta-
tion. The spatial resolution of these coordinates is about 30 jem. Coordinates reconstructerd
in pairs of different stations are combined into track candidates and the track momentum
is determined using the average cp interaction vertex. Lincar matrix cquations relate the
horizontal and vertical coordinates and slopes of the track at each station to the position
and slope of the track at the interaction vertex. The matrix clements are known functions
of 5y, the fraction of the incoming beam momentum carried by the oulgoing proton. The
functions describe the heam optics including the eflects of quadrupoles and drift lengths.
The two equations for the horizontal and vertical coordinates are independent apart from
the common dependence on 1y, and can be used to obtain two independent estimates of zy,.
If the two values obtained are compatible, the pair of coordinates is retained as a candidate
two station track.

As a final step of the pattern recognition, three station (rack candidates are searched for
using pairs of two station candidates. If the two track candidates give compatible momenta,
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il the projection of the two tracks on the hortzontal plane coincide and if they use the
same hits in the common station, the two candidates are merged in o three-station track
candidate. Two-station anc three-station candidates are then passed to a conventional track
fitting stage. A x? is minimized with respeet to five track parameters (the positions and
slopes at the vertex and 7,) and the best track parameters, together with the error matrix
are determined.

The alignment of the LPS relies on survey information for locating the detector planes along
the beam trajectory and on high energy proton tracks for locating in the horizontal and
vertical direction. The individual detector planes are first aligned within one station, then
the relative alignment of the stations is determined, and fnally the three stations are aligned
relative to the ZEUS detector. Typical acenracies in the horizontal and vertieal dircetion are
better than 20 yam. The actual path of the proton beam is also determined. AH the steps of
the alignment procedure are described in detail in {114).

The LPS in it's 1994 sctup aceepts scattered protons in the range rp 2 0.4 and with
0 < Prp £ 1 GeV, where Py is the transverse momentum of the proton with respect to the
incoming beam direction. With the confignration installed in 1994 the resolution in xy, is
better than 0.4% at 820 GeV and the P, p resolution is abont 5 MeV The latter is less than
the intrinsic transverse momentum spreac in the proton beam at the interaction point {with
rms of about 40 MeV horizontally and abont 90 MeV vertieally) due 1o the beam divergence
of = 30 prad in the horizontal and = 0 prad in the vertical plane. -

Proton Remnant Tagger PRT

The proton remnant tagger (PRTI) {31 consists of two patirs of scintillation counters sur-
rounding the bheam pipe positioned at 2=3.15 m. Tt is build out of two lavers of seintilator
separated by 1 mm thick lead and wrapped in lead (2 nun thick ) and iron (0.5 mm thick)
shielding foil. Each of the scintillator layers is split in two halves independently read out by
two photomultiplier tuhes. The grometrical lavont of the PRT scintillation counters and the
readout channel assignment are shown in figure 2.7. Two connters on one side of the heam
pipe form a pair and cover the same arca. Charged particles can be identified in (he PRT by
a coincidence of signals in the two counters of one pair. The PRT has an active arca 30x26
em? with a hole of 6.0x4.5 cm? at the center to aceotmordate the JIERA beam pipe. The
geometric acceptance of the PRT extends over the psendo-rapidity (3 = — lntam 0/2) range
of 43 <n<538.

The PRT was operational for the first time in 1994, 1t took data with a proper voltage setting
only for part of the Inminosity range used in this analysis. The overall tagging efficiency for
a coincidence signal, of at least 1 MIP in each counter of one pair, for the 1994 data taking
period is 87 £ 3% {11].

Veto Wall

The veto wall (VW) is located at the exit of the beam pipe tunnel at 2=.7.27 m. Tt consists
of an 87 cm thick iron wall with overall dimensions of 5x6 m? whiel is sandwiched by two
layers of scintiflator. The VAV shiclds the main detector against products of the interaction
of beam protons with the rest gas (proton heamgas interaction) enteting Lhe interaction
region. Particles which are not completely absorbed can be identified by the timing infor-
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Figure 2.7: Layout of the PRT1 scintillation counters and the readout channel assignment.

mation from signals in the two layers of scintillator.
C5 Monitor

The C5 bram monitor is a small assembly of scintillators separated by tead sheets posmmw(l
orthogonal to the heam pipe. Two pairs of small scintillators {roughly 10x5 cm? of active
arca) are installed above and below the bheam pipe behind the RCAL at 2=-3.15 m. The
C5 monitor allows to detect proton heamgas background occurring between the VW and C
using the timing information of the scintitlators. To reject noise and very low energetic parti-
cles, signals are accepted only if they occur in the scintillators on both sides of the lead shect.

Small Angle Rear Tracking Detector SRTD

The SRTD consists of two planes of 1 cm wide and 0.5 em thick scintillator strips which are
attached to the front of the RCAL (2=-1.50 m}. These planes are arranged in orthogonal
directions and cover a region of 68x68 em? around the heam pipe. The SRTD serves as a
presampler for scattered clectrons in order to correct for energy loss. The timing information
is used to discriminate proton beamgas interactions close to the interaction point.

The VW, C5 and SRTD detectors discriminate between particles coming from a genuine ep
collision at the nominal interaction point and from upstrecam proton beamgas interaction by
precise measurement of the time of the hits in the scintillators relative to the bunch crossing
time. Particles from proton beamgas background occur at times 2{zj/e before the arrival of
particles from cp interactions at the ZEUS interaction point. The carty timing is therefore a
clear indication of the proton beamgas backgronnd. In case of a signal consistent with pro-
ton beamgas timing Lhese detectors send a veto signal to the global first tevel trigger (GFLT).
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2.2.4 Trigger and Data Acquisition System

The requitements on the ZEUS trigger and readout systeny are given by the ITERA hunch
crossing interval of 96 ns and the total number of 250000 ZEUS readont channels. The
ZEUS data acquisition and trigger systeny has to vednee the vaw inpmt data stream of 5
TBrtes/s to about 1 MBstes/s without rejecting too many important physies events, The
svstem consists of the readout systems of the individnal components amd it three Jevel trigger
system, as shown in figure 2.8.
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Fignre 2.8: Layout of the ZEUS trigger and data acquisition system (fromn {79]). Numbers
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Each ZEUS detector component is equipped with its own front-end clectronies. Onee a
detector component has been read out, the data is stored in a 10.4 MHz pipelive and analyzed
by a local first fevel trigger within the next 23 clock eyeles. The results from the different
components referring to the same beam crossing are input to the global first level trigger
(GFLT). The GFLT calculation takes additional 20 bunch crossing (1.9 s) and the overall
decision is issued exactly 46 crossing (4.4 ps) after the bunch that produced it. The GFLT
decision is send hack to the components. The maximum rate of GFLT aceept decisions is
designed to be 1 kHz. Up to this stage both the trigger and readout are deadtime free.

On GFLT accept, data accepted for Turther analysis are copiced to a sccond fevel trigger
which is still local to the single component subsystem. A GFLT accept rate of 1 kHz and a
copy time of 30 sis from the FLT to the SLT pipeline results in 3% deadtime, A local second
Ievel trigger computes the trigger information which is forwarded (o the global second level
trigger (GSLT). The GSLT computes the global second level trigger decision which is send
back to the components. The GSLT is designed to veto approximately 90% of all GFLT
triggers.

The component data accepted by the GSLT is given a GSLT decision number and trans-
ferred to the Eventbuilder. The Eventbuilder combines and formats all the component data
carrying the same GSLT decision nnmber into one data set, the so called event.

Once an cvent is complete it is handed over to the third level trigger (TLT). The TLT is
a processor farm consisting of six branches of a total of 36 workstations. A single event is
analyzed by an individual workstation. Based on the results a final fltering is done and the
data is written to magnetic tape at a TLT output rate of about 5 events/s for reconstruction
and offline analysis.

Reconstruction and Offfine Analysis

Events from the detector are reconstructed by the program ZEPHY R, The calibration of vach
detector component is available and the raw data output as written to tape is converted into
quantities usclul for the physics analysis.

A subset of physical values in a reduced data structure, the so called MiniDST, is stored
on 600 GByte of fast hard disks connected to a SGI Challenge DM machine acting as
an 1/O server to the farm of hard disks. The data is casily accessible from the analysis
programs running on two SGI Challenge XL multiprocessor machines. This system is a
central computing facility of the ZEUS experiment, the so called ZARAH.

Chapter 3

Photoproduction at High Energies

In this chapter the kinematic variahles used to deseribe ep interactions are lirst introduced.
It will he explained how ep interactions can be used to measnre photoproduction (4p) cross
sections. As then discussed, certain, photoproduction interactions can e described in the
framework of the veetor meson dominance model (VDM) and Regge phenowenology. The
description includes the cross sections and decay angles.

3.1 ep Interactions

A diagram describing the scattering of electrons off protons in first order clectromagnetic
perturbation theory is shown in tignre 3.1, The four momenta of the particles are given in
brackets. The kinematics of an rp interaction can be described by the ep conter of mass
encrgy /s x~ \/4E, Ly where E,and E, are the energy of the incoming electron and proton
respectively, and any pair of the ollowing variales:

' = -q’=-(k-k')? minimal Q%2 Q? =~ ".4:%1 (3.1)
v o= % (3.2)

y = % (3.3)

r = % (3.4)
Wh = (qa+p)? =4EE, for W, > Al, (3.5)

In the electrowenk theory the exchanged gange boson in a neutral carrent interaction may
be a photon () or a nentral weak vector boson (Z%). Tn the kinematic 1 ange of interest in
this thesis (° < 4GeV?) Z° cxchange can be safely ignored.

The clectromagnetic interaction hetween electrons and protons is given by [54]:

do VE
I Q' ‘1 W (3.6)

where o is the electromagnetic conpling constant while £ and F are the energies of the
incoming and ountgoing clectron in the proton rest frame respectively, L Gs the lepton
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Figure 3.1: Schematic diagram of ep scattering in lowest order in a.

X ()

tensor: )
=2 (k"'k" + KR + %g"") (3.7)
and 1, the hadronic tensor:
. . i . Pq Pq
W =M1, (—_f),w + :]2 ) + uzﬂ—’: (I'g. - ;170,.) (T’u - E;tlu) . (3.8)

1, and W5 are two independent inclastic structure functions. Alternatively the hadronic
tensor can be written as

. 1 . e '
W= 2 <Nludp><plp | X> @m0 -p-a)  (39)

P A.smnns

where the suin runs over all final states | X' > and spins of the incoming proton | p > and j,,
denotes the electromagnetic current. The differential cross section 3.6 can also be expressed
in terms of y and Q2. Evaluating L™ 11, using equations (3.7) and (3.8) the differential
cross scetion reads:

do 4ma? 24712 s Miry
—_— = 1 - e — 151 - L 10
dydQ? = Qf [‘ A ( o )“’* n, (l vt =y ) (3.10)

3.2 Relating ep and vp Cross Sections

In the following we restrict ourselves to the proton rest frame, so the photon four momentum
is given by q = (v, K'). In this [rame the total cross section for scattering of real photons of
energy IV and pelarization e, off unpolarized protons can be obtained from Feynman rules
to be:
4rla
tot -, 2 r
o"(p -2 X) = 4 W, (3.11)
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The ditlerentinl cross scetion for inelastic ep scattering {3.6) can be interpreted as a virtual
photon proton cross section 677, Bup one has to keep in mind that real photons can oceur
in two transverse polarizations, whereas virtual photons can also oceur in a longitudinal
polarization state. Real photons have a flux factor $3,J. For virtual photons the flux is
not sniquely defined. The conventional approach due to Hand [33] requires the momentinm
i of the virtual photon to be equal to the energy of a real photon needed to give the same
W,

Mo —

2M,

where v is the energy of the virtual photon. Defining the z axis along the vietual photon
momentum ¢, the polarization vector € is given hy:

;\/g(u. 1, 41.0) {3.13)
1

A=0: 0 = -m—j-(\/n?ﬂt-(’,ﬂ.(l,n) (3.14)

I‘-Haml = (3 ] 2)

A=41: €4

Using the definition of 1V, (3.8) together with the above polarization vector one finds the
transverse and longitndinal cross section to be:

- ] il R

a;’ = E{n'j" + o™y = i 1, {3.15)

. inta 1 . . BT
U;"pEﬂ["Ul=T[(1+EJ_2)“2-“‘] (J][))

For 7°p scattering at small (Q, Bjorken x is small and one can approximate K =~ v and
1+ 0%/Q? = v¥/Q2 This yiclds:

. An?
al" = "”"II'. (3.17)
. {0 [ .,
ay’” = — 6511',41,] (3.18)

Neglecting the term M:/s' in equation {3.10) and using the relation Q2 =~ M2 /(1 - y)
yiclds the following diffcrential ep cross section:
do a 1 1+(lvy)’_21—;,;(2',’""I
dydQ? ~ 2n (?

» 1-y .
_ ” v ).-;.} '(y.Q?HzT'_’,,Z " OB (3.19)

3.3 Photon-Proton Interactions

In the previous section it was shown that a ep cross seetion measured at HERA can be
related to a virtual photon proton cross seetion, In this seetion a thearetical model wsed to
describe p interactions will he intradueed.
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3.3.1  Vector Meson Dominance Model

Photon hadron intevactions at high cnergies exhibit simitar properties as hadron hadron
teractions. On a qualitative level tis similarity can be understood as follows. The uneer-
tainty principle allows fluctuations of the photon into a virtuat 44 state of the same quantum
numbers as the photon (J¢ = 1-+; Q=S=N=0) namely vector mesons. In this snbscetion
we restrict ourselves again to the proton rest frame so the photon four momentum is given
by q = (v, K). The fluctuation time is given by
- 2u

oy MZ
If the distance that the virtual vector meson can travel is much larger than the nucleon
radius 1, = 1fm the photon fluctuates long Lefore it hits the hadron and the interaction
occurs between the vector meson and the hadron.

(3.20)

Thus the physical photon { 7 > can be considered as a superposition of a bare photon | v >
and a hadronic component /o | i >

1>=VZy | vu > +Va | h > (3.21)

where Z3 assures the proper normalization. Although the hadronic photon component is
suppressed by /e, it dominates low @7 photon proton interactions since hadronic cross
section are very large. Photoproduction of the lightest vector mesons A, w and ¢ suggests
that they provide a very important contribution to | A >. Only considering these vector
miesons as the hadrouic component and neglecting the bare photon | 78 > contribution is
the hypothesis of the veetor dominance model (VDM). The inclusion of more constituents to
[ h > is referred to as generalized vector dominance model (GVD). Reviews of these models
are given in [10] and |32].
For the VDM the hadronic photon component can he written as:
l\f‘!. 1 .

valk> .-=§h._, N |1V > (3.22)
where fy-is the 4 e 17 coupling. The matrix element for photeproduction (yp = X)
< X | 7| p > can therefore be related to the matrix clement for vector meson photon
scattering (Vp=2 X) < X |V |p> by

<Xljlp>= ¥

Vi=pPuo

ME ! <X |p> (3.23)
MEr Qg ST IT |
where 7 denotes the electromagnetic entrent and ;¥ the current of the vector meson field.
The enrrents 7 (%) can he separated in a transverse and longitudinal contribution, in which
the currents are parallel jy (j,} } or perpendicular j; (71} to the three momentum of the
virtual photon {vector meson) K. Thus the virtual photon cross section can be calculated
according to (3.11) in the Hand convention

o = S X p P ) p - q)
! K o anM,
(3.21)
. 4nla (P? - I
e _ X 2 st o
aj K A);,T. [< X 1lp>l 41u‘l!,,(2")d (P-p-a)
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The veetor meson proton cross section (Vp) is accordingly given by

n s y | '
o’ = L <X e (27)'$(p' — p - q)
y AL,

X.spin An
(3.25)
o= 1“13 s 'R LNCI ]
T K v ,\g..k Nl lr>) Jn.\l,,(h) M p'-p-aq)

Assuming that Sy .. 1< X | -7|}.>1 I > /(13 M8 (p' — p — q) varies very fittle with
(? the cross sections (3.24) and (3.23) can be related using equation (3.23). This yiclds the
following Q? dependence of 07 % and o]

norg- REG M L
ey = X F(}\[,’-;Q’?) 71" () (3.26)
=p% .
. 4mn MY Q2
v 2y = ) 2T te
o ( ’F‘Q) \':;u,q\ jl) (I‘I|2+()2) 2 :‘]3-0,' (”‘p}
ime At 7 —_— .
e f—’(m) e (3.27)
=Aup

where €2 = a:,"'/o;:" is the ratio of the longitudinal to transverse Vp cross section [91).
Since vector mesons are short lived particles it is impossible to sty 1p scattering direetly.
The additive quark model [68, 69. 70) on the other hand allows to relate Vp eross sections to
mp and Kp cross sections, since in this model the interaction between hadrons is determined
by their valence quark constituents. This viekls the fullowing relations:

2 1 .
A N T (3.28)
o x alN Py gh T e (3.29)

Photoproduction processes are classified similar to hadron hirdron interactions. At high
energies events with jet like stracture, called hard phatoproduction, are observed.  The
cross section for this process is very small and hard phutoprodnction is not tmportant in
the present analysis. The bulk of hadronic interactions is characterized by Tow transverse
momenta and traditionatly referved to as soft processes. Soft hadronic processes ean he
deseribed phenomenologically by Regge theory (section 3 3.2). The Tollowing classification
is commonly used for soft photoproduction.

o diffractive photoproduction
The name of this event class originates from analogics to the diffraction of light hy a
circular aperture [48]. Diffractive photoproduction is classified as follows:

- clastic diffraction (yp = Up, V72 ), w0, @)
In VDAL this provess is the analog to the clastic seattering process in hadron
hadron collisions.  The relative contribution of clastic diffraction to the total
photopraduction cross section is similar (o the relative contribution of clastic
scattering in hadron hadron collisions.  Elnstic photoproduction of o mesons
accounts for ~ 80 % of the clastic difiactive cross sertion and is the interaction
studicd in this thesis.
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- diffractive dissociation
In this event class at least one of the incoming particles dissociates into a higher
mass state (N or X with My > My, My > Af). Diffractive dissociative events
are classified as follows:
+ proton dissociation (4p 2 U'N)
+ photon dissoctation (yp = \'p)
+ double dissociation (yp - Y N)
The cross section of these processes has heen found to approximately follow at a
given 1,
d*a et
x
2 []
dfrfx\lMN, ('"i(l\’})
with a =2 1 [48]. The stope parameter b depends on the mass of the dissociative

system Afy(x). For single dissociation and masses above the resonance region, b
is roughly half the value for clastic scattering.

(3.30)

e non dilfractive photoproduction
The remaining events are called non-diffractive. They are nsually described by phe-
nomenological models.

3.3.2 Regge Phenomenology

The high encrgy behavior of hadronic cioss sections can presently not be determined from
QCD, the microscopic theory of the strong interaction. Phenomenological models based
on Regge's idea of scattering amplitudes analytically continued in the complex momentum
planc are a possible approach to this data {23, 24, 16]. Those properties of Regge theory
which are of interest for the analvsis presented in this thesis are shortly summarized here.
The strong interaction between hadrons involve the exchange of quarks and gluons without
net color exchange, thus objects like mesons and baryons are exchanged between strongly
interacting hadrons.

Regge theory makes nse of the so called crossing symmetry shown in figure 3.2. For the
process AB = CD s is the square of the center of inass energy and ¢ the squared four-
momentum transfer. ¢ is related to the scattering angle 8. In the crossed chanuel AC = BD
the energy is given by t and the scaltering angle related to s. Since the quantum numbers
of the exchanged object in the s-channel reaction {AB - CD) and the t-channel reaction
(AC o BD) are the same, both processes are assumed to be described by a common
scattering amplitude, but in different regions of the variables s and £, The amplitude A(s, 1)
can be expressed in the {-channel partial wave series by:

Als 1) = i(?l + 1) A1) Pi{cos 8;) (3.31)

=0

where Py are the Legendre polynomials and 4,(f) the {™-partial wave amplitudes. The partial
wave amplitude can be identified with a propagator-like term for the exchanged particles
(1)

Al = o (332)
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Figure 3.2: Diagramis of the s-channel (A8 = CD) and t-channel (AC - BD) processes
which are related Ly crossing svinmetry.

where Ty{t) is the partial decay width of a given particle of mass ny. Now the scattering
amplitnde will be coutinued to complex angular mementum L. This enables to write the sum
(3.31) as a Cauchy integral:

_1 S [y(1) )
A0 = [m Wi s @ D Tieos0) (3.33)

Studying the t-channel reaction, it was experimentatly found that the resonances which can
be exchanged for a particutar choice of the colliding particles 1ay on a steaight line in the
Chew-Frautschi plot (spin J versus mass m?2). This observation suggests, that for a given
isospin and strangeness a function § = a(m}), relating mass and angular momentum, exists,
Expanding this function in a lincar function (a(t) = (0} + a't) around m? =

i
= (\(m,z} =ao(l) + ﬂ%(;—) m,7 —1). {3.34)
This can be used in equation (3.33):
1 et Ci#) dnf(t) .
Als, ) = = it 05 fly). 3%
Al =5 j.,..u.‘ et A Vo =y THeos ) (3.33)

Tustead of an integral over many poles in equation (3.33), the amplitade is now given by an
integration around just one pole { = a(f} in the complex [ plane.
Assuming that the integral vanishes on a properly chosen path the integral reduces to the
residue of the pole at oft) =6
et da(t)
A(s, t) = =1 ————(2a(t) + D gy ——— Pagny(vos ). (3.36

( ) 7sin "!( ( ) ) o(l) f“ u{l)( l) )
The function a(t) = a(0) + o't is usnally called the Regge trajectory, representing a whole
series of exchanged resonanees of given isospin, strangeness and parity.
The asymptotic hehavior of the amplitnde for the reaction AB — CD, in which 1 is pegative
and |f] € s can now b written as

Als, 1) % (s (3.37)
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a{#

[ 7. 0 s
-1 * ‘ /'0.5 eV
5- channel region #- channel region

Figure 3.3: The values of a(t) (for ¢ < 1)) obtained by fitting to #~p —» 2% data together
with the extrapolation of the linear p trajectory (from {24]).

since for ] « s Pyy{cos8) = ¢7m (5/56)™". The differential cross section in the two
hody process is therefore predicted to be:

do 1 ,H 2 { §)20-2

@~ aeor = 1sor (2) (3.38)
The trajectory aff) can be determined by plotting Indo/dt as a function of Ins at fixed
{. Figure 3.3 shows the measured p trajectory for the s-channel reaction 7=p — 7%. The
points line up nicely with the resonances belonging to the p-trajectory (t-channel reaction
77" 5 pn).

The optical theorem relates the total cross section a'® to the imaginary part of the forward
clastic scattering amplitude (0 = 1/53(A)|1=q), 50 the forward differential cross section

can be written as:
(i(’(' |

dt o 167

where 1 is the ratio of the forward real part to the forward imaginary part of the scattering
amplitude. The optical theorem together with equation (3.37) leads to:

(0 + )Y (3.39)

n,‘uf o cn(l:O]-l{ (3_40)

So the high encrgy hehavior of tatal hadron cross sections is determined by the highest lying
trajectorics, which in the Chew-Frautschi plot are the degenerated w/f and p/a; trajectories
(.t = 0) = 0.5). They would lead (o0 a total cross section o' o 572 This behavior
is not observed in hadron proten interactions at high cnergies. Instead total cross sections
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above /s = 11" = 10 GeVoare stowly rising. This implies, that if 2 Regge pole exchange is
the dominant mechanism, there lias to be a trajectory, called Pomeron T with ag(0) > 1.
It is generally supposed that the Pomeron represents gluon exchange 33, 67).

The slowly rising cross section can he explained by ag: (0} > 1, however such a power hehavior
shonld not continne indefinitely duc to partial wave unitarity. The total cross section has to
fulfill the Froissart-Martin bound:

ot o« 2
o SME(Ins). (3.41)

It is expected that the simultancous exchange of many Pomerons will change the asymiptotic
behavior (o' o s*P(0=1) {0 at most a (In 5)? behavior.

Total hadron proton cross sections can be suecessfully fitted by a sum of two terms, one
duc to the exchange of the highest lving Reggeon trajectory (p/ay,w/f) and one due to the
Pomeron trajectory. Such an ansatz has the form:

P T (3.42)

where y and e are effective exponents for Reggeon awd Pomeron exchinge. They are assumed
to bie the same for different interacting hadrons, while X and V' depend on the process under
study. Donnachic and Landsholf [36) used pp and pji data with Vs > 10 GeVoaned found:

€ = 0.0808 7= 04525 (3.43)

They used these powers also to fit the valnes for X and Y for varions other hadron praton
cross sections like a¥p K tp and yp. Recently Cuedell ot al, {26) repeated the fits of Don-
nachic and Landshoff to pp and pjy data. Using fltered data and non degenerated Reggeon
trajectories (00 = Xs' 4 357" 4 Y577 their hest estimate Tor the Pomeron intereept
(ow(0) = 1 —€) is ¢ = 009629 002 Lut several models have a good y2 for values of ¢ in the
range [0.07,0.11]. In a very similar approach Covolan et al. {25] performed glohal fits to
total cross scetion and i value data for ptp, 2 pand Ktp with VS 2 6 GeV. They obtainel
the secondary Reggeon trajectories from fits to the [/a and w/p Chew-Frantschi plot and
fixest the slope of the Pomeron trajectory (rp = 0.2 GeV72) A Born level simuliancous
fit Lo the data yiclds a Pomeron intercept of ag{0) = 1104 £ 0.002 and using an cikonalized
amplitude they obtain ap(0) = 1,122 +0.002.
The exponents € and 5 are effective exponents, where n acconnts for four indepewdent tra-
jectories and a lower encegy cut has to he introduced to excude lower trajectories. The
exponent e is expected to show a (slow) dependence on s to assnre the Froissart-Martin
bound (3.41). For /5 > 10 GeV and up to the highest available energy (s = 1.8 TeV at
the TEVATRON {40, 20) the simple fit according 1o equation (3.42} is very suceessful,
In hadron hadron interactions it was found that for valyes [f] 0.3 GeV? the elastic differ-
ential cross section da/dt falls roughly exponentially with |f]:

do

Priadd (3.44)
The exponential behavior suggests that 4(1) in cquation {3.38) can be written as A = e
which, assuming a linear Pomeron trajectory, leads to:

do s\ 2owin)-2
oo gl at
dt ;0 (So ) ’

§ \ 20m{0)~2 o L
= fo (—) AT (3.13)
So
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so that X
b=a+ 2ahn—. {3.46)
S0
Thus the forward peak sharpens as In s increases. This effect is called shrinkage from which
the slope of the Pomeron trajectory can be determined. Elastic pp and pp scattering yield a
value of [33. 34]:
o = 0.25 GeV™? (3.47)

3.3.3 Elastic p” Photoproduction Cross Section
Elastic p° photoproduction can be measured at HERA in the reaction
c+pac+p+ {3.48)

The o meson decays almost exclusively in a pair of charged pions. The analysis presented
in this thesis is restricted to small values of Q2. The upper limit on Q% is QZ,,, =~ 4 GeV?
and the median (27 is about 107> GeVZ. Only events in which the ontgoing electron was not
detected in the ZEUS detector are accepted in this analysis. The kinematic variables used to
deseribe the process are the invariant photon proton center of mass encrgy W, = VAELE,
{or alternatively y = E,/E,), where E, is the photon energy and the momentum transfer at
the proton vertex ¢ = (p — p')?, where p and p’ are the four momenta of the incoming and
onlgoing proton rospocti\'cly.

For kinematical reasons a minimuin momentum transfer is necessary for the transition vy —
2. So the following condition has to be fullilied:

(A% + QY

1 2 i) 2 M T
P

(3.49)

In the kinematic range under study f,ny, is of order 10-F GeV2 and can be safely set to zero
in the following.

As explained in section 3.2 ep scattering can be related to the scattering of virt ual photons
on protons (3.19). The VDM relates elastic 4p to clastic Vp cross sections hy the coupling

I

4 .
o™ VR(N,) = %a' PVR(INY,) (3.50)
2z
For elastic p" photopreduction cquations (3.26) and (3.27) thus read:
yretry 2 h’:" ? w—e"n 1y c
97 W, @) = W g (W) {3.51})
" ML O\ L Q? o
ME Tl , 2y — 4 2 % SWPe .
o, (W5, Q%) (M:o +Q2) 3 A!;ﬂ,o (W) (3.52)
[nserting these in equation (3.19) vields:
Larers’
o = gy, QN0 () (3.53)

dydQ?
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where
1 yp r VAN
‘ 1 f1+(0-y -y ,Q @ Myp 5
Rl . L e s 3.51
Wy, Q%) 7 y " ML T (3.51)

is the effective photon flux.

A measured g° electroproduction cross section (ep — cpp?} ean thas be transformed into
an clastic p° photoproduction cross section (yp — ') by dividing the cleetroproduction
cross section by the eHective photon Rux integrated over the y and ¢)? range covered by the
mcasurement.

Applying the optical theorem (3.39) to p°p interactions yiclds:
do?"r—rp
dt

1 -
= I—G;“ +")(els)? (3.53)

t=0

where 1 has been measured at high encrgies in hadron hadron interactions to be of theorder
10% [61] and is sct to ( here. Sinee VDA relates yp to %p cross sections une can write:

dne 1 | 402

dow=r'r
—| o=l
wo  Jp 167

= (3.36)

Using the exponential behavior of elastic A" photoproduction one can write the cross section
as:

w32
7,-—0,;“]: ina 1 (nl‘"l’) nT
o R T (3.57)
f"., 167 b.,’,_.f,»,,
The additive quark model relates 09 1o well measured hadronic cross sections hy:
'r -
1
tof tot tot -
Oy = a(n,.” +a, (3.58)

The slope by pp has to be fixed, too. Again, measnrements of ¥ p interactions conld be
used, assuming
byp-apuyl = bﬂ’y—au*p- (359)

This approximation fits well to the data {10, G1].

The energy behavior of hadron hadron cross sections and energy behavior of the slope
parameter b is described by Regge theory ((3.12) and {3.46)). Using these relations and
cquation (3.57) the clastic p° photoproduction cross section can be predicted, if the 4"
coupling f,0 is known. Donnachie and Landshoff [37} and Schuler and Sjistrand {07] used
this procedure to predict the elastic p? photoprodnction eross section. Their predictions are
approximately 10%-20% higher than the measured values. This can be explained by the
conpling constant f,o used by these anthors. The coupling can he determined directly from
the from c*e- collisions since the o* e~ decay width of the g% is related to the conpling by

T(p® = e*em) = n’/J(]},NﬂL"»)_I M. The coupling fﬁz"/hlu, is smaller than the
conpling determined from photoproduction data ff'f.,/dn [10) relevant in the analysis of elastic
A photoproduction. The difference in the conpling obtained from e*e™ collisions and from
pliotoproduction might be caused by intrinsic uncertaintios in VDM and hy the model de-

pendence of the determination of the photoproduction results (assuming the additive quark
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Figure 3.4: Measurements and predictions for the 4p — p% cross section versus 117, (from
[19)).

model) (49]. To he consistent within photoproduction the coupling f2,/47 was determined
from clastic p® photoproduction cross section measurements with W, > 9 GeV by inverting
equation (3.57) (f2% /47 = 2.69 £ 0.27 |49}).

Figure 3.4 shows predictions for the elastic p° photoproduction cross scetion [49] together
with low energy data used to determine /}./4#. The full line shows the prediction using
the results of the parameters given by Donnachic and Landshoff (3.43). The dashed line
indicates the prediction for the clastic p° photoproduction cross seclion using a value for ¢ of
0.096 as determined by Cudell et al. and the shaded arca shows the effect on the predicted
eross section by varying € between 0.07 and 0.11. Details on the procedure used to derive
the predictions in figure 3.4 are given in [49).

3.3.4 Decay Angular Distribution

The p° decay pions can be used as an analyzer of the spin states of the p%. Analyzing the o
decay distribution allows to study the spin dependent properties of the production process.
The relevant formalism has been developed in [96).

The angular distribution of the decay pion is studied in the p° rest frame. In this frame
a right handed coordinate system is defined as follows. The £ - 7 plane is the production
plane {v'p” plane in the hadronic center of mass system} and § the normal to this plane. The
quantization axis can be chosen in different ways. A specific choice is the s-channel helicity
system in which the 7 axis is opposite to the direction of the outgoing proton. This frame is
the most convenient system for describing the p® decay in photoproduction [10]. Theoretical
aspects of s-channel helicity conservation in diffractive scattering are discussed in [16].

The polar angle 8, is defined as the angle hetween the 7+ and the # axis and the azimnthal
R h
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Virtual Photoproduction
c.m. System

Figure 3.5: The p? decay angles in the s-chamnel hetivity system.

angle ¢, is the angle between the production plane and the decay plane (n* 7~ plane in the
A° rest frame). A third angle & denotes the angle hetween the production plane and the
clectron scattering plane. All three angles are shown in fignee 3.5.

The p° decay angular distribution 13 {cos G, &n, ®) will be studicd in terms of the p° spin
density matrix {96]. The p” spin density matrix pin general can be decomposed into nine
independent matrices p°, where the matrices o = 0 10 3 and 1 deseribe p° production
by transverse and tongitudinal photons respectively and the matrices o = 5 (0 8 measure
interference between transverse and longitudinal photons.

In the analysis presented in this thesis the longitueinal and transverse photon flux (T, Iy}
cannot he varied so the matrices ¢ and o' cannot be separated. The following combinations

of matrix clements g% are therefore measured:

01 _ M+ (e + 8) Rp .
o= T (e + 80 (3.60)



K10 B Chapter 3. Photoprodiction at High Encrgies

Pk -i_3
“ o 1+\}(ﬁ:;f)l? . (3.61)

T+ie+an "=078

with
n o= % (3.62)
y ! h

- +ﬂﬁ]ﬁi% (3.63)
8 = 2(‘;‘1(1-():3%—:&‘—;'#(14) (3.61)
%  ens (3.63)

I is the ratio of the cross sections for p? photoproduction by longitudinal and transverse
photons. Usually in p° clectroproduction experiments 4 is neglected and @2, /Q? = 0 so0
e reduees e = (2(1 = ) /(1 + (1 = ¥)?). For the analysis presented in this thesis these
approximations are not good sinee the whole Q? spectrum down to 2, is measured. The
y dependence of € and 4 in the range under study (30 GeV < W5, < 100 GeV) is very small.
Q% is not measured in this analysis, so in the following ¢ and § are averaged over 7 and

given for the mean y:

(¢) = 0998 (3.66)
() = 0052 (3.67)
%’{ = (e)+{8) =105 {3.68)

The normalized decay angnlar distribution of the #*

given in terms of 13 spin density matrix clements:

with an unpolarized electron beam is

. 3 g1 1 .
W{cos by, d, ) = ™ 5(1 -3+ 5(31'&: - 1cos’ o, - \/i?Rr?; sin 26, cos ¢y —

r(,"_| sin? @, cos 2y, —
ccus2B(r), sin? 0y + rh cos? 8y, — V2Rr )y sin 26, cos ¢y ~
r1_, 5in? 8, cos 2¢y) —
¢ sin Q‘b(ﬁﬁrfo sit 205 sin &y + ‘Jr?_, sin? @y sin 2¢) +

V2601 + € + 8) cos B(r?, sin? 8y, + 13, cos’ 0, — \/53%,50 sin 28y, cus ¢y, —

r3_ sin? 8, cos 24,) +

2e{]1 +¢ + d)sill¢(\/§37'° sin 204 sin ¢y +
10

r8_, sin? 8, sin 2d>;.)] (3.69)

where R and 3 stand for the real and imaginary part of the matrix element. If the electrons
are transversely polarized, the following terms have to be added to equation (3.69):

W eolicne g, 6, %) = _3,“_()2&

an o X
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T +er

[( l.:_i cosny cus b+ sinoy sin ‘I') (s/ﬁ’\‘sr‘,’,,siu 20, sin dy, +

Gy, sin? #, sin 26,

1 —¢ . . .
( T cos o, sind — sinag cosd (r','l sin? @, + rSn cos’ By, —
€

\/“-?‘ern sin 26, cos ¢, —

r:_l sin? 0, cos '265,,)] (3.70)
where oy is the angle hetween the plane of polarization and the eleetron seattering plane aml
P is the degree of transverse polarization of the electron heam. 1174 pal

m/Q and therefore the terms in eguation (3.70) give a sizeable contribution to the decay
jptr pol

contains a factor

angular distribution only for @ < m,. Furthermore contains a factor 1 — ¢, For the
data presented in this thesis the average e is 0.098 and therefore (3.71) can be neglected. So
in the following the decay angular distribution is given by equation (3.69).

In the case of s-channel helicity conservation at the 4p vertex all spin density matrix elements

except 18, iy Qe Redy, Qrdy L Qely and Refy are zero and v o= =S, Ry =
=98, Srly = Rl Furthermore for s-chanuel helivity #33 couservation the following
relation holds:
1 i
R= L (3.71)

e+rdl—rd
Therefore by measuring the cos 8y distribation the ratio B can be determinel.
Stnee in the analysis presented here the angle @ is not menswred the deeay angular distribu-
tion rednces to:

1 1 ;
W(cos@y, )} = % 5“ - 13;} + 5(31% — ) eostly - \/5.‘7?!‘?"; sin 20, cos éy, —
rOt, sin? B, cos 2] (3.72)
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Chapter 4

Event Selection

T this chapter the trigger and the selection cuts for clastic A% photoprodnetion events will
be discussed. p° mesons are measored in the decay channed p° = 77 The branching ratio
is ~100%. In the data presented, the scattered electron amd proton escape nndetected, so
clastic #° photoproduction events are characterized by two oppositely charged tracks in the
central tracking detector and no encrgy deposition in the calorimeter apart from that of the
decay pions.

4.1 The Elastic p" Photoproduction Trigger

As mentioned in chapter 2.2.4 the ZEUS trigger has thiee levels. To trigger clastic pf
photoproduction evemts a dedicated p trigger was developed. This trigger demands the
following requirements:

e at the first level trigger (FLT) at least 464 MoV i the electromagnet ic section of the
rear calorimeter exeluding the towers surrounding the besmpipe (REAMC,, }. at least
one good track candidate, less than 1230 Me\ in the innermost ring surrounding the
heam-pipe of the forward catorimeter (FCAL BP, 1) and no veto signals from the
ZEUS veto counters (section 2.2.3). The energics REMCypy and FCAL BPpyy are
measured by the CFLT (section 2.2.2).

e at the sccond level trigger (SET) less than 3 GeV i the barrel and forward calorimeter
{BCALgyy, FCALg,4) and no timing-veto signal from the calorimeter,

at the third level trigger (TLT) the flt event information of ZEUS is available. More
stringent veto cuts are applicd. To select p° photoproduction events two different TLUT
trigger streams are used. Both require at least one track pointing to the interaction
region and an event vertex in 7 within 66 cni around the nominal voertex, The nnmber
of tracks has to be less than fr (TLT p trigger) or six (TIT o trigger} and the
invariant mass of one 2 track pair smaller than 1.5 GeV (TLT p trigger) or the total
invariant mass smaller than 2.5 GeV (TLT w trigger). The neass caleulation uses the
momentum measurement from the CTD assuming that all particles are pioms. In the
1994 running period hoth triggers were prescaled by o Eactor of six,

The efficieney of all the trigger cuts, except the REMC, ;¢ vequirement., is very liigh and can
he determined from Monte Cinlo events simmdating p° phaotoproduction (section 3), which




s . _ Chagprter L dvent Sn'lt't‘lhﬂ

are passed through the ZEUS detector simulation program MOZART, the trigger simnlation
program ZGANA and the reconstruction program ZEPHYR. The result derived from the
Monte Carlo is vorrect, if the efficiencies in data are reproduced by the Monte Carlo. To
make sure that this is the case all the trigger cuts are examined, exeept the REMC) 1y
requirement which will be discussed in seetion 6.1.1.

All the veto cuts are chosen to remove elear backgrownd events with a negligible loss of ep
events. The veto cats are not simulated in the trigger Monte Carlo program. An ontline of
all the veto cuts follows,

The veto cuts at the FLT are based on the timing in the veto counters npstream the proton
heam direction. These timing cuts are chosen to remove obvious proton beamgas interac-
tions. At SLT and TLT the ealorimeter is used to provide a veto signal in case of a clear
backgromd event. Non cp events can be identified by the time of the event which is very
precisely measured by the calorimeter. By the calibration, the mean calorimeter time for an
cvent originating from the interaction point is zero. Upstream proton beamgas interactions,
which are the most severe background at the SLT, have carly RCAL times or big time differ-
cnces between FCAL and RCAL. Similarly upstream electron beamgas interactions can he
vetoed by an carly FCAL time. At the SLT also events with an unphysically high value of
E - P, arc vetoed. Events triggered at FLT by noise in a photo multiplier are identified at
SLT and TLT as having a cell with large energy imbalance, the difference in encrgy between
the left and right photo multiplier, while the rest of the calorimeter is quiet. Cosmic muons
are vetoed at the SLT by the time difference between the upper and lower half of BCAL. At
the TLT, cosmic and halo muon events are rejected by making use of the time and position
of the cnergy deposits in the calorimeter as well as the TLT track and vertex information.
Details on the veto algorithms used at the SLT and TLT can be found in [22] and [12].
Highly prescaled control trigger streams, which use relaxed trigger cuts can be used to
determine the cfficiency of the trigger ents in data. This efficiency has to be compared
to the efficiency obtained from the Monte Carlo simulation. If necessary, cuts on offiine
quautities are introduced in data and Monte Carlo cvents to get good agreement in the
trigger cfficiencies. Data and Monte Carlo events are compared after sclecting p° candidates
hy requeiring exactly two, oppositely charged tracks from a vertex within three sigma aronnd
the mean vertex measured in the 1994 running period (section 1.3.1).

e The FLT trigger cuts arc studicd separately.

~ For the cut of at least one good track candidate, the vector meson control trigger
streams can not be used to determine the cfficiency in the data, since all iriggers
require this condition. So an independent controt trigger, which does not reqnire
tracking is used, in this case the tagged photoproduction trigger. This trigger
regnires at the FLT a coincidence of an energy deposition in the rear ealorimeter
and a tag in the clectron detector of the luminosity system. The efficiency of vne
good track candidate for the selected events in data is bigger than 93% and agrees
with the Monte Carlo efficiency within 2% after applving cuts on the track quality,
namely the pseadorapidity Jnf < 2.1 and the transverse momentum 4 > 150 MeV
of hoth tracks (section 5.3). The difference hetween data and Monte Carlo can e
understood from the different s spectra of tagged and p° photoproduction evets.
By running the trigger simulation program ZGANA on data the correctness of
the simulation program is checked as well. 1 tuens out that the simolation is
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Figure 4.1: The fraction of events (ulfilling the ent FCAL BPy ;< 1230 Me'V for the control
sample (full dots) and a proton dissociative Monte Carlo sample (open dots) as a funetion
of the energy in FCAL in the two innermost rings surrounding the beampipe.

correet within 1%.

- The cut on FCAL BPyyy does vot affect elastic p% photoproduction events since
the transverse momentum of the scattered proton is too small to reach the forward
calorimeter and the calorimeter noise is much simaller than 1.2 GeV. Bt for proton
dissociative p° photoproduction, in which the outgoing ladron is excited into a
state M n, energy can be deposited in the forward calorimeter. A control strean,
which differs from the p trigger by the ent FCAL 8P 4 < 5000 MeV s used {o
compare data and Monte Carlo. Fignre 4.1 shows the fraction of events fulfilling
the cut FCAL BPy .y < 1250 MeV Tor the control sample (Tull dots) and a proton
dissociative Monte Carto sample (open dots) as a function of the cnergy in the
two innermost rings surrounding the beampipe Fpeoap mp, measured offfine. The
fraction of events vetoed hy the cut FCAL BPy 1 < 1250 MeV rises slowly and
reaches = 30% for 3 GeV. To obtain a good agreement between data and Monte
Carlo sample a cut on Epeag, prea ot 1.2 GeVis introduced. As already meationed,
this cut has no cffect for elastic p° photoproduction events, hut is important in
the stuey of proton dissociative p" photoproduetion (seetion 7.4).

¢ The cfliciency of the SLT energy cuts is determined by using a control trigger stream,
which is identical to the p trigger, but has no SLT energy cot. On top of Lhe selection
cuts mentioned above, elastic 2% photopioduction events are selected by reguiring that
in the ealorimeter no energy deposition above noise apart the one from the decay pions
(section 4.3.2) is fonnd. After applyving (his ent the SLT energy distribntion for BCAL
and FCAL peaks well below the 5 GeV, The maxitum SET energy in data and Monte
Carlo is aronnd 3 GeV. Alsoe for proton dissociative events the SLT energy cut in FOAL
has an eflicieney of 100% sinece the FLT ewt on FOCAL BP0 is already tighter. So
the SLT energy ents have an efficiency of 100% in data and Monte Carlo ssunple,
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o The TLT tracking cuts are studied with a control trigger stream which does not require
any TLT tracking. For data and the Monte Carlo sample the number of tracks fonned
at the TLT is lower than the number of tracks found offline. Since offfine two tracks
ave required, the upper limit on the number of tracks at the TLT has an efficiency of
100%. Two prescaled trigger streams are used at the TLT which have different cuts
on the invariant mass. To add up the events from both streams in one analysis it has
to be assured that the two streams accept % events with the same efficiency. So the
fraction of events, which are triggered exclusively by one trigger stream, is determined.
After applying a cut on the invariant two track mass, caleulated offtine, of M4, <
1.2 GeV' is introduced only less than 0.01% of the events taken by the p trigger arc
not triggered by the w trigger and 0.27% of the cvents taken by the w trigger are not
triggered by the p trigger. The difference in the trigger efficiency between the two
trigger streams increases with increasing mass and becomes sizeable above 1.2 GeV.
So the analysis will be restricted to M, .- < 1.2 GeV. A vertex at the TLT is only
reconstructed, if at least one track is pointing to the interaction region. The cfficiency
of the at least one TLT vertex track and a TLT event vertex in 2 within 66 cm around
the nominal vertex is bigger than 98% for the sclected events and well reproduced by
the Monte Carlo.

As already mentioned the two TLT trigger streams used in this analysis are prescaled. For
cach physics run the prescale factor can be deterniined, since in the run summary the number
of events Mlfilling the trigger Ny, and the number of events taken by this trigger after
prescale Ny, are recorded. The prescale factor is given by P = Nirig/Niake. A correction
factor for the prescale correction of two trigger streams can be defined as:

c=_L1 4 1 : (4.1)

Pp trigger Pn.: trigger Pp trigger Pl.: trigger

To correct for the prescale factors the luminosity for cach physics run is multiplied by its
correction factor C.

Tn table 4.1 the efficiencies of the trigger requirements, for p° candidates (two oppositely
charged tracks from a vertex}, as determined from controt samples and a Monte Carlo simm-
lation are summarized. The efficiencies are close to 100% and agree very well between data
and Monte Carlo after applying the extra selection criteria.

trigger cfficicney | cfficiency extra selection
requirement from data | from MC criteria

FLT: good track 95% 97% [7] < 2.1 and Py > 150 MeV
FLT: FCAL BPyy 4 100% 100% Ercan nrr < 1.2 GeV
SLTI BCA LSI'A'I. FCALSLT 100% l[K)%

TLT: multiplicity cut 100% 100%

TLT: vertex ent 98% 99%

TLT: mass cut 100% 100% Moy- < 1.2 GeV

Table 4.1: Trigger efliciencies for g candicdates in data (control sample) and Monte Carlo.
The extra selection criteria have to be applied to got a good agreement between data and
Moute Carlo.

1.2._ Reconstyaction of Kinematie Yariables 37

4.2 Reconstruction of Kinematic Variables

-,
In section 3.1 the kinematics variables deseribing p® photoproduction are introdueed. Sinee
for this data sample only the decay pions of the 42 are measnred i (he ZEUS detector, the
kinematic variables have to be reconstructed from the momenta of the prons.

The selection cuts reject events in which the seattered electron hits the ZEUS calorimeter,
This restricts €? to he below Q2 ~ 4 GeV?. The minimal QPisgiven by Q2 = M2 /(1-

y). For Q? = 2, the virtual photon has zero transverse momentum and the longitudinal
momentum P,, can be approximated by ~E,, since 02, is of the order of 1072 GeV? in

mn

the kinematic range under studly. Encrgy and momentum conservation reads:

E,+E, = Es+E, (4.2)
Pn + P:p = Pxp‘ + P,,,. (43)

Subtracting equation (4.3) from (4.2} vields:
E,-P,=2E,~F,-r, (4.4)

since £, = P, and £, =~ P,
The photon-proton center of mass energy can itow he expressed as:

W2 x 4EE, ~ UAF, - P,)F, (1.3)

The encrgy E, is given by E,+ + E,- and Py W Prgv + P The energies of the pions are
caleulated from the measured three momenta in the CTD assiining the tracks are pions.
The four-momentum transfer ¢ at the proten vertex in the above approximation (Q? = 0,
Py, = —E,) is given by:

It

t - - 2qp, + M;‘,’

—2E,(E, + P,,) + M}

—(E} - Py + A2

_pT‘l_p

Pl = —(Prs + Py Y = (Pps + P, {4.6)

Q&

As can be seen from this derivation for non zero Q? (he reconstructid P} will differ from
~1. This effect will be discussed in more detail below.

The decay angles in the helicity frame, defined in seetion 331, are also reconstructed in the
above approximation. A photon virtnality of Q7 = 0 and uo transverse momentum for the
photon and the incoming proton are assumed, Tn this approximation only (wo angles can
be measured, namely 8, and @,. P defined as the angle hetween the lepton scattering and
the production plane is not mcasurable, since the lepton seattering plane is undefined in this
approximation,

The smearing in the kinematic variables and the decay angles, due to the detecior resolution,
is determined from a Monte Carlo simulation. Events simalating elastic p° photoproduction
are passed throngh the ZEUS detector simabition program MOZART, the trigger simnlation
program ZGANA and the same reconstruction program ZEPIHYR as the data. Radiation of
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Figure 1.2: Correlation between the reconstructed and the generated values for the kinematic
variables and the decay angles.
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Figure 4.3: Difference between the reconstrueted and genevated mass for dilferent mass bins.
Superimposed is the result of a fit with a donble Ganssian (4.7).

real photons from the incoming or outgoing electron is not included in the simulation
(scction 3). The smearing determined by comparing the generated and the reconstrueted
values of a kinematic variable includes the effects of the detector resolution and the approx-
imation given above. Tn figure 4.2 the generated versus the reconstoncted W0 P2 cos @y,
on and Af 4, - are shown. A good correlation hetween the generated and the reconstructed
values is seen. To look closer at the smearing, the resolution, defined as difference hetween
reconstructed and generated values is studied. As an example lignre 4.3 shows the resotution
in mass (M,4 .- = M7 ), for different bins in AL+, The resolution can be well deseribed

by a double Gaussian of the form:

xtx

T

(Myep- - M7} - n,]'
+

J(Moyvs =M™ Y= P, r—i

LA

5

P, (‘_”(M.'-- gl P)]) (4.7)
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"’,,, bin pz P] P4] P‘Z Psl Pg
(GeV) | (MeV) { (MeV) (GeV-") | (MeV)

S0 100 -2.2 74 0.39 0.15 15.0 14.0
30-60 -2.7 6.4 0.34 0.27 4.0 210
60-70 -2.6 8.6 0.71 0.58 -6.0 38.0
70-80 -1.7 13.7 1.79 1.49 17.0 16.0
80-100 18 33.6 0.0 0.0 0.0 0.0

Table 4.2: The parameters deseribing the mass resobition in different WY, bins according to
equation (4.7).

As a result of a fit with this function it is found that the reconstructed mass is shifred
versus the generated one by -2 MeV. The contribution of the second Gaussian Py is non
negligible. The sigma of the dominating Gaussian Py{= Osr,,_) is on the order 7 MeV.
The parameter P decreases as a function of A, +,- and P; increase as a function of M, 4, -.
This dependence can be parameterized by lincar functions Py = P} — P2 Mzsa-|GeV)) and
Py = P} + P}M,+,-[GeV]). The mass resolution was also studied as finction of W, P2,
cosfy and ¢,. The mass resolution increases as a function of W, but no dependence is
seen on P?, cosfy and ¢, The parameters (P2 to P3) describing the mass resohution are
summarized in table 4.2 for the W,, bins, used in this analysis. These results will be used
later in the analysis of the AM,.,- distributions, when the corrected mass distribution is
fitted by a convolution of the theoretical model and equation (4.7). The increase of the mass
resolution for increasing 187, can be understood from the fact that at low W,, the tracks
are well measured in the tracking chambers and for big 11, the tracks are short, so the
vesolution is worse. A similar effect is seen in opz, which also increases as a function of 1V,,,.
The decay angular distributions cosy, and @, will be studied in this analysis as function
of Mes,- and PE. The resolution in cos 8, and &n decreases as My+, . increases. On the
other hand 0,44, shows no dependence on P2, but 04, increases for decreasing PR, This
is expected since for small Jt[ the production plane is badlv measured and for ¢ = tn the
photon and the p° arc collinear, so @y is undefined.

The resolution in PY and W, is studied as well, but for the results presented in chapter 9
only corrected My y,-, cos 8y and ¢, are needed, so the focus is put on these variables. No
systematic shifts hetween the generated and the reconstructed variables are seen for PV,
cos B, and @5 In table 4.3 the typical sigma Pj of the dominating Gaussian in all variables is
listed together with the bin width chosen for these variable in the further analysis. The bin
width is always chosen to be bigger than the resolution in the all regions, of the kinematic

quantity | sigma of the Gaussian | bin width in the analysis
AMysy- 7 MeV 25 MeV
cos By, 0.04 0.08
[ 0.20 rad #/10 rad
Pz 0.004 GeV? > 0.00625 GeV?
w, 0.3 GeV 2.0 GeV

Table £.3: The resolution, defined as the sigma of the dominating Gaussian and the chosen
bin widths for the kinematic variables and the decay anglos.

A3 Sedection Cuts for Elastic o Fovents 11

w 1.2

'RITY
TL**H Yo

: ¢
0.8F ‘
0.6

0.4

T

T

0.2F

0: All;l‘lllkllllllllllIl'kl.lllltlillllllli_llJIIIJ
0 005 0.1 0.15 0.2 025 0.3 0.35 0.4 045 05

P} (Gev?)

Figure 4.4: The correction Tunction used to convert the measured P disteibation to a Ji)
distribution. The correction increases for increasing PZ.

variables, under study.

As already mentioned above, — P} is used as a measue of 1. For non zero Q? this approxi-
mation will become worse for increasing P2, hecause big PYcan e caused by i) or % The
mean difference between P2 and |f] can be translated in o correction funetion F which has
to be applicd to the P? distribution to get the [t] distribution. This correction Tunetion i

defined as

_ generated events in r

F (1.8)

generated events in |1

and is evalnated from the Monte Carlo, assuming the Q7 distribution given hy (3.53). In
fignre 4.4 the Tunction F is shown versus Pl The correction starts to become hig above
.5 GeV? so this analysis is restricted to Pl < 05 GeV® The correction fimetion F s
determined for cach selected region of kinematie variahles under study separately.

4.3 Selection Cuts for Elastic ;" Events

Elastic p° photoproduction events are characterized in the ZEUS detector by two charged
pions in the central tracking chamber (CTD) and no encrgy deposition in the calorimeter
{CAL) apart from the one from the pions. The selection cnts make nse of this characteristic,

4.3.1 Tracking Cuts

The efficiency for scleeting events with exactly two tracks of opposite charge pointing to the
vertex is caleulated from the Monte Carlo sample. To get an idea of the inefficiency of this
ent the following four classes of events in 2 control data satmple are considereed:

s (1) p° candidates. namely exactly two tracks ol upposite charge pointing (o the yvergey,

¢ (2) two tracks but only one track is pointing to the vertex,
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data from a control sample

clastic g7

Monte Carlo

track selection

clasgic selection

track selection

elastic selection

class(2)

0.139 + 0.003

0.008 £ (1.002

0.081 £ 0.008

0.016 £ 0.001

class(3)

0.100 £ 0.005

0000 £ .00
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0.019 £ 0.004
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0.011 £ 0.002 | 0.008 £ G.002 | 0.005 £ 0.002

cass(d) | 0.054 £ 0.001

Table 1.4: The ratio of the number of events in classes (2),(3) and {4) over the numher of
events in class (1) for data (control sample) s elastic p7 Monte Carlo Tor the track selection
only and for track plus clastic event sclection.

data, as is shown by the invariant mass distribution, which are not simulated by the clastic
o® Monte Carlo sample. Therefore the ratios in data are nmmeh bigger than in the Monte
Carlo. After applying the clastic selection the remaining events in classes (2), (3) anel (4) in
data are likely to be elastic p® events, which fait the sclection (1), The ratios in data and
Monte Carlo sample after the clastic selection are therefore mueh closer. From table 4.4 it
can be concluded that the probability Tor an elastic p% event 1o fail the teacking cuts is small
and the inefficiency is sufficientty well reproduced by the Monte Carto,

As already mentioned previonsly a cent on the reconstructed vertex is applied. Figure 1.6
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Figure 4.5: Invariant mass distributions for p? candidates (npper left plot) and event classes
(2) to {4) defined in the text (upper right to lower right plot). For p° candidates a clear
mass peak is scen.

e (1) additional to the two vertex tracks a third track is found,
o (1) exactly two tracks from the vertex hmt of the same charge.

I ligure 4.5 the invariant mass distribution for the control sample is shown for the four event
classes. For class (3) the mass is calculated from the two vertex tracks. No clear p? signal
is seen for the events which fail the g% selection cuts slightly, but a clear peak at the proper
mass is scen for the p” candidates. From the number of events in cach figure it is obvious
that the probability for a p® event 1o fail the tracking cuts is small. In table 4.4 the number
of events in the classes (2), (3) and (4) divided by the number of events in class (1) is given
for data and Monte Carlo sample. The ratios are given for a selection based on the track
multiplicities (track selection) as explained above and for an clastic selection, where on top
of the track selection no significant encrgy deposition in the caloritneter outside the tracks
is allowed (section 4.3.2). For the track selection mainly background events are selected in
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Figure 4.6: Vertex distributions in x (upper left plov), v (npper right plot} and 2 (lower plot)
in data for all 2% candidates. The result of a fit with a Gaussian is superimposed
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shows the measured vertex distributions in x, ¥ and z for all selected p° candidates in the
selected runs (section 4.4}, A Gaussian is fitted to this distributions and the imean vertex
position found 1o be displaced, for example in 2 by 4.1 em. Events with a vertex inside three
sigma are sclecled, so the vertex cut reads:

Ve —4.07cm| < 3-11.18cm
z=015em| < 3.02tcm
Ny +003em| < 3-0.21 com.

The cuts on the vertex distributions in x and v reduce the data sample by ~2.5%. In the
Monte Carlo simulation, vertex distributions in x, ¥ and 2 are used at generator level, which
was derived from an unbiased 1994 data sample.

4.3.2 Selection of Elastic Events

Elastic events are selected by requiring that the encrgy in the most energetic calorimeter
cell not assigned to the tracks is below an energy which is given by the maximal noise in
the calorimeter.  All calorimeter cells in the electromagnetic and hadronic section of the
calorimeter inside a circle around the track impact points arc assigned to the tracks. The
most energetic cell in cach calorimeter section among those, which are not assigned is used
in the sclection cut. To select elastic events with a high purity and and high efficiency the
radius of the circle and the noise in the calorimeter have to be determined. The noise in the
calorimeter can be studied by using random triggered events. These events are taken dnring
the usual data taking with a rate of 0.03 Hz. They are passed through all trigger levels
without any trigger cuts and reconstructed like usnal events. Since the probahility of having
a physics event in a randomly triggered event is almost zero, these events can be used to study
the noise in the detector during data taking. The noise in the calorimeter is studied separately
for the three different calorimeter parts (RCAL, BCAL, FCAL) and the electromagnetic
(EMC) and hadronice scction (HAC). Figure 4.7 shows the cnergy distribution of the most
energetice catorimeter cell in randomly triggered cvents.

During the reeonstruction an encrgy threshold is applied to the energy in cach calerimeter
cell. Su energies helow 60 MV (EMC), 100 MeV (HACO) or 110 MeV {HAC) are set to zero.
This cuts out the very low energetic part of the noise spectra. Nevertheless it is obvious that
the noise spectra fall off very fast. This is expected since the dominant source for noise are
radioactive decays of the depleted uranium and clectronic noise. From these plots the cut
values for the most energetic cell apart from the tracks are determined as listed in table 4.5.

calorimeter | most energetic | inefficiency ol
section celt cut (MeV) | the cut (%)
REMC < 160 0.04
RHAC < 200 0.1l
BEMC < 240 0.05
FEMC < 200 0.15
FHAC < 240 0.30

Table £5: The most energetic eell ent determined from randomly triggered events in the
three calorimeter parts. The ineficieucy is determined from data.
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Figure 4.7: Encrgy of the most coergetic cell in rmmton triggered events, in the electromag-
netic (left plots) and the hadronic sections {right plots) of the calorimeter.

The inefficiency of the ent is given by the number of events in random triggered events above
the cut over all events. A cut on the hadvonic section of the areel catorimeter (BHAC) is
not applied in this analysis since all nentral particles coming from the interaction region
have to pass through the clectromagnetic section (BEMC) first and therefore a eut on the
most encrgetic cell in BEMC is sufficient to seleet elastic p° events. Tn the 1994 data taking
period some calorimeter channels showed additional neise visible as tails in the noise spectra,
Figure 4.7 shows the noise spectra after correcting for this extra noise. Tt turns ont that this
additional noise shows up only in a small mnber of cells. Some of these extra noisy cells
are removed by eutting on the absolute vahie of the relative imbalance {< 0.7), the ;ll;snlnt('
value of the difference in the encrgy measurement form the left and right photo multiplier
divided by the sum of these energies for a cell. This ent is applicd to isobated eolls with an
energy helow 6.7 GeV only. Those noisy cells, whielr falfill the imbalanee eriterion are well
identified by their occupancy as most enevgetic cells in rmdom triggered ovents, Tt tirns
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Figure 4.8: Efficiency of the cut on the most energetic cell away from the tracks, as a
function of the radius around the track impact points, for p° Monte Carlo {full dots) and w
Monte Carlo {open dots) events. The upper plot shows the efficiency for different radii in
the electromagnetic section and the lower plol for different radii in the hadronic section. In
the lower plot a cut at Rgpe = 40 em is already applied.

out that these extra noisy cells or Aot cells only show up in parts of the running period. The
energy for these cells in the affected run range is set to zero, if it is below a certain threshold.
This threshold minimizes the loss of physics and is given by the highest energy deposit in
randomly triggered events for cach hot cell. A list of all hot cells with the corresponding
upper energy cut and the affected run range is given in Appendix A. Since in the detector
simulation only a parameterization of the radioactive decays of the uranium is used and hot
cells are not simulated, the inefficiency of the cut on the most energetic cell is helow the
inefficiency estimated from data given above, but the cffect is small.

Now the size of the circle around the track impact point has to be fixed. A different size is
used in the clectromagnctic and hadronic section of the calorimeter taking into acconnt the
different radial size of the shower at different depth in the calorimeter. For the study of the
size of the circle Monte Carlo events simutating clastic p? photoproduction events as well as
clastic w phutoproduction events (in the decay mode w — n* 7~ 1) are used
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Figure 4 & Like fignre 1.8 hut for data.

After sclecting two track events the radii of the cireles aronnd the track impact poimts are
varied for the clectromaguetic and the hadvonic seetion separately. Figure 1.8 shows the effi-
ciency of the eut for different radii in the clectromagnetic and the hadronic seetion for p” and
w events separately. The efficiency of the cut in the clectromagnetic section (upper plot) for
selecting p° events depends for small radii strongly on the radii but for radii above 40 ¢ the
cfficicncy is almost constant. A high efficiency for selecting elastic p° photopraduction events
together with an acceptable rejection against hackground from elastic w photoproduction is
therefore found at a radius of 40 cm in ENIC. Afier applying the cut on the electiomagnetic
section, the efficiency for selecting clastic events is almost independent of the size of the
circle in the hadronic section (lower plot in figure 4.8). The size of the cirele in the hiadronic
section is chosen 1o be 55 em to get an cfficiency bigger than 98% for the p° Monte Carlo,
Figure 4.9 shows the cfficiency of the eut for different radii of the circles in the data. It is
obvious that for bigger radii the amomnt of hackground in data beecomes higger sinee the effi-
cieney does not flatten dike in the case for the elastic p? Monte Carlo. On the other hand the
increase in data is similar to the increase in the elastic w Monte Carlo. So Monte Carlo sam-
ples can he used to estimate the amount of background in the measured p® signal (chapter 7).
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4.4 Selection of the Run Range

For the analysis presented here only those runs, from the 1994 data taking period, with
nominal vertex and positron heam are used. Runs from the electron running period in 1994
are not useel since the CFLT was not calibrated for these rans, which results in a lower
efficiency of the REMCy 7 cut. Runs taken after the shifted vertex runs are also rejected,
hecanse in these rs extra noise in the forward calorimeter showed up.

Two selection criteria are imposed on the remaining runs. A run summary must have been
created and the luminosity of the run has te be bigger than 500 yb~'. The second selection
makes sure that each run has a reasonable statistics for the study described below.

To sclect those runs for which the ZEUS detector was running stably the mean and RMS
values for each run for the following distributions are determined: energies in REMC, RHAC,
BCAL and FCAL and number of hits in the CTD for cach track in the axial layers, stereo
lavers and z by timing layers. A run [is rejected, if the following criterion is fulfitled for the
distribution in variable A:

S(R:\IS(A)).,M rung
v ;;run i '

whese (A4) is the mean value of the distribution. The mean values over all runs (({A4)aut runs

|(<A))all runs (‘4)ruu !I > (49)

200 ¢
B
140-‘

120F \ + ‘o‘f tt!“
S0 g W
wof i

20
1| TSN P PUUTT PN PO FUTU P ST PRI R
9300 9350 9400 9450 9500 9550 9600 9650 9700

run number

events/lumi (nb)

oy
)
ﬁ_;ﬁﬁwﬁgrfhﬁ%wq
oy ’

2ot

events/lumi (nb)

f} IS S B | | FIrarere) I S o
9750 9800 9850 9900 9950 1000010050 1010010150

run number
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Figure 4.11: The o signal in the 1991 data, after all selection cuts, for 1175, between 30 and
HI0 GeV. At low mass @ mesons in the decay channel K+ K- are observed,

and (RMS(A))ati runs) are determined by fits with a Gaussian to the distribntion of the
mean and RMS values of all runs. Two independent TLT trigger streams are used, so two
lists of bad runs are created. Comparing these hsts, it turns out that most bad runs show up
for both trigger sticams and that the bad runs are gronped. So alwavs all rans in a single
HERA clectron fill are excluded, if one of the runs in the 11 is identificd as a bad ran. The
complete list of all runs excluded from the analysis can be found in Appendix B.

In figure 4.10 the number of events per laminosity versus tun number is shown for the selected
runs. The number of events per luminosity is flat over the selected s,

The elfective integrated luminosity of the selected sample, corrected for the trigger prescale
factors (4.1), is £ = 691 £ 10 nh~".

Figure 4.11 shows the clastic p° photoproduction signal in the 1994 in the W, range between
30 and 100 GeV. Since the two tracks are assumed to be pions, background from clastic ®
photoproduction with a decay of the ¢ ina A I~ pair can be seen in the data at low Mote-
(section 7.2). To reduce this background a cut of Mgy x- > 1.038 GeV s introdneed. As
will be shown in section 6.2 the acceptance is very small Tor low invariant masses Mo, s0
the analysis of p° photoproduction is restricted to Al +,- > (.55 GeV. In total 79010 events
are left after these cuts.
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Chapter 5

Monte Carlo Simulation

The resolution and the acceptance of the ZEUS detector for elastic % photoproduction and
the for backgronnd processes to the elastic p? signal were studicd by means of a Monte Carlo
simulation. Events simulating the process under study were generated using the Monte Carlo
generator DIPSI, PYTHIA or EPSOFT (table 5.1).

The generated events were passed through a detailed simulation of the ZEUS detector and
trigger. All particles generated at the ep vertex are tracked through the apparatus, simulating
the processes associated with the passage of particles throngh matter, using the program
MOZART. The ZEUS trigger is simulated by the program ZGANA. The ontput format of
MOZART and ZGANA is very similar to that of the data, so Monte Carlo events can be
passed through the same reconstruction program (ZEPHYR) aml analysis program as the
data.

Monte Carlo events were generated over the whote Q2 range covered by this measurement
namely from 2, = m2y?/(1 — y) to Q2. = 4 GeVZand in 11, front 40 GeV to 110 GeV,
except for - and double dissociative background events, which cover a higger 117, region
{40 GeV < W, < 300 GeV). Elastic and proton dissociative p” events were generated in the
invariant mass A+ - range 28, < My1,- < 1.3 GeV.

In the following the three Monte Carlo generators will be shortly introduced. Neither gener-
ator simulates radiation of real photons from the incoming or outgoing clectron, nor vacuutn
polarization loops in the virtual photon. Their effect ou the cross section was estimated to be
smaller than 2% [66] and their cffect on the shape of the A, «, -, |t] and angular distrilutions
are expected to be negligible.

pProcess Monte Carlo generator
ep = epp® | EPSOFT, DIPSI

ep = ¢Np® | PYTHIA EPSOFT

ep = epw | PYTHIA

ep = epd | PYTHIA

ep = epX | PYTHIA EPSOFT

cp =+ eNX | PYTHIA

Table 5.1: The Monte Carlo generators used for the different processes.
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5.1 DIPSI

The Monte Carlo generator DIPSI [8] is a generator for elastic vector meson production. Tt
is based on a QUD leading logarithm model calenlation by Ryskin. The model assumes that
the exchanged virtual photon fluctuates into a g pair which then interacts with a gluon
ladder emitted by the incident proton. The parancters of the model are the strong coupling
constant ay, the two-gluon form factor of the proton and the gluon momentum density in
the proton Fg(7,¢%) (F = (M2 + Q* + PR/ @ = (M2 + Q% + P?)/4). The model can
be used at the small values of §% involved in p° photoproduction, if the parametetization for
#9(7,7%) is chosen to reproduce the experimental data. Tn this region of small §7 however it
is doubtful whether the function 2g(7,§?) can still be interpreted as the ghion momentum
density in the proton.

For the events used in this analysis the effective IV, dependence of the cross section was of
the type W_?f, the t dependence was approximately exponential with a slope of 9.5 GeV-2,
The invariant mass M,+, - was generated as to reproduce, after reconstruction, the measure
distribution. The decay angular distribution of the decay pions was generated according to
s-channe! helicity conservation.

In this analysis DIPST was used as a cross check of the results obtained with EPSOFT and
for the calculation of the acceptance of the LPS (section 7.4).

5.2 PYTHIA

The Monte Carlo generator PYTHIA [98, 99| simulates yp interactions based on VDM and
Regge theory (section 3.3.1 and section 3.3.2). The )% and y spectra are generated nsing
the ALLAI parametcrization [3] of the ep cross scction. The ALLM parameterization relies
on a Regge tvpe relation similar to equation (3.42) with Pomeron and Reggeon intercepts
that depend on Q2. Tt was fitted to a large number of photoproduction and DIS data and
provides a smooth transition between the two kinematical regions.

Elastic w and ¢ photoproduction events were gencrated according to an exponential { dis-
tribution and s-channel helicity conservation.  The slopes of the ¢ distributions are those
measured at ZEUS {111, 112).

PYTHIA was also used to study single (proton and photon) and double dissociative photo-
production. The dissociative cross sections are given by:

f[zo'sn 1 bent
aasr < apc e 61
dJU“p ]

—_— L __tomtp -
dtdAf3dM? x A2 ‘\!22" nn (5.2)

where the stope deereases with the mass like bsp = 2b + 20, Inll',’p/M’. The effective
exponential stope of the ¢ distribution is 5.0 GeV=? for proton dissuciation, 6.8 GeV' =2 for 4
dissociation and 2.2 GeV-2 for double dissociation. The spectrum of difftactive masses Af
is taken to hegin 201, above the mass of the respective incoming particle (c.g. 20/, + M,
for ep = eNp® and 2M, + My for ep = cp V') and extends to NN W, The factors Iy,
awd Foypy are introduced in the Regge formula to suppress production close to the kinematic

G BISOET >4

linit and to give an enhancement of the fow mass region, where a resonanee stoneture is
obseryed tn the data. So the resonance structitre is modeled by an averaging procedie. The
parameters in the factors are obtained from a fit to pp/pp data |08].

Light dissociative systems with masses M foss than T GeV ahove the mass of the incoming
particle are simulated to decay isotropically into a two hody state. For more massive dissocia-
tive systems the hadronization processes are simnlated aceording to the string hadronization
model as implemented in JETSET [98).

5.3 EPSOFT

Similar to PYTHIA the generator EPSOFT [62) simnlates ap interactions based on VDA
and Regge theory. The EPSOFT program was developed within the framework of HERWIG
[74] and was tuned to reproduce the properties of photoproduction collisions observed in
the ZEUS detector [62]. Like in PYTHIA, the kinematics of the clectron vertex in the cp
interactions was gencrated according to the ALLM parmineterization.
EPSOFT was used to generate single (proton and photon) dissociative and elastic 2" pho-
topreduction. The latter will be disenssed in detail helow
Photon dissociation {(yp = Xp) is generated from the following formula:

dlgr—Ae ¢hsnt
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(3.3)

where the constant C=0.14 gives the ratio letween the single dissociative eross seetion snd
the total one. The Pomeron intercept is chosen to be ap{®) = L1 and the cffective stope
is set to be bspy = 6.0 GeV=2 The dissociative mass My is generated between My + 20,
where My is the mass of the vector mesons (Mo i 80% anel M, AL in 10 % of the cvents)
and Af, the pion mass, and V0T W,

The proton dissociative cross section is calculated in relation ta the elastic resction:

rlfd.r",z\‘ - it - dare-=eXN fop (5.4)
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The second term defines the ratio of prohabilities that the proton dissociates into the nucle-
onic system N to that in which it emerges intact. It is derived from a parameterization of
pp -+ pp and pp = pN cross sections [62]. The nncleonic mass My is genetated in the range
(1.25GeV)? < M2 < 0.l W2 The ¢ distribmtion follows an exponential aned was generated
with an cffective slope of 5.0 GeV -2

The hadronization of the hadronic systems X and N is simulated using an algorithm sim-
ilar to that used in HERWIG. The particle multiplicities and the momenta of the hadrons
transverse to the photon-Pomeron collision axis are simnlated Nsing parameterizations of
cxisting data, while the longitudinal momenta are genevated wniformly in phase space. This
algorithm was tuned to ZEUS data using non diffractive events {62]. In single dissociative
eveats, instead of generating the yp collision at an cnergy 11, a eollision of the photon {or
proton) with the Pomeron at an energy My (or My) is simulated.

EPSOFT was nsed to caleulate the acceptance corrections for elastic 2 photoproduction.
The Monte Carlo efficiencies are reliable only, if the gencrator deseribes the physies of the
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process under study correctly. The variables @2, W, 1, M, - and the decay angles in
the helicity system cosfy, ¢, and & are used to describe p° photoproduction. Since the
outgoing clectron is not measured in this analysis (9% and @ can not be measured. The
generated (Q? distribimtion was reweighted according to equation (3.33), where the parameter
€2 is determined, under the assumption of s-channel helicity conservation, from the p? spin
density matrix element rgs {3.71) by
2 04

S Mp 1V e
= i

(@) () +(6)1 - rgs
{QQ?) is the average (2 of the data, assuming the Q7 dependence given by equation {3.53).
The average 2 depends on the maximal Q? accessible by the measurement, Q2. and

on £2. The € dependence of ((Q?) was approximated by a lincar function according to
(%) = Q) + Q€% Inserting this equation into (5.5) vields:

¢ = J 1 M (L»’.-_)’ . (55)
(J} (() + ((5) 1- f&‘) 2Q; 2Q1

(1 and @, are determined and parameterized as a function of Q2. So for a given Q2 the

values () and Q; are determined and inserted in equation (5.6). The values for (¢) and (8)

are given hy (3.66) and (3.67). €2 to he used for the Q7 reweighting is thus given in terms

of +34. The optimal value of 13§ = 0.013, as determined below, yields £2 = 0.2.

? (5.5)

Since & can not be measured, the decay angular distribution was rewcighted according to
equation (3.69), where the spin density matrix elements 139, 2, and Rrl§ are discussed
below and all other spin density matrix clements are chosen according to s-channel helicity
conservation and under the assumption of natutal parity exchange. All clements are 2ero,
except rl_y = =Qrd_, = 1/2(1 ~ 1) and Ry = -3y = 0 {60).

To improve the agreement between data and Monte Carlo in the reconstructed 11, P,z.
M+ ,- and decay angular distributions, the Monte Carlo was reweighted in an iterative
procedure. The reconstructed data distributions are compared to the reconstructed Monte
Carlo distributions after statistical subtraction of the proton dissociative background (section
7.1} and after reweighting for the calorimeter trigger cfficiency (section 6.1.1). As the first
step of this procedure, the acceptance corrections were calculated using the Monte Carlo

parameter | optimal value range corrcspondling‘ to one
standard deviation
Mo 771 MeV
T'o 138 MeV
n 6.08 6.16 6.00
ny 863 GeV-? | BOI GeV-2 | 9.25 GeV™?
rg,g 0.013 0.020 0.006
Rris 0.010 0.014 0.006
9 -0.008 -0.014 -0.002
a 1.17 1.23 1.1t
b 11.54 GeV=2 1 11.63 GeV=2 [ 11.46 GeV -2
c 398 GeV=t | 422 GeV-' | 3.74 GeV?

Table 5.2 The final reweighting parameters and the change corresponding to vne standard
deviation.
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Figure 3.1: Reconstructed distributions in Moo ,-, W, P2 and cosf, for data (full dots)
and the Monte Carlo simulation (open dots) after reweighting.

events reweighted to the distributions as measnred with the ZEUS 1993 data [110].

Since the p” mass shape is skewed and sinee this skewing changes witht £, the corrected
Mes - distribution was fitted in ¢ hins hy the Ross Stodolsky parameterization (9.10). In
this model the skewing is described by a skewing factor (Moo, - /M0)". The parameter s is
treated as a free parameter, which depends on 7. Using a linear lanction (n{]t]) = ny - ny|f|)
the parameter 2, and 1, describe the p® shape as a funetion of . Similarly to the p® shape
the spin density matrix elements 133, v and R are determined from a lit of {3.72) to
the corrected two dimensional cos 8y, ¢, distribution.

The generated ¢ distribution is parameterized by an exponential (~ e®**} and the generated
W,y distribution by a power tike dependence (~ W2%). The parameters b, ¢ and a are
determined as follows. The difference of the reconstructed 7 valwes (for the parameter b
and ¢) or the reconstructed 117, values (for the parameter a) hetween data and Monte Carlo
was determined as a x? function of the parameter A, The x? was defined as ([106]):

2
\2{/\) - Z (du _::'(’:)14<‘\)) {57)

5
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Figure 5.2: Ratio data over Monte Carlo versus y for positive (npper plot) and negative
(lower plot) tracks. The dashed vertical line indicates the cut used in the analysis.

where d,, is the number of data events in a bin g, m,{A} the mimber of Monte Carlo events
determined with parameter A in the corresponding bin and ¢x is a normalization factor
defined by T, d, = cx X, mu(A). The ertor g,, is given by o? = dﬁ/d.,, + ckm /ii,, where
(f,, and m,, are the equivalent event numbers. The values for a, b and ¢ describing the data
best are given by the minima in x? and the error of these parameters by the change in x?
by one unit,

The parameters determined are used to reweight the Monte Carlo events and the acceptance
corrections are recalenlated. The whole procedure was repeated. After three iterations the
paramcters converged. In table 5.2 the final reweighting paranieters are listed together with
the error, corresponding to a change by one standard deviation. These errors are used later
to determine the systematic error due to changes in the Monte Carlo simulation.

As an example of the agreement between data and Monte Carlo reached, after rewcighting
the Monte Carlo, various distributions are shown in figures 5.1 and 5.2. Figure 5.1 shows the
reconstructed Afpo,-, W, P} and cos6), distributions for data (full dots) and the Monte
Carlo sinmlation (open dots). Good agreement is reached in all these distributions. The
same kind of agreement is reached in bins of #, P} and AM,1,-. Figure 5.2 shows the ratio

5.4 BEPSOEFT

e
-1

elata over Monte Carlo of the 3 spectra for positive (npper plot) and negative Qower plot)
tracks respectively. The ratio if Hat in-the range under study, namely for |y] < 2.1, Similarly
the Monte Carlo descrilies the data in the track tramsverse momentum spectra for Py > 150
MeV.
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Chapter 6

The Acceptance

The aceeptance of elastic o phatoproduction events is given by the acceptance of the clastic
p trigger and the efficiency of the selection ents. For the efficiency ealenlation of the selee-
tion cuts Monte Carlo methods are used (section 6.2). The method used to determine the
acceptance of the p trigger uses the data and will be explained in the next section.

6.1 'Trigger Acceptance

As already described in chapter § the dedicated p trigger is nsing information of the tracking
chamber and the calorimeter at the different trigger levels. Sinee the selection cuts on the
tracks for clastic p° cvents are tighter than the trigger ents based on tracking, the efficiency
of these cuts is very high and well simulated by the ZEUS detector Monte Carlo simnlation.
The efficiency of the encrgy requirement in the clectromagnetic section of the rear calorime-
ter at the FLT (REMCrpy > 161 MeV) on the other hand is dillicult to determine from
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Fignre 6.1: Monte Carlo encrgy spectmm of the 7% from p? dlecays,
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the detector simulation alone. The typical energy of a decay pion from a p° decay (fignre
G.1) is close to the nominal trigger threshold of 461 MeV'. Inactive material in front of the
calorimeter and the calibration of the energics in the calorimeter first level trigger CFLT
{scction 2.2.2) have a big impact on the trigger acceptance. Pions are hadrons but the
trigger uses only the energy deposition in the electromagnetic section of the calorimeter so
the details of the interaction of the low energetic pions with the calerimeter are important.
These effects must be well understood and simulated to rely on a Monte Carlo simulation
of the ZEUS detector for the acceptance determination. To reduce the uncertainty in the
measurement coming from these effects a method to determine the REMCryy- trigger aceep-
tance from data was developed. This measured aceeptance is used to correct the data for
the REMCy 1 trigger acceptance.

6.1.1 Correcting for the CFLT Acceptance Using Data

A p” decays ina mta~ pair and the signature of such events in the ZEUS detector are two
oppositely charged tracks in the CTD and no cnergy deposition in the CAL apart from the
tracks. Se only the pions can causc a trigger. I now one of the pions causes a trigger in
the rear calorimeter the other pion can be used as an independent test pion to measure at
which momentum this pion can trigger an cvent as well.

For the acceptance determination only events which fulfill the requirements of an elastic p°
photoproduction event are used (chapter 4). The selection cuts make sure that also events
are accepted in which only onc of the decay pions has cansed a trigger, in case the energy
in a single CFLT trigger tower not matched to a track is below its zero suppression of 464
MeV. Tn the kinematic range under study the opening angle of the two tracks is too big
to have both pions in the same CFLT trigger tower. So the two pions can independently

beampipe hole

N

3 .
L

~J

[ excluded from the REMC trigger

Figure 6.2: The four trigger regions in RCAL aud a schematic picture of an p° clastic
phatoproduction events used for the acceptance caleulation. The circles around the impact
points of the tracks on the calorimeter indicate the energy deposition of the two pions.
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Figure 6.3: REMCy, p trigger acceptance as a funetion of the azinnthal angle ¢, calenlated
frons the track impact point on the calorhmeter, for positive and negative tracks,

cause a trigger. Since the CFLT energy measurement of each of the fonr independent trigger
regions in RCAL is stored in the ZEUS data stream for each event, it is possible 1o relate a
trigger in one of the trigger region to one pion. This is done Ty extrapolating the tracks to
the calorimeter and thereby determining which trigger region is hit hy each pion. For the
trigger acceptance determination events are used in which the two pions hit opposite trigeer
regions. In the 1991 data sample ~ 20000 events fathll this condition.  An event of this
type is illustrated in fignre 6.2, The positive pion hits trigger region fonr and the negative
pion trigger region six. If trigger region four canuses a trigger one can use the pion hitting
trigger region six as an independent test pion to measure the trigger acceptaee, Since the
encrgy deposition belonging to a pion has a lateral spread and the track extrapolation is not
perfect, for events in which the second pion hits the clorimeter close to a border hetween
twa trigger regions {within 20 cm) also the adjacent trigger region is used to deeide whether
the second pion causes a trigger.

The REMCyyq trigger acceptance is determined for positive and negative pions separately
The acceptance is measured as a function of the pion momentum, its azimuthal angle ¢,
determined from the track impact point on the ren calovimeter, and the distmee R of the
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impact point to the center of the heam pipe. Figere 6.3 shows that there is no significant
dependence of the trigger acceptance on @, so in the further analysis the trigger acceptanee is
integrated over . A strong decrease of the aceeptance can he seen as a function of R (fignie
G.4). This can be understood from the kinematics of p° photoproduction. The bigger R the
smaller the polar angle of the pions and the smaller the photon-proton center of mass cnergy
e Small W, mean small pion energics and result in a small the trigger acceptance.

It is know that the amount of inactive material in front on the calotimeter depends on the
polar angle. Therefore the REMC, - trigger acceptance is measured in six regions in I,
indicated in figure 6.4. These regions are defined to take the most striking non-uniformitics
in inactive material distribution into account .

In figure 6.5 the trigger acceptance for negative and positive pions versus the particle mo-
mentum is shown. The acceptance curve starts at around 450 MeV and increases slowly. A
plateau of ~ 0.53 to ~ 0.6 is reached above 1.5 GeV. The probability of a hadron shower to
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Fignre 6.0 The REMCppq trigger acceptance as a function of the distance of the track
impact point on the calorimeter and the center of the heam pipe R for positive and negative
tracks. The dashed vertical line indicate the seven bins which are used in the correction
procedure.
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Figure 6.5: The REMCy 4 trigger acceptance as a function of the track momentum ][_’2 for
positive and negative tracks.

start at a depth x in the calorimeter is approximately given by:

1 .
P(r) = — =112,
) 1.22)
where Ag is the interaction length. So the probability for the hadronic shower of one of the
A decay pions to start in the clectromagnetic section of RCAL is:

0.9,
P- / CP)dr =1~ 2452
]

This number is in rough agreement with the prolability in figure 6.5 for momenta above
the trigger threshold. Another observation is that the slope for 77 is smaller than for 7 so
the probability to trigger an event with a w1~ is smaller than the probability for a a* of the
same momentam. This can be translated to the observation that 7~ and 7 of the same
motentum deposit different amounts of encrgy in the ZEUS ealorimeter (chapier 8.1).
The measured acceptance curves are used to correet the data for the CPLT tiigger aceep-
tance. .
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6.1.2 The Acceptance Correction Method

As explained in the previous section for the REMCy 1y trigger aceeptance determination six
bins in the radiat distance R are nsed. For each of these bins the acceptance is measured as
a function of the momentum | 7| scparately for positive and negative pions. The measured
acceptances are fitted by:

e(|P)) = P(1 = 1Ty (6.1)

Fy and Py arc free parameter in the fits. The parameter Py is only varied inside a given range.
The range is determined by fitting the measured acceptances integrated over all R with a
constant. This fit is performed in different ranges and the upper and lower bound represent
the fluctuations in the result of the fit. Limiting the allowed value for P, is necessary, hecause
in the bins of high R the statistics above 1 GeV is very small and a Bt of equation 6.1)
results in unreasonable values for . The resulting parameters from the fits of equation 6.1)
for all 1? bins arc shown in figure 6.6 and table 6.1. The parameter Py which is a measure
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Figure 6.6: Parameters Py, P, and Py of the fits according to equation {6.1) in 17 bin. Full
cireles show the result for positive tracks and open circles for negative tracks. The vertieal
error bars represent the statistical error of the fit and the horizontal error bar indicates the
size of the R bin.
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It bin (em) e e PP (GeV) | P} (GoV)

J0-40 0.58 4 0.03 | 1L.60 £ 0.00 [ 032 £ 0.00 [ 047 £ .04
10-5 0.61 £ 0.04 { 0.60 £ 0.4 | 0.26 £ 0.08 | 0.27 £ 0.07
30-65 0614 0021060+ 004018 £0.10]0.20 + 0.01
65-85 (.57 £ 0.03 | 0.60 £ .04 {018 £ 0.0G | 0.28 + 0.01
85-100 (161 £ 0.03 [ 0.60 £ 0.05 1 0.29 1 005 | 0.21 + 0.07
100-130° 1057 £ 0.00 | 0.60 £ 0.05 [ 031 £ 004 | 0.33 + 0.03
130-200 1 0.57 £ 0.04 | 0.51 £ 0.05 [ 0.36 £ 0.03 | 0.36 £ 0.03

R bin (em) | PP (GeV=') | Py (Gev )

30-40 182051 | -1.58 £ 027
4)-50 S2.00 £ 042 | 2165 4 0.96
30-65 -1.62 £ 045 | <152 £ 0.20
65-85 LT 2032 ] 13242005

85-1)0) LT L 045 | 102 1 0.4
100-130 156 £ 0.29 | 115 4 0.23
136-200 -1.83 +0.38 | -1.204 0.2¢

Table 6.1: Parameters Py, P, and Py of the fits according to cquation (6.1) for the R bins.
The results are given separately for positive and negative tracks.,

of the turn on point of the trigger and the parameter Py dues not show a dependence on
the charge. The parameter Py describing the slope on the acceptance is bigger in all R hins
for negative pions and some dependence on B can he seen as well, reflecting the different
amounts of inactive material in front of the calorimeter.

To correct the data for the trigger acceptance all events are rewetghted. The reweighting
factor for cach event is the inverse of the trigger aceeptanee for this event, Taking the
probability that both pions trigger an event into account, the weight 1, is given by:

|
W, . _ . . 6.2
T TRIY Y TRTY. T (6:2)
Wy = 0 for «(|P)), =¢(1P])s =0 (6.3)

For ¢(]P)),+ and e(|P]},- the results of the fits are usedd. To avoid hig weights a cut on |7
is introduced. So the calculation of the CFLT acceptance consists of the fullowing steps:

 extrapolate the tracks to the calorimeter st face,

» calculate the acceptance ¢{)P]) for cach track. if the track hits one of the RCAL trigger
regions. This condition is fulfilled if R < 200 em. A lower ent on I is not BOCOSSATY
since a track in the CTD has a minimal polae angle which is big enough to hit a Lrigger
region

set (| P[) to zero if the track momentum is below a given minimal momentum to
avoid very small values of ¢ resulting in vers big weights. The value for the minimal
momentum is chosen to be 450 MeV,
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Figure 6.7: The measured cos 8y distribution before (dotted histogram) and after (full his-
togram) correcting for the REMCr, - trigger aceeptance.

The correction method can be checked by applyiag it (o simulated p° events which are passed
through the ZEUS detector simulation. Calenlating the correction functions €{|P|) by using
the Monte Carlo, the previously described method reproduces very well the REMCy 1 trigger
aceeptance put in the Monte Carlo.

As an example for the correction procedure figure 6.7 shows the measured cos 8, distribution,
the helicity angle defined in section 3.3.4 before and after applying the correction method.
The distribution is asymmetric with respeet to zero before the correction. After correcting
for the REMCrpy trigger acceptance, the distribution is symmetric. The asymmetry can be
understood from the fact that positive and negative pions of the same momentum deposit
dilferent amount of energy in the calotimeter and therefore it is more likely to trigger a g°
event by a positive pion. The decay angular distribution is discussed in more detail in section
9.6.

To determine the cfficiency of the clastic p trigger Monte Carlo, events simulating elastic
2° photoproduction are used. These events are passed through the ZEUS detector simu-
lation program MOZART, the trigger simulation program ZGANA and the reconstruction
program ZEPHYR. The cfficiency of all trigger cuts except the REMCyyry tequirement is
determined from the Monte Carlo simulation. As cxplained the efficiency of the REMCy pp
cut is corrected by reweighting the data and for the Monte Carlo events the same steps as

for data are applied but the event weight 1WME (cquation (6.2)) is set to one.

6.2 Efficiency of the Selection Cuts

As already described in chapter 4 the following cuts are used to select clastic #° photopro-
duction events:

o runs inside the selected rim ranges,

e cxactly two tracks of opposite charge form a common vertex,
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e the event vertex has to he within three standand deviations of the mean vertes pusition,

”
o the energy of the most energetic coll not assigned to the tracks has to he eonsistent
with noise in the calorimeter,

*» quality cuts on the tracks, namely |9} < 2.1, Py > 150 MeV for each track

e invariant mass assuming (he tracks are pions M., < 1.2 GeV’,
e squared momentum of the p? P2 < 115 GeV?,

e invariant mass assuming the tracks are kaons Mg - > 1.038 GeV'.

The cfficiency of all these cuts is determined using Monte Cardo events. Events simulat-
ing clastic p” photoproduction are passed throngh the ZEUS detector simulation program
MOZART, the trigger simulation program ZGANA and the same reconstonetion program
ZEPHYR as the data. By the use of the Monte Carlo events the acceptanee for elastic "
events as well as the smearing in the kinematic variables are evaluated. The aceeptance in-
cludes the efficiency of the trigger cuts, except the REMC'y 4 requirement, and the elficieney
of the selection cuts. In fignre 6.8 and 6.9 ¢, defined as the nimber of events triggered and
seleeted in the generated variables over the generated events is shown as a funetion of the A
mass, the photon-proton center of mass energy W5, the transverse momentam square PEol
the p° éy, and cos 8y the helicity angles defined in section 3.3.4. The statistical ervor shown
in the plots was caleutated by error propagation from the statistical error on the nmmber of
generated events and the statistical error on the number of triggered and selected events.
The Monte Carlo program EPSOFT is usedd for the simmdation of the process p — o
The aceeptance increases for increasing My s .- and reaches a plateas aronnd 800 MeV. This
acceptance decrease at small masses is due to the fact that for small M+, - the polar angle
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events as a function of the A, -
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Figure 6.9: Acceptance of the trigger and the selection euts for clastic p° photoproduction
cvents as function of the kinematic variables.

of the decay pions is big so onc of the pious or even both pions (for M, .,- < 300 MeV)
don’t enter the CTD. The cut on My k- causes the acceptance to be very small below 400
MeViin M,.,-, so the region below 350 MeV is excluded for most of the results presented
in chapter 9. As can he seen in figure 6.9 the maximum in the acceptance in W, is around
60 GeV. For 1., smaller than 50 GeV the encrgy of the decay pions is too small to cause
a trigger in the REMCyyy and the pions start to hit the barrel calorimeter BCAL. On the
other hand for big 11, the polar angle of the decay pions is too big to reconstruct the pions
in the tracking chambers. Therefore the analysis is limited to the range 50 < W, < 100
GeV. The aceeptance is almost flat as a function of P2 bt shows a strong dependence on
cos By and on é,. For Lig values of {cos 8, and @y ~ 0, 7 or 27 again one of the pions is out-
side the CTD. The kinematic variables are correlated. For example the acceptance is nearly
zero for small masses and big |cos8y). The Monte Carlo used to caleulate the aceeptance
only gives a reliable results, if the generator describes the underlying physics well. To make
sure that this is the case the ratio of data over Monte Carlo has to be flat in the measured
range (section 3.3)

6 2. Efticicncy of the Seleetion Cats 69

0.5

T

0.4} R

0.3

T

0.2

0.1

T T

:LLJQIll.l.].llllllllllllxlIIIILl_]LLJ_L_]_l_uJ_l_IIA,LJ,(__Ll_
2270370405 0.6 07 68 08 1.1 1.2

Musn- (GeV)

Figure 6.10: Acceptance €, which includes the smearing corrections as a Tunction of the
ivariant mass M, s,-.

The smearing in the kinematic variables was alrewdy discussed in section 4.2, There are
two methods to take the finite resolution in the correction procedure into aceount. The first
one is to correct the measured distributions by €g and fit the corrected distributions with a
convolution of the resolution function 7 and the function describing the physics F. So the
function used in such a fit readls like:

f(x) = / : Rix.a" )Lyl (6.4)

This integral can only be solved in general for special eases of the functions 7 and . The
correction procedure using the convoluted function f is applied in the study of the invariant
mass distributions (section 9.3), where the convolution integral is solver nemerically.

A second method to take the resolution into account is to redefine the acceptance, by the
rativ of the number of triggered and selected events in the reconstructed variable over the
generated events in the generated variable. This acceptance ¢ includes the effect of event
losses and resolution. The statistical error of ¢ was again calculated by error propagation
from the statistical error on the number of generated events and the statistical error on
the number of triggered and selected events. Distributions corrected with e can be direetly
compared to the physics expectation F(r).

The second correction method is used in most eases in this analysis. Figure 6.10 shows as an
example ¢ for the invariant mass. Tn contrast to figure 6.8 ¢ shows a dip around the ° mass.
This is duc to the fact that it is more likely for an event to migrate ont of of the #" peak than
to migrate into the peak. The second corvection wethod is sitmpler Infe has disaelvantages.
If the Monte Carlo simmlation gives a wrong resolution it is difficult to determine the effect
on the final result, whereas in the first method oy 1 has to be changed, A special ease of
a wrong resolution can occur when the Monte Carlo program simulating the physics process
{(in this case p° phatoproduction) is not describing the nnderlving physics well. To make
sure that this is not the case the ratio of data over Monte Carlo events i all reconst ructed
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variables has to he fat. In this analysis the EPSOFT Monte Carlo events are reweighted
until the ratios of data and Monte Carlo are flat. In this way the Monte Carlo is tuned to
the data.

Chapter 7

Backgrounds to the Elastic s Signal

In this chapter different sourees of backgronnd which contribute to the dastic p” signal will
be studied. Background cvents originate from ep interactions, from beamgas interactions
and cosmic events. The contribution from beamgas interactions and cosmies to the elastic
o° signal turned out to be negligible. The background from clastic photoprodnction of w amd
¢ mesons and v and double dissociative photoproduction is small. On the other hand proton
dissociative p° photoproduction accounts for 20% of the selected events and is subtracted
statistically.

7.1 Proton and Electron Beamgas Background

Beamgas events cannot be distingnished from ep events, if they oecur close to the interaction
point. Therefore they were subtracted statistically using pilot bunches. Pitot unches are
unpaired electron or proton bunches, where the RF-bucket of the other particle species is
not filled. In 1994 HERA operated typically with the follwwing bunch configuration:

153 clectron-proton hunches (ep bunchies)
15 electron pilot bunches

17 proton pilot bunches

35 cipty hunches

For the statistical subtraction, the selected events which originated from the pilot aneles
were added to the data sample with a negative weight. This weight is given by the prohability
to get a beamgas event while filled electron and proton Imnches collided in ZEUS. Since the
number of beamgas events is proportional (o the current in the cortesponding bunches, the
weight is given hy the ratio of the current in all pilot bunches over the current contained in
all colliding bunches for cach particle type:

e Ies in all ep bunches
ot

I+ in all ¢* pilot hunches

e Iy in all ep bunches
, =

I, i all p pilot bunehes”
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Assuming the smme e and p lifetimes of pilot and ep bunchies, the weights are constant

within one [IERA fill. In this analysis the weights were calewlated for cach physics ron
separately.

Similarly to hewmgas events, cosmic events could be subtracted from the sample statistically
nsing the empty bunches. n the final sample 49 events were found in the clectron pilot
bunches, but none in the proton pilot bunches. The mean weights (W75 = -10.2 and
(1p™) = =9.7 and an upper bound of 1 event in proton pilot bunches resulted in a contri-
bution of 0.6£0.1% clectron and <0.01£0.01% proton beamgas events in the final sample.
No event was found in empty bunches. The electron beamgas contribution was subtracted
statistically in all corrected distributions in chapter 9, whereas contribution from proton
beamgas and cosmic events were neglected.

7.2 Photoproduction of w and ¢ Mesons

In these processes 4 w or ¢ meson is produced instead of a p° meson in the final state. These
hackground reactions were studied using Monte Carlo events from the PYTHIA generator,
which were passed through the ZEUS detector simulation program MOZART, the trigger
simnlation program ZGANA and the reconst ruction program ZEPHYR. The most important
decay channels of these mesons are:

w St (o yy) BR: 87.7%

w 291> 17) BR: 8.4%

¢ — KYK- BR: 49.1%
¢ - KR! BR: 34.3%
¢ opnantnA® BR: 12.9%

o o nta %= ) BR: 2.5%

From these channels only those which could leave the same signature as the p® = a*n-
in the ZEUS dctector were considered. These were the decay channels w or ¢ — 17 1?,
if the cvents were not rejected by the energy deposition caused by the decay of the 70,
and @ - K*IJ(~ since no particle identification was used in the analysis. Since the Py of
the vector meson is very small, the final state pions in the ¢ decay channel K2K? escape
undetected through the beampipe, so this channel does not contribute to the p% sigral.
Decays of the ¢ meson in two kaons were identified easily, since the mass difference between
the ¢ and the two kaons is very small. As a result these events show up in the invariant mass
distribution close to threshold. Indeed in figure 4.11 a small peak is scen at A 4e- < 400
MeV. This background was thus rejected completely by a cut on the invariant mass of
My k- > 1038 GeV, calculated from the track momenta assuming kaon mass.

Figure 7.1 shows the invariant mass distribution Af,+,- after all p° selection cuts for w {upper
plot) and @ (lower plot) mesons decaying in three pions. w events peak well below the
peak, whereas ¢ mesons show up under the p° resonance as well. This can be explained from
the fact that ¢ mesons can decay via the chain ¢ — 7% o a1 70, Using the measured
cross sections of elastic ¢ and w photoproduction [111, 112] and the branching ratios [82)
the following contributions were determined:
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Figure 7.1: Invariant mass distribntion My, for w (npper plot) and @ (lower plot) mesons
in the three pion decay mode from a Monte Carle simulation, after all 7 selection cuts.

o background contribution from w = r*x-2% 1.2+01%

¢ background contrilution from ¢ = 747~ 7% 0.440.1%

The hackground from elastic ¢ photoproduction is ths very small and was neglected in the
further analysis. The backgronnd from elastic w photoproduction was subityacted statistically
from all distributions. Most of the results presented in chapter 9 were derived in the limited
mass region of 0.55 GeV < ML+, - < 1.2 GeV. As can be seen from the upper plot of ligure
7.1 the contribution from w photoproduction in this mass region is very small (0.11£0.1%)
and leads only to a small statistical sultraction.
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7.3 Background from vy and Double Dissociation

Photon dissociation and double dissociation are dilfractive processes of the type yp = Xp
and yp = YN, where X and N are states of mass Ay and My, which decay into final
state hadrons (section 3.3.1}. Double dissociative events contribute to the final elastic p°
signal, il the mass My is small, so the state N escapes the detector undetected through the
forward l)mmpuw On the other hand the decay products of the state X have to fulfill alt
the elastic p° selection cuts. Two Monte Carlo programs (PYTHIA and EPSOFT) werc used
to study the acceptance of the state X. Details on the Monte Carlo programs and on the
mass distribution of X and N used in the simulation can be found in chapter 3. Monte Carlo
events were generated in the 1V, range between 40 GeV and the kinematic limit. Figure
7.2 shows the generated W, distribution for « dissociative events which fulfill all elastic p°
selection cuts. It is scen that the background from 4 dissociation is mainly caused by events
from the same W, range as used in the analysis of elastic p° photoproduction, namely from
W, between 50 and 100 GeV. Figure 7.3 shows the Af,+,- distribution up to 1.2 GeV for
cvents generated by the two Monte Carlo generators after applying all elastic p° sclection
cuts. For the events generated with PYHTIA (upper plot) an increase of the background for
increasing mass is seen. In contrast, for EPSOFT (lower plot) the v dissociative background
is flat in the Af,+,- region under study.

The acceptance for double dissociative events was determined using events generated with
PYTHIA. The gencrated mass distribution for 3, starts at M, 420, =~ 1.2 GeV. The shape
of the reconstructed A, +,- distribution after ali clastic p° svlection cuts is very similar to
the PYTHIA result for v dissociation but the overall acceptance is two times smaller.

The amount of background from 7y and double dissociation to the elastic p? signal depends
on the acceptance for these processes and on the ratio of the cross sections of (or double)
dissociative photoproduction to elastic p° photoproduction.  Unfortunately the acceptance
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Figure 7.3: Invariant mass distribution M, +,- for v dissociative events, after all p? selection
cuts, generated by PYTHIA (upper plot) and EPSOFT (lower plot).

for v dissociative cvents differed between the two Monte Carlo generators PYTHIA and
EPSOFT by a factor of 1.8%/0.3% = 6. Also the ratio of the 4 and donble dissociative to
the clastic p° photaproduction cross section is not known. Depending on the assumptions
made in the analysis the values in table 7.1 were obtained at W = 200 GeV. So the
background from these two processes can not be subtracted easily. Instead a background
term was included in the fits to the corrected mass distribmtions to account for v and double
dissociation. The shape of the background was determined from the Mo - distribntion for

assumption 9y a/Op | Tanan/Tp
H () < Oy a1 < 40phy 1.63£0.89 [ 1.39+1.39
ZEUS [0, 00 = Op aw = 20w g | 0892041 | 0454021

Table 7.1: Measured ranm of v and double dissociative photoproduction cross scetion (0, 4.,
Oan ) 10 the clastic p° photoproduction cross section at W = 200 GeV [108, 50). The errors
were caleulated from the individual cross section errors [nml the references.
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the PYTHIA generator (upper plot of figure 7.3) after applving the elastic p® acceptanee in
Mery- (figure 6.8):
S(Meag-) = A(LO+ 15M,0,-[GeV)). {7.1)

In the mass fits in chapter 9 this term was added and A4 was a free parameter of the fits.
The fitted value for A correspunds to an integrated contribution in the mass range 0.3 to
1.2 GeV typically smaller than 1% of the the total.

7.4 Proton Dissociative p" Production

The most important background to clastic o° photoproduction is proton dissociative p°
photoproduction. In these events the outgoing nucleon is a state N of mass My which
decays into final state hadrons.

The contribution of this process, ep = ep® N, was determined from data and elastic p° Monte
Carlo cvents, and not from proton dissociative Monte Carlo events. Proton dissociation was
studied using subsamples of data events, which were tagged as proton dissociative by an
energy deposition in the direction of the outgoing nucleon. All elastic p® selection cuts were
applied, except the cut on the encrgy deposit in the FCAL (section 4.3.2). To have a good
agreement between data and Monte Carlo for the FCAL BPyyr trigger requirement a cut
on Ercay, prr < 1.2 GeV was applied (section 4.1). This requirement limited the accepted
miasses My below ~ 10 GeV.Proton dissociative events were identificd by one of the following
reguirement:

e a PRT tag, a signal of at least 1 MIP in eaclt counter of one pair of connters of the
PRT {section 2.2.3). The acceptance of the PRT tag in My increases towards very
low masscs and drops for Afy < 3 GeV. In 1994 the PRT was operating only in part
of the luminosity range used in this anatysis.

e a FCAL tag, an energy deposition in the two innermost rings surrounding the beampipe
of Excar, nr2 > 0.4 GeV. The acceptance of this tag is constant in the mass range from
~J to ~10 GeV and drops to zero below 3 GeV.

Figure 7.4 shows the ratio of PRT tagged events over all events fulfilling the clastic p°
sclection cuts, as function of Mea,-, Wy, cosfy and P} in the PRT luminosity range. The
ratios are flat in Al -, 13, and the decay angles. Under the assumption, supported by
hoth EPSOFT and PYTHIA, that the requirement of activity in the PRT does not affect
the shape of the acceptance as function of M,+.-, W, and the decay angles, this result
indicates that proton dissociative and elastic p° production have the same dependence on
these variables. On the other hand the ratio increases as a function of P}, Thus the ¢ slopes
of elastic and proton dissociative p° photoproduction are different. A similar behavior of
the ratios as function of the kinematic variables and the decay angles is seen for the FCAL
tagged cvents.

The P} dependence of the proton dissociative hackground to the elastic p% signal was deter-
mined from the ratio R,,, of tagged proton dissaciative events (by the PRT or FCAL) over
all cvents fulfilling the elastic p® selection cuts. Assuming an exponential shape in P} for
clastic (A, e7%!'7y and proton dissociative (A, 4. ~0 /1) p® cvents fulilling 1he elastic p°
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Figure 7.4: The ratio of PRT tagged cvents to all events fulfilling the clastic p° selection
cuts as function of different kinematic variables. The ratios are flat, except for P2, where
the result of a Rt with equation (7.2} is shown. Only statistical errors are shown.

selection cuts and the same slope in P for proton dissociative events tagged in the PRT or
FCAL (b,,,) and sclected by the elastic p° selection cuts (b, o). the ratio R, can be written
as:

- Iz _ '3
R ,1.“(' LTk _ _.‘l"r by
1 . Y] - 7 - Y] »
L Y T B P L A NN
-4| A;

Ay e G b e 11 Ay pbaali 3 1 (72)

The second assumption (b, = b, 4.) is fulfitled since tagged events cover the Jow My region,
which is the main background contribution to the clastic signal as well, and the acceptance
in P2 has the same shape for the PRT (or FCAL) tag selection and the elastic p° selection.
The slope by = b,, = b, 4, is the slope difference between elastie and proton dissociative o~
photoproduction. This parameter is determined hy ftting equation (7.2) 10 the measnred
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Figure 7.5: The z, distribution as measured by the LPS in the 1994 elastic p° sample. A
clear peak at r,, & 1 is seen, corresponding to quasi elastically scattered protons. Only the
statistical error is shown.

ratio I, (lower right plot of figure 7.4).
b = 479+ 1.47 stat. £ 0.532 syst. GeV™?  PRT tag (1.3)
bos = 409+ 1.96stat. +3.12 syst. GeV™?  FCAL tag (7.4)

The systematic error was determined from the higgest change in by, for different fit ranges.
The absolute normalization of the proton dissoctative background contribution was deter-
mined by a measurement which does not depend on the simulation of proton dissociation,
In 1994 the Icading proton spectrometer LPS (scction 2.2.3) took data for the first time.
The LPS nicasures the scattered proton. Only for a part of the 1994 luminosity the LPS
was insertedd into the proton beampipe completely, so an cffective (after a prescale correc-
tion with cquation (4.1)) integrated luminosity with the LPS of Lyps = 226 £ 3 ub™' was
available. The LPS accepts quasi clastically scattered protons with a transverse momentum
squared P? between ~0.07 and ~0.4 GeV? PP, can be used to measure the differential
cross section do/dt for clastic p° photoproduction [114]. In this section the LPS is used as a
tagging device for clastic p® events, but the PE is caleulated from the p%. Figure 7.5 shows
the measared distribution in xp, defined as the ratio of the measured proton momentum
over the momentum of the incoming proton (820 GeV), aflter all dlastic p* selection cuts and
the foltowing LPS sclection cuts:

e onc LPS track in 2 or 3 stations,
e yZ/NDF < 6 of the LPS track fit,
o closest distance of the LPS track to a heam aperture > 03 mm

On top of the LPS selection cuts, the following weight fsctors hil to be applied.

7.4 Proton Dissociative p° Production 7

o A factor of 1.1 to take a run dependence of the LPS pot position into acconnt. The
pot position in the Monte Carlpavas set to the position in run 9720, The weight factor
takes the run dependence of the LPS aceeptance doe to the different pot positions into
account [90f. This correction is independent of PF,.

e A factor of 0.95 to correet for random coincidences between a LPS track from a halo
proton and a p® event. This lactor was determined from DIS events and the £ + P
constraint {90].

For clastic p° photoproduction r;, can he written as ry, = 1 - (Q? + J‘r'l":.. + [!|)/|[’f’,‘ so for
the sample used in this anatysis the value of g, differs from unity by at most 0.2%. In figure
7.5 a clear peak at 1, = 1 is scen which corresponds to quasi clastically seattered protons.
The method to determine the normalization of proton dissociation is illustrated in figure
7.6. The P} distribution as measured by the p° for all events within the LPS tuminosity
range is shown as a solid line. The dotted line shows the events with a proten in the LPS of
1.02 > 1, > 0.98 and the dashed line the same events after LPS acceptance correction. The
LPS acceptance was determined using the average of the Monte Carlo programs EPSOFT
and DIPSI (er.ps = 10% for 0.075 GeV? < P} < 0.5 GeV?). For P? < 0.075 GeV? the LPS
acceptance decreases rapidly, so this range was not considered in the determination of the
proton dissociative hackgrommd contribution. The amount of proton dissociation is given hy
the difference hetween the full and the dashed line, indicated in fignre 7.6 hy the dack shaded
arca. Since the statistics of LPS tagged events in the 1994 data is limited these events were
just used to determine the absolute normalization of the proton dissociative contribution

n
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Figare 7.6: The P} distribution, as measured by the % for all events in the LPS luminosity
range (full line), all events with a proton in the LPS of 1.02 > ry > 0.98 (dotied line) and
the LPS acceptance corrected distribution (dashed line). The dark shaded area indicates the
amount of proton dissociative p% events. The vertical arrows indicate the range in N? used
1o determine the absolute normalization of proton dissociative backgronnd (0.075 < P} <
5 GeV?),
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to the elastic p? signal in the P} range hetween 0075 GeV? and 0.5 GeV2 The PRT (or
FCAL) tagged events were used to measure the P2 dependence of this contribution.

Figure 7.7 shows the ratio 1T, ., of proton dissociative events, given by the difference between
all events fulfilling the elastic p® selection cuts and the acceptance corrected events of 1.02 >
14, > 0.98, over all events fullilling the clastic p° sclection cuts for the LPS luminosity range.
Assuming again an exponential P2 distribution for clastic and proton dissociative p° events
the ratio 17, is:

_ %]
Ap ap 07 b0l

R, ,
P A.l. (.-b.u. "r‘ + "19 dia t’_bv ‘hr{
1
(7.5)
Ne wnlf + 1

A fit of cquation (7.5), with a fixed slope (7.3) from PRT tagged events yiclds for the
normalization factor N:

N =134 f“;: stat. +0.74 sy.sl ﬁl :f;i’ sysl. €1 ps

t: ‘7 Syst. weight pot _0 ?5 syst. weight hala (7.6}
where N is the mean value of the results derived for the two Monte Carlo generators used for
the LPS acceptance correction. The listed systematic errors are the errors due to a change
of the fit range, a systematic uncertainty of the LPS acceptance of 8% (£6% uncertainty
on the acceptance for a proton track in the LPS [114] and £3% alignment uncertainty added
in quadrature), an uncertainty of the pot position rewcighting of £5% and an uncertainty
of halo proton rewcighting of £1%.
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Figure 7.7: \u eptance corrected ratio of proton dissociative events over all events fulfilling
the elastic p° selection cuts, determined by the LPS as a function of P%. The line shows
the resutt of a fit with cquation (7.5}, with a fixed slope (7.3). Only thv statistical error is
shown.
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To correct for the proten dissociation background contribution all selected elastic M events
are weighted hy: .

R.=1-R,,. (7.7)
Rewcighting the P2 distrilution resulted in a contribntion of proton dissociation to the
sclected elastic sample of:

Coan = 2203%283%  (for P} < 0.5 GeV?). (7.8)

A background contribution of 20% is consistent with a calenlation of Holtmann ct al.[57].
They estimate the proton dissociative backgronnd contribution to elastic p° photoproduction
to be 0.20-0.22. The range corresponds to an upper limit on Afy between 5 GeV and 6 GeV.
The values given in [57} had to be corrected for the P2 ent taking into account the different
|#] slopes for elastic and proton dissociative p° prochuction.
The measurement of the proton dissociative backgronnd did not depend on any proton
dissociative Monte Carlo generator. Now the data will be compared to the two Monte Carlo
programs EPSOFT and PYTHIA. For proton dissociative events the dependence on the
micleonic mass My, in the region above the resonances (10 GeV? < M2 < 200 GeV?), can
be described by do /dAf}, o 1703 with an effective power n. A measurcinent from the CDF
collaboration in pp = pX at /s =1800 GeV' |19] yields n = 2.20 £ 0.02 stat + 0.02 syst..
The power 2 for the yp ZEUS data can be determined from the g% photoproduction events
by comparing the shape of the encigy distrilmtion in FCAL hetween 0.8 and 2.0 GeV. A
measitre of the shape difference between data and Monte Carlo is given by the \2, calcutated
from the FCAL encergy speetra, normalized in the region between 0.4 and 2.0 GeV

\2 _ Z (n\n - ll(’?) ‘ (79]

2
tans Thata + 75

In figure 7.8 x? is shown versus the value of n for the generator PYTRIA. Minima in the G
distribution were found for the two gencrators:

n = 20£0.7 stat. 4 (1.5 syst. PYTHIA
n = 2431 0.1stat. £ 1.1 syst. EPSOFT

The statistical error is given by the change in n for a change in 12 Iy 1 unit and the
systematic error is due Lo a change in the fit range. The minima are very broad, becanse
the energy range which could be used is very small due to the tight FCAL BPyry cut. The
position of the minima were independent on the £ slope used in the generation of the Monte
Carlo cvents. The measnrement is consistent with the CDF measurement,

Data and a mixture of Monte Carlo events of 80% clastic and 20% proton dissociative
p° events after applying all elastic p° sclection cuts {inchuding P? < 0.5 GeV?) can be
compared to see whether the two proton dissociative Monte Carlo generators EPSOFT and
PYTHIA are able to describe the data. These two generator are frequently used in the ZEUS
collaboration to determine the proton dissociative background to clastic photoproduction of
vector miesons. In the simulation of proton dissociation the value of n was set to the 2.0
for PYTHIA and 2.4 for EPSOFT. Figure 7.9 shows the normalized Ty, dlistributions as
measured by the LPS for data (open dots) and the Monte Carlo mixtyres (Ml dots). The
€, spectrum below 0.98 can be explained by proton dissociative events with a leading proton.
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Figure 7.8: The y? difference (NDF=11) between data and Monte Carlo (PYTHIA) for
the FCAL energy distribution as a function of n. The arrows indicate the values for n
corresponding to a change in x2 by 1 unit.

On the upper plot of fignre 7.9 PYTHIA was used to simulate proton dissociation and on
the lower plot EPSOFT. PYTHIA describes the data much better than EPSOFT. In table
7.2 the fractions of events with a leading proton in the LPS with z;, < 6.98 (LPS tag), a tag
in the PRT (alter applying all elastic p° selection cuts) and a tag in FCAL, defined above,
are summarized for data and the Monte Carlo mixtures. The systematic errors on the Monte
Carlo fractions were determined by changing the value of n between 2.0 and 2.8. Since the
simulation of the PRT in the ZEUS detector Monte Carlo program ignored detector noise,
the tagging efficiency in the Monte Carlo was too high. Therefore the PRT efficiencies in
the Monte Carlo were scaled down to the efficiency measured in the 1994 data. Details on
the correction procedure can be found in [11]. In table 7.2 good agreement between data

data PYTHIA EPSOFT

LPStag |134+01% [13+01201%[19201+07%%
PRT tag |674£02% [62+02+15% [89+03+11%
FCAL tag [ 1.2401% [ 1L.7£01x06% [1.0£0.1204%

Table 7.2: Fraction of events with a leading proton in the LPS of z,, < 0.98 (LPS tag), a
tag in the PRT (after all elastic o° sclection cuts) and a tag in FCAL for data and the two
Monte Carlo mixtures.
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Figure 7.9: Normalized LPS xp spectrum for data {open dots) and Monte Carlo mixtures
(80% chastic, 0% praton dissociation) after all clastic p° selection cnts (inclnding P} < 0.5
GeV?). On the upper plot PYTHIA was used to describe proton dissaciation and on the
lower plot EPSOFT. Only the statistical errors are shown.

and PYTHIA is seen for the event fractions tagged in LPS and PRT, whereas EPSOFT does
not describe the data. On the other hand EPSOFT agrees with the data in the fraction
of events tagged by FCAL, whereas in PYTHIA this fraction is higher than in the data.
Proton dissociative events tagged in the PRT and in FOAL leave only a small amount of
encrgy in these detectors. Therefore a correct simulation of the forward tegion of the ZEUS
detector, concerning for example inactive material, is very important for the efficiency of
these tags. More studies are needed to determine, whether the differences between data and
Monte Carlo are due to the Monte Carlo moded or due to an incorreet detector simmlation.
Proton dissociative Monte Carlo events can also be used to determine the aceoptance corree-
tion for the measured PF distribution tagged by PRT (or FCAL). The acceptance corrected
P} distribution cant be corrected to §t] using a correction funetion, caleulated from the Monte
Carlo samples for proton dissociation. Figure 7.10 shows the corrected dN/dft| distribution
for proton dissociative events, nsing the PRT tag and EPSOFT for the corrections. A fit
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Figure 7.10: The corrected 2] distribution for proton dissociative events. The PRT tag was
used to identily proton dissociation and EPSOFT for the acceptance correction. A fit with
an exponential vields a slope of b= 3.8 £ 0.6 GeV=2. Only the statistical error is shown.

with the function dN/d|t| = Ae™*M yields:
h=58403stat. £0.1syst. MC £ U3syst tag £0.25syst. n GeV7? (7.10)

The first systematic error gives the dependence on the Monte Carlo used for the acceptance
correction, the second systematic error the dependence on the tagging method and the third
systematic error the dependence on the value on n. This result is again consistent with the
estimate given in [37] namely bypoon ~ 0.3b,4(pp). Mceasurements of by{pp) at /s =~ 63
GeV yield be(pp) = 13GeV 2

The measurement of the contribution of proton dissociation to the clastic o° signal (C, 4, =
20.3%*81%) allowed also a determination of the ratio of the cross scctions of clastic and
proton dissociative p° photoproduction for P2 < 0.5 GeV?. This ratio is given by:

O _ Noo/€ua _ (1 ~ C, aud/tn

= — = 7.1
O, s N, .r.-/'(, dn C. d--/'p an ( )

where e, and €, 4, are the efficiencics of the elastic p° sclection cuts for elastic and proton
dissociative events. The efficiency ¢, 4, is calculated with Monte Carlo generators EPSOFT
and PYTHIA in which proton dissociative events have a hadronic mass Afy in the range
(M, + 2M, ) < MY < I)AIH?’. While the data extends down in My to My + M, the lack of
simulated events between M, + A, and Af, + 20, is not expected to have a significant effeet
{48]. Since ¢, 4, depends strongly on 1, the result for the cross section ratio depends on 1
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Figure 7.11: Ratio of the elastic to proton dissociative p? cross section as a funetion of n used
in the simulation of proton dissociation by PY'THIA (full dots) or EPSOFT (open dots).

as well. In figure 7.11 0,./0, . is shown versus 1 for EPSOFT (open dots) and PYTHIA
(closed dots}. The error bars are given by the statistical errors of ¢,,,, €, 4. and the error on
Cy an- The result is almost independent on the Monte Carlo generator and using a value of

n = 2.24 yiclds:
T 90407 (7.12)

Tos
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Chapter 8

Low Energetic Pions in the ZEUS
Calorimeter

Tn this chapter the energy deposition of the pions from the p® decay in the ZEUS calorimeter
will be compared to test beam results. Whereas in the test beam momentum selected pions
are dircetly sent onto the calorimeter, in the ZEUS experiment the pions, after heing momen-
tum analyzed in the CTD, hive to traverse inactive material before hitting the calorimeter,

8.1 Pions from p" Decays and Test Beam Data

Selected elastic p° events in the mass range hetween 0,35 GeV oand 1.2 GeV were nsed to
study the energy deposition of low momentum pions i the calorimeter. Since the FIT
requirement of 464 McV in REMCrpq cavses a bias in the energy distribution of the pions
events in which the two pions hit opposite CFLT trigger regions were nsed in this stuely.
After requiring that one pion triggered the event (the CFLT trigger region it by this pion
fired) the other pion is an unbiased test pion. As explained in section 4.3.2 the energy in
a cone aroundl the track impact point on the calorimeter, with a radius of 40 cm in the
electromagnetic section and 33 em in the hadronic section, was assigned to the pions. The
radii were chosen to make sure that an energy deposition ontside the two cones, was not
caused by the pions. So all the energy deposited in the calorimeter by the pions is insicde
these radii. The cone size is also consistent with the Tact that 95% of the energy in a hadron
shower is contained in a radins of 1 Xy {Ag = 10.8 cm for the ZEUS calorimeter).

The energy inside the cone £y, was studied as a function the kinctic energy Ey,, of the
pions. The kinctic energy is given by Ey,, = /p? + M2 = M, where pis the pion momentam
measured by the CTD. The kinetic energy was used, sinee at low energies the energy response
of a calorimeter for different particles is essentially a funetion of Fy,, [45].

In the upper plot of Rgnre 8.1 the ratio Eqyy. /iy is plotted versns Eyy,, Tor positive and
negative pions from p? decavs. The ratio is oltained from the mean value of a it with a
Gaussian to the E¢.4y/Fan clistribution in bins of Ey. A clear difference is seen between
positive (full dots) and negative (open dots) pions. The ratio increases as the energy inereases
up te kinetic energies of ~ 300 MeV and then starts to decrease. A value of ~ 0.8 is reachied
for Fyyo = LB GeV. E- 4./ Eqyy wirs also determined from test beam data [45) for positive aned
negative pions and is shown in the lower plot of figure 8.1, For test heam data Foan! Bxm
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Figure 8.1: Ratio of the energy deposition in the calorimeter E¢ay, over the kinetic encrgy
Exe as a function of Ey,, for pions as measnred in the ZEUS detector {(upper plot) and test
beam data (lower plot). The ratio is shown for positive (full symbols) and negative pions
{oprn symbols) separately.

in cach hin of Ey,, was determined from the mean value of a fit with a Gaussian of the pulse
height spectra, under the assumption of perfeet lincarity of the calorimeter with a calibration
constant of {(}/p = 16.24pC/GeV. The test beam data was taken without inactive material
in front of the calorimeter. Therefore the ratio Eg g/ Egyy is higher. The ratio decreases
for increasing kinetic energy and reaches a value of 1 for kinetic energies above ~ 2 GeV'.
Also in the lower plot of figures 8.1 a dilference between positive (full squares) and negative
(open squares) pions is seen.

The effect of the charge difference can clearly be seen in figure 8.2 and table 8.1, which show
ErN I ENy for pions from p° decavs (full dots) and test beam data (open dots). The effect
is mnch higger for the pions, measured in the ZEUS experiment with inactive material in
front of the calorimeter. The measured difference is up to 13% at tow cnergy and decreases
for increasing kinetic energy of the pions. For the test beam data the difference is smaller
(only up ta 6%) and vanishes for very small kinetic energies. For events simnlating clastic
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Figure 8.2: Ratio of the cnergy deposition of positive and negative pions in the calorimeter
as a function of the kinetic encrgy for pions from p° decays (full dots) and test beam data
(open dots).

p° photoproduction, which were passed throngh the ZEUS detector simulation program
MOZART and selected like the data events, no difference in the energy deposition hetween
positive and negative pions was foune. So the charge difference already seen in the test beam
data is not simulated in MOZART.

Eva | ECar/EEa | Buon | Efan/Efa
{GeV) | p" decays || (GeV) | test beam data
0.260 1.11£0.06
0.355 1.13x0.03 0.380 1.01+0.01
0.450 1.1040.02
0.600 1.1940.02 .624 1.06£0.01
{.840 1.0740.01 0.871 1.044.0.01
1.200 1.041£0.01 1.367 1.01:0.01
1.820 1.0440.010 1.866 1.0240.01

Table 8.1: Ratio of the energy deposition of positive and negative pions in the calorimeter
for pions from p® decays (Ieft columns) and test beam data (right columus).
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Chapter 9

Results

Elastic p” photoproduction can be characterized in terms of a foew variables. Tn this chapter
those distributions used to describe p® photoproduction will he shown, namely the mass
distribution, the [f| distribution and the decay angular distributions. The clastic p° pho-
toproduction cross section will be extracted from the mass disteibution. In the first two
scctions of this chapter the correction procedure and the systematic checks are introdiced.
Most of the results shown is the following sections, including the svstematic errors are sum-
marized in the tables in Appendix C.

9.1 Correction Procedure

The differential cruss sections, shown in the following sections, were evaluated in each bin of

the variable v as
[164 Ny

dv — LOAD'
where N, is the number of observed events in the bin 3 after background subtraction (chapter
7) and correction of REMCyp4 trigger elficiency (section 6.1.2), ¢ is the acceptance in the
bin, £ the integrated luminosity, & is the effective photon flux (y, Q?) (cquation (3.54))
integrated over the Q2 and 1, range covered by the selection and AB is the bin-width. For
the correction method (a) ¢ takes into acconnt the geometrical aceeptanee and the smearing in
the variable v dne to the detector resolution. In an alternative approach (correction method
(b))} the acceptance is given by ¢, the pure geometrical aceeptance, and the smearing is
taken into account in the fit fanction applied to the corrected data (section 6.2). Correction
method (b) was only applied to the invariant mass distribution for the whole sample and
in W, bins. The statistical crror of the differentinl cross section da/dv is given by error
propagation of the statistical crror of N, and the statistical crror of € (or ¢;). Ditferential
distributions will be studied in W, M+, and [¢] bins. Since in the analysis presented in
this thesis, the ontgoing clectron and proton were not measured, [t] conld not be determined
dircctly. To study the [t] dependence of the mass and decay angular distributions, the
events were selected in 77 bins and the aceeptance € was calenlated taking into account the
difference between PP and [1). In this way the corrected differential distribution in a certain
J#] bin was determined nsing a correction, to account for the fact that Q7 is non-zero, which
was evaluated from the Monte Carlo simulation. In the following sections least square fits

(9.1)
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to the the corrected differential distributions will be performed. In these fits the quantity

(f Jeane de| )2
dl' e

EY T
2
b do
e (%)

was minimized, f(v, &) is the functional behavior expected for da /dv. This function depend
on the parameters @ These parameters describe certain properties of elastic 2% photopro-
duction. AB),.. is the bin-width of bin i, do /dv|,..; the differentinl cross section in bin i
and ddo /dvl,,; it's statistical error. The sum runs over all bins inside the fitrange.

(9.2)

9.2 Systematic Error

The systematic error due to a certain effect was determined for most contribntions by chang-
ing cuts applied in the analysis or changing the reweighting factor applicd to the data. The
37 systematic checks performed were grouped into 12 classes. The following list describes
the 12 classes (i to xii) and the 37 systematic checks (1 to 37) considered in this analysis:

i. The tracking systematics was determined by chauging the quality cuts imposed on the
two tracks (section 5.3).

1. No track quality cuts were imposed.

2. Tighter track quality cuts were applied (jg} < 1.8 and Py > 200 MceV).

ii. The systematic error due to the proton dissociative background subtraction was de-
termined by changing the reweighting factor (equation (7.5)) applied to the data. The
reweighting factor depends on two parameter, the slope b, and the absolute normal-
ization N, which were determined independently.

3. Decreasing the normalization &V inside the error (equation (7.6)), thereby decreas-
ing the amount of proton dissociative background.

4. Increasing the parameter N.

5. Increasing the slope difference b, inside the error (equation (7.3)), while keeping
the absolute amount of proton dissociation background unchanged.

6. Decreasing the slope difference byq inside the error, while keeping the absolute
amount of proton dissociation background unchanged.

iti. Systematic error due to the RCAL cfficiency reweighting (section 6.1.1). The RCAL
trigger cfficiency was determined from data by measuring the probability for a pion to
trigger an event. This probability was determined from data with a certain statistical
accuracy. The error of the reweighting factor is given by error propagation from the
statistical error of the probability fot a pion to trigger an event.

7. Decreasing the RCAL trigger efficiency, inside the statistical error, thereby in-
creasing the rewcighting factor.
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8. Increasing the RCAL trigger clficiency, thereby decreasing the reweighting factor.

4 . . . .
iv. Model dependence of the acceptance determination by changing the distributions in
Wi [th Afysp- and the decay angles in the Monte Carle simulation within their
uncertainty {3.2).

9. increasing the parameter v, Rr% and rf!,. deseribing the decay angular distri-
bution.

10. Decreasing the parameter 33, Rr% and »8 .

1. Increasing the parameter @, used to parameterize the 1V, distribmtion.

12. Decreasing the parameter a.

13. Increasing the parameter b and ¢, used to parameterize the [f] distribution.

14. Decreasing the parameter b and c.

15. Increasing the parameter iy and ny, used to parameterize the shape of the invari-
ant mass distribution Af +,-.

16. Decreasing the parameter ny and 1.

17. Reweigliting the decay angular distribution according to s-channcl helicity con-
servation, namely Rr% = 0 and 19!, = 0.

v. Systematic error due to a change of the value of €2, used to parameterize the ratio of
the transverse to longitudinal cross section 0y, /oy = €2Q?/M%. The parameter €2 is
needed in order to rewcight the Monte Carlo 2 distribution and in the calenlation of
the Hux factor (rquation (3.53)).

18. Assume €2 = 0, thus neglecting the longitudinal cross section oy

19. Assume €2 = 1.

vi. Systematic error due to a change of the maximal Q7 of the data Q2. Q2. was

determined from a Moate Carlo simulation to be Q2 = 4 GeV2. For this systematic
check the vatue of Q2 ., was changed in the Monte Carlo simnlation as well as for the
determination of €2 (equation (5.6)) and the flux factor (equation (3.53)).

20. Assume Q2. =3 GeV2

21. Assume @2, =2 GeV2

vii. For the mass fits in 117, and [#| bins the p® mass M and the width Ty were fixed
to the values as determined froms fits to the whole spectrum. In bins of W,, also the
amount of skewing given by [B/A] in equation (9.7) and n in equation (9.10) was fixed.
For the fits to the |f] distribution in 1V, and Af,+,- bins the parameter ¢ {equation
(9.14)) was fixed to the value as determined from a fit the the whole | distribution.

22. Increasing the fixed value for Al and Ty inside the statistical error given by the
lit to the whole distribution.

23. Decreasing the fixed value for Af e and Ty.
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Xi.

Xxii.

24. Increasing the fixed value for [3/A] and ninside the statistical error given by the
fit to the whele distribution.

25. Decreasing the fixed value for [B/A| and n.

26. Tncreasing the fixed value for ¢ inside the statistical error given by the fit to the
whole distribution.

27. Decreasing the fixed value for c.

These svstematic checks have no effect for the results derived from the decay angular
distribhutions.

Systematic error due to a change of the fit procerdure to the |#] disteibution in Af .-
and 117, bins,

28. The parameter  was not fixed, but the absolute normalization of the |¢] distribu-
tion (A in equation (9.14)) was calculated as the integral over the invariant mass
distribution.

29. Considering the ¢ and A as a frec parameter.

These systematic checks have no effect for the mass and the decay angular distributions.

30. Systematic change due to a decreases of the fit range. For M,+,.- the range 0.6
< Myin- < 1.1 GeV (nominak: 0.55 < Mye,- < 1.2 GeV) was used, for cosfy the
range ~0.84 < cos @), < 0.84 {nominal: — 1.0 < cos B, < 1.0) and for cos@, in the
two dimensional decay angular distribution the range —13/15 < cosf) < 13/15
(neniinal: —1.0 < cos ), < 1.0).

. Change in the binning of the mass distribution, the |f] distribution and the decay

angular distributions (nominal binning: table 4.3).

31. More hins (bin-width: 16.6 MeV in Meo,-, 2/35 in cos @y and 7/15 in ¢p).
32. Less bins (bin-width: 50 MeVoin M., 2/15 in cos By, n/5 in ¢, and > 0.008
GeVZin 1}).

Systematic error due to a change of the Breit-Wigner function and the momentum
dependent width used in the fits to the mass distributions.

33. Breit-Wigner given by (9.3) and width given by (9.6).

34, Breit-Wigner given by (9.5) and width given by (9.4).

35. Dreit-Wigner given by (9.5) and width given by (9.6).
These systematic changes have no effect for the decay angular distributions.

For correction method (h) the resolntion, assumed in the convolution of the resolution
function and the function describing the physics, was changed.

36. Increasing the resolution as given by the parameter Py and Py in cquation (4.7)
by 25%.
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37. Decreasing the resolution by 25%.
¥

Further sources of the systematic error, which have an influeace on the absolute nurmalization
of the cross section only, have heen taken into account in section 9.4

e the systematic uncertainty in the luminosity measnrement of 1.5% (84].

o the effect of electron initial and final state radiation and of vacuum polarization loops.
The size of the correction was estimated to be smaller than 2% [66]. The cffect of
radiative corrections on the shape of the My e,- [t] and angular distributions are ex-
pected to be negligible. No correction was applied to the cross section, instead a 2%
contribution was added Lo the systematic error.

For all the results quoted in the following, the systematic error was detcrmined in the follow-
ing way. For cach class (i to xii) the biggest positive and negative deviation from the nominal
value, duc to a single check in this class, was determined. The total positive and negative
systematic error was caleulated as a quadraltic sum of these deviations over all classes. Some
classes do not alfect all resnits, so they were not included in those results which they can
not affect.

Some parameters will be determined in cight Ay, and nine §f] bins. For a few systematic
checks big fluctuations from bin to bin in Mys,- and [f] were observed. The reason for
these fluctuations are statistical fluctuations in the data and in the Monte Carlo for these
systematic checks. To overcome this problem the systematic checks were perfortned in only
three bins in Afy+,- and |f], which are combinations of three {in one case two) original bins.
The positive and negative systematie error for cach class was determined iy these three bins
as hefore. These errors were extrapolated to the finer binning by performing a fit of a lincar
function in A, «,- (or |1]) to the errors determined in the three bins. The final positive and
negative systematic error in the finer binning is again given by the guadratic sum of errors
over all classes.

9.3 Study of the Invariant Mass Distribution

Figure 9.1 shows the differential cross section dafdA, .-, corrected by method (D) in the
kinematic range Jf] < 0.5 GeV? and 50 < W, < 100 GeV. The mass distribution is skewed
compared to a Breit-Wigner distribution, namely thete is an enlancement of the low mass
side and a suppression of the high mass side. This skewing of the 7#2~ mass shape was
alrcady observed at lower encrgics [10}. At low energics a distortion of the mass shape at
the w mass, due to p — w interference, was observed. This effect will be discussed at end of
this section.

Various prescriptions were published in the 60's and 70's to extract the “o™ out of the
invariant # *7~ mass spectrmm. Unfortunately the resulting “p™ cross section depends on
the prescription used in the analysis. Therefore in this analvsis different preseriptions were
fitted to the mass distribution and the results were compared. Mass fits were petformed to
the spectrum shown in figure 9.1 as well as in W, awd [t] bins.
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Figure 9.1: The differential cross section do /dA ., in the kinematic range §t| < 0.5 GeV?
and 50 < 1¥,, < 100 GeV. The points represent the data and the curves indicate the resalt of
the fit using expression {9.7) in the mass region 0.55 < AMy+,- < 1.2 GeV. The dashed curve
represents the resonant contribution, the dot-dashed curve the non-resonant contribution
and the dotted curve the interference contribution. Only the statistical error is shown.

All the mass fits presented in this section were performed in the mass range 0.55 < My4,- <
1.2 GeV. The resonance in the m¥a~ spectrum was parameterized by a relativistic Breit-
Wigner function

Myvg- Myl o

BV (Maea-) = (M2, - = ML)+ MATS (9.3)
where Al is the nominal p? mass and T the momentum dependent width [58]
1
_ q My
To(Mate-}=To (06) Moo {9.4)

where [ is the width of the p°, ¢* is the 7 momentum in the #*7~ rest rame and gg is the
value of ¢ at the p® nominal mass M. For the systematic error analysis (systematic checks
33-35) the following alternative expressions for the Breit-Wigner function

1 Myva- MpT
o (M2, 7= M%)+ MATE,

BW (M, ) = (9.5)
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Figure 9.2: Diagrams corresponding to the three processes consider in the Siding model,
namiely {a) resonant p® production and (b) non-resonant #* 7~ production.

and the width

3
. 2
Tp(Myen-) =Ty (‘L) — (9.6)
G/ 1+ (3;)

were used. The expression (9.3) was used in previons p° photoproduction experiments,
v.g.{94]. The kinematic Tactor 1/g° introduces a skewing in the Breit-\WVigner function. The
momentum dependent width tn equation (9.4} was found in lowest order perturbation theory,
whereas equation (9.6) is an cmipirical form of the width [58).

A model often used to describe the mass skewing was first pointed out hy Siding [101].
In this model the a*x~ photoproduction amplitude is written as a sum of a directly pro-
duced Breit-Wigner shaped p° plus a non-resonant background [38]. Figure 9.2 show the
diagrams considered in this approach, namely the resonant p? production {a) and the two
non-resonant contributions (b). The asymmetry of the invariant mass distribntion is given by
the interference of these two terms. Caleulations hased on the Séding mocdel were performed
hy Soding [101], Krass |65, Pumplin [86]. Recently Ryskin and Shabelski |88] calculated
the resonant and non-resonant amplitudes in the case of ,!0 photo- and electroproduction.
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The Siding model was very suceessful in deseribing various aspects of p° photoproduction
e.g[91, 93], like the decrease of skewing for increasing ] and the dependence of the ft] slope
on Mas <. For the purpose of this analysis the following simplified prescription of the mass
shape, according to the Soding model was used:

2
Moo p Ml
do 42 ! Mgl g B (9.7)

= . - - 4 —| + fpg
dAyen- NE A% +iMel, A Irs

The non-resonant amplitude is denoted by B and is assumed to be constant and real. This
choice is motivated by the calenlation of Ryskin and Shabelski [88], who found that the
non-resonant contribhution is almost flat in M, .- for the kinematic range of the 1993 ZEUS
p° photoproduction analysis. Compared to the 1993 analysis the kinematic range in this
analysis was increased in 1,

The term fps = Apg{1.0 + 1.58,4+,-) in cquation (9.7), which is also present in all other
mass parameterizations used in this analysis, accounts for residual background from -y and
double dissociative photoproduction (section 7.3).

Alternatively the following parameterization, according to the Soding model, proposed by
Spital and Yennie [102] was used:

do . ‘"pu "!p" )2
dMron "‘1"{3” (’”""')[”C' (-mm)ra(-ge) | +sp @

Spital and Yennie found that correction terms BW (AL, .- )C, ((.-\ff,,‘ - r\!:.,)/l”:p)' with
1 2 3 have o be added to equation (9.8}, where neither the size and nor the sign of the
contributions C; can be caleulated. Tn a mass range reasonably close to the p° mass only
a finite mumber of terms should be important. Therefore equation {9.8) can be regarded
as au approximation valid in a mass range close to the o° mass. The terms €y accounting
for the interference and C, accounting for the non-resonant contribytion are treated as
independent parameters in equation (9.8). In fact this assumption is not correct and therefore
fits according to equation (9.8) can lead to unphysical solutions, namely an interference
contribution which is bigger than the sum of the resonant and non-resonant contribution at
small masscs. This remark is also valid for other prescriptions of the Soding model, used in
fits of the invariant mass distribution, by varions authors.

An alternative approach to account for the skewing of the #* 1~ mass shape was proposed by
Ross and Stodolsky [87]. They ignore the non-resonant background and instead introduce a
mass variation in the production amplitude of the % By relating the processes yp = o%p
and p%p = p% together with a smoothness assumption they get:

da

Mh
L X BW (M, : :
i X BV ML )( ) (9.9)

M2, .

For 7 electropraduction, Ross and Stodolsky predicted that the mass skewing factor A7)
changes to (2 + A2, )2 Thus the mass skewing should tend to disappear at high Q2. In
the Ross Stodolsky model all 7+ 7~ pairs are treated as coming from p° photoproduction. At
lower energies it was found that the data could be described by a modification of cquation
{9.9). The [ollowing parameterization will be therefore used in this analysis:

do

AMarn-

= I {mr(,\f...-) (Af’f”_)" + ;,.s]. (9.10)
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where fois the absolute normalization of this preseription and n s treated as a free pa-
rameter. The parameter 2 in equation (9.10) can he regarded as a measure of the amount
of skewing. The decrease of nowith increasing [t], as measured at low eoergies, thas means
that the mass skewing decreases as the momentum transfer increases. In electroproduction
cxperinents [27, 9, 60, 29, 18, 21, 39] it was found that n also decreases as a function of Q2.
This behavior is already expected in the Ross Stodolsky model.

In the final state interaction model the p? meson is formed by a strong final-state interaction
of the p-wave 7* 7~ pairs produced by a process as shown in figure 9.2 (). Kramer and Quinn
[63) caleutated the p° photoproduction amplitude in this model. Their result is essentially:

do?

m x B (A{,Q,‘—) (

A2 —t \ o
l’u ) [tz (91[)

1”3‘", -t ot

where do™ /4t is the differential pion-proton cross section. For £ = 0 the enhancement factor
reduces to the Ross Stodolsky factor (M2/A2, )7, The factor (M - 1M, -t in
equation (9.11) results in a decrease of skewing as |f] increases and a change of the |t] slope as
a function of Af,+.-. The final sate interaction model was extended to p° electroproduction
by the samic authors [64). For the unpolarized cross section the mass skewing factor changes
to (ML - t+ Q) /(M2 — 1+ Q%2 Thus in this model the amount of skewing decreases
as |t} or Q? increases.

Recently Nieseler, Piller and Wiese [77] showed that the 3f, ¢, distribution for clastic »°
phetoproduction is determined to a large extent by the two-pion contribution to the photon
spectral function, as given hy the pion formt factor. The katter is known to high precision
from ete™ -3 w7~ annihilation. In this process resonant and non-resonant o+ 7~ states are
automatically accounted for. They extended their consideration to p% electroproduction at
moderate Q2. Using the veetor meson dominance picture they fonnd that the mass distri-
bution of #* 1= pairs approaches a symmetric shape with rising 2. The E665 collaboration
[39] found that the Af.e,- distributions in the @? range 0.15 < (7 < 20 GeV? are well
reproduced by this model.

The analysis of the differential cross section do/dA .y, was performed using correction
method {a) (resolution taken into account in the acceptanee €) and correction method (b)
{resolution taken into account by a convolution of the fit fanction with a Ganssian). The
differential cross section do fdA ]+, - was fitted according to equation {9.7) {standard Soding),
cquation (9.8) (Spital Yennie Sdding) and cquation (9.10) {Ross Stodolsky). In fignre 9.1
the result for the standard Soding fit is shown. Table 9.1 simmmarizes the resnlts derived
from all the fits to the spectrum for the two correction methods, The y?/NDF for all
the fits is satisfactory. As can be seen from the table the valne of Al and Tp depends
on the prescription used to parameterize the mass distribution.  Correction methods (a)
and (h) give similar results for all the parameters, except for the width T, which is bigger
for correction method {(b). The values obtained for the p° mass are compatible with the
PDG value (M = 768.1 £ 1.3 MeV) [82], whereas the widths differ from the PDG value
{To = 150.9 £ 3.0 McV). The statistical errors of the parameter are similar, but tend to be
Ligger for correction method (b) in which lin by bin correlations are properly taken into
account. The amount of background under the p° peak, as given by the parameter Apg,
was found to be small for all mass prescriptions. The fitted value of Apg corresponds to an
integrated contribution typically smaller than 1% of the total for all the mass fits performed
in this analysis.
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standard Soding
Mo (MeV) [T (MeV} [ A7 (ub) [ B/A(GeV- ) [ Aps (GeVTT) | x*/NDF
correction mcethod (a)
70+ 2 | 146 £3 [7.54 £ 041 -0.670 £ 0.022 J0004 £0.002] 073
correction method (b)
771+£2 | 150 £3 | 7.50 £ 0.2 -0.706 £ 0.025 [0.000 £ 0.002 [ 076

Spital Yennic Soding

(M (MeV) [To (MeV) | A (pb) [ €y (GeV™T) [ C2 (GeV™T) [ Aps (GeVY) | X*/NDF
correction method (a)

T £2 | 142+£3 | 785 £ NI0]-258 £ 0.07] 187 £ 023 [ 0.00£ 001 | 052
cortection method (b)

772 £9 | 156+ 7 [7.09 045257 £ 0.08 [ 1.83 £ 0.6 [ 0.00 £ 004 [ 077

Ross Stodolsky
Myp (MceV) l To (MeV) | Jp (0b) ] n [ Aps (GeV-T) [ X*/NDF
correction method {a)
7722 | 108+3 [ 774 £ 011513 £ 003 [D.004 £ 0.002 [ 042
correction method (b)
T72£2 [ 150 £J | 787 £ 011 [500+ 01470003 £0003] 0.76

Table 9.1: Results of the fits for the two correction methods and the three parameterization
used in this analvsis (standard Soding cquation (9.7}, Spital Yennie Soding cquation (9.8) and
Ross Stodolsky cqnation (9.10)). The fits were performed in the mass region 0.55 < My, <
1.2 GeV. The errors are the statistical crrors only,

W7, bins
lower limit | upper limit t average
50 GeV 60 GeV o | 54.8 GeV
60 GeV T0 GeV 1649 GeV
70 GeV 80 GeV | 749 GeV
80 GeV 100 GeV' | 89.6 GeV

|} bins

lower limit | upper limit average
0.00 GeV? [ 0.0115 GeVE | 0.006 GeV?
00115 GeV? | 0.026 GeV? | 0.018 GeV?
0.026 GeV? | 0.045 GeV? | 0.034 GeV?
0.045 GeV? | 0.070 GeV? | 0.056 GeV?
0.070 GeV? | 0.100 GeV? | 0.084 GeV?
0100 GeV? | 0135 GeV? | 0115 GeV?
1,135 Gev? | 0.190 GeV? | 0.158 GeV?
0.190 GeV? | 0.280 GeV? | 0.224 GeV?
0.28 GeV? | 0.50 GeV? | 0.345 GeV?

Table 92: 11 nd Jt] bins used in the study of the invariant mass distribution.
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Fignre 9.3: The ratio [ B/ 4] for the four 117 intervals. Statistical errors ondy are shown. The
line indicates the value determined from the whole sample,

The fits of the mass distribution were repeated in fonr 11, and nine |t bins. The bin sizes
are given in table 9.2. For these fits the p° mass and width were fixed to the values given
in table 9.1. The value of {B/A| (standard Soding), which is a measure of the amonnt of
skewing, is shown as a function of 117, (correction method (b)) in figure 9.3, Ouly statistical
errors are shown. No dependenee of these parameters on 1, ean be seen within this data.
Therefore in the following also the amonnt of skewing as given by B/4 in equation (9.7),
C, and Cy in eqnation (9.8) or 1 in equation (9.10), will be fixedd, for the fits in 11, bins.
Figure 9.4 shows the differential cross section do fdMa,  for the four 11, bins, corrected
by correction method (), together with the result of a fit according to equation (9.7). Again
the data is nicely reproduced by the parameterization. The resalts of the mass fits in W,
bins will be discussed further in section 9.4.

The mass distribution (correction method (a)) in the nine [t} bins is shown in figure 9.5
together with the result of fits according to equation (9.7). Tn these fits the mass and the
width of the p were fixed to the values given in table 9.1, The mass distributions become
niore symmotric as [ff increases, as already ohserved at low cnergies [92, 13, 104, 94, 95, 47,
103, 4, 60, 80). The results for [3/4] and n from the mass fits are shown as a function of |¢|
in figures 9.6 and 9.7. Statistical errors are shown by the inner error bars and the outer error
bars represent the statistical and systematic errors added in quadrature. The dominant
systematic error is given by the error classes i and xi, namely the tracking systematics
and a change of the momentum dependent width used in the mass fits. In this study the
systematic checks 34 and 35 have to be excluded from the systematic error caleulation,
because part of the skewing will be simply transferred to the Breit-Wigner function for
these checks. Both quantities {B/A] and n decrease with [f], since the skewing decreases as
the momentumn transfer increases. In figure 9.7 the resnlts are compared with low energy
measurcments (93, 47 and model predictions. The model predietions were determined as
follows. Events were generated with a Monte Carlo program based on the model and were
bined as a function of [t). The lits performed to the A, 4, spectra from the data for different
}#] bins were repeated for the generated events - bat with much smaller bins. The results were
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Figure 9.4: The differential cross section da/dA .- in different W, bins. The points
represent the data and the curves indicate the result of the fit according to equation (9.7).
The 2° mass, the width and the amount of skewing as given by B/A was fixed to the values
presented in table 9.1, Only the statistical errors are shown.

paramcterized by functions, which are shown in figure 9.7. The Séding model prediction was
determined within the framework of the calculation of Ryskin and Shabelski {85]. The only
free parameter of this calendation, the pion proton cross section o™, was determined from
a fit of the mass distributions in figure 9.5 according to that model [116). The prediction
for the final state interaction model was obtained by reweighting a Monte Carlo sample
according to equation {8.11), including the cflect of non-zero §? as discussed above.

The decrease of the amount of skewing with |f] as measured in this analysis is in good
agreement with the measurements of fixed target photoproduction experiments, indicating
that the skewing of the p° mass shape does not depend on 1W,,. As noted above in the present
analysis P} is measured, which may differ from {¢] when @ is non-zero. The Monte Carlo
simulation used Lo correct the data does not include the decrease of skewing as a function of
2, observed in previous electroproduction experiments. However for the P2 bins considered
the median and average Q? change only slightly. The median Q2 changes from ~ 107> in
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Figure 9.5: The differential cross seetion da/dM, 4 ,- in different |f} hins. The points rep-
resent the data and the curves indicate the result of the fit according to equation (9.7).
The dashied curve represents the flitted resonant contribution, the dot-dashed ewrve the non-
resonant contribution and the dotted curve the contribution from the interference term. The
continmous curve is the sum. Only the statistical errors are shown.

the first P bin to ~ 107% in the last hin. This negligible decrease of Q7 can not result in a
considerable change of the amount of skewing. Therefore the observed decrease of skewing
as a function of ft} is not due to a convolution of effects due to {t] and 2.

As is cvident from figure 9.7, the Séding morde! ealeulation of Ryskin and Shabelski (full
line) is able to describe the data, alter cvaluating the free parameter of the modet (6™) from
the data. Ou the other hand figure 9.7 shows that the amount of skewing is bigger than
expected in the Ross Stodolsky model {equation (9.9)), which predicts a maximum value of
n = 4. Also the final state interaction model (dashed line), as given by cquation (9.11), is
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Figure 9.7: The parameter 7 as a function of 1] (solid points). Results of fixed target
experiments (95, 47) arce also shown. The full line indicates the result of a Soding model
caleulation and the dashed line the prediction of the final state interaction maordel (9.11).
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amount of skewing nor the || dependence of the skewing parameter n. In this model n = 4
is expected for ¢ = 0, whereas the daga indicates a much higger value of n{t = 0) = 6.

The values obtained for [B/A] and n in bins of |#] are summarized in Appendix C, together
with the systeinatic errors from all error classes affecting the results.

At low energices it was found that the w meson has a small amplitode to decay into n+n~.
This amplitude interferes with the p° production amplitude, which leads to a distortion of
the 7* 7~ mass spectrum at the w mass (A, =781.9 MeV), To see, if this cflect can change
the results derived above, the following prescription including p - w interference was fitted
to the data:

do 2 ‘/__— |
= wtn- Ml :
dAfes,- A { i ol (Mfor MG+ iﬂl,,o[‘,,o+
((,in P]
ML UMy i‘\ful‘,,.) ot f"S] (9.12)

This prescription is an extension of equation (9.7), in which the p® propagator is replaced by
a sum of two terms. The first one describes p? produrtion and the second one w production in
the 7* 7~ channel. The parameters ¢ and « sdescribe the relative magnitude and the relative
phases of the w and g% terms. A, and T, are the mass and the width of the « meson. Due
to the vary narrow width of the w meson (T, = 8.4 McV) this study was performed in a very
fine binning (bin width: 6.25 MeV) using correction method (b)), in which the resolution was
taken into account by a convolution of equation (9.12) with a Gaussian resolution function
{section 6.2). To get rid of statistical fluctuations coming from the acceptance correction,
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Figure 9.8: The corrected mass distribution in the mass range 700 < Af,s,- < 850 MeV
analyzed using correction method (b). The dashed line shows the result of the fit according
to equation (9.12) with ¢ sct to zero (ro p — w interference). The full fine shows the result,
if ( is treated as a free parameter in the fit thus allowing for p — w interference. The errors
are the statistical errors only.
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no p— with p - w

parameter . .
interference interference
Mp (McV) REES! 773 (hxed)
Lo (MeV) 158 + 1 158 (fixed)
A? (s1h) 743 £ 006 | 7.51 005

B/A (GeV™'/?)

-0.738 £ 0.015

-0.742 £ 0.008

M, (MeV) 788 + 2
¢ 0.0 (fixed) | 0.005 £ 0.001

a (deg) 99 + 12

X!/NDF 83.8/76 71.9/75

Table 9.3: Results for the fits according to cquation (9.12). The errors are the statistical
crrors only.

the acceptance ¢, was fitted by a second order polynomial and the acceptance correction in
each Al 4. bin was caleulated by this function. The study was restricted to the mass range
the 500 < M,s.- < 1000 MeV. In figure 9.8 the corrected mass distribution in the limited
mass range 700 < M,e,- < 850 MeV' is shown, in which p — w interference should show up.
The value of Apg in all the fits according to equation (9.12) was fixed to the value given
in table 9.1. The fit was performed in two steps. First a fit was made in which  was set
to zcro (no p — w interference). The result of this fit is shown as the dashed line in figure
9.8. Afterwards a second fit according to equation (9.12) was performed, fixing the mass
and the width of the p® to the values obtained in the first fit. Since the mass resolution
in this study (= 7 MeV) is of the order of the width of the w meson, it would be difficult
to determine T, from the fit of equation (9.12). Therefore T was fixed to the PDG valne
(T, = 8.4 MeV). The result of the second fit is shown as the full line in figure 9.8. This
fit is able to describe the data in the region of the w mass. Qutside the w resonance region
the two curves coincide. The parameters derived from the two fits are summarized in table
9.3. The x?/NDF improves from 83.8/76 to 71.9/75, il p — w interference is included in
the fit. The result of the fit for the w mass is higher than the PDG valuc of M, = 7819
+ 1.1 MceV and the relative magnitude and phase were found to be ¢ = 0.005 + 0.001 and
a = 99° + 12°. Changing the mass resolution in the fits by & 25% changes the fitresults
for ¢ by 4 0.002 and for a by £ 3°. The magnitude is smaller than that measured at lower
energies (¢ = 0.01 for W,, < 4.5 GeV), whereas the phase is in agreement with previous
measurements (@ = 100°) (10].

The values of 4% and B/A do not change significantly when p — w intetference was included
in the fit. Thus the effect of this interference phenomena on the results derived above is
negligible.

9.4 The Elastic p° Photoproduction Cross Section

In the previous section different mass prescriptions were fitted to the differential cross section
da /dM,+,-. In this section the elastic p° photoproduction cross section will be extracted
from these fits. Since the cross section depends on the procedure used to extract the resonant
patt from the mass distribution, in this analysis the following techniques of determining the
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p° cross section were used and compared:
-7

e The Séding model cross section. Tu the Siding model the resonant p° cross section is
proportional to the arca of the Breit-\Wigner curve, that is the arca under the dashed
curve in figure 9.1, The area was obtained by integrating the Breit-Wigner function
multiplicd by the normalization parameter as determined by the fit (A? in equation
(9.7}, Ap in equation (9.8)). In this analysis two different parameterizations according
to the Séding model were considered (standard Séding equation (9.7) and Spital Yennie
Sading equation (9.8)). The values of My and Ty used in the integration of the Breit-
Wigner function are those given in table 9.1. The Siding model cross section given
in the following was determined using the fitresults of the standard Séding fit. The
difference in the cross section, obtained using the fitresults of the standard Séding and
the Spital Yennie Soding fit, was included in the systematic error. This systematic
error can be regarded as an estimate of the error duc to uncertainties in the Siding
model. The integration limits used for the integration will e discussed below.

e The parameterization cross section. In this proceditre the cross section is given by
the integral over the resonant part of the Ross Stodolsky prescription, namely the
integral over foBW(AMu o, - WM /Ao )". The parameters Mo and g were those
as determined from the fits according to equation (9.10} {table 9.1}. [n this approach
all =+ 2~ pairs, other than the ones originating from the background given by fpg, are
considered as coming from clastic p° photoproduction. The same integration limit as
for the Sading model cross section were used.

The phenomenological Séding model cross section. This cross section was extracted
from the invariant mass distributions by a procedure suggested by Spital and Yenrie
(102]. Spital and Yennie argued that in the Soding model, the non-resonant background
has the property of going to zero at the p® mass. Thus they have suggested that the
2° cross section be defined as:

aly da
2 dMgi,-

oW —

(9.13)

My, -=Mg

where the p% mass Ae and width Ty are taken from external sonrces, siuch as colliding
beam measurements. The recommended procedure is to measure the whole spectrum,
fit it appropriately, and use the fit to determine the cross section at the p® miass. In
the present analysis, the phenomenological Soding model cross seclion was determined
with Af,e = 770 MeV and Ty = 155 McV and nsing the result of the fit according to
equation {9.10). The values for Mye and T are those, chosen by Bauer ct al. [10].
Using the same values for Ay and Ty is essential in order to compare the results from
different experiments.

The integrals in the determination of the Séding model cross section and the parameterization
cross section were carried ont in the range 20, < M +,- < Mp + 5T, where the ° mass
and width were taken from the dillerent fits respectively (table 9.1) and A, is the pion mass.
The integration requires an extrapolation bevond the measured range. The upper limit of
the integration range approximately corresponds ta the mass of the nearest resonance, the
2'(1430), with the same quantum numbers and quark content as the g% Changing the upper
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Hesults

Soding model cross seetton (9.7)

{5y} (GeV)

a0 (1) for corrertion
micthod (a)

a7 (ub) for cotrection
method (b)

717 11.27 £ 01641 1 11.37 £ 0.474139
51.8 10.00 £ 021*)8 10.88 £ 0.21% )55
64.9 10.76 £+ 0.211] % 10.67 + 0.197]%
749 1130 + 0.2641% 11.15 £ 0224}
89.6 167 £ 026419 11.46 + 02242

A 0.157 + 0.050+011} 0.126 % 0.054 3134

paranelerizalion cross sec

tion (9.10)

{(W,p) (GeV)

a2 () for cotrection
mecthod (a)

a7 (1h) for correction
method (b}

7.7 1263 £ 0.1841 1) 12.85 £ 0.19%]3,
54.8 1220 + 0.24%136 12.29 £ 0.24*1583
64.9 12.06 + 0.24%] 3¢ 12,11 £ 0.24*) 2
74.9 12.77 £ 0.29%) 34 12.78 + 0.25% )13
89.6 13.01 + 032418 13.06 £ 0.31+}2
A 0.162 £ 0.06115 133 0.142 + 0.059* 3112

phenomenological Soding model cross section (9.13)

(W) (GeV)

g Pep {321} for correction
method (a)

PR {nh) for correction
method (1)

7 1372 £ 01911 F 1291 £ 0.19%147
54.8 13.25 £ 026*] %) 1235 + 0.244} 3
64.9 13.10 £ 026%) % 1217 £ 0244} 3]
74.9 1387 £ 0N 8 12.85 + 0.254) 3
8.6 1124 £ 035157 8 13.12 £ 0314 14

a 0.162 + 0.06113 1% 0.142 £ 0.05917 1.8

Table 9.4: The integrated cross section 07" for two correction methods and the different
extraction procedures. The values for the Soding model cross section and the parameteriza-
tron eross section are given for the range 28/, < M+, < My + 5T, All cross sections are
obtained for 1] < 0.5 GeVZ The hottom line of each table shows the results of fits to the
data with a function of the type V3,
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integration limit has a negligible effect on the parameterization cross section, whereas the
Siding modet cross scction changes gonsiderably. For example, if the integral is computed
up to Mo + dFq, the Sdding model cross section decreases by 3%. If instead the upper
limit is extended to M + 6T it increases by 2%. On the other hand the paremeterization
cross section changes by less than 1%e for the same change of the upper integration limit.
The reason of this dependence of the Soding medel cross section on the integration litnit is
obvious from figure 9.1. For masses above the p® mass the Breit-Wigner curve (dashed curve),
representing the resonant production, is above the data and compensated by a negative
interference contribution {(dotted curve). The resonant contribution is thus still sizeable
even for masses above 1.2 GeV, where the measured cross section is quite small. For the
paremelcrization cross section all pion pairs in a given mass region are considered as p°
production. Due to the skewing cffect the differential cross section do /dA ., - decreases very
quickly for increasing mass and therefore the parameterization cross section is insensitive to
the upper integration limit,

In low energy photoproduction experiments the Soding model cross section was determined
by an integration of the Breit-Wigner curve over the available phase space. At HERA
encrgics this would result in a very big upper integration limit and due to the Siding cf-
fect (positive Breit-Wigner is compensated by a vegative interferenee contribution at high
masses) this would lead to a big contribution to the cross section from the mass region ahove
the me .mummcnt It scems questionable to apply the Stding model for masses much bigger
than the p° mass. Therefore an upper integration limit of Mg + 30 15 a reasonable choice
for the upper integration limit.

In section 9.3 the invariant mass distribution was studied in four 1V, bins. Two different
correction methods were used in the analysis. The integrated yp = p%p cross section for
Jf] < 0.5 GeVZis shown in table 9.4 for the two correction methods and the three different
procedures of the cross section extraction. The cruss section is given for the whole sample
and the four 1, bins. The results obtained for the two correction methods are in good
agreement for the Soding model cross section and the parameterization cross section, whereas
the phenomenological Séding model cross section shows diflerences of 8% in all W, This
dillerence is due to the different way the mass resolution is treated in the two correction
methods. Treating the resolution in the fit function, results in a lower value of da fdAf,, ,-
at Moa,- = My and thus in a lower phenomenologiral Séding model cross seetion. The
cross section depends strongly on the extraction procedure. The Soding model eross section
is the smallest, followed hy parameterization cross section and the phenomenological Séding
modrl cross section. The systematic uncertainty is dominated by the uncertainty on the
RCAL trigger correction (systematic checks 7 and 8) and the proton dissociative background
subtraction {systematic checks 3 and 4). In table 9.5 the typical systematic uncertainties, due
to the different error classes, are summarized. Two of the error classes show a dependence on
Wyp, namely the RCAL trigger correction and the tracking systematic. The total systematic
error is on the order of 10-15%.

The cross section measured in the four W, hins was fitted with a function of the type W2
The value of a obtained for the dilferent correction methods and extraction procedures is ;\lqo
given in table 8.4, The systematic uncertainty of @ was determined by repe ating the fit to the
cross section values shifted by a systematic cheek. The systematic error classes i to xii were
considered and the total systematic error was calealated as the quadratic sum, over all error
classes, of the biggest positive and negative differences from the nominal result in cach class.
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contribmtion from typical uncertainty
error class i 2-4%
error class ii 8.5%
error class iii 4-10%
error class iv 1%
crror class v 1.5%
crror class vi < 1%
error class vii 1.5%
error class ix 1%
error class x 0.5%
error class xi 1.5%
error class xii (method (b) only) 0.5%
model uncertainty (Soding imodel only} 4%
luminosity 1.5%
radiative correction 2%

Table 9.5: Typical individual contributions to the systematic uncertainty on the integrated
Cross section.

The error class i {tracking systematic) was not considered in the total systematic error of a,
since the tighter tracking cuts (systematic check 2) result in cross section values compatible
with the nominal ones, but with statistical errors in the highest W, bins increased by up to
a factor of two. This increase is due to the fact that most of the tracks for high W,, have
very small 7. The bigger statistical error on the cross section for systematic check 2 thus
reflects Lhe effect that many events are rejected by the tighter || cut. The bigger statistical
error at high 1V, makes it impossible to fit the 11, dependence of the cross section, since
the two low IV, bins dominate the determination of a completely and these two bins alone
have a too small lever arm in W, It should be noted that systematic check 1 (no tracking
cuts) results in values of a compatible with the nominal ones. The uncertainty on the
RCAL trigger efficiency (error class iii} vields the biggest contribution to the systematic
crror of @ The remaining contributions to the systematic error of a are given by the error
class vii {changing the fixed values in the mass fits inside their errors), the error class ix
{clecreasing the fit range), the error class xii (changing the resolution assumied in correction
method (b)) and the Séding model uncertainty. All the other error classes considered in the
determination of the cross section in W, bins are correlated and thus they do not contribute
to the systematic error of a.

The cross sections in the four W', bins and the slopes a for all systematic checks, affecting
the results, are given in Appendix C.

The value of @ obtained for the different procedures of extracting the cross section and the
two correction methods are all consistenl with the value expected for a soft Pomeron, where
a=0.22 c.g|37).

Tn figure 9.9 and 9.10 the cross sectious as determined by correction method (b) for the differ-
cent extraction procedures are compared to a partial compilation of low energy measurements
and recent ZEUS [110] and H1 [51} results. The inner error bars in figure 9.9 represent the
quadratic sum of the statistical and the uncorrelated systematic errors (tracking svstematics
and RCAL trigger efficicncy) and the outer error bars are the quadratic sum of statistical
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and systematic errors. In all the plots those measurements were included, which use the
same extraction procedure. In figure .9 the Soding model cross section is also compared to
a parameterization based on Regge theory which assumes the value of the Pomeron intercept
ap(0) found by Dennachic and Landshoff and by Cudell et al., as introduced in section 3.3.3
(sce figure 3.4) respectively. The parameterizations were normalized to the cross section
measured in [42, 80], which were extracted with the Séding procedure and therefore the
curves arc just included in figure 9.9. Actuatly the author of [42] claimed to have used the

o~ 407
‘g- H 1i.2a VOM & Pomeron (Cudell et ol.)
: 350 —— VDM & Pomeron (OL)
I
QL o low energy data
T s0f + ZEUS 1993
Q 3 + H1 1993
% 5L ¢ this onalysis
20}
{
151
10}
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]
0. . s ] " P | " P
1 10

10
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Figure 9.9: The integrated Séding model cross section a™=7% as a function of the center
of mass energy W7, The results of this analysis were determined with correction method
(b) and are given for the range 28, < M.ip- < M + 3Ty and }t| < 0.5 GeV?. The
inncr error bars on the points of this analysis represent the guadratic sum of the statistical
and the uncorrelated systematic crrors and the outer error bars are the quadratic sum of
statistical and systematic errors. Other HERA results and a compilation of low energy data
(13, 104, 81, 95, 47, 103, 42, 80, 110, 51] arc also shown. The continuons and dashed line are
parameterizations hased on Regge theory which assiume the value of the Pomeron intercept
found by Donnachic and Landshoff and by Cudell ot al. respectively.
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Spital and Yennie procedure (equation (9.13)), but they used their measured values for the
2° mass and width in equation {9.13) and thus the result is equivalent to an integration of
the Breit-Wigner curve. It can be scen in figure 9.9 that a Pomeron intercept of ap(0) =
1.096 {dashed enrve in figure 9.9) nicely describes the data above 9 GeV in 1V,,. The sys-
tematic error of the data presented in this analysis is on the other hand still too big to allow
a discrimination between different ag(0) values. It should be also kept in mind that the
ahsolute normalization of the cross section depends on the details of the procedure used to
extract the cross scction from the mass distribution. Therefore it seems to Le reasonable to
determine ag:(0) from elastic p° production in one experiment instead of comparing different
mecasurements. The measurement presented in this thesis does not allow to determine ap(0)
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3 35¢ * £665
~ 30F + H1 1993
og 25EF * this anolysis
T 20;- d%é%
% 15? o [ ] {Q‘f
B 10E ocg " " [
5F
0: R NPT | L s ‘.....tz N PR
1 10 10 w,, (GeV)
) 40 o low energy data
3 35 * this onolysis
~ 30
o
‘@ 25 Jr
1 20 (@
a 15 %
&S ﬁ*" o0 beot
& 10 % o
5
0 1 e aaaaal L1 L[Llil]oz L L
! 10 10" w,, (Gev)

Figure 9.10: The integrated parameterizalion cross section (upper plot) and the phenomeno-
logical Séding model cross section (lower plot) 67~#° as a function of the center of mass
energy W, The results of this analysis were determined with correction method (b) and are
given for the range Jtf < 0.5 GeV? and 20, < My+,- < My + 5T for the parameterization
cross section. Low energy data obtained with the same extraction procedure are also shown.
In the upper plot measurements by (104, 95, 103, 80, 51, 39] were included in the plot and
in the lower plot measurements by [75, 104, 81, 95, 80).
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precisely, since the lever army in 17, is small.

As can be seen from equation (9.13) the phenomenologival Séding model cross section depends
lincarly on the value of T used. A value of Tg = 135 MeV was suggested by Bauer et al.
[1t§. However the latest value of Ty from various reactions except photoproduction, given
in the PDG, is Tg = 151.9 MeV {82]. Using this smaller value for Ty shifts all points in the
lower plot of figure 9.10 downwards hy 2%.

The results presented are compatible with, but systematically tower than those presented in
{110]. The reason is twofold. The proton dissociative hackground determined in this analysis
with the use of the LPS (section 7.4) is larger than the 1993 estimate. The RCAL trigger
cfficiency has been determined from data in this analysis (section 6.1.1) and is approximately
10-20% higher than that cstimated in [110].

9.5 The |t| Distribution

The differential cross section do/d[t| was obtained by first calenlating the differential cross
section do/dP} and afterwards applying the correction function F (equation (4.8)). As
explained in section 4.2 the function F accounts for the difference between P2 and |¢| duc
to the non-2cro Q2. The differential cross section da/d[f| was determined for all events in
the mass region 0.35 < Myr,- < 1.2 GeV and in cight bins of M,+,-. The bins are given in
table 9.6. The function F was calculated for the whole mass range and in the eight mass bins
separately. The corrected differential cross section obtained in this way is shown in figure
9.11 by the full dots. The open dots in figure 9.11 show the differential cross section da /dlt)
measured with the LPS. For this measurement elastic events were selected using the LPS
(0.98 < z;, < 1.02). The variable i was measured directly by the transverse momentum
of the outgoing proton, measured in the LPS. The higger statistical error bars reflect the
smaller statistics available for this measurement. The LPS acceptance is almost zero below
It] of 0.08 GeV2. Therefore the LPS points are enty shown for 0.08 < |t} < 0.5 GeV2.
The results obtained for the untagged sample (full dots) and the LPS sample {open dots)
are in good agreement. The agreement in the absolitie normalization however is trivial in
this analysis, since the LPS tagged events were used to determine the amount of proton
dissociative background in the untagged sample (section 7.4}, The agrecment on the slope
in |t] on the other hand shows that the procedure used to correct the measured P to |1,
by the correction function F, gives the correct value of [f[. A measurement of the [f] slope

M, - bins

lower limit | upper limit | average

0.550 GeV | 0.667 GeV | 0617 GeV
0.667 GeV | 0.707 GeV | 11.688 GeV
0.707 GeV | 0.735 GeV | 1,721 GeV
0.735 GeV | 0.757 GeV | 0.746 GeV
1757 GeV | 0.782 GeV | 0.769 GeV'
(1.782 GeV | 0.815 GeV | 0.797 GeV
0.815 GeV | 0.870 GeV | 1.838 GeV
.87 GeV 1.20 GeV } 0931 GeV

Table 9.6: M+~ bins used in the stuely of the 1 distribution.
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Figure 9.11: The differential cross section da/d)i] for the process yp — n*7~p in the kine-
matic range 0.33 < M.~ < 1.2 GeVoand 50 < W, < 100 GeV. The full dots show the
resubts obtained for the whole sample and the open dots the result for a subsample of the
events in which the outgoing proton was measured in the LPS. For the open dots |f| was
measured using the transverse momentum of the outgoing proton as measured by the LPS.
The continnous line represents the result of the fit with the functional form (9.14) to the full
dots. Quly statistical errors are shown.

using the LPS tagged events is shown in |114).
The cross section da/d|f] exhibits an exponential fall characteristic of diffractive processes
(sertion 3.3.2). As already Tound in hadrouic interactions the || distribution can be fitted:

do :

— = A p~b..\1|+r.-l ) 9.14
(ilrl s ( )
The fitted values are b,, = 11.4 + 0.3 stat. fg‘g syst. GeV 2 and ¢,y = 2.8 £ 0.7 stat. ::: syst.
GeV—Y,

Fits according to equation (9.14) were repeated in the AMys.- bins. In figure 9.12 the
parameler c,, is shown as a function of Af,+.-. No dependence can e seen in the data.
Therefore in the following the value of ¢,, in the fits according to equation (9.14) was fixed
to rex = 2.8 GeV 4. Fits according to cquation (9 14) were repeated in My, bins and (he
slope parameter by, is shown in figure 9.13 as a function of M, +,-. The statistical crrors arce
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Figitre 9.12: The curvature parameter oy, resulting from a fit of equation (9.14) in dilferent
mass bins for the reaction yp = n¥r=p. The kinematic range is 50 < W, < 100 GeV and
[t| < 0.5 GeVE. The error are statistical errors only. The fll line represents the result of
the fit for the whole sample and the dashed lines it's statistical error,
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Figure 9.13: The slope parameter by, resulting from a fit of equation (9.14) in different
mass bins for the reaction yp = 2*77p. The kinematic range is 30 < 1V, < 100 GeV and
] < 0.5 GeV2 The full line represents the result of a ealenlation by Ryskin and Shabelski
(see text). The inner error bars indicale the statistical uncertainty and the vuter ones the
statistical and systematic nmeertainties summed in quadrature.
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shown as the inner error bars and the outer evror hars represent the statistical and systematic
errors added in quadrature. The rapid decrease of b, with increasing mass is consistent with
the observation that the amount of skewing deereases as a function of |f| {fligures 9.6 and 9.7).
In the framework of geometric diffractive models the decrease of the slope, indicates that the
radius of the p"p interaction decreases as the mass of the p” increases. The decrease of b, as a
function of mass was already observed in carlier measurements [1,92, 28, 13, 104, 94, 95, 80, 2
and is expected in the Siding model and in the final state interaction model. In figure 9.13
the prediction of the Soding model calculation of Ryskin and Shabelski [88] is shown as a
full line. This curve was obtained as discussed in more detail in section 9.3. The curve nicely
reproduces the data.

The values obtained for by, in bins of My, are summarized in Appendix C, together with
the systematic errors from all error classes affecting the result.

Since the amount of skewing decreases as a function of [¢[, the differential cross scction
do /d|t| for the resonant process yp =+ p%p was determined as follows. Mass fits were carried
ont in bins of P2 using correction method {a}. The p° mass and width were fixed to the
values given in table 9.1, The resonant part of the cross section was extracted as a function
of PZ as explained in the previous section. All three extraction procedures were considered.
Again the Sding model cross section was obtained from the fits of equation (9.7} and the
results obtained from the fits according to equation (9.8) is considered as an estimate of
the systematic uncertainty of the Séding model. The diflerential cross section do /dPF was
corrected to do/d|t| again by applying a correction function F.

The cross section der /d|f| obtained from the mass fits according to equation {9.7) is plotted
in figure 9.14 and the result of the fit with the function

yp—>0°p

do/diti (ub/Gev?)

1 \

YRR TY I PRy S T S IS SRR S SN R S S S T

0 0.1 0.2 0.3 0.4 0.5
It (GeV?)

Figure 9.14: The differential cross section do /d[¢| for the provess 4p = p°p determined
froin the Séding model cross section in the kinematic range 20, < M,,- < Al + 5T 50
< W, < 100 GeV. The continuous line represents the result of the fit with the functional
form (9.15) to the fll dots. The statistical errors are smatler than the size of the symbols,
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Soding model
Ap (1h/GeV) |7 b (Gev-?) e (Gev=4)
24 £ 254511088 £ 034 233 | 270 £ 091 *1Y)

paramcierization
Ap (1b/GeV) by (GeV-?) e (GeVmY)
148.8 £ 3.4 113} [ 1261 £ 034 233 | 4.97 4 0.89 *1 &

phenomenological Soding model
Ao (1h/GeV) b (GeV-?) e (Gev=1)
1409 £ 3.2 2112 | 1112 £ 0.34 *33} [ 2.99 + 089 *1 27

Table 9.7: Results of the fits according to equation (9.15), to the differential cross section
do /d|t] for the process yp = . The resnlts arce given for all theee extraction procedures
used in this analysis.

do 2
EIT! . .-1,,»('_6'""'4""' . (915}
is superimposed.  The parameters obtained for the ditferent provedures of cross section
extraction are summarized in table 9.7. The svstematic errors were obtained by repeating
the whole procedure, while including a systematic clieck. For the Sikling model the pesitive
svstematic error is bigger than for the other two procedures, sinee the difference between the
results obtained from the mass fits according to equation (9.7) and (9.8) was considered as
An extra contribution to the systematics. For by the model dependence of the Siding model
is 8be = 0.65 GeV=2. The values for the slopes b and ¢0 are very similar for the Siding
model procedure and the Spital and Yennie method, whiercas the parameterization cross
section gives systematically higher values. This dilference is expeeted, sinee for the Soding
model cross seetion and the parameterization cross section skewing is treated differently. The
slope paramcter by determined from the parameterization crass seefion is bigger than b,,
since the latter was determined in the limited mass range .55 < Mov,- < 1.2 GeV,
Finally the |t] distribution was studied in different 195, bins, The bin sizes are given in table
9.2, where the last two hins are merged to one (70-100 GeV}E Again mass fits were perforned
in PZ bins. Afterwards a correction function F was applied to determine dofd|t]. The
function F* was determined for cach W, bin separately. Figwre 9.15 shows the differential
cross section in the three W, bins, obtained according to the Sending model procedure,
together with the resnlt of a fit according to equation (9.15). For these fits the value of Cp0
was fixed to the value given in table 9.7.

In table 9.8 the values of by obtained for the different cross section definitions are given
for the three W, bins. Again the bigger positive svstematic error for the Soding model is
due to the model uncertainty, as estimated by the difference hetween the results obtained
using cquation (9.7) and (9.8) (db, ~ 0.6 GeV-?). In fighre 9.16 the Siding model result
is compared to an other recent result from HERA (110} and a compilation of fow energy
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Figure 9.15: The ditferential cross section do /d[t], like in figure 9.14, for the three W, bins
considered.

data [59, 13, 94, 47, 80]. Measurcments of the slope b by H1 [51] and by ZEUS using the
LPS [114] are not included in the figure, since in those measurements the ¢ distribution was
parameterized by a single exponential {(d/sigma/dit] oc exp(~blt})} and the ¢ distribution
was not corrected for the Soding offect. A fit of the form (equation (3.46)}

bo(Wpp) = b + 2ap I W2, (9.16)

to the present data was performed. The resulting values for of. are summarized at the
bottom of table 9.8. The systematic uncertainty was determined by repeating the fit to the
bye values as modified by the effect of ecach systematic check. The systematic error classes
and viil were not included in the total systematic crror of af,. For crror class i the reason is
again a lack of statistics at high 117,,, for the tighter tracking cuts (check 2), which make the
determination of ey, unreasonable, whereas the error class viii was not considered, because
for the checks 28 and 29 the parameter Coo was treated as a free parameter. Due to strong
correlations between b and ¢, small changes of ¢ can result in sizeable changes for b, 1t is thus
impossible to see the energy dependence of b, if the curvature parameter ¢ is also treated

G5 The f| Distoilition
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(1755} (GeV)

byoy (GeV'=2)

ooy (GeV-?)

b‘,(-J (Gf‘\"—z)

518 10.64 3 0.23*08 | 12.31 £ 021238 | 10.90 + 0.21+048
6138 10.98 £ 021255 | 12.66 £ 020533 1 11.14 £ 0.2073 ¥
839 P10 £ 01420870 | 12.84 £ 0052398 | 1134 + 0.15*34

ay (GeV-?)

0.23 £ 0,153

0.28 + 0.14*3))

0.24 £ 0.14399

Table 9.8: Results for the slope parameter by for fits according to equation (9.15), to the
differential cross section da/d|f| for the process p - A°p in the three 1, bins considered.
The results are given for all three extraction procedures used in this analysis. The hottom
line of cach table shows results for o}, of fits to the present data with a function (9.16).

as a free parameter, duc to statistical Ructuation of ¢ from bin to bin in W.p. The main
contributions to the systematic error of o, are given by error class x (changing the binning
of the mass distributions) and error class xi {changing the Breit-Wigner function and the
momentum dependent widtl in the mass fits). Al the remaining error classes considered in
the determination of by in 1Ty bins are to a hig extent correlated in W, and thus they do
not contribute to the systematic error of a.. The total systematic error of ap is smaller
than the statistical error.

The results obtained for e}, are consistent with g = 0.25 GeV=2 obtained from fits to pp
and pj data [33, 34).

F14F T T T
g 12} %
Siob iyt
o g H
6F %
4 a2 *%’ * this analysis
g 2 ZEUS 1993
2F ° low energy data
O L S S S R A RS SN SR ST U T | 2 PO S S
! 10 10

W, (GeV)

Figure 9.16: The slope parameter by for the elastic reaction yp — p%, obtained from the
Séding model cross section, in the kinematic region |1} < 0.5 GeV? as a function of W,
Logether a compilation of low energy data {59, 13, 94, 47, 80]. The line indicates the result
of the fit diseussed in the text. The error bars on the ZEUS data indicate the statistical and
systematie error sumimed in quadrature.
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It can be seen in figure 9.16 that the measured valne for the slope of the Pumeron trajectory of
ay. = 0.23 deseribes also part of the low energy data {dashed line in figure 9.16). But it shoukd
e kept in mind that the valine obtained for by depends on the details of the procedure used
to extract the cross section from the mass distribution. Therefore it seoms to be reasonable
to determine (g, in one experiment instead of comparing different measurements.

The slope by in the three 17, bins and the values of oy, for all systematic checks, affecting
the results, are given in Appendix C.

9.6 Decay Angular Distribution

In the analysis of nntagged p° photoproduction the two angles 8, and ¢, in the s-channel
helicity frame can be measurcd. Before the angular distributions were studied, mass fits
according to equation (9.7) were performed in cos 6y, and @, bins. Correction method (a)

—~ 08
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Fignre 9.17: Amonnt of skewing as measured by [B/A} and the b
as a [unction of the decay angle cosfy. Only statistical errors
error bars indicate the size of the bins.

ackgrownd contribution A,
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Figure 9.18: The amount of skewing as measnured by |B/A) and the background contribution
Aps as a function of the decay angle é,. Only statistical errors are shown. The horizontal
error bars indicate the size of the bins.

was used and the o% mass and width were fixed to the values given in table 9.1. Figures 9.17
and 9.18 show the amount of skewing, as measured by |B/A|, and the amonnt of background
under the the p” peak as given by Apg as function of cos 8, and ¢y,. The amount of skewing
does not show any dependence on the decay angles. On the other hand the backgroun
contribution increases as { cos ] increases, but Aps is helow 0.03 in the whole cos 0, range.
No dependence of Ay on ¢y can be seen in the data, In summary the mass shape does not
change significantly, as function of the decay angles. Therefore in the following, the decay
angular distributions contain all events in the mass range 0.55 < M.+, < 1.2 GeV. No
correction for the background was applied.

The deeay angular distributions of the decay pions allow to determine the #° spin density
matrix elements,  As introduced in section 3.3.4 the dependence on cos§, and éu can be
written as (cquation (3.72)):

. 3 1t |
Wcosh,,dy) = il (1 - 73[',} + 5(31‘3; -~ 1) eos? e, - \/E.’Rr?,; sin 20, cos ¢y, —
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9 sin’? 8, cos Qd;,,] .

Alter integrating over cos8, or @y the following one dimensional distributions are obtained:

W(cosy,) = ; [r-rl+ (3% - 1) cos? 6] (9.17)
Wiew) = -;;(1 ~ 1 cos 2¢y,). (9.18)

Thus the spin density matrix elements o and 1, can be measured by fitting the two
dimensional distribution (cquation (3.72)) or the one dimensional distributions {cquation
{9.17) or (9.18)). The spin density matrix clement ras represents the probability that the
produced p° meson has helicity 0. The clement r®, measures the interference of helicity
non-fip and double flip amplitudes, while Rr% is related to the interference between non-flip
and helicity single fip amplitudes. As alrcady mentioned in section 3.3.4, if s-channel
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Figure 9.19: Differential distributions 1/NdN/d cos 8y, and 1/NdN/dey for the reaction yp —
m*a7p in the kinematic range 30 < 1V,, < 100 GeV and It} < 1.5 GeV2 The continnons
lines represent the results of the fit discusseed in the text, Only statistical errors are shown.
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helicity conservation (SCHC) holds, 90, and 9 should he zero. In case of SCHC S
is related to R, the ratio of the longitndinal to transverse eross seetion (cquation (3.71}).
Since in the kinematic range of the present data the cross section for longitndinally polarized
photons is very smail, r% should be small.
In figure 9.19 the one dimensional distributions are shown together with the fits according to
equation (9.17) and (9.18). The values obtained for the spin density matrix clements from
the fits of the one and two dimensional distributions are summarized in table 9.9. The results
obtained from the two different fits are in agreement. For the spin density mateix element
Rl a positive value was found, whereas 71, tends 1o be negative. Both elements are
very small and consistent with zero inside the systematic error. Thus the data is consistent
with s-channel helicity conservation. Assuming s-channel hedicity conservation the measured
value of rij can be used to extract the parameter €2 in the vector mesen dominance modct
refation: ,

R=% =£2%. (9.19)
The fitted value of 7§ = 0,014 £ 0.007 stat. 229% syst. inserted in cquation (5.6) yiclds €2 =
0.22*33%. The average (7 of the data is (%) = 0.04 GeVZ A value of €2 < 1.0 is consistent
with low energy clectroproduction measurements (41, 27, 9, 60, 29, 18, 21, 43, 39j.
The spin density matrix clements 183, Rr% and 13!, are also studied as function of [¢} and
Aly+a-. In the present analysis |1] was not measured dircetly. Thus the spin density matrix
elements were measured in P? bins and corrected to Jt] by means of a Monte Carlo simulation.
Using Monte Carlo events it was found, that the distribution of the angle b, which can not.
be measured in this analvsis as well, is correlated with P}. Therefore the correction for the
cos @y -dy distribution in [¢} bins depends on the & distribution assumed in the Monte Carlo.
In this analysis the ® distribution was generated according to s-channel helicity conservation
(seetion 3.3).
The size of the bins in [t} and Af,+,- are given in tables 9.2 and 9.6, In fignre 9.20 the spin
density matrix clemients are shown as a function of {l. Open dots show the resnlts of the fit to
the two dimensional distribution and full dots the results obtained from the one dimensional
distributions. Statistical crrors arc indicated by the inner crror bars and the outer error bars

Results of the fits
accurding to (9.17) and (9.18)

04 0%
Too LA

0.017 £ 0.00823%07 | -0.012 4 0.008*2 09

Results of the it
according Lo (3.72)

o o4 04
Y50 Rri Fio

0.011 £ 0.0072000 | 0.012 £ 0005333 | -0.010 £ 0.008*7 %7

Table 9.9: The values for the spin density matrix clements shtained from fits to the decay
angular distributions,
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represent the statistical and systematie error added in quadrature. The biggest contributions
to the systematic error are given by error classes i and x. The big positive systematic error
on v for the two dimensional fit is given by the tracking systematics. Fits to the two
and one dimensional distributions give consistent results. No dependence of the spin density
matrix clements on |¢] can be scen in the present data. The data is consistent with s-channel
liclicity conservation inside the systematic error for the whole |f| considered in this analysis.
In figure 9.21 the spin density matrix elements are plotted as a function of AM,+,-. Again
open dots represent the results of the analvsis of the two dimensional distributions and Ml
dots the results for the one dimensional case. The big positive systematic error on 78| for
the two dimensional fit is given by the tracking systematics. The data do not indicate a
strong dependence on Afys,-.

Al spin density matrix elements measured in this analysis in bins of |{| and M,.,. arc
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Figure 9.20: The results for the spin density matrix elements as a function of |f|. The full
dots represent the results of the fits according to equations (9.17) and (9.18) and the open
dots the results of the fits according to equation (3.72). The inner error bars indicate the
statistical uncertainty and the outer the statistical and systematic uncertaintics summed in
qrackrature.
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siwmmarized in Appendix C together with the systematic error from all error classes affecting
the results. .

In low energy photoproduction data is was found that at small momentum transfer s-channet
helicity is conserved at the 4p vertex and that p®-production is dominated by natural parity
exchange for all ¢ c.g.[10, 93, 95, 80]. Violation of s-channel helicity conservation was observed
for [t} 2 0.4 GeV2. It was found that the single spin Hip amplitude has the same sign as
the non-flip amplitude, whereas the double spin flip amplitude has opposite in sign. In p°
clectroprodnction c.g[10, 9, 60, 29, 21] it was observed that g% production is dominated by
SCHC amplitudes and that the helicity flip amplitude is of the order of 15-20% of the non-flip
amplitude for || < 0.5 GeVZ Rrl and r¢, are measured to have opposite sign and Rr%
was found to he bigger than r}!,. In low cnergy photoproduction 93] changes of the spin
density matrix elements as a function of My, were observed. For Rl and p2_, a variation
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Figure 9.21: The results for the spin density matrix elemients as a funetion of Meee-. The
full dots represent the results of the fits according to equations {9.17) and (9.18) and the
open dots the results of the fits according to equation (3.72). The inner error bars indicate
the statistical uncenainty and the outer the statistical and svstematie ancertaintics summed
in quadrature.
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through the p° region and a change in sign around the p® mass were observed. The variation
was ascribed to coherent backgronnd.  The Siding model reproduced the main features
of the spin density matrix elements as a function of A,+,-, but the model did not gave a
quantitative deseription of the helicity fip amplitudes in the p° region. The present accuracy
and relatively big binning in A,+,— does not allow strong conclusions about variations of
the spin density matrix clements as a function of A +,-. In the Soding model as calculated
by Ryskin and Shabelski [89], r34 is expected to vary with Afys, - for finite Q2

The results obtained on the spin density matrix clements r38, Rrd and #%, in this analysis
arc consistent with the results abtained in low energy photo- and electroproduction exper-
iments and with the results obtained in previous measurements of p° electroproduction at
HERA by H1 [51] and ZEUS [110).

Chapter 10

Conclusions

The propertics of clastic p° photoproduction 4p = op for 50 < W, < 100 GeV and jt] <
0.5 GeV? were studied using the ZEUS detector at the HERA collider.

The n*2~ invariant mass spectrum is skewed and the amount of skewing decreases with
increasing [¢] in agreement with the Séding model prediction. The mass skewing appears to
be independent of 1V, if the present data is compared to low energy fixed target measure-
ments. The cross section for resonant p° production, 4p = p"p depends on the procedure
uscd to extract the cross section from the mass distribution. For an extraction procedure ac-
cording to the Séding model the cross section is 072" = 11.37 + 0.17 stat. *1 22 syst. pub for
W,p = 72 GeV. Independent of the extraction procedire the cross seetion varies slowly with
W,p, exhibiting a power like behavior 172, with a value for ¢ = 0.13 £ 0.05 stat. 213 syst.
consistent with the soft Pomeron approach.

The [#] distribution is well described by an exponential of the form e =0+ The slope b
decreases as the invariant mass A+, - increases. This deerease is equivalent to the decrease
of skewing as a function of |t|. The value of the slope for the resonant production again
depends on the extraction procedure used in the analysis. For an extraction procedure
according to the Siding model the stupe was found to be b = 10.88 £ 0.34 star. 2537 syst.
GeV=2 and ¢ = 2.70 £ 0.91 stat. 1|3} syst. GeV='. A fit to the obtained byo values for
different W, with the function bu(1V,p) = by + 201, M2 vields o, = 0.23 £ 0.15 stat.

Yooy syst. GeV~2 consistent with results obtained from fits to pp and fip data.

The p° spin density matrix elements 138, Rr% and 12, were obtained from the angular
distributions of the decay pions in the s-channel helicity frame. The measared values for the
matrix elements are r = 0.014 £ 0.017 stat. 23002 syst., Re¥f = 0.012 £ 0.005 stat. *J 585 syst.
and r9%, = -0.010 £ 0.008 stat. *3397 syst. , consistent with the expectation from s-channel
helicity conservation where 98 and 1| are expected to be zero and 13 is expeeted to be
small. This result also holds as a function of |t] and M+, in the range of this analysis
(Jt] < 0.5 GeV?,0.55 < M,e,- < 1.2 GeV). The results indicate that the p° not only carries
the quantum numbers of the photon, but also its helicity is equal to that of the photon,

Measurements of elastic w and ¢ photoproduction at HERA [111, 112] together with the
present analysis show that photoproduction of light vector mesons {p°, w, ¢) exhibits all
features of a soft diffractive process, namely a weak energy dependence of the cross section
and a dependence on ¢t which is approximately exponential. On the other hand clastic J/y
photoproduction exhibits a strong W', dependence of the cross section (o o W3, witha ~ 1).
Figure 10.1 shows the cross sections for elastic p°, w, ¢ and J/yp photoproduction measured
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Fignre 10.1: Cross section for vector meson procitetion in photoproduction measured by
fixed target experiments and the HERA experiments ZEUS and H1 [19].

in the two HERA experiments and compares them to measurements at lower cnergics. The
differences hetween the w and @ production observed at low energies are attributed to the
fact that only Pomceron exchange contributes to ¢ production. These differences are ahsent
in the HERA encrgy region.  The light vector mesons show a weak energy dependence,
expected in models based on VDM and Regge theory (soft Pomeron). The strong increase
of the J/i photoproduction cross section is inconsistent with the soft Pomeron model, but
models in the framework of perturbative QCD have been able to successfully describe the
photopraduction of J/y mesons. Perturbative calculations are applicable in the case of J/v
photoproduction since the mass of the J/y meson provides the necessary large scale. In
QCD inspireed models the interaction between the proton and the ¢ pair in the photon is
mediated by a glion ladder. The strong increase of the J/y cioss section as a function of W
is thus related to the rise of the gluon distribution in the proton at small 7. 1n fignre 10.1 the
J/¢ measurements at HERA [33, 115) are compared with the results of perturbative QCD
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calculations for three different gluon density paranieterizations, which exhibit significantly
different slopes in the HERA energy region.

Recently elastic production of p° mecons was also studied for intermediate ¢ and for 3
GeV? £ 2 £ 30 GeV2 In the intermediate Q* region [113, 39] the growth of the cross
section with increasing 1V, is weak, consistent with that observid in photopraduction. By
contrast, the eross section for clastic p® production in deep inclastic scat tering (QF 25 GeV?)
exhibits a stronger W, dependence. The determination of (the IV, dependence of the cross
section from a fit to the low energy fised target measurements |78, 39] and the recent HERA
measurements [109, 32] is however difficult, since the two low energy experintents exhibit a
siguificant disagreement. Therefore the rise of the elastic p" as a [anction of IV, in decp
inclastic scattering was determined from the ZEUS data alone [Vi]. At large Q% (Q* > 15
GeV?) the W, dependence of the cross section exhibits a rise which is faster than the one
predicted by the soft Pomeron model. Again the strong rise of the eross section is consistent
with predictions by models based on perturbative QCD, in which the vise is explained by
the increase of the gluon density in the proton at small r.

T conclusion the cross section for elastic vector meson production has a weak dependence
on Uy, if there is no hard scale in the process. Such a behavior is seen in elastic % wand ¢
photoproduction. By contrast, if a hard scale is provided. the cross section for elastic vector
nmeson production exhibits a strong 117, dependence. In photoproduction of J/y mesons
the mass of the J/y: meson provides the hard scale and for vector meson production in deep
inclastic scattering the scale is set by (2.



Chapter 10, Conelusions

Appendix A

List of Hot Calorimeter Cells

In the 1994 data taking period some calorimeter channels showed additional noise, visible as
tails in the noise spectra. For the study of elastic p° photoproduction it is essential to identifly
and remove these cells from the analysis, before applying the cut on the most energetic cell
apart from the tracks (section 1.3.2). The energy for these kot celis in the affected run range
is set to zero, if it is below a certain threshold. This threshold minimizes the loss of physics
and is given by the highest energy deposit in randomly triggered events for each hot cell.
The list of all Aot cells with the corresponding energy threshold and the affected run range
is given in table A.1 for the different calotimeter seetions separately. In some cases the cell
was excluded from the analysis even, if the cell was not isolated, sinee some noisy channels
are grouped.
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Appendix A0 List of Hot Calorimeter Cells

calorimeter [ run range | enerpgy tireshold excluded only
cell ID aflected {GeV) if the cell is isolated
FIHAC
B284 9509- 9602 04 yes
6924 9890-9962 0.5 yes
FEMC
7746 9284-9539 04 yes
6742 9284-10015 0.5 no
G744 9284.9715 0.5 no
2194 0284-10149 0.5 no
6200 909-10149 0.5 no
9858 957 5-9900 0.4 yes
BHAC
20404 9509-9921 1.5 no
29390 953U9-9997 05 no
29388 9509.9927 0.5 10
20406 9509-9927 0.5 no
200604 9600-9927 04 yes
26846 9644-9858 0.5 yes
BENMC
29384 9500-0927 L5 no
28196 9509- 10020 06 no
29378 9509-9927 0.5 no
29394 9509-9920 05 no
29380 953(19-9927 05 no
29396 9509-9927 05 no
23656 9509- 10015 6 yes
21542 95(19- 10060 12 yes
23252 9693- 10050 0.6 yes
26308 9251-9593 04 yes
27348 9311)- 10038 04 yes
21158 9310-10082 04 yes
20674 3509-9611 04 yes
9968-10149 04 yes
21574 9509- 10060 04 yes
27204 9509-9776 04 yes
9915- 10149 04 yes
22552 9633- 9654 0.5 yes
10007-10149 05 yes
29266 96.44-10060 04 yes
16500 9665-9020 04 yes
28310 9665-9997 0.6 yes
31286 9603-10149 0.4 yes
30776 9843-9927 {X] yes
28770 9960- 1029 04 yes
16584 9843-9874 04 yes
RHAC
37210 T 96229761 | 12 1 yes

Table A.1: The list of noisy calorimeter cells in 1994,

Appendix B

List of Excluded Runs

For the analysis presented in this thesis only those runs, fiom the 1994 data taking periodd,
with nominal vertex and positron heam were nsed. Runs from the electron tunming period
in 1994 were not used since the CFLT was not calibrated for these runs, which results in
a lower cfficiency of the REMCryry cut. Runs taken after the shifted vertex runs are also
rejected, becanse in these tuns extra noise in the forward calorimeter showed up (section
4.4). Two selection criteria were imposed on the remaining rins. A run summary st have
heen ereated and the laminosity of the run has to be higger than 300 4h=". To select those
runs for which the ZEUS detector was running stably the mean and RMS valnes for each
run for the following distributions are determined: energies in REMC, RHAC, BCAL and
FCAL and mumber of hits in the CTD for cach track in the axial layers, stereo lavers and 2
by timing layers. A rin was rejected, if the distribution in one of these variables differs in
its mean value by more than three times the RMS/VN from the mean over all runs (section
1.4}, Two independent TLT trigger streams were used in this analvsis, so two lists of bad
runs were ereated. All runs in a single HERA clectron 61 were exelitded from the analysis,
il one of the runs in the fill is identified as a bad run for one of the trigger streams. All
suspicions fills given below were however found for hoth trigger streams. A list of al] runs
exclnded from the analysis, after the standard ZEUS run selection, is given in table B 1.
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Appeadix B, List ol Excluded Runs

Table B.1I: List of runs excluded from the analysis after applying the standard ZEUS run

selection,

run number

o TUHD summmary:

low luminosity (< 300 pb™'):

suspicious fAlls:

9271,9272,9209,9607,9637,9990
9252,9257,9270,9302,9305,9365,
9388,9389,9390,0410,9411,9463,
9464,9509,9513,9514,9560,9565,
9566,9575,9602,9633,9650,9665,
9700,9710,9794,9812,9872,9892,
9909,9977,10028,10047,10074, 10085,
10091,10114,10118,10135

9256,

9301,9304,9306,
9310,9311,9312,
9350,9351,9352,

9362,

9380,9381,9382,
9385,9386,9387,

9393,9394,

9406,9107,9408,

9412,9413,
9534,9336,9536,9537,

9543,

9561,9567,

9570,9571,
0576,9577,9579,9581,9782,9684,
9586,9587,
9589,9500,9591,9592,0593,
9622,9623,
9624,9625,9626,9627,9628,
9719,9720,9721,9722,

9773,

9804,9803,9806,

9823

Appendix C

Tables of Data



136 Appendix C.Tables of Data
{1 o a, 03 0y 4 oy ) oy Oy
ey § b | b [k | (b} (b} o) | ) (b}

- 550 1093 T3] 607 57 L 16,55 1703 T0.01
518 to21 ] to2 | sez| 2o to023| tozz) son] 02| 102
10.76 10.59 10.75 992 1144 1902 10.47 11.48 10.13
64.9 t021 [ +020| o2 | 4020 02| to022| 4on| 02| 02
1139 [TRE; .20 1049 12.13 1185 1110 11.98 10.807
e 026 | +021| £032| o024 | 202 | ro26) s025| 2027|4025
1.67 11.3¢ L 10.66 12.52 11.85 1148 12.15 %Y
896 $026 | +022| +043[ +o024| o2 202 +026| +027| 2025
" (13 B0 o1 o 018 094 o.18 0.04 [F
005 | +005| +008]| +006) 4006| 2006| +006] 4006 %006
(“'w) Cq Tyo [4T} O O3 T LAY e iy
{Gev} {nb} (ub) {ub}) (ub) {sb) (b} (pzh) {pb] (b}
o 593 1057 0.1 08 10.950 10.30 T5.90 1050 16,88
o 021 + 0.2t 021 + 021 0N t 021 + 0.21 4+ 0.21 2022
oo 1081 10.71 10.76 1078 10.76 10.76 10.76 10.75 10.70
to2 | g0z | zon| tozmm | on| zon| son| ton| so
19 1nar 11.32 1139 139 11.39 11.39 1140 11.38 11.28
02 | £026{ £026 | £026| 026 £026) +026) £026] +0028
. 178 11.59 1.63 1.1 187 11.67 11.64 170 T
96 3026 ) +026| 2026 | +026] 2026 | +026| +026| 2026 +002
(X .15 (A (Y] (B3 o16 515 16 (A7)
4 006 | 2006 +006| +006| +006] +006| xo0o0s| +006] +o006
(W) Gia Tie T O3 022 On C47] L4 O30
(GeV) (sb) {ul) (ub) (ad) (6b) {ub) {ub) (ub) (1b}
" X 10.78 080 | 1088 088 1090 1099 16.80 10.97
il to20 | zon{ #on | o021 | 402 | o021 xo2| 2021] 402
. 10.80 10.64 10.75 10.73 10.70 101 10.80 10.7) 10.74
. to2t | e | zom | tem | som | ron| o2 | sox| 2023
7 11.43 11.26 .38 1138 11.23 11.49 1138 11.3% 1.3
49 $02 | 1026 £026| 2026 | 4021 02| £02| +0626] oz
c06 e 11.46 1166 1163 .33 11.99 151 11.80 .75
4026 | +026| +026]| $026| 31025 +032| +026] +026]| 4008
a 016 (XY .16 0.1 0.10 020 (AT} 0.30 016
£006 | +006| 2006 | +006)| :006| +006) 2006 £006| 4006
(II'",) L4 T] O3 O3y Taq O3y Osy
(Gev) {ub) (ub) (b} (nb} {ub) {ub)
P 1786 037 080 1066 T0.61 33
’ +021 | 4022 +o02| toz| 1021| o
560 10.73 10.77 10.65 10.52 10.46 s
’ 021 | $02] 02| som| o2 o022
. 1.26 11.42 1128 1.3 o7 169
19 +026| +026| 402 ) £025| 2025 xom
i 11.58 10 .67 11.52 11.46 1176
o £026 | +027] +o031] o030] +o03| +026
i .18 o7 0.7 o7 0.09
e +006 | +006| +o0o6| +oos| xo006| <006

Table C.1: The Séding model cross section in 117,, bins obtained using correction method
(a). The cross section for all systematic checks affecting the cross section is given. The result
of fit with a function of the type H

ra

w18 given for cach check in the bottom line of the table.

137
(H,) o o, o, oy o as [ o oy
(GeV) (b} {ub) () (g} {rb) {uh) {nb) () (#eb)
348 1088 10.90 1138 10.07 R 117 10.57 12.02 9.99
+ 0.21 +02) + 024 + 0.2¢ +0.22 + 022 + 0.2} + 02 + 019
549 10.67 1047 10.86 9.84 1135 10.93 10.39 11.40 10.0¢
) + 0.19 008 + 0.4 + 017 020 + 019 + 0.18 £ 0.2¢ 1007
s 1115 10.88 1125 10.28 11.87 [RRCE] 10.86 £1L78 10.62
1022 + 0.20 £ 029 +0.20 +0.23 + 0.22 + 021 +0.23 + 0.21
195 t1.46 .30 10.91 10.50 12.27 11.67 e24 11.94 11.03
+ 0.22 + 019 4 0.44 + 0.2 +0.24 + 0.23 + 0.22 £ 0.2) £ 0.22
@ 013 0.10 -0.06 0.1t o on .15 ¢.01 0.22
+ 0.05 + 0.05 + 0.08 + 0.05 + 0.05 + .05 1+ 0.05 + 0.05 1 0.05
W5, o Oro [4T] [£}) ay 4T s [4T] 43
(GeV) {ub} {nb) {rt) {nb) (ub) {ub} {nb) (ub) {ub)
54.8 10.92 10.83 10.90 10.a7 10.88 10.89 10.89 10.88 10.86
: 1 0.21 + 02 + 0.21 + 0.2 +6.21 1 021 + 0.2) +0.21 022
649 10.72 10.62 10.67 10.68 10.67 10.67 10.67 10.67 16.61
) 1 0.19 +0.19 +0.19 019 +0.19 + 019 + 0.9 +0.19 + 0.19
149 11.23 r.o8 11.14 1116 115 1115 .15 1.5 11.04
) 1+ 022 £ 0.22 + 022 + 0.22 + 022 + 022 + 022 0.2 + 0.22
296 11.35 11.38 1143 11.50 11.46 11.46 11.46 11.46 11.3)
) + 0.23 + 0.22 1 0.22 1023 +0.22 1 0.22 4 0.22 + 0.22 +023
a 0.14 0.12 0.2 0.1 .13 0.13 0.1 0.13 on
+ 0.05 + 0.05 + 0.03 + 0.05 + 0.05 + 0.05 + 0.05 1 0.05 + 0.06
{115, Oin (4T O on O On Tu T2y !730_]
{GeV) {nt) (ub) {b) (ub) fb) (nb) (ub) {ub) (nh)
48 1093 10.73 10.R9 10.88 10.86 15.90 10.98 10.78 1110
021 + 0.2¢ +0.21 021 + 0.2} 1 024 + 0.2t + 0.2t +£ 023
64.9 10.72 10.50 10.67 10.66 10.52 10.79 19.66 10.65 10.70
h + 0.19 1018 + 0.19 + 019 + 0.8 021 + 019 + 0.19 + 0.20
9 11.20 10.93 11035 .14 10.92 1137 11.08 1119 n.az
+ 0.22 + 021 + 0.22 + 022 + 021 1 022 t0.22 + 0.2 + 023
296 11.53 121 11.46 1045 117 .7 11.35 11.34 11.36
+ 023 * 0.22 +0.22 + 022 + 0.22 + 029 + 0.22 1 0.2) +0.24
a 0.13 a1l 0.12 0.12 .08 017 0.09 0.16 0.1
+ 0.05 £ 0.05 + 0.05 + 0.05 + 005 1 0.06 + 0.05 1 0.05 1 0.06
(W\p) [41] y2 Oy Ty d3s 241] O3y Oy
{GeV) (nb}) (seb) (nb) {xh) tih) {sely) (ub) (1eh)
54.8 10.83 10.84 10.76 10.6) 10.86 10.92 10.87 [IRT]
: + 0.2 t 021 021 1 0.21 1021 n21 + 0.21 ton
64.9 1363 In.64 10.60 10.46 In.70 10.74 10.65 1.2
: + 0.19 % 0.19 o2t +0.20 102t +02) 019 + 020
4.9 12 n.a? 11.26 . 1.8 1n.t7 1.7 .74
: + 0.22 1+ 022 + 0.25 + 0.24 1+ 0.25 +0.22 + 022 o
296 11.39 11.48 tr48 "n.a2 11.59 11.32 11.61 12.06
* 0.22 + 0.23 1 027 +0.27 % 0.27 +023 +0.23 104
0.12 0.14 015 015 0l1s 0.09 [N LNE]
a
+ 0.05 + 0.05 1 0.06 + 0.06 1 0.06 £ 0.05 + 0.05 ﬂJ

Table C.2: Like table C.1 but the Siding
correction method (b).

model cross section in W,, bins

obtained using
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-
(H.,,.) a [} 7, 3] L] Oy Og oy On (‘l;r) o L4 (4] Ty a, oy de oy Ta
(GeV) (uh) {seh) {ph} (nh) (sh) {ud) {nb) (1b} {nb} (GeV) {uh) (M (ul) {rL) (st} {ut) {peb) (nb) (ub)
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(me) dy 4T ohn Oy Oy (4T LT3 Ty iy (“"w) ay (4T 4T -} Ty Oy 27 [T 4T
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896 13.22 12.00 13.04 1318 3.0 130 13.10 13.10 12.96 896 1347 12.95 t3.00 1t 1306 11.06 13.06 11,03 12.90
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669 12,10 1.8 12.08 12.04 12.00 12,10 1217 .94 11.95 649 12.16 11.92 1200 12,00 12,05 1216 12.26 11.92 12.00
404 1023 4 0.24 1024 10 £ ou +0.24 0724 +0.26 t 0.2 +0.23 4028 +0.24 023 1 0.24 £ 0.2¢ +0.21 4022
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+ 0.06 + 0.06 + 0.06 + 0.06 1 0.06 + 0.06 + 0.06 + 0.06 + 0.06 + 0.06 £ 0.06 + 0.06 + 0.06 + 0.06 1 N.06 + 0.06 £ 0.06 4 0.06
(5 on Oy oy T Oy (3,,) ay 03, [ O34 Ty My oy
(GieV) (stb) et e} {rnb) (nby {GeV) {rb) {ub} {nh) (p) (h) {nb) {el)
P [FAK 12.35 P 1247 12.19 48 1223 17.34 208 17.52 V227 227 (FAL]
+024 +0M +0H DM 1+ 0. ' + D.24 +0.24 1022 102 + 0.2 024 + 024
69 12,05 1212 11.87 12.27 12.04 649 12.04 12.20 .91 12.34 1210 1208 12.13
1024 1024 02 102 +0M 4023 +0.24 1023 1024 1024 $ 024 t024
109 1263 12.85 1237 12.99 12,73 149 12,75 12.98 12.63 12.97 12.83 120 12.83
4029 1029 028 1020 + 029 1025 + 0.26 + 0.28 + 0.25 +n2R + 027 + 0.25
09.6 13.03 130 12.95 2 3.4 296 13.01 13.23 12.85 13.30 13.05 12.76 1328
1 0.32 £ 0.35 + 9034 1 0.30 + 0.35 + 0.30 £ 0.31 + 0.30 + 0.3) 4+ 0.31 + 03 + 0.31
a ORES 017 o7 s 017 a 015 0.7 015 04 AL ¢i0 019
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Table C.3: Like table C.1 but the parameterization cross section in W, bins obtained using Table C.1: Like table C.1 but the parameterization cross section in W, bins obtained using

correction method (a). correction method (1)



Table C.5: Like table C.1 but the phenomenological Séding model cross section in I, bins
obtained using correction method (a).

({1 a o, a, Oy N ay Ta (4] On
{fieV) lih) (3e1) (it} (1) {ub) (uly) (pb} {nt) {rln)
. 125 1122 nn 1225 14.06 1160 1246 1162 1217
A +n26 | £026 | 2020 xnze| 2o2| so027| so025| 2029 so2
610 110 12.82 316 12 09 13.92 1342 12.74 1398 12.33
N 1 0.26 + 0.24 1 0.29 +0NH + 027 + 026 1023 + 028 + 0.2
49 1187 13.59 t3 AR 12.78 14.76 14.20 £3.50 14.5% 13.2)
: £ 0.1 +02¢ 1019 +0.29 + 013 + 032 0 + 033 + 0.20
206 14.24 13184 13.70 13.03 1524 14.48 13.97 14.03 13.69
+ 0.35 1 0.31 1 0.64 03 £ 038 1 03¢ £ 0.35 + 0.37 +0.32
a 0.16 0.2 6.01 0.14 0.18 [AB) 0.8 0,04 0.26 |
+ 006 + 0.06 + 0.09 + 006 + 006 + 0.06 + 0.06 + 0.06 1 0.06
(U',,,) I Sy an [V} [£F] T (41 Oie Ory
{GeV'} (ub) D] (#h) (nt) (u1) (ub) () {sL) {ieb)
SR 133 13.21 1126 1324 13.25 13.25 11.26 13.25 13.22
o + 026 t0.26 1 026 +02 1 0.26 +0.26 + 026 + 0.26 +0.26
619 1317 13m 1309 1110 13.10 1310 1311 13.09 13.02
: 1 N.26 + 0.26 + 026 +0.26 + 026 + 0.26 + 026 + 026 4 0.26
s 13.97 177 1306 1388 13.87 1307 138 13.R6 13.74
+ 0.32 + 0.3 203 + 011 + 0 + 0.31 o3 + 0.3 1022
896 14.36 1402 1417 1431 14.29 [EW1] 14.22 14.23 14.08
1 035 + 0.34 T10M +0.36 £ 0.35 + 033 + 0.35 + 0.4 + 0.36
6.17 ALY 0% 017 0.16 016 0.16 0.17 014
+ 0.06 4+ 0.06 t 0.06 1 006 + 0.06 + 0.06 1 0.06 4+ 0.06 t 0.06
("'-»,.) Cin Tin T In On Oy On Tas T o
{Gev) {ub} (i} {s1h) o) {2th) (ut) {nb) (1) {nbs)
A 13.29 1310 13.2% 13.24 1312 13.37 1313 £3.36 13.32
’ + 0.26 + 02 + 026 + 026 £ 0.26 + 026 + 0.26 + 0.26 + 0.28
A9 1344 12.94 12.09 1308 1294 13.25 1303 1313 13.04
+ 0.26 +0.26 % D.26 +0726 + 0.26 +0.26 + 026 + 0.26 +0.20
74.9 13.91 13.70 13.76 1385 13.66 14.06 13.86 11.85 1364
N + 032 + 0.0 E LRI + 0.31 + 031 + 0.32 + 03 0230 + 0.2
f9e 4.0 1385 Hn 1420 1188 14.36 1407 13.98 1391
) £ 0.35 + 0.35 + 0.3¢ 1 0.33 + 0N +0.38 1 0.38 + 03) 1 0.33
a 0.17 0.15 0.16 0.16 0.11 0.19 0.20 0.11 0.10
+ 0.06 + 0.06 % 0.06 + 006 1 0.06 + 0.06 + 0.06 + 006 1 0.06
(""’,-) L4 Iy O3 Oy Tas
{GeV) {ub) {1eh) () {(ut) (ub)
R 1322 13.37 1319 1328 13200
. £+ 026 1 0.26 1 0.26 +0.26 + 026
64.9 13.10 13.17 13.03 13.12 1306
. + 0.26 1026 + 026 +02 + 026
749 11.73 13.98 13.80 13.90 1383
) + 03 + 0.32 + 03 1 031 £ 0.3
R0.6 1116 14.37 14.22 1419 14.24
F ) + 035 + 0.38 + 0.38 + 0.32 4+ 0.38
a 0.15 037 (3K 015 0.i7
+ 0.06 + 0.06 + 0.06 * 0.06 t 0.06

14

(”‘w;w) 4 T L] dy 4] s On 7 Og
{fie\) {nt) (1)) (pals} (ph) {n:h) (gt} {nh) {rhr} (pb}
S48 12.35 11.98 13.45 11.42 1n 12.RR 1199 13.62 .34
+ 024 023 + 029 + 022 + ¢.235 t0.25 +0.2) + 0727 1+ 0.22
649 12,17 11.58 12.86 1.2 1294 1247 R4 1299 11 46
1 0.24 + 022 + 029 £ 0.22 + 025 +0.24 + 023 + 0.25 +0.22
749 12.R5 12.27 1329 I1.R) 13.6R [RRE) 12.52 13.52 1223
+ 025 024 $ 037 + 023 t 027 + 026 + 0.25 + 027 +0NU
R9.6 13.12 12,59 1284 12.02 14.04 13.37 12 86 i3.65 12.65
+ 0.31 1 025 1 0.52 + 028 03] 1 031 + 0.30 +0.32 + 0.30
a 0.14 [XE] -0.07 0.12 0.16 013 0.16 ¢.02 0.24
+ 0.06 + 0.03 1 0.08 4 0.06 1 0.06 t 0.06 + 0.06 1 0.06 1 0.06
(“’wp) Gq o an o2 Oyy T O 4T .48
(GeV} fnb) (i3} (ub) (uh) () VI (0] {uh) (ub)
548 12.39 1231 Y237 12.33 12.35 12.35 12.35 12.35 12.32
+ 024 1024 + 024 + 024 +oM + 024 + 024 10N + 0.2%
64.9 12.29 12.11 12.1R 12.16 12.47 12,17 1217 1217 12.10
+ 024 + 0.24 1 0.24 T 0.24 +0.24 + 0.2 + 0.24 oM + 0.24
9 1294 12.76 12R) 12.R6 §2.85 1283 12.R5 12 R4 12.72
+ 025 + 0.23 1025 + 0.23 + n.25 * 0.23 + 023 + 023 + 025
296 13.2 11.02 1309 13.16 13.42 13.12 1312 1312 12.97
1 0.3 + 0.3! o) + 0.3t + 0.31 + 0.31 + 0.31 + 031 + 0.3t
o 0.15 013 0.13 0.15 o 0.14 [NE] 04 n.12
+ 0.06 + 006 + 006 + 0.06 1 0.06 1 0.06 + 0.06 + 0.06 + 0.06
(“'w) (AT Ty Ty o [P (33 Ty T Ty
(Gey) (uh) (s1h) (ph) (ub) {nb} (nb} {ub) (phy (5b)
4R 12.39 12.20 12.35 12.34 12.23 12.46 122} 12,45 12.50
024 2024 024 0N 024 0.4 3+ 023 +Nn28 + 024
649 12.22 12.00 1217 12.15 12.02 2.3 1212 12.17 12.04
+ 029 022 02 02 0723 t 024 + a2 + 02! + 0.22
749 12.09 12.68 (¥ A2 12 82 12.58 1310 1293 12.A9 12.36
+ 0.25 + 0235 1+ 025 1025 + 025 10729 + 028 £02 +0.26
96 3.20 1285 1512 110 1288 1.6 13.20 1101 13.00
+ .31 + 0.0 + 0.31 + 0.3 1 0.30 + 0.3 + 01 + 024 + 0.27
a 0.15 on 04 0.14 0.12 0.16 018 0.11 0.
+ 0.06 1 0.06 1 0.06 t 006 4+ 0.06 + 0.06 X 0.06 + 0.06 + 0.06
(Vo) (1] LE7] O O34 T35 Tan T3y
(Cev) (1) (s0) (ab) {uh) tub} (10} )
548 12.35 1228 1228 12.38 12 3¢ 12.55 1249
+ 0.24 1024 102 2024 2024 1024 1024
64.9 12.17 213 12,10 12.20 12.13 1235 1?0
4 024 + 024 + 0.24 t 0N + 021 t 0.23 +023
749 12.88 12.92 12.84 12.83 [2.87 13.00 12.22
1 0.25 + 026 + 0.28 1+ 025 1 0.24 + 027 + 025
06 1314 1318 13.06 13.15 13.09 13.05 116
4 0.31 + 0.3 + 0.31 + 0.3 03 + 0.31 1 0.3
a [T w7 0.5 o4 o4 0.10 oﬂ
1 0.06 + 0.06 * 0.06 + 0.06 + 0.06 4 0.06 + 006

Table C.6: Like table C.1
obtained using correction

but the phenomenological Soding model cross section in W, bins

method (b).
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Table C.7: The ratio |B/A| and the parameter n, measuring the amount of skewing, from fits to the invariant mass

distribution according to cquations (9.7) and (9.10) in |¢| bins. The systematic errors obtained for the crror classes

affecting the result are also given.
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(L] b b, b, by b, by by
(Gev) {Gev-1) (Gev -7} (GeV'—2) (Gev - 1) (Gev-7) {Gev-1) {GeV 1)
S48 10.64 1050 10.49 093 15.43 10.52 in68
023 +0.20 +0.26 + 04 +021 024 + 021
619 10.98 10.77 10.68 121 10.78 .79 10.98
o0 019 4023 t 0.2 + 020 1021 £ 0.20
0 1.10 10.85 10.63 1. 10.90 109 .10
014 0.1 1020 4014 % 0.4 EXAL +0.14
o (Gev-1) 0.23 [XH 0.08 [(F) 0.23 0.20 0.22
l %004 +0.13 4 0.19 £ 0.5 + 0.4 + 013 +0.14
(”’1;) b! "n bg bm hn bn bn
(GiaV} {Gev-1) (tiev-?) [ (Gev-2y (Cev-2y {GeV =2} (tiev =T}
P 1068 1061 10 62 10.66 (3] 063 10 66
£0.20 +0.23 1023 +023 +o0n +023 +02)
619 10.98 10.95 10.93 1n.m 10,90 10 98 1100
+ 0.20 £021 + 021 0.2t £ 021 021 + 0.2t
040 11.12 11.07 11.06 1133 11.09 1n.ie 1y
+ 0.4 + 0.4 + 0.4 + 0.4 +0.14 + 0.4 £ 0.
al, (Gev-1) 0.23 0.23 [¥7] 0.24 0.23 02 0723
il + 014 % 0.5 014 £ 0.4 + 094 + 0.4 +0.14
(175p) by b bie bin b b
{Ge\) (Gev-1) (Gev—?) {Uev-7) {tiev-1) (Gev—1) (e =)
s 1062 1061 10.65 1063 10,68 1064
+023 £0.23 1021 +0.21 + 024 +0.23
P 10.96 10 98 10.98 10.97 o3 1098
021 1+ 0.1 1021 +020 021 £ 021
0 11.08 V1o 1t 11.09 " e
+ 014 4 0.4 £ 0.14 1044 1004 1014
wy (GeV 1) 0.2) 073 0.22 0.23 023 023
il + 014 1 0.4 +0.14 1 0.04 1013 1014
(H'H') b!l b?l b‘l] bl'i bn b[l hrl
{ev) (Gev™2) {Gev—¥) (Gev—?) (GeV-?) {tiev~ 2y (tiev'—?) (e
S48 10.63 1052 10.76 10.97 10.32 TT.03 im0
+ 021 +027 +02) 1022 1021 + 074 1075
619 1n.a7 10.86 15.09 11.30 10.66 11.29 14
’ + 021 1020 o021 +0.20 102t t 06 t 069
840 11.09 19.95 .22 11.43 10.77 1.2 1089
3014 1 0.4 +0.14 £ 0.14 4 0.4 +048 $ 031
ol [Gev o) 623 0.22 0.23 02 0.22 o0l 010
bl + 0.4 X AT 015 £ 0.14 1015 + 0.48 4050
("\,.) "’30 by, bu b3y bu 29 by
(Gev) {Gev—T) {Gev—?) {Ciev-?) {Gev ™) (Gev 4} (Lev-?) {Gev —2)
S48 10.69 10.79 10.62 1093 1102 T (F1l
+ 023 025 +0.20 +02 1022 + 022 4021
649 10.96 1119 10.80 t1.30 11.40 11.49 1153
’ + 0.20 4022 1018 + 02 + 020 1o 019
&40 11.09 [IRE 11.03 11.49 1.50 1.0 174
+ 0.1% + 0.4 + 0.4 + 0.15 4 0.5 1 015 4015
ol (Gev-1) 0.20 0.17 0.22 0.30 030 031 L
il + 0.16 + 015 + 0.16 + 015 $ 015 + 015 + 0.4
Table C.8: The slope parameter by in 1., bins from fits according to equation (9.15) as

ohtained from the §oding model cross section. The stope parameter for all systematic checks
alfecting the result is given. The result for o}, of a fit according to cquation (9.16) for cach
check is given in the bottom line of the table.
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Appendix C. Tables of Data

{1,,) b b, b, bs b, by by
(GeV) (Gev=?) (Gev'-2) {Gev—4) {tiev-?) (Gev-7) {tieV "7} {Gev-2)
- 1231 12.08 (XK 12.62 1211 12.20 2.3
4.8 $ 021 + 022 oM +0.23 +0.21 +0.23 1021
12.66 12.32 12.57 12.89 1247 1247 12.67
64.9 1 0.20 1 0.8 022 + 0.20 £0.19 $02 019
12,88 12.54 12.0 13.07 12.63 12.85 12.85
84.0 0.4 1013 +0.21 + 0.3 +0.14 +0.14 +0.14
 rrrax=4 0.28 025 0,02 0.29 .28 [¥7] 027
op {Gev?) 1014 1014 +0.18 1015 + 0.4 4013 + 0.4
(W) b b b bo by by by
(GeV) (Gev~-1) {Gev~7) {GeV -7} (Gev-7) (Gev-1) {Gev'™ 1) (Gev =7}
1229 12.30 1230 12.32 12.30 1232 1233
S48 + 0.2} +0.22 £ 021 + 021 +0.21 + 021 $ 021
12.68 12.64 12.64 12.69 12.66 12.67 12.68
6.9 +019 £ 020 £ 0.20 £ 0.20 4020 1 0.20 +0.20
12.85 12.81 12.81 12.06 12.82 12.85 12.85
A0 £ 0.4 0.4 +0.u 4 0.4 £ 0.4 +0.14 + 0.4
'\ rcrav-2 039 37 027 0.28 0.27 078 0.28
e (GeVTh) $0.4 $0.H £0.14 +0.14 £ 0.1 104 £0.14
(“‘1" bll bls blﬂ bll bll bll bm
[fieV) {Gev-?) {tiev' -2 (Gov-1y {Gev-7} (Gev~1) (tieV =7} (Gev-2)
1239 12.30 12.32 1236 1231 12,31 12.31
48 $0.20 o0 +0.21 +0.22 + 0 + 022 + 0
12.64 12.66 12.66 12.712 12.67 12.66 1266
818 +0.20 1020 + 0.20 +0.20 1 0.20 +0.2) + 020
1282 2.8 12.83 12.90 12.83 1283 1283
Mo 0.4 +014 0.4 +0.15 +0.14 + 018 004
T 028 028 027 0.38 0.27 0.78 027
o (Gev™T) 4 0.14 40.14 +0.14 £0.13 £ 0.4 10135 4014
(1,p) b [ % b2y bae by b b
(Gev) {Gev-1) {Ge\v' - 7) eV —?) (Gev—2) {Gev—1) (ev' ) {Gev -2}
R 12.30 2.3 1231 1263 1200 1239 12.39
348 + 021 £ 021 + 020 $02 +0.22 + 0.70 t07)
64.9 12.63 12 69 12.65 12.98 12.38 129 12.90
+ 020 1 0.20 +0.20 +0.20 + 020 1 0.66 + 067
4.0 12.82 12.08 12,84 13.17 12.51 12 54 1254
) 1 0.14 +0.14 £0.14 3 0.4 +0.13 + 053 4034
e (Gev- 1) 08 029 0.26 0.29 026 001 001
e 1 0.14 1 0.14 +0.14 +0.14 1 0.14 1 049 4 0.50
(I‘:"') h,n b.\l bn bJJ bJ‘ b.!\
{tieV) {Gev-1) {tiev-1) {Gev-1) {Gev-1) {Gev-1) (Gev-%)
8 [EED (FED 12.26 1233 1243 [PAT]
o 024 202 102 % 0.22 £ 021 021
649 1266 12.76 12.65 1257 12.81 12,69
: + 020 $ 0.2 +019 +0.20 £ 020 1020
240 12 82 1284 12.97 12.73 12.99 12.85
+ 016 2014 $0.14 1 0.4 4 0.4 + 004
o, (Gev=7) 6.28 0.21 0.39 026 028 02
v % 0.16 £ 0.15 + 016 1 0.4 4 0.14 £ 014

Table C.9: Like table C.8 but for the parameterization cress section

(3,0 b b, b, by b, by bs
{GeV) {Gev-7) (Gev~2) (tev-7) (Gev 1) (tie\' - 2) {tie\' =) (Gev—2})
548 10.90 10.80 10.82 2 1069 10.79 10.93
’ +0.21 t 022 +0.24 t o 021 +02) + 0.2t
649 1104 .04 10.91 11.36 10.94 10.95 11.14
+ 020 +0.18 1 0.22 +0.20 1 0.9 + 02 £ 019
84.0 11.34 1023 10.92 11.56 [T 115 .33
' + 0.15 +0.13 + 0.2 1 0.13 1014 1015 + 0.4
' grav—1 0.2% 073 0.05 0.20 0.25 021 023
o}, (Gev—7?) N
r % 0.14 + 0.4 + 0.18 +0.15 +0.14 +0.15 £ 0.4
(”"w) b, ba b, by by b, By
{GeV) (Cev=2) (Cev-2) (Gev -2} (Gev-?) [N [{E ] {Gev-2)
548 1097 10,88 10.88 1091 X 1090 10.91
: +0.21 +0.22 + 0.2t t o2 0721 1021 1021
610 tris n.n nn 11.16 "3 1.4 115
’ + 0.9 +020 +0.20 +0.20 +0.20 £+ N2 +0.20
840 1.3 H.30 1.3 T3 M nas .35
) 014 £ 0.15 +0.15 814 + 0.13 £ 0.15 1015
ol (Gev?) 02§ 0.23 [FE] 0.25 0.24 0235 0.24
P +0.14 +0.19 +0.14 1+ 0.4 1 0.14 + 0.4 +0.14
(W) b4 bis [ by b byn b
{GeV) (Gev=?) {Gev~-1) (tien =2y {tiev=?) {Gev =2} (Gev -7y {Gev-?y
518 10.88 10.89 10.90 1094 A3 10,92 10.90
i 302 £ 0.21 + 0.2t +0.22 +021 +0n22 +0.21
649 "2 113 1.1e 1.20 113 1R 1514
+ 0.20 +02 +0.20 +0.20 £ 020 1020 +0.20
80 1132 1.3¢ .33 11.42 " 137 1113
) +0.15 +0.15 + 014 +0.15 1014 015 1015
o (Gev-2) 024 025 021 0.26 02 073 024
b 1004 +0.14 + 0.4 +0.13 1014 £ 015 + 0.4
("”xr) bll b'n bu bu bn bn bn
(GeVy {Uiev=7) (tiev—2) {Gev —) (GeV' -2 (Gev -7 (Cev =2y (Gev—%)
4 1089 10.87 10.92 1121 059 K3 ror
+021 4021 021 £ 0.2 1022 1 0869 +0.70
§4.9 113 n.n 1316 RT3 10.82 11.16 "nar
: +0.20 £ 020 +0.20 $ 019 1020 1064 3 0.58
240 .33 11.32 11.35 1167 1.0 11.41 11.24
) +0.15 1014 +0.15 £ 0.4 t 015 + 0.50 +0.53
ap (Gev-7) 0.24 0.2 0.23 0.25 N [NE) 0.2
r + 0.14 0.4 + 0.14 4014 1005 4047 1 0.49
("'w) by by, b, byy by bys
{CeV) (Gev-2) {GeV-?) (tiev = 2) {Gev-1?) tev =1 {Gev -2
598 10.92 .03 10.90 10.92 1080 10,90
' toN t 024 + 020 + 022 0. + 02
619 11.10 .27 1z 17 [INY] 015
' +0.20 £ 0.21 1019 +0.20 t 6.20 4 0.20
80 .27 1133 11.49 1138 1.4 1 3s
1 0.16 + 0.15 +£0.14 +0.05 1004 +0.15
ot (e 019 014 0.3 024 0 024
P $0.15 + 0.4 + 0.4 2014 1015 + 0.5

Table C.10: Like table C.8 but for the phenomenological Soding model cross seclion.




(Mave-) b éb; aby dby; ébi. 8b, Sbue dbui b i bby
(Gev?) (Gev~%) | (Cav=") | (Cev=i) | (Gev=1) | (Gev=?4) | (GeV~?) | (Gev~%) | (Gev~?) [ (Gev=?) | (Cev~?) | (Cev~%)
o617 1334 +0.00 +0.25 +0.04 +0.05 +0.11 +0.00 ~0.26 +0.07 +0.00 +0.02

+0.19 0.16 -0.22 -0.03 -0.08 -0.02 0.00 -0.26 -0.12 -0.06 -0.00

0.688 11.80 +0.00 +0.2§ +0.04 +0.06 +0.09 +0.00 +0.27 +0.06 +0.00 +0.03
) + 0.28 -0.24 -0.22 -0.03 -0.05 -0.02 -0.00 -0.26 -0.19 -0.06 -0.00
0721 11.78 +0.00 «0.25 +0.04 +0.06 +0.08 +0.00 +0.27 +0.05 +0.00 +0.03
+0.30 -0.28 -0.22 -0.03 -0.04 -0.02 -0.00 -0.27 .22 «0.06 -0.00

0.746 11.90 +0.00 +0.2% +0.04 +0.06 +0.08 +0.00 +0.27 +0.05 +0.00 +0.03
+0.31 0.3 -0.22 -0.03 -0.04 -0.02 -0.00 -0.27 -0.24 -0.06 -0.00

0.769 1127 +0.00 +0.25 +0.04 +0.06 +0.07 +0.00 +0.27 +0.05 +0.00 +0.03
+ 026 -0.33 0.22 -0.03 -0.04 -0.02 -0.00 -0.27 -0.26 -0.08 -0.00

0.797 10.84 +0.00 +0.25 +0.04 +0.06 +0.08 +0.00 +0.28 +0.04 +0.00 +0.04
’ + 027 -0.37 -0.22 0.03 - -0.03 -0.01 -0.00 -0.27 0.29 -0.07 -0.00
0.638 10.4¢ +0.00 +0.25 +0.04 +0.06 +0.08 +0.00 +0.28 +0.03 +0.00 +0.04
£ 0.21 -0.41 -0.22 -0.03 -0.03 -0.01 -0.00 .0.28 033 -0.07 -0.00

0.951 8.83 +0.00 +0.24 +0.04 «0.07 +0.02 +0.00 +0.29 +0.01 +0.00 +0.08
+ 0.14 -0.54 -0.23 -0.03 -0.01 -0.01 -0.00 -0.29 -0.43 -0.07 0.00

Table C.11: The slope parameter b, obtained from fits according to equation (9.14) in M.+,- bins. The

systematic errors obtained for the crror classes affecting the result are also given.

Tarn

v

) xiputadd

VINC] jor sopqey,

{I2]) (GeV?) % ar; &rii orin, an, ar, dry 8ria ér,
0.033 +0.001 | +0.000 | +0.063 | +0.003 | +0.000 | +0.000 | +0.003 | +0.007

0.006 +0.038 | -0.021 -0.000 -0.005 -0.008 -0.000 -0.000 -0.009 -0.005
0.018 -0.027 | +0.003 | +0.000 [ +0.003 | +0.003 | +0.000 | +0.000 [ +0.003 [ +0.006
+0.033 -0.020 -0.000 -0.004 -0.008 -0.000 -0.000 -0.009 -0.004

0.034 -0.02) +0.004 +0.000 +0.003 +0.003 «Q.001 +0.000 +0.004 +0.006
+0.030 -0.020 -0.001 -0.004 -0.004 -0.000 -0.000 -0.008 -0.004

0.086 0.040 | +0.007 | +0.000 | +0.003 { +0.003 | +0.001 | +0.000 | +0.004 | +0.006
. *0.028 -0.019 -0.001 +0.004 -0.004 -0.000 -0.000 -0.008 -0.004
0.084 -0.018 | +0.010 | +0.000 [ +0.003 [ +0.003 | +0.00t | +0.000 | +0.008 | +0.008
) £0.028 | -0.18 -0.001 -0.004 -0.004 -0.000 -0.000 | .0.007 -0.004
o.1Ls 0.011 +0.013 +0.000 +0.003 | +~0.003 +0.001 +0.000 +0.006 +0.005
. +0.026 | -0.016 -0.001 -0.004 -0.004 -0.006 | -0.000 | .0.007 -0.003
0.158 0.029 +0.018 +0.001 +0.002 +0.002 | +0.001 +0.000 | +0.008 +0.004

+0.02t «0.013 -0.00t -0.004 -0.003 -0.000 -0.000 -0.006 -0.003
0.22¢ -0.016 +0.025 | +0.001 +0.002 | +0.002 | +0.000 | +0.000 | +0.0l0 | +0,003

+0.018 -0.012 -0.00! -0.003 -0.003 -0.000 -0.000 -0.005 -0.002
0.04% +0.039 +0.001 +0.002 +0.001 +0.002 | +0.000 | +0.0l4 | +0.001

0.343 +0.017 | .0007 | -0002 | -0002 | -0000 | -0.000 [ -0.000 | -0.002 | -0.001
(1¢l) (GeV?) rSa or; &ryi 8t ar. ar, ary; brix bry
0.006 0.072 | +0.000 | +0.000 | +0.003 | +0.002 | +0.002 | +0.000 | +0.001 | +0.009 |
- +£0.038 | -0.023 | -0.000 | -0.005 | .0.004 | -0.001 | -0.000 | -0.006 | -0.030
o8 0.006 | +0.000 | +0.000 | +0.003 | +0.002 [ +0.002 | +0.000 | +0.001 | +0.0i0
: 0033 | -0022 | -0.000 | -0005 | -0.003 | -0.001 | -0.000 | -0.006 | -0.029
0.03$ 0.002 | +0.000 | +0.000 | +0.003 | +0.002 | +0.002 | +0.000 | +0.001 | +0.010
- #0034 | -0021 | -0000 | -0.004 | -0003 | -0.001 | -0.000 | -0.006 | -0.028
0.056 0.012 | +0.000 | +0.000 | +0.003 | +0.002 | +0.002 | +0.000 | +0.002 [ +0.011
- +0.028 | -0.020 | -0.000 | -0.004 | -0.003 | -0.001 | -0.000 | -0.006 | -0.026
0.084 0016 | +0.000 | +0.000 | +0.003 | +0.002 | +0.002 | +0.000 | +0.002 | +0.012
i +0.025 | -0.019 | -0.000 | -0.004 | -0.003 | -0.001 | -0.000 { -0.005 | -0.024
s 0.027 | +0.000 | +0.000 | +0.002 | +0.002 | +0.002 | +0.000 | +0.002 | +0.013
- £0032 | .0.017 | -0000 | -0004 | -0.003 | -0.001 | -0.000 | -0.008 | -0.022
0.158 0.010 | +0.000 | +0.000 | +0.002 | +0.002 | +0.002 | +0.000 | +0.003 | +0.015
: +0.028 | -0.014 | -0.000 | -0003 | -0002 | 0001 | -0.000 | -0.005 | -0.019
0224 0.000 | «0000 | +0000 | «0.002 | +0.001 | +0.002 | +0.000 | +0.004 | +0.017
- £0.017 | -0.011 | -0.000 | -0.003 { -0.002 | -0.001 | -0.000 | -0.004 | -0.014
0.345 0.060 | +0.000 | +0.000 | +0.00% | +0.001 | +0.002 [ +0.000 | +0.006 | +0.021

+0.021 -0.004 -0.000 -0.002 -0.00¢ -0.001 -0.000 -0.002 -0.005

Table C.12: The spin density matrix clement r33 as obtained from fits according
to cquation (3.72) (upper table) and equation (9.17) (lower table) in |¢| bins. The
systematic errors obtained for the error classes affecting the result are also given.
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(le]) (GeV?) | Reld ér; or; briu ari, ér, ér,, éria o,
0.008 0.060 +0.004 | +0.000 | +0.001 | +0.001 { +0.001 | +0.000 | +0.000 | +0.00¢
! 20015 | -0.018 | -0.000 | -0.001 -0.001 -0.002 | -0000 | .0.002 | -0.008
0.018 0.004 +0.004 | +0.000 [ +0.001 { +0.001 | +0.001 | +0.000 [ +0.00t [ +0.002
: £0.015 | -0.018 -0.000 -0.00) -0.001 -0.002 -0.000 -0.002 0017
0.034 -0.007 | +0.004 | «0.001 [ +0.000 | +0.001 | +0.00t [ +0.000 [ +0.001 [ +0.004
. £0.014 | -0.018 -0.000 -0.001 -0.001 -0.002 -0.000 -0.001 -0.018
0.088 -0.029 | +0.004 | 40001 | 40001 | +0.000 | +0.001 | +0.000 | +0.001 | +0.006
: $0.016 | .0.017 -0.000 | -0.001 -0.001 -0.001 -0.000 | -0.001 -0.01%
0.084 0.001 +0.003 [ +0.001 | +0.001 [ +0.001 | +0.000 | +0.000 | +0.002 | +0.010
) +0.016 | -0.017 -0.000 | -0.001 -0.002 | -0.008 -0.000 -0.001 -0.014
0.018 0.013 +0.003 [ +0.001 | +0.00) [ +0.001 | +0.001 | +0.000 | +0.002 | +0.013
: £0.016 | -0.017 -0.000 -0.001 -0.002 | .0.001 -0.000 -0.001 -0.013
0.158 0.014 +0.003 | +0.002 { +0.001 | +0.002 { «0.001 | +0.000 { +0.003 { +0.018
) £0.013 | -0.0t6 | -0.000 | -0,00l 0.002 | -0.00 -0.000 | -0.001 -0.011
0.224 0.000 +0.002 | +0.002 | +0.001 | +0.002 | +0.001 [ +0.000 | +0.004 | +0.025
: +0.012 { -0.015 -0.000 -0.001 -0.002 +0.001 -0.000 -0.004 -0.008
0.348 0.006 | +0.001 | +0.003 [ +0.001 | +0.002 | +0.00t | +0.000 | +0007 | +0.028
) +0.011 | -0.014 -0.000 -0.001 -0.002 -0.001 -0.000 -0.001 -0.003

Table C.13: The spin density matrix clement Rr as obtained from fits according
to equation (3.72) in [¢| bins. The systematic errors obtained for the error classes
affecting the result are also given.
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(Iety (GeV?) | 2, or; ori | drui | om, | dr, éro, | on. | dr,

0.008 -0.036 £ +0.000 [ +0.000 | +0.001 | +0.004 | +0.001 | +0.000 | +0.001 | +0.000
£0.026 | -0.005 -0.000 | -0.00t -0.002 | -0.000 -0.000 -0.000 -0.003

0.018 0.032 +0.000 | +0.000 [ +0.001 [ +0.004 | +0.003 | +0.000 | +0.001 | +0.001
+0.024 | -0.006 -0.000 -0.001 -0.002 -0.000 [ -0.000 -0.001 -0.003

0.034 0.029 +0.000 +0.000 +0.001 +0.005 +0.001 +0.000 +0.001 +0.002
+0.023 | -0.007 -0.000 | -0.00% -0.002 -0.000 -0.000 -0.001 -0.003

0.056 -0.030 +0.000 { +0.000 | +0.001 +0.005 | +0.002 | +0.000 [ +0.001 +0.002
+0.022 -0.009 -0.000 -0.001 -0.002 -0.000 -0.000 -0.001 -0.003

0.084 0022 | +0.000 [ +0.000 { +0.002 | +0.006 | +0.002 | +0.000 | +0.001 | +0.00¢
+0.02t | -0.010 -0.000 | -0.001 -0.002 | -0.001 -0.000 -0.002 -0.003

0.115 -0.039 1 +0.000 { +0.000 | +0.002 | +0.006 | +0.002 | +0.000 | +0.001 | +0.008
£0.022 | -0.012 -0.000 -0.001 -0.002 -0.001 -0.000 | -0.002 +0.002

0.138 0.008 +0.000 | +0.000 | +0.002 | +0.007 | +0.003 | +0.000 | +0.001 | +0.007
+0.02) | -0.015 -0.000 -0.00t -0.003 -0.001 -0.000 -0.003 -0.002

0.224 -0.038 | +0.000 | +0.000 | +0.002 | +0.008 | +0.004 | +0.000 | +0.001 | +0.000
+0.018 -0.019 -0.000 -0.001 -0.003 -0.001 -0.000 -0.004 -0.002

0.345 -0.0t1 +0.000 +0.0600 +0.003 +0.010 | +0.006 +0.000 +0.000 +0.019
+0.018 -0.027 -0.000 -0.002 -0.004 -0.002 -0.000 -0.007 +(0.001

(e} {Gev?) | 01 dr; dér, orii; or;, dr, dr,, O ory

0.006 -0.047 +0.003 +0.000 +0.000 +0.001 +0.003 +0.000 +0.000 +0.032
£0.022 -0.009 -0.000 -0.000 -0.001 -0.001 -0.00t -0.006 -0.10

0.018 -0.052 +0.007 +0.000 +0.000 +0.001 +0.004 +0.000 +0.000 +0.03)
20.024 -0.010 -0.000 -0.000 -0.001 -0.00t -0.001 -0.008 -0.011

0.034 0.054 ~0.012 +0.000 +0.000 +0.001 +0.004 +0.000 +0.000 +0.029
£0.021 | -0.011 -0.001 -0.000 | -0.00t -0.001 -0.001 -0,006 -0.012

0.056 -0.026 [ ~0.020 [ +0.000 | +0.000 | +0.002 | +0.004 | +0.000 | +0.000 | +0.028
+0.023 | -0.013 -0.001 -0.000 -0.001 -0.001 -0.001 -0.007 -0.015

0.084 0014 | +0.030 | +0.000 | +0.001 | +0.002 | +0.005 | +0.000 | +0.000 | +0.025
0.023 | -0.016 -0.001 -0.000 -0.001 -0.001 -0.001 -0.008 -0.017

o1 0015 +0.041 | +0.000 | +0.001 | +0.003 { +0.005 | +0.000 | +0.000 | +0.023
=0.024 | -0.019 -0.001 -0.000 -0.001 -0.001 -0.001 -0.008 -0.02!

0.138 0.036 +0.036 | +0.000 | +0.001 { +0.004 | +0.006 | +0.000 | +0.000 | +0.020
' 20,022 | -0.02¢ -0.001 +0.001 -0.001 -0.001 -0.001 -0.010 -0.023
0.224 0.029 +0.079 | +0.000 | +0.001 | +0.005 { +0.007 | +0.000 | +0.000 | +0.014
£0.021 | -0.030 -0.002 -0.001 +0,001 -0.002 -0.001 -0.011 +0.03)

0.343 0.025 +0.122 | +0.000 | +0.001 | +0.008 | +0.009 | +0.000 | «0.000 | +0.008
+0.019 | -0.042 -0.002 -0.001 <0.002 | -0.002 -0.001 -0.014 -0.044

Table C.14: The spin density matrix element %L, as obtained from fits according
to equation (3.72) (upper table) and cquation (9.17) {lower table) in {¢| bins. The
systematic errors obtained for the crror classes afecting the result are also given.
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(Maen-) (GeVy | 33 ér, ér, O Oriv ory &ry, drix Sre
0.617 -0.030 «0.026 +~0.009 ~0.003 «~0.002 +0.001 +0.000 «0.003 +0.005
£0.023 | -0.015 | .0.008 } .0.005 | -0.001 | -0.005 | -0.000 | -0.003 | -0.031
0.688 0052 | +0.021 | +0.008 | +0.003 | +0.002 | +0.001 | +8.000 | +0.003 | «0.005
- 0038 | -0012 | -0007 | -0.004 | -0.002 | -0004 | -0.000 | 0002 | -0.02%
0.721 0.008 +0.019 +0.007 +0.002 +0.002 +3.001 +0.000 +0.003 +0.005
+0.029 | -0.011 | -0.007 | -0.004 | -0.002 | -0.003 | -0.000 | -0.002 | -0.022
0736 .0.064 | +0.018 | +0.007 | +0.002 | +0.002 | +0.001 | +0.000 | +0.003 | +0.004
£0.022 | -0.010 | -0.007 | -0.004 | -0.002 | -0.003 | -0.000 | -0.002 | -0.020
0.769 0022 | +0.016 | +0.007 | +0.002 | +0.002 | +0.001 { +0.000 [ +0.003 | +0.004
+0.026 -0.009 -0.007 -0.00s -0.002 -0.003 -0.000 -0.002 -0.019
0.797 0.016 +0.014 +0.008 +0.002 +$.002 +0.001 +0.000 +0.003 +0.004
£0.024 | -0.008 | .0.007 | -0.003 | -0.003 | -0.003 | -0.000 | -0.002 | -0.016
0,438 0.006 | +0.011 | +0.008 | +0.002 | +0.002 | +0.001 | +0.000 | +0.003 | +0.004
+0.019 -0.006 -0.006 -0.003 -0.003 -0.002 -0.000 -0.001 -0.013
0.95% 0.062 +0.004 | +0.004 | +0.001 | +0.002 | +0.001 | +0.000 | +0.004 | +0.003
+0.012 -0.002 -0.005 -0.002 -0.004 -0.001 -0.000 -0.001 -0.004
(A v e-) (GeY) 3 g, ori, ar; ér., ar, 8r.. Oria ére
0.617 0053 | 40,008 | +0.009 | +0.007 | <0.001 | +0.000 | +0.000 | +0.001 | +0.006 |
=0.023 | -0.017 | -0.009 | -0.007 | -0.006 } -0.008 | -0.000 | -0.004 | -0.034
0,688 0.077 | +0.006 | +0.008 | +0.006 | +0.001 | +0.000 | +0.000 | +0.001 | +0.0:0
£0.037 | -0.016 | -0.000 | -0.007 { -0.005 | -0.006 | -0.000 | -0.004 | -0.028
. 0001 | +0.006 | +0.007 | +0.005 | +0.001 | +0.000 | +0.000 | +0.00t | +0.012
+3.032 -0.016 -0.008 -0.008 -0.005 -0.006 -0.000 -0.004 -0.025
0.146 0.031 | +0.008 | +0.007 | +0.005 | +0.001 | +0.000 | +0.000 | +0.001 | ~0.013
20033 | -0.016 | -0.008 | -0.006 | -0.004 | -0.005 | -0.000 | -0.004 [ -0.023
0.769 0.004 +0.006 | +0.006 | +0.005 | +0.0601 | +0.000 | +0.000 | +0.001 | +0.014
£0.026 | -0.015 | -0.008 | -0.006 | -0.004 | -0.005 | -0.000 | -0.004 | -0.021
0.797 0.028 +0.006 +0.006 +0.004 +0.001 +0.000 +0.000 +0.001 +0.016
£0.027 | -0.015 | -0.008 | .0.006 | -0.003 | -0.004¢ | -0.000 | .0.004 | -0.018
0.838 -0.025% +0.007 ~0.005 +0.004 +0.002 +0.000 «0.000 +0.001 +0.018
+0.019 -0.018 -0.007 -0.006 -0.003 -0.003 -0.030 -0.005 -0.01%
0.951 0.070 +0.007 +0.003 +0.002 +3.002 +0.000 +0.000 +0.001 +0.024
+0.015 | -0.013 | .0.006 | 0005 | -0001 | .000i | -0.000 | -0.005 | -0.005
Table C.15: Like table C.12 but in M,+,.- bins.
(Muen) (GeVY | Re% | om | dra | 6rw | or | dre | Gr. | Gri | .
o617 5037 | <0012 [ <0.010 | +0004 | +0.00t | +0.001 | +0.000 | +0.000 | +0.050
- +0.014 | -0.044 | -0.003 | -0002 | -0.000 | -0.003 | -0.000 | -0.000 { -0.003
0.658 0013 +0.010 +0.008 «0.003 ~0.001 +0.000 ~0.00¢ +(.000 +0.041
- £0.016 | -0.036 | -0.003 | -0.002 | -0.003 | -0.002 | -0.000 | -0.000 | -0.008
0121 0,012 | +0.009 | ~0.007 | +0.003 | +0.001 | +0.000 | +0.000 | +0.000 | +0.036
= £0.014 | -0.032 | -0.002 | -0.000 | -0.003 | -0002 | -0.000 | -0.000 | -0.006
.75 0.018 | +0.008 | ~0.007 | +0.003 | +0.001 | +0.000 | +0.000 | +0.000 | +0.033
- +0.014 | -0029 | -0.002 | 0000 { .0002 | -0.002 | -0.000 | -0.001 | -0.007
0.769 .0.007 | +0.007 | +0.006 | +0.003 | +0.001 | +0.000 | +0.000 | +0.000 | +0.030
" £0015 | -0027 | -0.002 | -0.000 | -0.002 | -0.002 | -0.000 | -0.001 [ -0.008
0197 0.062 | +0.006 | +0.003 | +0.003 | +0.001 | +0.000 | +0.000 | +0.000 | +0.027
g £0.013 | -0.024 | -0.002 | -0.001 | -0.002 | -0.002 | -0.000 | -0.001 | -0.009
0838 0.025 | +0.005 | +0.004 | +0.002 | +0.001 | +0.000 [ +0.000 | +0.000 | +0.021
. x0.011 -6.019 -0.001 -0.001 -0.002 -0.001 -0.000 -0.001 -0.0t0
0.95) 0.023 | +0.002 +0.001 +0.002 +0.002 +0.00¢ +0.000 +0.000 +0.007
- +0.008 | .0.006 | -0.000 | -0.001 | -0.002 | 0000 | -0000 | -0001 | -0.013

Table C.16: Like table C.13 but in M+, bins.
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Appendix C. dables of Data
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