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INTRODUCTTON

The idea underlying modulation spectroscopy is a vevry genersl principle
of experimental physics. Instead of directly measuring an optical spectrum,
the derivative of this spect;um with ressect to some pﬁvameter is measured,
This can be easily accomplished by applying the parameter as a small

4 : .
perturbation in a periodic fashion and measuring the corresponding change
in the optical properties with phase sensitive detection (i, e. with a
lock-in amplifier). Structure in the conventional optical spectra is
considerably enhanced in the derivative spectra and flat. structureless
backgrounds are eliminated. Weak structure superinposed on a large
background is sometimes difficult to resolve due 1o statistical noise

of the background. Its resolution becomes easier in a modulation measurement

since the structureless background is eliminated.

The modulation techniques can be classified into twolcategories: internal
and external. In the internal modulation techniques, a parameter of tﬁe
monochromatic optical beam, such as the wavelength or the dégree of
polarization, is modulated. Inlthe.exrernal techniques an independenf
modulation parameter (e. g. a stress, an electric field, etc.) is applied
to the sample. The internal techniques are simpler from the point of view
of the theoretical interpretation of the results, since their theory
involves only the optical properties of an unpertubed solid. The inter-
pretation of an exéernal modulation spectrum involves the rather formid:ble
problem of the theory of the opticai properties in the presence of a
perturbation, Fortunatély, one may sometimes malie considerablc progress

without completely solving this problem, especially if one is only



interested in the position and selection rules of sharp structure and
not in the detailed line shapes. External modulation is siépler than
internal modulation from the experimental point of view., In an internal
mocdulation experiment the Spectral‘distribution.of the intensity and
polarization properties of the incident beam produces spurious signals
which must be corrected for. Such correction requires the use of

complicated and not too accurate double beam systems,

The external modulation methods can be subdivided into two categories
according to the nature of the perturbation. Some perturbations (e.g.
stress) preserve the translational symmetry of the solid. In this case
the line shape of structure associated with energy gaps is very similar
to that observed in a wa;elength modulation spectrum: the stress simply
shifts the energy gap, which is in turn equivalent to a shift in the
wavelength scale. Other.perturbations partially destroy the translational
invariance (e, g. electric field, magnetic Ffield) giving rise to com-
plicated lire shapes not directly related to the wavelength derivative
of the conventional spectrum. Some external parameters (e. g. uniaxial
stress, electric field, magnetic field) may lower the symmetry of the
solid and hence introduce additional anisotropy in the corresponding
modulation spectra. These anisotrépies are usually very helpful in the
idenfication of the symmetry of the transitions responsible for the

observed structure.
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While optical modulation had heen occasionally used previously™’”,
the enormous amount of activity in the field within the past few
years:startcd with the discovery of eclectrorcflectance (modulation

of the réflectivity by an electric field) by Seraphin and Hessa. As
shown by these authors, modulation techniques are particularly useful

for detecting weak structure in the reflection spectrum above the
fundamental absorption edge. After the original work of Seraphin and
Hess, the techniques of stress modulation (piezoreflectance, piezo-
absorption)u, temperature modulation (thermoreflectance, thermoab-
sorptionss, modulation by an external light beam (photoreflectance)6

and others, appeared in quick succession. Electric field modulation,
however, has remained to this date the most popular technique because

of its experimental simpiicity and the sharpness of the spectra obtained,
These modulation techniques have also become very useful for studying

the effect on the=opticél properties of static perturbations such as

alloying7, large stresses (piezo-electrorefiectance),and strong magnetic

g
fields (magneto—piezoreflectance8, magneto-electroreflectance ).

A number of extensive review articles covering the work on modulation

spectroscopy published up to 1968 have been writtenio-ls. We shall

confine ourseivéskin fhﬁs paber‘fo the‘discussion of work published

after the closing date of Ref, 12 ,Dec. 1967. The present work emphasizes
the application of existing modplation techniques to new problems, the
development of new modulation techniquesyand the theoretical understanding

of the line shapes obtained in modulation spectroscopy, especially in

electroreflectance,



ELECTPOREFLECTANCE

a) Fxperimental Techriques

As is well known, electrorefl:ctance measurements in conducting samples

must be performed with the modulating ficld confined t6 the spacze-charge
regién near the surface, Two main techniques are used: the dry sandwich

methodaand the electrolyte‘techniqueiu. A very convenient type of dry

15’15. The insulating layer is a

sandwich has been recently described
thin ( ~ 200 R) Al,04 film prepared by evaporation with an electron gun,

The modulating electrode is a semitransparent nickel film vacuum-deposited
on the Al,0, layer. Surface fields as high as 106 V/cm are easily obtained

with this method, which can be used at low tempcratures and for photon

energies as high as 6.5 eV,

Considerable effort has been devoted recently to performing both dry

7,18 and clectrolyte measurementslg under well-controlled

sandwich’
conditions and with simultaneous auxiliary measurements of the surface
fields. The purpose of this work was a quantitative comparison of the

line shapes with existing tbeorics‘of the electro-optic effect., It was
pointed out by Hamakawa et al.?o that it is possible to obtain quanti-
tatively reproducible results with the electrolyte technique by using

an electrolyte buffered to a given pH and gettered with crushed germanium,
Under these conditions it is usuvally possible to vary the quiescent sur-
face potentisl by verying the de¢ bias (unless these precautions are taken,
the quicscent surface potential is often clamped and cannot be varied).

This technique peemits modulation of the surface field between zero (flat

bands) and the desired value: a convenient feature for comparison of the



experimental results with the theory. It is desirable to use square waves
for the modulation so as to avoid unnecessary field averaging. which would
complicate comparison with the results, strongly non-linear in the field,

obtained theoretically.

A number of methods can be used for the determination of the surface field.
Seraphin21»used standard field-effect conductance measurements, but this
metho& suffers from the uncertainties associated with our knowledge of the
surface mobility. In order to remedy this situation Frova and Aspn9318 used
simultaneous measurements of field effect conductance and Hall effect: the
changes in the conductivity and in the Hall effect produced by the modu-
lating electric field were measured with a dry sandwich field effect package.
This method perﬁits simultaneous determination of two variables, the surface
mobility. and the surface carrier concentration,from which the surface field

can be obtained.

It was found that for intrinsic germanium treated appropriately (electro-
polishing on soft cloth) the quiescent surface potential adjusts itself so
as to give nearly flat bands for the maximum negative voltage applied to
the modulating electrode. This feature makes external adjustment of the
modulating voltage so as to reach flat bands (zero surface field) in one

of the modulating half cycles unnecessary.

Aspnes and Frova have recently performed extremely careful electrolytic
electroreflectance measurements on intrinsic germanium with simultaneous
measurements of the fast photovoltage and of surface layer capacitance to

‘e . . 19
determine the flat band position and the surface carrier concentration™ .



The experimental setup is shown in Fig..l. Other than the conventional
elecfronics fér the measurément of electroreflectance, this setup contains
a potentiostat for controlling the quiescent surface potential of the
sample and applying the modulating voltage and a capacitive voltage
divider with a high-frequency probe to determine the capacitance at the
germaﬁium-electrol}te interface. In addifion to the components shown in
Fig. 1, a 1 mW laser with a phased-locked mechanical chopper was used to

perform the fast photovoltage measurements.

The modulating voltage is applied to the platinum‘electrode by the
potentiostat composed of two operational amplifiers: a buffer amplifier,
receiving the signal from the calomel electrodé, and a driving amplifier,
feeding into the platinum electrode. Variable time response is provided
by an RC feedback circuit. The high-frequency capacitive divider is
composed of the capacitor C and the platinum probe grid, completed by

the semiconductor-electrolyte interface. It permits capacitance measure-
ments within a microsecond time interval by measuring on the scope the
signal produced by the square-wave generator as sensed by the probe., The

same scope and probe is used to measure the fast photovoltage produced

by the laser.

The fast photovoltage is the sum of the change in Dember potential and
the surface barrier potential ¢so' It has been shown by Aspnes that it

vanishes whenever

¢ = kT ln — , (1)



where and up' are electron and hole mobilities respectively. Thus

Hn
if one determines the surface potential which produces zero photovolracsa,
one has determined the position of the flat band since ¢so is referred
to the flat band. The determination of the surface potential which gives
a minimum in the interface cépacitance yields, once the flat band position

is known, the flat-band carrier concentration at the surface. From these

parameters the surface field is easily found.

The non-uniform nature of the surface field must be taken into account
when the experimental results are compared with the uniform field theory.
This spatial non-uniformity produces a smearing of the slowly decaying
theoretical Franz-Keldysh oscillations, Aspnes and Frova22 have considered
theoretically the problem of the reflection of electromagnetic waves at &
surfacé with a normal gradient in the optical constants, such as that
produced by the non-uniform field of space charge layers. For a field
with a small penetration depth (compared to that of light) the results
are similar to those predicted by the uniform field theory (with the
appropriate field averaging) except that Aer and Ae; must be replaced

by a suitable linear combination.

The Franz-Keldysh oscillationscontain information about effective masses
and it is,therefore, of interest tovperform measurements with uniform
fields so as to obtain as many oscillatons as possible. For low fields th=
penetration depth (and thus the field homgg?géfy) is largest with intrinanic

2 . X
samples. However, Handler et al. 2 have pointed out that for larger fields



their homogenity, as measured by é %g at the surface, may be better
with extrinsic samples. Figure 2 shows the calculated values E -g—%-

as a function of surface field for several germanium samples of different

dopings: the dopings are represented by the standard parameter uBi(E -E_._)/kT,

F FI
where EF-EFI is the Fermi energy (BP) referred to that of intrinsic
material (EFI). Appropriate choice of the déping which gives the smallest
homcgeneity for agiven surface field,enabled Handler et al.23 to see a large

number of oscillationsat the E, and E+ 4] edges of germanium, even at

room temperature.

Besides the longitudinal field-effect configuration discussed above,
measurements can also be performed with fransverse fields provided the
sample resistivity is high (p 3 108 ohm-cm). Such measurements have the
advantagg of the field uniformity and the extra optical anisotropy
associated with the transverse field: even for optically isotropic samples
measurements with light polarized with Ei_parallel to the modulating
field éi should yield results different from those for NE. perpendicular
to’ég. The doping of semiconductors with impurities which yield levels
near the middle of the gap. is known to produce, by compensation of
residual shallow levels, samples of high resistivity at low temperatures.
Hence transverse field measurements become possible with gold-doped
siliconzu. The field is applied with two gold electrodes evaporated onto
the reflecting surface with a ~ .0.5 mm field gap between them. The light
is reflected on the field gap. Using a similar technique, Fischer et al?5
were able to measure transverse electroreélectance in germanium, The high
resistivity saﬁples (108 ohm-cm at 77° K) were prepared from high-purity
n-type material (n 1013 donors/cm?) S& irradiation with cobalt-60 Y-rays: a

015

dose of 1018 cn~? is known to produce about 1 em 3deep-lying acceptor

levels.
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b) Theory

Most of the recent theoretical activity concerning effects of electric
fields on the optical constants has dealt with the exciton.problem26_3o.
The effect of electric field on one-electron interband-absorption is well
understood, at least whenéver the optical structure is due to well-defined,
isolated critical pointsal. The exciton interaction is known to modify,
sometimes rather drastically, structure due to interband critical points

in the absence of an external field: for Mg and M, eritical points

this problem can be approximately treated by solving fhe'corresponding
hy&rogenic Schrédinger equation with an attractive (M  critical points)

or repulsive (M3 critical pointg) Coulomb botential. The attractive

Coulomb potential enhances optical structure (Mo eritical point), while

the repulsive one suppresses it (M3 critical point).

The singularity at infinity of the potential of a uniform electric field
prevents its treatment by perturbation thecry, even in thg case of small
'fields: The Schrédinger effective-mass equation for the relative motion

of electron and hole in the presence of external field and Coulomb inter-
action must be solved. This equation has, atlleast for isotropic ﬁasses,

an axis of symnotry of revolution (parallel to the appliéd field) and

hence its solution can be reduced to that of a two-dimensional equation.
This equation can be separated into two one-dimensional equations with the
use of parabolic coordinates., These equations must be integrated numerically:
One of them has discrete eigenvalues-while the other has a continuous eigen~
value spectrum because of the fact that the external potential becomes =~ =

at large distances.
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The continuous nature of the eigenvalue spectrum presents some difficulties
when numerical methods of solving the equations are used. The normalization

condition is:

» .
/ % (8 xp () de = (E; - E)) (2)

The & function is obviously difficult to handle numerically. In order to
avoid the numerical solution Duke and Alferief?2 replaced the p;tential in
the effective mass equation, sum of the Coulomb and the external field
potentials, by a pure Coulomb potential near p = 0 (p = distance between
electron andlhole) and rhé pure external potential for large values of opj
the solution of both problems are then matched at the cut-off surface.
Since this separation must be made in parabolic coordinates, the cut-off
surface for switching frém one potential to another is not simply p =
constant and thus it does not have a clear physical meaning. As we shall
see later, some of the fesults of this calculation, such as a decrease in
the exciton Einding energy with increasing field, even for small fields,
contradict the results obtained by numerical solution with the exact
potential. These results seem to depend rather critically on the details

of the potential at the maximum of the barrier, where the transition from

Coulomb-like to uniform-field-like takes place.

Ralth6 solved the problem of the normalization of the continuous wave
functions by imposing its vanishing at a large, fixed value of the
argument., This boundary condition, which vaguely corresponds to assuming
a crystal of finite size, makes the eigenstates discrete and thus removes

the normalization problems since the wave functions can then be normalized
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in the standard manner to a Kronecker-§, Blossey29 proposed a different,
but equivalent approach: he showed that the normalization integral of

Eq. (2) can be obtained simply from the assymptotic behavior of x. (¢)
without having to use the complete numerical solutions. The result of
Ralph's work is shown in Fig. 3, for various values of the reduced field
f (f is the field in units of exciton Rydbérgs per exciton Bohr radius).
The n=2 exciton disappears for values of f & 0.2 while the £=1 exciton
remains up to f % 1. Similar results have been obtained by Blossey, who
considered also-the case of an M, edge (effective repulsive Coulomb
potential). The results for a Mg edge, shown in Fig. 4%, indicate the
smootﬁing out of the square-root singularity near Mgy by the Coulomb

interaction and the appearance of Franz-Keldysh-like oscillations below

the singularity for f $ o.

Dow and Redfield28 have discussed the exciton behaviour for £ $ 0 in the
energy region below an My edge. Tﬁey find numerically the following result

valid over a very wide range of «¢; (several decades):

e v explc (5 -E)/f] (4)

where Eo is the energy gap and Co a negative constant. This result
contradicts the predictions of Duke and Alferieff32, who found a similar

expression but with the three-halves power of (E, - E) in the exponent.

A common criticism to all the work discussed above is that it neglects
lifetime broadening of the excitons, i. e, it assumes infinitely sharp
discrete excitons for f = 0. Lifetime broadening is of the essence for

describing the experimental results: the broadening induced by the



electric field is usually smaller than this lifetime broadening. Ho
satisfactory description of the electrooptic effect of an exciton in the
presence of broadening has becen given to date. The convolution approach

3 . a2 . . .
3,34 should be valid in the continuum region but probably not

of Rees
for the discrete states. This approach is based on the use of the

convolution or spectral broadening expression:

4w
1 1, . fw' -
gi(wg} = E {w dw! mtz Ei(w’ ’0) _ﬁ. Al(‘m—*ﬁ‘g) (5)

/3

with Ai the Airy function and Q = (£2/8 u)1 (v is the reduced mass).
The limits of validity of Eq. (5) are not very clear; it would be inter-
esting to check numerically whether it can account for the results of

Fig. 3.

The replacement of the Coulomb exciton interaction by a Koster-Slater
contact interaction (8-function of the electron-hole separation) has
been useful to provide qualitative information about the excitonic
behavior of general interband critical points. However one must treat
this approximation with a great deal of care: it gives at most one bound
state below an M critical point and thus it fails to predict the
detailed behavior of the hydrogenic excitons. In this approximation the
behavior of the complex dielectric constant near a critical point is

given by:

- 1- o
e(w) = T+ ) e (w) (6)
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s the diclectric constant
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where e (w)

interaction, g the interaction constant (g < 0) and F(w) a complex

>

Lo

function related to the optical density of states Hd(w) through:

$eo 1
= e s N (! '
Flw) = {m PR Nay(o') duw

the density of states Nd(w)' is related to the imapginury part of

e%(w) and the average matrix element for the transitions P2 through:

R

"o
Ei(w) = p? Nd(m),

w

. 30 s
- Penchina et al. have treated the problem of the effect of a uniforn

electric field on the Koster-Slater exciton discussed above. Their

calculations, restricted to the case of one-dimensional electrons, yicld

the same result as Eq. (6), with €%°(w) replaccd by €%(w,&), the inter-

band (Franz-Keldysh) dielectric constant in the presence of the uniform

field but in the absence of the Coulomb interaction.

This simple result, probably also valid for threc-dimensional bands,
can be used to explain the effect of exciton interaction on the

. 3s
electroreflectance line shapes .

(1)

(e)
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¢) Results

As mentioned earlier, Aspnes and Frova have performed simultaneous
electroreflactance measurements and surface field measurements on
germanium with both the dry sandwiégiaand the electrolyte techniquélq
The results obtained with both techniques are escventially the same,
Figure 5 shows the Eo peak obtained by the.electrolytic metpod for
various values of the surface field (surface potential) on a nearly
intrinsic sample: a noticeable change of shape occurs as one goes to
high fields. Similar changes in line shape with field can be observed
for most space-charge barrier electroreflectance measurements. They
have ﬁeen attributed to a transition from the low field, long penetration
depth regime (the field is uniform over the penetration depth of the
light) to the high field, short penetration depth, in wﬁicb the field

varies drastically within the penetration depth of the light. In the

. . p . 22
short penetration depth regime the eletroreflectance signal 1s :

- = acx Aér > 4+ B < A?i > (9)
where o and R are the differential coefficients of Seraphin and Bottka,

and < Ae > is defined as:

‘ O _ns '
<he > = <Be >+ <be; > =o- 2 ik | ae(z') ¢ 21Kz gy (10)

where 08e(z') is the result of the uniform field theory with the field

at the point 2z', and 2z the coordinate normal to the surface, assumed



to occur at 7 = 0. k is the unperturbed propagation constant. For a

very short fiecld penetration depth, lq. (10) can be vritten as:

. o ’
<Ae > = -2 ik [ fe(z') dz' (11)
-l
The integral in Eq. (11) represents the average change in the dielectric
constant, while the coefficient in front produces a wixing in the real

and the imaginary parts.

Figure 6 shows the results of a calculetion of < Ae »22 for intrimsic
germanium for various values of the surface field. The change in shape
exhibited by the experiments of Fig. 5 can be easily understood by

refering to Fig. 6: near Eo B =0 and AR/R < AEr >, For small

fields (gs £ 5 kV/em) a strong negative peak II is seen, followed by a
positive one (III). Another weak negative peak is secen above III. This.is
the behavior sﬂown by the upper curves < de > of Fig. 6: the oscillaticns
at higher energies may be depressed by scattering, At the bhighest fields
Fig. 5 shows a growth of peak I at the expense of peak III, as expected

£rom the calculations of Tig. 6. This theoretical and experimental behavior
is exhibited explicited in Fig. 7, where the strengths of peaks i, II and
I1I are plotted as a function of surface field. The field for crossover

in the strengths of peaks T and III observed experimentally asrees satis-
factorily with that calculated, especially when one considers that broadening
and exciton effects have been neglected. The position of peaks I, II and IIX
shifts slightly in going from the low field to the high field regime, as
shown in Fig. 8. This behavior is also predicted by the calculations bhased

on the spatial dependence of Ae.
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The variation of electroreflectance structure with an applied uniform
field has beeﬁ studied fof the Eo peak of GaAs in the transverse field
configurationzu. The results have been compared with calculations of the
Franz~Keldysh effect with.inplusion of Lorentzian broadeningsl. The

strength of the signal, proportional to Q}/a in the unbroadened theory,

becomes proportional to {2 at fields such that:
’ o

@2 1/3
o = (BT <, 1

where T is the broadening parameter, Thus‘the tensorial dependence on £z
is recovered as a result of broadening. For 6 % I' the peak strength
becomes linear, since it should be roughly proportional to the area under
the main unbroadened peak (height « §1/3' width « 52/3). At higher
fields the unbroadened é}’a dependence is recovered. This is illustrated
in Fig. 9, where we have shown the peak-to-peak strength observed for the
Eo structure of GaAs and fitted it, by choice of the broadening parameter
I v 11 meV, to the theoretical peak-to-peak strength obtained from the

broadened electrooptic function G(k, T).

Figure 10 shows the results of transverse electroreflectaﬁce measurenents
performed by Fischer et al.25 for the El’ E1+A1 and E, peaks of
germanium., The polarization dependence observed for the Ei and E,+84
peaks with a (111) field (none is observed for a {001) field) confirms the
A symmetry of the corresponding transitions. The magnitude and sign of
this anisotropy is close to what one would expect for valleys with a

large longitudinal mass (only the transverse components of the field

produces electrooptic effect). The lack of polarization effects at E,
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for £|| (111) indicates the absence of (111) symmetry in the correspond-
ing transitions. The polarization effects are strong for gl (Obi). The
large differences in the spectra for gil (111] and for gﬂl (Obi)

suggest either a different dominant critical point for each configuration
or a different electroreflectance mechanism. For instance, the structure

for Ell (001) could be due predominantly to energy shifts while the
broader one for g]{ (111) could be due to changes in matrix elements.

The clarification of this matters constitutes a rather interesting problem.

Handler et al.23 have performed electrolytic electroreflectance measure-
ments on germanium choosing the doping so as to provide a very uniform
field over the penetration depth of the light. The results obtained at
room temperature for the Bo and E0+AO edges as shown in Fig. 11. The
dashed curves in the semilog plots are theoretical curves obtained from
the Lorenzian-broadened expressions for the Franz-Keldysh effect. Because
of the existence of two different types of holes, light and heavy, two
‘sets of Franz-Keldysh oscillations must be considered. Their "periods"
differ little inspite of tﬁe difference in reduced masses (0.38 for heavy

holes, 0.022 for light holes) because the mass enters in the "periods" of

3
u1/

the oscillations as . The beating seen in Fig. 11 is due to this

small difference in u1/3

between light and heavy hole bands. The values
of the broadening parameter.reguired for the theoretical fit of Fig. 11

are remarkably small: 3 meV for Ej and 9 meV for E°+Ao.

The main structure in the electroreflectance spectra of zincblende
materials is composed of the Eo peak, the E, peak (and its spin-orbit

mate E1+A1) and the E2 peak. Additional weaker structures, such as the

E,' peaks, between E,+b, and E,, and the E,' peaks, above E,, are

known to exist. Poth Eo' and El" exhibit spin-orbit splitting, but the
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details of this splitting are not thorcughly understood: that of Eo'
is related to the splitting of the upper valence band and the second
lowest conductioa band near T, while that of EI' is related to the

1
splittings of the same bands at L. Recent work by Glosser et al.i5 has

t

o structure,

contributed significantly to our understanding of the E

shown in fig, 12 together with the E E,+A, peaks. These authors

1> 7171

observed that the A-A' components of Eo' disappear for p-type surfaces
and thus they suggested they are related to transitions of conduction
electrons froh the lowest to the second lowest conduction band. The
peaks labeled B and B', higher than A-A' by about the Bo gap,
are the corresponding valence-to-conductionband transitions; structure
with a behavior similar to the A peak of Fig. 12 has been observed by
Parsons et al. for GaSble. These authors have reported very detailed
structure corresponding to Eo' and El' for GaAs, GéSb,and Ge. The
position of the observed peaks is presented in Table I, together with
that of strﬁcture observed recently in wavelength derivative spectros-

copy by Zucca and Shenss, and the energy of the peaks in the derivative

. 4. 37
spectra calculated from the band structure of the materials” .

Glosser and Seraphin have reported a rather curious reversal of the
electroreflectance structure of InSbh (dry sandwich, A1203-Ni-type
electrode) after illumination with light of photon energy higher than
2,7 eV?gThis reversal persists after the light is switched off; recovery
times are of the order of minutes at room temperature and days at 77° K.
The phenomenon was interpreted as due to internsl photoemission from the

InShb to trapping states in the Al Oq dielectric layer,

2
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The possibility of observing electroreflectance structure due to shallow
impurity states below the Eo gap has been known for sonetime. A detailed
study of such structure in GaAs with controlled dopings (Mn, Si, Cd) has

been presented by Williamsag.

This discussion of electroreflecfance'has been limited so far to electro-
optic effects even in the electric field, such as the Franz-Keldysh effect,
Zincblende-type materials lack an inversion symmetry and thus should
exhibit a linear electrooptic effect which should be measureable at the
modulating frequence, even in the absence of dec bias or surface field.
Such an effect has been observed for CuCl by Daunois et al.uo and by
Mohlerqi. Figure 13 shows the reflection peaks Eo and EO+AO of CuCl,
the quadratic and the linéar electroreflectance signal at those peaks.
Both peaks have the same sign for the quadratic effect, as expected from
the theory of the electric effect of excitons. The sign of the observed
structure corresponds to an increase in the binding'energy with field,

as given by the theory. The linear electrooptic effect, observed for a
field parallel to a cubic axis, {gl] Cq) is strong only for light
polarized with 'Flgs E, and E_+A_ have opposite signs; thus suggesting
a repulsion of gotgﬂexcitonic states produced by the electric field., The
observed selection rule can be easily understood: the electric field along
the =z direction can only couple the x and vy components of the r15
excitons, thus giving a signal only for E parallel to either x or y-

(E[c,).

We have so far discussed work on materials of the germanium family.

Electroreflectance and electrotransmission work also has been performed



- 21 -

. 42.u Wb L7
for other types of materials such as Cu20 2’|3, HgIQQ" 5, and Se .

Of special interest is the‘electroabsorption work performed for the
ground state of the exciton in Cu20. This is a dipole forbidden (even
parity) exciton which becomeg dipole allowed in the presence of the
modulating fielduz, Pecent electroabsorption work by Déiss et al.u3

with oriented samples has considered thé selection rules associated

with the field-induced dipole transitions. We show in Fig. 1% the
electrotransmission of Cu,0 for a modulating field @Jl (001) and with
light propagated along (110] (g|| [110)), for botéyprincipal directions
of polarization (EJl [001) and 'g[](lib)). The n=1 direct line and two
indirect (phonon absorption and phonon emission) satellites appear in
this figure. The n=1 line has an s-like shape for ~E|| (ooi , while its
shape is thatexpected for the field-induced exciton for EJI (1?0). The
s-shaped line can be explained as a superposition of the field induced
line and the field shifted quadrupole line: the quadrupole line is
allowed for E]| (001) but not for El| (170) (for EJI (110)). The
shape of the field-shifted quadrupole line should be essentially the
derivative of the field induced dipole line and hence the ling shape

for 'EJI [001] is explained. It i; interesting to note that the sign

of the field-shifted quadrupole contribution to the n=1 line-and that

of the indirect peaks corresponds to a field induced increase in the

exciton binding energy.

Recent interest in the properties of amorphous materials suggests the

. s . . 45
study of their spectra by means of modulation techniques. Piller et al.

have repcrted the electroreflectance spectra of thin permanium films
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deposited at varioussubstrate temperatﬁre Tg. Films deposited with

Ty ,5'200o C are amorphous while for Ts ;:'200o C they are crystalline.
The spectra of the Eo, EO+A0 peaks are seen for both crystalline and
amorphous materials, although they are shifted to lower energies in the

amorphous case. Other peaks,.such as E E.+A, and ~E

1° 1 Y8, » are only seen

for crystalline films (see Fig. 15).

Similar measurements have been performed by VWeiser and Stuke for

. ... 47 .
crystalline and amorphous selenium . They find the lowest-enerpy peak
(equivalent perhaps to Eo of germanium) in both cases while structure

at higher energies is only present for crystalline films,
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PHOTOREFLECTANCLE

a) Lxperimental Techniques

In the original photoreflectance experiment of Wang et al.6 the reflectivity
of a sample was modulated by means of a strong conventional lamp focused
onto the sample., This light was chopped at a frequency of 13 Hz. The
monochromatic measuring light was focused on the same spot. Results were

reported for Ge, CdS and ZnTe.

The main problem in a photoreflectance measurement is to eliminate stray
and diffuse-reflected light from the modu)ating source which may reach the
detector. Such light may ﬁroduce a spurious signal many times larger than
the photoréflectance signal and usually limits the sensitivity of the
technique. Photoluminescence produced by the modulating light has been
usually found to give spurious signals much smaller than photoreflectance,
except at very low temperaturesug. The elimination of such spurious signals
can be facilited by using a monochromatic laser as modulating source and
suitable filters to prevent the spurious laser light from reaching the
detector. Excellent results have been obtained with a He-Ne laser*ug-51
operating at 6328 R : a 2-64 Corning filter caﬁ be used to eliminate
spurious light. Modulation with a laser also has the advantage of added
simplicity in focusing the radiation on the sample., Small 1 mW lasers

are sufficient to study photoreflcctance in most cases: the use of more
powerful lasers does not represent a signi?icant increase in the sensi-
tivity since the photoreflectance signal varies approximately like the

1/3 power of the modulating intensity, while the spurious scattered light

is linear. A number of methods have been used to enhance the rejection of
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Spuriousbsignal. If the modulating light is linearly polarized (as is the
case.with most lasers) considerable rejection can be accomplished by
linearly polarizing the probing light perpendicularly to the-modulating
light or by placing a polarizer in front of the detector crossed with

the modulating lightso. The modulation of the probing beam at a frequency

Q, different from that of the modulating light 92 has also been suggested:

1
the photoreflectance signal appears at the frequences 91192 while the
spurious signal due to scattered radiation appears only at 91 (and
harmonics)sz. It is also possible to reduce the amount of spurious signal
by using a second detector placed so as to receive only spurious signal.
The signals from both detectors are then sent to a difference amplifier;

< . Ve : . 48
the gains are adjusted so as to eliminate the spurious signal .

As will be discussed in the next subsection, the phenomenon of photo-
reflectance with a modulating source of wavelength smaller than the
fundamental edge is related to the photoexcitation of electron-hole pairs

by the modulating light. The associated temperature is usually too small

(~ 0.01° K according to Nahory and‘Shayug)to produce significant modulation
of the reflectivity (thermoreflectance). An admixture of the effects of pair
production and temperature modulation has been observed by Nilsson53 when
using a mercury arc, presumably with a considerable infrared coﬁponent, as
the modulating source. The thermoreflectance component exhibits a tire lag
with respect to the modulating light and it becomes smaller as the frequency
is increased. The absence of such time lag and frequency dependence is an
indication of the absence of the thermoreflectance in the photoreflectance

signal.
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The dependence of the phenomenon cn the density of pairs injected by

the wodulating light introduces an additional sample quality factor:

the lifetime of such pairs near the injection surface. Samples which give
strong signals with other modulation techniques are sometimes useless
for photoreflectance work: thgir injected carrier lifetime is too snall,
As discussed in the next subsection, the nature of the photoreflectance
signals iIs usually the same as that of the electroreflectance signals.
The photoreflectance technique, however, has an inherent simplicity with
respect to electroreflectance since it does not require electrodes and
inéulating layers 6n the reflecting surface. Such lavers and electrodes
are the source of wavelength and temperature limitations in the surface
barrier electroreflectance technique. Photoreflectance signals, however,
are typically an order of magﬁitude smaller than those obtained in
electroreflectance., Also, the problem of scattered lijht, which appears

in photoreflectance, is not present in electroreflectance,



b) Photoreflectance Mechanisms and Results

Most of the recent activity in the field of photoreflectance has revolved
around the problem of the mechanism responsible for the observed signals.
This has resulted in theoretical worksu’55 and in a number of experiments
especially designed to clarify the question o% the photorefleqtance

49-51

mechanism . Three mechanisms have been proposed,all related to the

production of electron-hole pairs by the modulating light:

i) Modulation of the field in the surface barrier

by the photoinjected pair56

ii) Burstein shift in absorption edges due to the filling

of the bands by the photoinjected carrierssu

1ii) Screening of the exciton interaction by the photo-

injected pairs5
The temperature modulation produced by the modulating light is negligible
at high enough chopping frequencies (a few hundred Hz), as discussed in
the previous subsection. All of the three mechanisms given above may be
operative, and even dominant, depending on the circumstances. Mechanism (i)

(= electroreflectance) scems to be the most general one.

The line shapes expected for these three mechanisms are considerably

different. In mechanism (i) the injected carriers usually decrease (screen)
s . e s 51

the surface field (except for nearly intrinsic samples ") and hence the

optical structure is sharper when the modulating light is on. The main
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peak in AR (= R (light on) - R (light 0ff)) is expected to be positive.
With mechanism (ii) and (iii) the modulating light (i. e. tﬁe injected
carriers) decreases the sharpness of the optical structure or shiftsit
to higher energies " s the dominant peak in AR is expected to be

negative.

Mechanism (ii) can only be operative for optical transitions in which
either the top of the valence band or the bottom of the conduction band
is involved: the lifetime of carriers at the lower valence band or at
higher conduction band states is too short to produce any significant
filling. This mechanism can thus be operative at the lowest direct gap
of diamond-, zincblende- and wurtzite-type materials but not at the
higher-energy transitions. Thus the strong signals observed at the E1
and E1+A1 peaks of Ge and GaAs cannot be due to mechanism (ii).
Mechanism (ii) can also be ruléd out at the lowest direct edge of InSb
(Eo). Shay et al.56 have measured the‘photoreflectance of this material
in the neighborhood of Eo’ in the presence of a strong magnetic field
(magnetophotoreflectance) and have observed the rich Landau level.struc—
ture shown in Fig. 16. Because of the splitting between Landau subbands,
only the lowest peak in Fig. 16 should be affected by band population
filling (Burstein shift): the relative intensities of the many peaks

in Fig. 16 are quite similar to those observed in magnetoelectroreflec-
tance57. One must therefore conclude that mechanism (ii) is not impor-

tant at the Eo edge of InSb. The strongest support for mechanism (i)
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comes from the observation of changes in the photoreflectance upon

.. . 3 . - . . . [1\ _':'1
variation of the quiescent (i. e. for zero ilumination) surface field 9-3

This variation can be easily accomplished by the electrolyte techniqueiu.
Aspne351 has performed careful measurements of photoreflectance on a Ge
sample immersed in an electrolyte, as a function of sample bias. He
perfSrmed simultaneous measurements of fhe surface potential ¢S' and
thus the surface field @s, and was able to show that the signal vanishes
for ¢S = 0. His results for the EO peak of Ge are shown in Fig, 17
for several vélues of ‘Eg. It is interesting to note that, contrary to
electroreflectance, the sign of the signal is the same for both signs of
g;. Thé signal vanishes within the experimental error for E; = 0, as
required by (and only by) mechanism (i). The width of the oscillations
increases with gg, in agreement with the Franz-Keldysh theory of
electroreflectance. The line shape observed for g; = 1.0 1is also in
qualitative agreement with that predicted by the Iranz-Keldysh theory;

at higher values of 8; the line shape changes in qualitative agreement

with the inhomogenous field theory of Aspnes and Frova22 (see Fig. 6).

The sign of the signal in Tig. 17 indicates that the modulating light
increases the surface field (the leading peak in AR at 0.795 eV is
negative). This is not the usual sign found in photoreflectance, This
fact is due to the nearly intrinsic character of the sample and the
abscnce of surface states with Aspnes' electrolyte meth;a: an increase
in the electron-hole pai? concentration n; produces a decrease in the

Debye screening length;(i:l2



(13)

(eo is the static dielectric constant, NI the intrinsic electron
concentration) with a resulting increase in the surface field for a

constant value of ¢S.

Shay58 has done a systématic study of photeoreflectance at the Eo edge

of ultrapure epitaxial faAs as a function of doping, temperature and
modulating laser intensity. The spectra obtained for the purest samples
available (Nd = 1.65 x 101? em”3) for two laser intensities which differ
by a factor of 100 are sﬂown in Fig. 18. At low modulating intensity the
sign of the signal is opposite to that in Fig., 17, (the leading peak at
1.43 eV is positive) thus indicating a decrcase of the surface field with
light intensity. This fact was interpreted by Shay as due to trapping of

the injected holes at surface states (apparently absent in Aspnes' ex-

periment). The trapped holes screen (and thus decrease) the electric field.
With this model it is possible to explain qualitatiyely the observed
increase in the period and the amplitude of the photoreflectance oscilla-
tions with doping. The sign of the peaks seen in Fig. 18 for strong laser
intensity, opposite that for low illumination, can be explained as due to
the band filling (mechanish (ii)): it is only observed for the purest

samples measured,

Striking evidence for the connection between photoreflectance and electro-
reflectance has been obtained by Cerdeiraso for a [110) silicon surface,
It is well known that the structure in the longitudinal (space-charge

barrier) electroreflectance spectrum of a (110) silicon surface is aniso-
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tropic around 3.3 eV: the intensity is stronger for the electric field of
the measuring light 'EII (001) than for ‘511001). Similar anisotropy
has been found in the photoreflectance spectrum, as shown in Fig, 19.

This rules out rather conclusively mechanism (ii) and (iii).

Extremely strong photoreflectance signals (AR/R fM'iO'z) have been found
near the Eo edge of GaAs at 9° Kue. The leading peak has bech attributed
to excitons bound to impurities, with a small binding energy. The effect
is strong enough to be observed directly (light on, light off) in the

reflection spectrum without the aid of phase-sensitive detection. The nature

of this modulation is not understood.

Albers55 has considered duantitatively mechanism (iii), namely the screening
of the electron-hole Coulomb interaction by the injected free carriers. In

a material like CdS the.injected holes become trapped and the screening is
produced only by the injected electrons. The screened Coulomb potential

becomes:
V(r) = exp(- nr)/co r, (14)
where the Screening constant is, in the high temperature limit:

V1/2

.{u m™ N eZJ

\ € kT

(compare with Eq. 13) where N is the free electron density. Albers has

solved with the variational trial function:
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- fr

F = F_(8) e (16)

ex

the effective mass equation corresponding to the potential of Eq. (1S5)
with N as a parameter for the EO(B) exciton of CdS. He finds that the

binding energy and the oscillator strength of the ground state, unscreencd

2
exciton (n = 1) must be multiplied by the functions‘&(N) and Sr(N) shown

in Tig. 20. Once these functions are known, it is easy to calculate the
scréening contribution to the photoreflectance of the BO(B) exciton of
CdS. The caleculated results for the experimental conditions of the work:
of Wang et al.6 are shown in Fig. 21 compared with the experimental
results. From Fig. 21 we must conclude that mechanism (ii) dominates the
photoreflectance of the Eo peak of CdS (at least for the dark electron

concentration of the sample used in Ref. 6).

Figure 22 shows the line shape of the Eo(B) peak of CdS calculated from
. . 54 .
mechanism (ii), assuming interband transitions only (no excitons)™ . This

line shape does not agree with the experimental results of Fig., 21.



STRESS MODULATION AND OTHER MODULATTON MEASUREMENTS UNDER STATIC STRESS

a) Experimental Technigues

The measurement of the modulatiecn in the optical properties produced

by stress presents considerable difficulties: thc mechanical motion
associated with the modulating stress produces spurious effects sometimes
much larger than the modulation in the optical constants. These spurious
effects arise from mechanical vibrations in the experimental system
(including sound propagation in air), and from lack of uniformit& in the
reflecting sample surface. Vibrations of the system and sound propagation
can be minimized by keeping the size of the vibrating parts of the modu-
laFor as small as possible. In this respect great simplicity is achieved
by using a thin sample (~ 0.1 mm thick) glued onto a piezoelectric trans-
ducer (e. g. Lead Zirconate-Titanate, supplied by the Clevite Corporation).
In order to obtain a well-defined stress configuration it is important to
use a long sample with only the ends glued to the transducer: the stress

has a well defined configuration away from the sample endssg.

Piezoabsorption measurementsso have been made on AgBr samples excited
electrostatically into their mechanical vibration modessl. The mechanical
vibration was excited with a capacitor, one of whose plates was a silver-
plated end-face of the sample (an elongated parallelepiped). Resonant

frequencies between 50 and 100 kHz werc used,

An ingenious system which permits the simultaneous application of a static

. 62
and a modulating stress has been described by Sell and Kane ~. The stress
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is produced in a pneumatic chamber which is alternately filled and
exhausted by a valve., Lither a rotary valve driven by a mofor or a

fast solenoid valve can be used for this purpose. The stress is trans-
mitted by a piston and a push-rod to the sample, The magnitude of the
stress can be measured with a transducer (e, g. Kistler 912 quartz force
transducer) placed between sample aﬁd supporfing yoke, Opefation takes

place at about 100 Hz with modulating forces of about 5 kg rms.

b) Theory

Kane has presented a general group-theoretical symmetry analysis of the
effect of stress on the dielectric tensorsa. While it is not possible to
discus§ here this very e%tensive work in detail, we shall mention some

of its general feature;. The work provides a rational basis for a uni-
fied notation of the maﬁy deformation potentials used in the literature.
It may be used to describe effects of stress on interband transitions
with or without consideration of the exciton interaction., The stress,

a symmetric second rank tensor, is decomposed into its irreducible tensor.
components: three for a material of the germanium-zincblende family to
which we confinc our discussion. Only terms linear in stress are included
in the Hamiltonian. These terms have a structure formally analogous to
the kinetic energy, a quadratic function of p; and hence also a second
rank tensor. Thus the symhetry analysis of the stress Hamiltonian is
equivalent to that of the kinetic energy in the effective mass approxi-
mation. The effect of stress on the dielectric constant is characterized
by a fourth rank tensor which, for the cubic materials under consideration,

has only three independent components (like the elastic tensor). Thesc
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Components are labeled Wy, Wy, and ﬁs in the notation of Kane: the
subindex denotes the irreducible representation to which the corresponding»
irreducible stress belongs. W; corresponds to a hydrostatic stress, Wa
and W, to a (001) and a (111] shear stress, respectively, The irreducible
components Wl, Wa ,ahd ,Wsl are complex functions of'frequency. The
chanées in the dielectric constant ¢ ﬁarallel and perpendicular to the

stress for (001) and (111) stresses of magnitude X are:

(001) stress:

(17)

W, ]
5 e = + 2w lx
[ VT 5}
[ Wy
6 = j— -y X
J1 1 V?? s

Prominent structure in 'Wi appears in the neiphborhood of critical points.
One must distinguish two contributions to this structure: that of stress-

induced shifts in gaps and that of changes in matri» clements. The first



contribution is proportional to the derivative of the unperturbed
structure in the dielectric constant while the second is proportional
to this unperturbed structure, Az é result energy shift structure is
dominant near a singularity; the ratio of the energy shift to the
corresponding matrix element structure is proportional to Bg/r,
where T 1is the phencmenological energy broadening parameter and E
the energy gap responsible for the change in matrix element (wave
function mixing)}. Matrix elements changes are only observable for small

interacting gaps Eg {such as those produced by spin-orbit interaction).

For small stresses (spliétings smaller fhan exciton binding energies)

one must consider the effect of stress on ex;iton states: their symmetries
are obtained as a produét of the corresponding band edge symmetries. For
stresses which produce splittings large compared with exciton binding
energies, the excitons shift tied to the corresponding interband gaps and
one must consider interband deformation potentials. Kane has shown63 that
the exciton deformation potentials ) are smaller than the corresponding
band edge deformation potentials (D): the splitting of degenerate bands is
not felt as much by an exciton formed from wavefunctions of all degenerate

bands, Such differcnces between low and high stress deformation potentials

have yet to be observed experimentally,

Several types of deformation potentials must be considered. The hydrostatic

deformation potentials (subscript 1 in Kane's notation) produce uniform



shifts of a given degenerate multiplet. Shear stresses produce splittings
of multiplets with a given k (intraband deformation potentials) and also
splittings of the various points of the star of Xk (interband deformaticn
potentials). Superscripts 3 and 5 are used ot characterize the corre-
sponding irreducible stress componénts. We notice that some deformaticn
potentials represent first order changes in matrix elements but only second

order (in stress) changes in energies.

The symmetry treatment of the effect of uniaxial stress on ¢ 1is usually
performed under the assumption of a stress-independent spin-orbit inter-
action., Actually a hydrostatic compression should increase the spin-orbit
splittings as a result of the greater wavefunction confinement (wavefunction
renormalization). An OPW ‘calculation o yields for the change GAO in the
spin-orbit splitting of the valence band of germanium at T with hydroctatic

stress:

(18)

where a is the lattice constant and éao its stress-induced variation,
Equation (18) can be obtained by a simple argument based on the wave functinn
renormalization associated with the compression. Such renormalizytion would
introduce a factor ~ - 3 Gao/ao in: GAO/AO, while the P dependence of
8, introduces another factor §a°/a. Experimental results66 yield a value

of &4 /b, about five times smaller than predicted by Eq. (18). It should

be mentioned that recent KKR calculations for CdTeGS, and also experimental
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te be discussed later, yield a value of éao/ao several times smaller
than predicted by Eq. (18). This fact may correspond to a larpe locali-
zation of the corresponding wave functions, so that a change in the

unit cell boundaries does not change much the renormalization, orto

a change with stress of the relati?e proportion of metal d wave function
in the r15 state,

The possibility of a non-vanishing dependence of the spin-orbit inter-
action on uniaxial stress has been suggested by Hensel and Suzukisg. Let
us consider, for instance, the top valence band of germanium at k = 0

2

(r orbital symmetry). The conventional trcatment of strcss as an

257
orbital Hamiltonian, with the spin-orbit interaction taken on the samc
perturbation - theoretical footing , yields for the stress Hamiltonian
three’independent matrix elements: a (hydrostatic), b (pure (001)
shear) and d (pure (111) shear). If Yhe possibility of a stress depen-
dence of the spin-orbit interaction is to be included, one must consider
the double group symmetries of the spin-orbit-split states (T;, F;)

explicitely and a larger number of parameters is needed: the stress coup-

. + + . . .
ling between the T_ and the T states is no longer given as a function

8 7
of the splitting of the F; states onlyes. The stress dependence of the

spin-orbit Hamiltonian at F25P (v L » o in the spherical notation,

L = orbital angular momentum, o = Pauli matrices) can be written as:

H = a (,!i +0) (exx + eyy + ezz)

+3b, (L 0 ~215 +cp)

3 ( )
+ =~ d, (L + L ) o+ :
2 . ?\ X oy v Uy c P}

(19)



The stress-orbital Hamiltonian is similar in form to that of Fq. (19),

with a,s b2 and d, replaced by‘other parancters a,, b, and d

2 -1 17

and g replaced by }5 These Hamiltonians yield the following results

for the stress dependence of the fg and F; states:

Exgrostatic stress:

l“8 ABH N (ﬁl + 2.22) (exx * eyy * czz)
(20a)
+ - -
r, : AE“ = (31 _92) (exx + - + ezz)
[001) stress
linear splitting : BBy, T2 {Ei + 2~§2) (ezz - exx)
(20b)
+ + . 1/2 :
rg - T, coupling : 2 (§1 - ?2) (e, exx)
[1111,stress
. . s - o £t
linear splitting: BE,,, *= 2 §3 (gl + 2 @2) ey |
(20¢)
+ + . P _
FB__ r, coupling: _ i’ {éi d,) ey
Equations (20) indicate that the P; - P; coupling is related to the

linear splitting when no stress dependence of the spin-orbit interaction

. . + 4+ .
‘exists. Simultaneous measurements of the TI_ - 1 couplins and the

L+
8 7 l,

£
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splitting should yield both orbital and spin-orbit deformation

: + + . . ' .
potentials. The F7 - F8 coupling can be measured eithzr by observing
* . + S s s .
non-linear terms in the T, splitting or by studying the linear stress

8

dependence of matrix elements (or strength of optical structure). The
stress dependence of matrix elements can also be obtained from a study

of the stress dependence of effective masses in cyclotron.resonanceag.

A detailed pseudopotential calculation of the effect of stress on the
band structure of germanium has been performed by Saravia and Brust7o.
The pseudopotential Hamiltonian was linearized with respect to strain:
quadratic strain dependences could, however, arise through the coupling
of neighboring states via the linear strain Hamiltonian. The atomic form
factors of the pseudopotential were assumed to have spherical symmetry
and to be independent of stress for a given reciprocal lattice vector

K (rigid ion model)., The required derivatives of the atomic form factors
were obtained from scpeéning theory71. These calculations give deforma-
tion potentials for the E,» BO+AO edge (F25. > Tot transitions) and
for the El’ E1+A1 edge (A3 + Al) in good agreement with piezo-elec-
troreflectance measurementssa. Figure 23 shows the variation of the ener-
gies of the’ E s EO+A°, E, and E1+A1 peaks of germanium with stress
as calculated by Saravia and Brust7o and as determined from piezo-clectro-
reflectancess. (The unperturbed interband energies are taken equal to
zero). The agreement between theory and experiment is generally good, in
particular the quadratic increase in Al with stress due to the repul-
sion between the two spin-orbit split AS states. The calculated
quadratic dependence on stress of the low;energy componant of Eo, due

. ot ot o ) (oo1)
to a similar 'y - 1, repulsion, is for-a 001/ stress smaller than

experimentally observed. The copposite is true for a (111] stress. This
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fact will be discussed later in connection with wavelength modulation
|

experiments in silicon under static stress. Notice that the quadratic

- -— ! -

increase in 4, calculated for a {111) stress ((111), (111) and:(ili)

valleys) is not observed experimentally.

All one-electron erergy levels of a solid at k = 0 have, at least, the
Kramers degeneracy. If one considers excitonic‘instead of one-electron
transitions the Kramers degeneracy, valid only for an odd number of
particles, may be lifted by the exciton interaction (electron-hole exchange).
The simplest example of this effect is obtained for the fundamental edge of
wurtzite-type materials (Pg -+ P7 for the so-called A 1line). The corres-

ponding exciton has as symmetry:

Only the double degenerate Fs exciton is allowed for optical dipole
transitions and only one A-peak is seen in absorption. A stress perpen-
dicular to the c-axis (e. g. along z) splits the (x,y) degeneracy of the
PS exciton into two lines polarized along x and 'y respectively. This
splitting is the combined effect (cross term) of stress and exciton ex-
change on the excitons. It can be regarded as the result of the bilinear
repulsion between the A and B excitonic levels, Exchange-stress
splittings of Kramers degeneracies have been observed in conventional
reflectivity measurements for CdS, CdSe and 7ZnO. As we shall show later,

modulated piezoreflectance and wavelength derivative spectroscopy with

a high static stress are excellent techniques to study these splittings.
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c) Results: Modulated Stress

Figure 24 shows the piezotransmission spectrum of the indircct edge of
AgBr obtained by Ascarellieo for a,(lll] stress at 12° K. The polarization
dependence of this spectrum together with the insensitivity to polari-
zation found for a (001) stress, confirms the (111) symmetry of the
valence bands involved in these transitions (the conduction minimum is

at (OOO)). A great wealth of structure is present. The first strong peak
is interpreted as indirect transitions to the ground state of the exciton
(n = 1) with emission of an LA phonon: the exciton is formed with dressed
(polaron) electron and hole states. Weaker phonon absorption structure

is also seen at lower energies., Ascarelli suggested the existence of a
valley-orbit splitting (éinglct-triplet) in the main peak (n = 1 + thA).
However, it has been recently shown that such a splitting is impossible72.
Ascarelli also interprefed some of the structure in Fig. 24 as due to
excitons formed with undressed electrons {(without polaron well) and
dressed holes and vice versa (e. g. TRIPLET + thA + [pol)). From these
data he deduced values for the electron and hole polaron coupling con-

stants (ae = 1.89, a = 2.5) which are in agreement with other experiments.

Figure 25 shows the piczoreflectance spectrum of the direct (E ) edge

of GaSb, as obtained with the piezoelectric transducer method, for stresses
along [001) and {111] and for pglarizatioﬁ parallel and perpendicular to
the stresssg. A strong polarization dependence is apparent. It is due to
the splitting of the corresponding valence band (Fg) under the uniaxial

compression: for E||X transitions from.the{%, -g) split band are for-
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{
bidden, while for 'ﬁlx transitions from '%, %& are only very weakly
allowed. As a result, the effective shift produced by the stress on the
energy gap is 6w, - 6w for L|{X and 6w, + 26w for Lx (Suw, is
> H 2 o H 4 ~s H
the hydrostatic component of the shift; 6w the uniaxial splitting}.

From the ratio of signal amplitudes:

(1)

it is possible to determine the ratio 6w/6wH. Whenever GmH is known
from measurements under hydrostatic pressure éw, and thus the shear
deformation potentials of the valence band, can be detefmined.

Table II shows the values of b and d found with these and other
measurements for several diamond- and zincblende-type materials. The
ratio “§/V§E_ of the splittinés for the same strain along either [111)
or (001) increases in going from a group IV to a'III—V and to a II-VI

-
material. This increase seems related to the increasing ionie charge.‘g

Figure 26 shows piezoreflectance spectra of the A and B (E)
excitons of CdS and CdSe for a stress along (113b) and light polarized
with 'Elp for E parallel and perpendicular to the stress. Accordiné.
to one-electron theory both polarizations should pive the same spectrum
because of Kramers degeneracy. It is clearly seen in Fip. 26 that the

A peék is stronger for ,tlx than for _;]lx. he opposite is true of

peak B at least for CdS. This fact can be attributed, as discussed
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earlier, to exchange splitting of the degenerate FS excitons, From the

ratio of intensities for both polarization directions information about

the exchange coupling constant has been obtainedsg.

Figure 27 shows the irreducible components of the strain-optical tensor

of germanium' (Wl, Way W ) obtained by Sell and Kane with their pneu-

5

matic stress modulation apparatus. The spectral region is that of the

El-El+A1 peaks, which correspond to transitions at A ((111)) critical

points:no energy shift or splitting should occur for a (001) stress.

Hence the coefficient W which corresponds to a (001] stress, should

3!

be zero if changes of matrix elements with stress are neglected. This is
not the case in Fig. 27 and therefore W, must be due to changes in
matrix elements with stress. The larger width of the W3 structure, as

compared with that in W1 and WS due to energy shifts, confirms this

conclusion, Figure 27 (b) shows a theoretical fit (solid line) to the
experimental data from which the deformation potential D33 which pro-
duces the changes in matrix element (orbital coupling by the stress

between the AG and Au's valence bands) can be obtained. This defor-
R .

mation potential agrees with electroreflectance results under large uni-

axial stress. The W of Fig. 27 (¢) is the sum of an energy shift

(deformation potential Dl-'3 of El) and a matrix element change contri-

bution (deformation potential D35). From a theoretical fit to this

curve D1s = 7.5 eV. and D35 = 1.5 eV can be obtained. A discrepancy

5

seems to exist betwcen this value of Dy and piezo-electroreflectance

68
measurements .
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d) Results: Modulation Experiments under Static Uniaxial Stress
t

The wavelength derivative technique has been profusely used to study
effects of high static stress on the optical spectra, As an example we
show in Fig. 28 th§ dependence on [111] stress of the peaks observed
with wavelength moduléted transmission at the indirect edge of AlSb,
Peaks corresponding to absorption and emission of LA, TA, LO and TO pho-
nons at or very near the ﬁ point are observed at 77° K. It is inter-
esting to note that the T0, (emission of transverse optical phonons)
peaks are only resolved when stress is applied. From the splitting of
the peaks with stress shown in Fig. 23 the sﬁear deformation potential
can be determined (see Table II), The shift of the center of mass of the
split peaksvyields the hydrostatic deformation potential of the indirect
gap a; =+ 2,2 eV, ~ This deform;tion potential is considerably larger
than that obtained from work under hydrostatic pressure (+ 1 eV): similar
discrepancy is fcund for.Ge, Si and GaP73. Analogous measurements on AlSb
under a fOOl) stress yield'the shear deformation potentials b (see

Table II) and f& = + 5.4 eV,

The low-energy components of the split doﬁblets of Fig. 23 should actually.
exhibit non-linearities associated with the stress coupling of the ?%3 %
and{-%,<%} states discussed earlier. Such non linearities cannot be ascef-
taigéd'in Fig. 23: they are expected to be very small because of the large
spin-orbit splitting of AlSb." A detailed study of these non-linearities
can be performed in silicon, a materials with a (001) indirect edge simi-
lar to that of AlSb, The high yield stress of Si makes it possible to ob-
tain valence band splittings as high as 0.08 eV, lafger than the spin-

orbit splitting A, = 0.0% eV. Under these conditions, the corresponding

non-linearities cannot be described by second order perturbation theory:



a diaponalization of the corresponding 2 x 2 valence band Hamiltonian
is necessary. The experimental results obtained with wavelength-modulated
transmission feor a (111] stress are shown in Fig. 29. Both the A, and the

A2 lines show a non-linear behavior. The non-linear behavior of the Ai

7 "
P {3 1), 1 : and b : : /3 1
peak VL 2) > conduction bandi can be explained as due to the 2 2)
1 1

‘
&3, Ei coupling: the dashed line shows the corresponding linear behavior.
¢ .

A fitting of this non-linearity requires a stress dependence of the spin-

orbit interaction (d2 = + 0,14 *0,05 eV, see Eq.(lg)). The non-linearity

in A2 must be due to another mechanism since the stress produces no
‘ .
(%,-g} - (%3 %) coupling. It has been suggested that this non-linearity

is associated with the stress coupling between the 51 and A2’ conduc-
tion bands, related to the splitting of the X1 degeneracy for a (111)
stress, From the résults of Tig. 29 one obtains for this coupling a
deformation potential !fz*l = 13 t4 eV. The consideration of these non-
linearities is very important for the determination of the small hydro-
static deformation potential 2 based on the average shift of A1 and
A2' Laude et al.73 obtained 2y =t 1.5 t0.3, 1in rather good agreement
with the results of hydrostatic pressure work. Hence the discrepancy
between hydrostatic and uniaxial determinations of 2 mentioned above
disappears when non-linearities are properly taken into account. Such

discrepancies may be due to similar reasons for the other indirecct gap

materials (GaP, Ge, AlSb).

73 e s
Strongly non-lincar shifts have also been observed = for the indirect

excitons of silicon under (001) and (011) stress. The (001) stress

measurements yield the spin-orbit deformation potential b, = - 0.15 10.07.
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It is interesting to note that the deformation potential 22 obtained
for silicon agrees in sign with calculations by Suzuki and Hensel based

on & rigid-ion model:

b, = +0.01
(22)
d, = + QOu

The sign of b2 found experimentally for silicon is opposite to that given

in Eq. (22). The experimental magnitude of b, and ‘22 is also considerably
larger than that given‘in Eq. (22). As indicated in connection with Fig. 23
(also unpublished results) piezo-electroreflectance measurements also yield for
germanium _d2 >0 and ‘pg < 0: for a (001) stress the non-linearity of

the (g, %) state is larger and for a (111) stress smaller than calculated

from the linear splitting in the absence of stress dependence of the spin-
orbit interaction. Hensel and Suzuki found for germanium vdg >0 and

b2 > 0 from cyclotron resonance measurements under stress. The reason for

the discrepancy in the sign of b, is not understood.

Me1266 has performed electroreflectance measurements in germanium and C3Te
under hydrostatic stress. He obtained from these measurements the hydro-
static deformation potentials of the 4, (for CdTe and Ge) and the by
(for CdTe only) spin-orbit splittings. The corresponding pressure coeffi-
cients are listed in Table III. We have also listed on this table the
prediétion of Eq. (18) and the results of recent calculations by the
Korringa-Kohn~Rostocker or Green's functions methodss. These calculations

yield smaller pressure coefficients than Eq. (18), in better agreement

with the experimental results.
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Rowe et al. have perfoimed wavelens th-modulated reflectance measure-
ments of the El and El+A1 peaks of GaAs under a (001) stress. A

g of these peaks appears (sec Fig. 30), contrery to the expec-

splitting
tations of one-electron theory, The sclection rules associlated with this
splitting, and shown also in Fig, 50, suggest it is due to exchange-
stress splitting of excitons; considerable effecis of exciton inter-
action are known to be present at these E; and Ej+d, peaks.
Measurements of the shift of the exciton peaks of selenium under static

uniaxial stress have been recently performed by Tuomi using wavelength

derivative spectroscopy

A rather unusual stress modulation experiment, inVOlving the LIII

x-ray emission spectrum of copper, has been reported recently by Willens
et al.76. The sample was loaded and unloaded at 10 sec intervals with a
stress of about 100 kg/cm?. Photon counting, rather than phase-sensitive
detection was used..Figure 31 shows the modulatiocn spectrum obtained. The
authors point out that this spectrum is not simply the derivative of the
standard emission spectrum, thus indicating that valence band statcs with
widely different deformation potentials are involved in the emission

process.
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OTHER MODULATION TECHNIQUES

a) Experimental Methods

Thermoreflectance

Temperature modulation can be easily accomplished with the Jo;lean heat
produced by a modulating currents. Moderatly conducting samples can be
heated by passing a current through them, while more insulating ones can
be heated indirectly. A silver-paint strip onto which the sample is glued
proviaes an easy indirect heater. The modulating frequencies must be

kept low (™ 10 Hz) unless very thin samples (e. g. vacuum deposited) are

used.

Dzhioeva et al.77 have used a CO2 laser (wévelength 10.6 u}focused on the
sample as the temperature modulator, The laser was chopped at 20 Hz. The
possibility of a photoreflectance contribution to the signal is excluded
if the photon energy of the laser is below the fundamental edge of the

material,

Wavelength Modulation

As mentioned earlier, wavelength modulation spectra are somewhat simplcf
to interpret than those based on external modulation techniques. For
wavelength modulation spectroscopy double Leam systems must be used so
as to eliminate structure'in the wavelength derivative of the incident

7 . . A .
spectrum 8. An example of such a system is shown in Fig. 32. Two modu-
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Jation channels are used: amplitude modulation at the frequency Qi and
wavelength nodulation at the frequerncy fise The wavelength modulation is
produced by a vibrating plate placed in the optical path inside of the
monochromator. This plate may be driven either with a motor-eccentric
system78 (v 25 Hz) or at higher frequencies (v 500 Hz) with a ferro-
electric bimorph7g. The signal at the frequency €4 in photomultiplier
PM1 is proportional to the incident intensity Io’ while that-in PM2 is
proportional to I = IOR (R = sample reflectivity). At the frequency 92,
the signal in PM1 is proportional to dIO/dl, while that in PM2 is pro-
portional to RdIo/dA + IodR/dl. A scrvo acts on the high voltage of
PM1 so as to keep the output of the differential amplifier at the fre-
quency Qi equal to zero, Under these conditions the spurious signal
RdIo/dA is automatically eliminated provided the spectral dependence of
the sensitivity of PM1 and PM2 is the same. A second servo regulates the

high voltage of PM2 so as to keep its dc output constant. Under these

conditions the recorder yields directly a plot of dR/RdX.

Spatial Modulation

When a sample has a spatial inhomogenzity in its optical properties,
mechanical motion can be used as a means of producing optical modulation.
This technique should be useful to study samples with a gradient in com-
position (e. g. alloys), or impurity concentration. It has becﬁ used by -
McNatt and Handler to study the opticil properties in the ncighborhood of

a grain boundary in germanium bicrystalsﬁgfhe reagurements were performed
by transmission with the arangement of Fig. 33. The motion of the bycrystals

was accomplished with a pair of vibrating ferroelectric bimorphs. The
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measurements with this configuration must be performed at the second
harmonic of the modulating frequency. McNatt et al. found a component

of the modulated signal associated with the disorder at the grain
boundary and another one due to the electric field in the space-charge
layer associated with theAgréin boundary (essentially électroabsorption).
This second component can be enhanced by application of a biasing vol-

tage to the bicrystal.



b) Pesulis and Discussion

Therimoreflretance and Tnergy Berivative

[V SR APPSR AR 4 L

) . a1 , :

Matatagui et al. have published the thermoreflectance spectra of a
nunber of zinchlende- and wurizite-type semiconductors, They suggested
that these spectra are quite similar to photon-energy-derivstive spectra
since the main modulation mechanism  1s the temperature modulstion of the
enersy gap. The other possible mechanism, modulation of the thermal

. ‘ . , , . 82
broadening, was shown tc be considerably smaller. Walter and Cchen
have calculated the photon-energy derivative of the reflection spectra
of CGaAs, CaP, ZnSe and ZnS and shown that it is in good semiquantitative
arreement with the results of thermoreflectance measurements, Photon-
energy- (or wavelength-) derivative spectra have recently become available

0 N o ~36
for GoAs, GaSb, InAs, InSb, Ge and Si . Figure 34 shows the energy
R . . . (o] .
derivative rcflection spectrum of GaSh at 80 K compared with the ther-
81 .
moreflectance spectrum ~ at the same temperature and with the calculated
. . 37 .

energy derivative spectrum . Except for the 31 peak, the measured
energy derivative spectrum agreecs with the theorctical one more closely
than the thermoreflectance spectrum: some broadening modulation contri-
bution is probably present in the thermoreflectance spectrur. The positive
and the negative swing of the calculated E; peak have about the same
strength. The measured peaks show a suppression of the lower energy
positive swing and an enhancement of the negative swing., This effect,
which seems particularly strong in the energy derivative spectrum is

. : . ' 83 .
present in most naterials of zincblende structure™ ., It has been atiri-

buted to exciton interaction at E, critical points which have W

1 1
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character with a very large negative mass. The Eo' and E," peaks have

t
already been discussed in connection with Table I. Considerasle structure,
difficult to identify with certainty, appears at the high energy side

of E2.
Shaklee and Nahory72 have recently reéorted the wavelength—dérivative
transmission‘spectrum of silicon at 1.8° K, in the region of tﬁe indirect
gap. They were able to observe excited states (n = 2) of the indirect
excitons (TO-phonon-aided), and also to identify exciton transitions
which take place with the emission of LO-phonons. Previous evidence of
valley;orbit splitting, obtained from a fit of the conventional absorp-
tion spectrasu, was shown to be spurious. This fact illustrated once

more the advantages of the modulation techniques with respect to

conventional spectroscopy.



c) Covalent Bonding and Enerpy Caps

As we have mentioned, a large amount of information has been obtained
about critical energy gaps by means of modulation spectroscopy, especially
for the materials with zincblende structure. The crystal potential of a
zincblende~type crystal can be decomposed as .the sumbof a component
symmetric with respect to the permutation of the two atoms in the unit
cell plus an antisymmetric component. It is customary to assume that the
symmetric potential is the same as that of the iscelectronic group-four
element; when the two component atoms belong to different rows of the
periodic table an appropriate average isoelectronic group-four element
must be taken. In the so-called two-band model the effect of the anti-
symmetric potential is to introduce an off.diagonal matrix element be-
tween valence and conduction bands. Under these conditions energy gaps

Ej of a partially ionic material are given by the solution of a quadratic
equationBS:

o 12172

i . : (23)
iWy

E, = E
J

3)h 1*[};

where E, is the analogous gap of the corresponding group IV material,

j,h

The parameter C 1is assumed to be the Samg for all gaps E,; it can be

3
expressed as a function of the ionic radii or alternatively obtained from

the infrared dielectric constant. The values of C for zincblende~type-

naterials have been tabulated by Van Vechtenas.



With & few simple assumptions shout the sealing of 7l n with lattice
9t .

constant, Lq.(23) can be used to obtain the main gaps (EO, E,, L

. . . . . 85
E E!) observed in germanium- and zinchlende-type materials . We

2° 1
chall discuss here the application of Eq. (23) to the calculaticn of
the concentraticn dependence of energy gaps in pseudobinary &lloy
systemsgs. This dependence is known largely through reflection mocu-
87-89

lation measurements » It can be represented by the quadratic

expression:

E = a + bx + cx? , (214}

where x  is the concentration of a given component. ELquation (23) yiclds

a non-linear dependence of Ej on x if one assumes that E, and C

jsh
vary linearly with x. The results calculated by Van Vechten for the BO
gap of the GahAs-Gal system are shown in Tig. 35, together with the expa-
rimental data of Thompson et al. (only the deviaticn from linearity is
Elottcd)87. The agreement between theory and experiment is excellent,
Results of a pseudopotential calculstion with form factors linecarly
dependent on x (see also Fig. 35) give a deviation from linearity of

a sign opposite to that observed expecrimentally. We should peoint out,
however, that Jones and Lettingtongo were able to explain the. deviaticn

from linearity for the GaAs-InAs system, similar to that shown in Fig. 35,

with linearly interpolated pseudopotential form factors.

In more ionic zincblende-type materials (II-VI, I-VII compounds) deviaticns

from linearity larger than those obtained with Lq.(23) are obscrved,
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These larger deviations can be interpréted as an additional decrease in
the gap produced by the random potential. Van Vechten and Bergstressergs
have suggested that a significant random fluctuation is produced only by
the antisymmetric potential, and thus related to differences of the anti-
symmetric constants C of tge constituents, For an alioy of formula

AFO 5 G0 5 the fluctuation in C can be written as:

' 1 1 “kgR
CFG = be? Z }-IT- - e (25)
3 G

where b is a constant of the order of one, Z the valence of the atoms
F and G, e and Tq the corresponding covalent radii (essentially
one-half of the nearest neighbor distance of the group IV material of the
same row), ks thé Fermi-Thomas radius of the valence electrons and R

the average covalent radius [ R = % (fA + 0.5 r_, + 0.5 PG)]' The

F
decrease in gap due to the random potential is quadratic in CFG (second-

order perturbation) and thus should be equal to:

e, /o, , (26)

where a is a constant which, for the sake of simplicity, is taken to

be the same for all zincblende-type materials.



El

[y

T
Havelength 444 4,60 5.11 5.64 5.91  6.07
Derivative .

GaAs Electroreflectance 4,53 4,71 4.91 S.14 5.53 5.7% €.00
Calculated 4,35 4,50 4,94 5.85
Wavelergth 3.35 3.69 4.35 4.55 4,75 5,07
Derivative

GaSb Electroreflectance 2.9% 3.20 3.3% 3.41 3.75 4,33 4,57 4,72  5.11
Calcuiated 3.32 3.64 4.4
javelengtt
Wavelength 4.39 4,58 4,78 4.95  5.33  5.52
gerivative .
tlectroreflectance .

InAs -3000 K ‘ y.uy 4.70 5.19
Calculated 4.2 4.4 4,75  6.C
Yavelengtt
Javesengt 3.39  3.78 4,23 4,56 4.75 4,22
uarivaoive

~ £

Ingp Licgtroreflectance ;.4 337 357 3,72 4,08  4.66 25
300° K
Caicuiated 3.18 3.42 3.51 3.75 oy 4.9 5.15
navelengta 3.20 ¥.49 5,01 5.65
cerivative

Ge Electroreflectarce 5 .5 3 3 .42
200° K.

Tatle I. Energies (im eV) of the E;,' E, and Ei peaks observed in the derivative refl

i5 . o
reflectance of several semiconductors. Data at low temperatures (T < 837 K) unless spoc

correspendiang peaks in the calculated wavelength derivative spectra.




Ge " GaAs GaShb . InP Zns CdTe

- 2.8 - 1,75 - 3.3 - 1,55 - 0.53 - 1.1

b (ev)? .
- 2.8 -2 | | - 1.18°
. - 4,95 -5,5  -8,35 - U4,4 - 3.7 - 5.45
d (ev) b b
- 4,7 - 6.0 ‘ - 4,84°

" &) The values b and d have an uncertainty of $20 % which includes

a 10 % uncertainty in the values of a.
b) See Ref., 68.

c¢) D.G. Thomas, J. Appl., Phys. 328, 2298 (1961).

Table II., Deformation potentials b and d obtained from piezo-
reflectance (see Ref, 59) and other measurements for

several germanium and zincblende-type semiconductors



(1077 eV/bar)
Experimenta
7 %2

5 7

1

a) from Ref., 66

b) from Ref. 65

Table III.

Hydrostatic pressure coefficients of the &
orbit splitting of CdTe and the

obtained experimentally, and as

ap

(10~7 ¢V/bar)
o a
Simple Theory

28

18

5

da,

-7 -
P (1077 eV/bar)

KKR Theoryb

12

t12

° and A1

A, gap of germanium as

calculated with Eq. (18)

(simple theory) and with the KXR method,

spin-
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Figure Captions

Fig. 1 Block diagram of the electronic, electrolytic, and optical system
used by Aspnes and Froval? for electroreflectance measurements
with simultaneous surface capacitance and fast photovoltage measure-

ments.

Fig. 2 Surface field homogeneity parameter as a function of surface field
for various dopings, as measured by the parameter UB’ This figure shows
that at high fields best homogencity is obtained with extrinsic

samples (UB + 0). From Ref. 23.

Fig. 3 Effect of an electric field (measured by the field strength para-

meter f) on a hydrogenic exciton spectrum. From Ref. 26

Fig. 4 Effect of an electric field (measured by the field strength parameter
f) on an M3 edge including exciton effects. From Ref. 29
Fig. 5 Electroreflectance spectrum of the EO peak of nearly intrinsic

germanium for various values of the surface potential. The corre-

sponding surface field is also given. From Ref. 19,

Fig. 6 Real and imaginary parts of <Ae>, the effective dielectric constant
for space-charge barrier electroreflectance, at various values of
the surface fieldfis for nearly intrinsic germanium.

From Ref. 22.

Fig. 7 Magnitude of the electroreflectance peaks I, IT, and IIT (see insert)
as a function of surface fieldqu. The dashed curved was obtained
theoretically; the points experimentally with the dry-sandwich

technique. From Ref. 18.



Fig.

Fig.

Fig.

Fig,

Fig.

Fig.

Fig.

8

11

13

14

Shift in the position of peaks I, II, and 11T of Fig. 7 with
surface field. The dashed curves are calculated with the theory

of Aspnes and Frova. From Ref. 18.

Evaluation of the peak — to - peak amplitude of the transverse
electroreflectance Eo signal of CaAs at 77° K as a function of
reduced field é?ﬁ:; The points are experimental. The full curve

was calculated with a broadening parameter I' = 11 meV. From Ref. 24.

Transverse electroreflectance spectra of the El’ E1+A], and E2 peaks

of germanium. Solid curves E _I_{ Dashed curves E H'g . From Ref. 25.

Electroreflectance peaks EO and EO+A0 of germanium obtained at room
temperature with a very uniform surface field (as measured by the
criterion of Fig. 2). The upper curve is a linear plot of the
experimental data. The two lower curves are semilog plots of
experimental data (solid curves) for two‘different surface orientations,

and a theoretical fit (dashed curve). From Ref. 23.

FElectroreflectance structure El’ E1+AI and Eé of InSb, showing the
various components of E;. The A and A' components are only observed

for n-type surfaces. From Ref. 15.

Reflection spectrum, linear, and quadratic electroreflectance

spectra of CuCl at 85° K. From Ref. 40.

Electrotransmission spectra of the n = 1 exciton of Cu,0 for the
field confipuration shown. The central lines are the field-induced
forbidden lines (for EJ| (001) there is also a quadrupole component).

The side bands are indirect, phonon-aided lines. From Ref. 43,
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Fig,
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16

17

18

19

20

21

22

Position of the Eo’ EO+AO, E E]+A and E, electroreflectance

1? 1 2

peaks of germanium films as a function of the temperature of

deposition. Below ~ 200° C the films are amorphous. From Ref. 46.

Photoreflectance spectrum of InSb at 50° K in the presence of a
magnetic field B = 19.8 kG along the [2]1) direction. The dashed

line gives the spectrum in zero field. From Ref. 56.

Photoreflectance of the Eo edge of Ge for several values of the

surface field in the darkness. From Ref. 51.

Photoreflectance spectrum of the EO peak of ultrapure GaAs for

two different intensities of the modulating laser. From Ref. 58.

Photoreflectance and longitudinal electroreflectance spectra of
the Eé peak of silicon showing the polarization deﬁendence obtained

for a (110) surfacg. From Ref. 50.

Functions %én) anéTF(n) which give the multiplicative correction

to the exciton binding energy and the strength of the n=1 exciton

in the presence of{free carrier scrgening. The abcissa is the
normalized electron density N/No, with No = 1,67 ((uzT)/éb)xlO18 em 3,
The reduced mass M is in units of the free electron mass.

From Ref. 55.

Experimental photoreflectance line associated with the B exciton of
CdS compared with the results of a calculation based on the carrier
screening mechanism. It has been assumed that the AN perturbation

washes out completely all exciton structure with n > 2, From Ref, 55,

Photoreflectance signal expected for the hand edge of CdS (interband

transitions) on the basis of the Burstein shift mechanism., Fprem Ref. 54,



Fig.

Fig.

24

25

26

27

28

Effect of stress on the Eo, EO+A0, El’ and H1+Al transitions of

germanium. Solid line: calculations by Saravia and Brust. (From
Ref. 70) Circles: electroreflectance experiments. (From Refi 68).

The gap changes are relative to the values for zero stress.

Piezotransmission spectrum of AgBr at 12° K for a (lll)'stress.
Upper curve: light polarized with E aiong (170). Lower curve:

E along (111). From Ref. 60.

Piezoreflectance spectra of the Eo edge of GaSb at 77° K, for

(001) and (111] stress. From Ref. 59.

Piezoreflectance spectra of CdS and CdSe at 77° K. For the given
stress and light propagation directioms difference in the intensities
of A and B for both polarizations are indicative of stress-—exchange

splitting. From Ref. 59,

Irreducible components Wi, Was WS of the piezoreflectance tensor
of germanium at 300° K. The solid W3 curve is obtained theore-

tically. From Ref. 62,

Stress dependence of the indirect exciton cnergies of AlSh as a
function of [111] stress for light p§lafized parallel (circles) and
perpendicular (squares) to the stress axis. The solid points show
the LAe exciton thresholds from which the deformation potentials

gi and d have been obtained. The stress-induced splittings of the
other excitons were drawn parallel to the LA, exciton lines in order

to fit the experimehtal points. From Ref. 73.



Fig, 29
Fig. 30
Fig. 31
Fig. 32
Fig. 33
Fig. 34

Effect of (111) stress on the TO phonon-assisted indirect transi-
tions of silicon for light polarized parallel and perpendicular to
the stress axis and light incident on a (1f§] sample facc. The cnergy

difference between A, and A, gives the splitting between the

|v > and valence band states. The dotted lines

>
17 111 lvo > 411
represent the calculated linear shifts of the indirect transitions.

The solid line was obtained theoretically taking into account the

stress dependence of the spin-orbit interaction. From Ref. 73,

The stress dependence of the E, and E1+A1 optical structure of
CaAs at 77° K for stress along [100). The filled (open) circles

correspond to the electric field vector of the incident light

polarized perpendicular (parallel) to the stress axis, From Ref. 74,

Stress modulation spectrum of the x-ray emission of copper. From

Ref. 76.

Double beam system used for wavelength modulation spectroscopy.

From Ref. 78,

Arrangement used by McNatt and Harndler for spatial modulation in the

neighborhood of a grain boundary. From Ref. 80,

. . . ©
Energy derivative spectrum of CaSb at 80 K (measured and calculated)
compared with the corresponding thermoreflectance spectrum., From

Refs. 36, 37 and 81.




Deviation from linearity in the variation of the Eo gap oﬁ the
GCaAs - GaP system with composition. The crosses are experime%tal
points (Ref. 87). The solid curve was calculated with Eq. (25).

The dashed curve was obtained with linearly interpolated: pseudo-

potential parameters. From Ref. 86.
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