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A measurement of thl' struct.ure function 1'2(X, Q2) of the proton is presl'nted in the
kinematic range of Q2 between 0.85 and 25 Gey2 and Iljorken-:r Iwt.ween 1.3.10-5 and
5· 10-3. The mf'asurl'ment is performl'd using data rN:orded wit.h t.he III detector at
thf' ep storagf' riug IIERA in 1995. In the winter shutdown 199~/95 t.he III detector
was upgraded with a new caloriml'ter 'Spacal' and a new drift chamber 'BDC'. These
components arc uscd in this analysis for t.he first time. One of t.he main topics of this
thesis is the energy calibration of the Spacal caloriml't.er. With the hl'lp of the nf'W
detector components the precision of the measurement of F2 is improvNI cornparf'd to
previous results by roughly a factor of 2 in the Q2-range between 2.5 and 6.5 Gey2.

Oil' Arbeit beschreibt eine Messung del' Strukturfunkt.ion F2 des Protons irn kine-
matischen l3ereich yon 0.85 ::; Q2 ::; 25 Gey2 und 1.3 . 10-5 ::; :r ::; 5 . 10-3. Die
Messung beruht auf Daten, die im Betriebsjahr 1995 mil. dem III Detektor am HF.RA
Speicherring aufgenommen wurden. 1m Wintl'r 1994/95 waren ein nl'UI'S Il:alorinlf'ter
'Spacal' und eine Drift.kammer 'HOC' im III Detektor installiert worden. Diese Detek-
torkornponenten werdl'n in diesel' Arbeit erstmals verwendet. F.in Schwerpunkt diesel'
Arbeit liegt auf del' F.nl'rgiekalibration dl'S Spacal I<alorimeters. Mithilfe del' neuen
Detektorkomponpntpn wird die Prazision del' Messung Yon F2 im Yergleich zu friilleren
F.rgebnissen im Bereich yon 2.5 ::; Q2 ::; 6.5 Gey2 um einen Faktor 2 verbessert.
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control possible systema.tic effects. Being fully inclusive th(' nwa.surement of F2 makes
use of the full event statistics and is thus least affected hy statistical uncertainties. Fur-
thermore, the results of the inclusive measurement can he int('rpreted in QCD without
theoretical assumptions on the exact behavior of the hadronic final state. As early
as in the first year of HERA operation, 1992, a significant rise of the structure func-
tion towards small values of x was discovered. The dynamical behavior of the data
was found to be well described by the DGLAP evolution equatiOlis which are based
on perturbative QCD. However, the discrimination of different th('oretical models and
the precise determination of the parton distributions requires high precision. [n the
small x regime at HERA in particular the distrihution of gluons in the proton can be
determined. The continuous increase of the II ERA luminosity has reduced the statis-
tical uncertainties. [n order to gain further precision it is necessary to optimi7.e the
detector performance and to control and minimi7.e the syst.('matic uncertainties of the
measurement.
In the winter shutdown 1994/95 the HI detector was upgraded. The detector compo-
nents which cover the region of small electron scattering angles (~ 25° relative to the
electron beam) were replaced by a new lead / scintillating-fiber calorimeter of spaghetti-
type 'Spacal' and a Backward Drift Chamber' rJDC'. The new component.s improve
the detector performance in particular for events with Q2 ~ 100 Gey2 and extend the
accessible! kinematic range to Q2-values of ~ 0.85 Gey2 and x ~ 10-5. In addit.ion
to a better energy and angular resolution the main improvelll('nt.s lie in the possibility
to measure the hadronic final stat.e and in the suppression of heam background on the
first trigger level with the help of an excellent time resolution.
For the measurement present.ed here dat.a are used which Wl're rf'corded with the HI
detector in 1995, the commissioning year of the Spacal and t.he BDC. In the context
of this analysis the behavior of the new detector component.s is explored in detail for
the first time.
This thesis is organized as follows: Chapter I provides an introduction to the t.heory of
Deep Inelastic Scattering and QCD. The physics objective of the analysis is motivated
hy relating theoretical developments to recent experimental results. The experimental
environment of the III Detector is covered in chapter 2. II. description of t.he most
crucial detector components and t.he dat.a acquisition is given. Special focus is put on
the technical features of the new Spacal Calorimeter. Chapt.('r 3 contains a detailed
description of the energy calibration of t.he Spacal. [n chapt.er 4 the measurement of
the structure function is described. Besides a detailed discussion of t.he event selection
based on the identification of the scattered electron in the Spacal a main topic of this
chapter is the determination of the photoproduction background. Furt.hermore, a first
investigation of QED final state radiation is performed. Finally, in chapter 5, the
result of the measurement is present.ed. The struct.ure function Fi and the total virtual
photon proton cross section are compared to model predictions currently available to
describe the HERA data in the small-Q2-region.

The scattering of leptons off nuclei, and later nucleons, has been for many decades one
of the key measurements in the exploration of the st.ructure of matter. As early as in
the late sixties, measurements at SLAC led to the discovery of the spin-! constituents
of the proton which came to be identified as quarks. In the Quark Part~n Model the
sum of the momentum distributions of the quarks in the proton is directly related to
the structure function F2.

In the following years Quantum Chromodynamics (QCD) was developed as the field
theory of strong interactions. In QCD the quarks interact via exchanged gauge bosons
called gluons which, together with sea quarks, carry about half of the proton momen-
tum. At sufficiently large momentum transfer, Q2, the coupling between quarks and
gluons is small, allowing the description of the scattering processes in perturbation the-
ory. Perturbative QCD is able to describe the relative behavior of the parton momen-
tum distributions under variations of Q2 by virtue of evolution equations. Throughout
the seventies and eighties the predictions of QCD have successfully been tested in
a series of experiments continuously extending the kinematic range. Since, with in-
creasing beam energy, the electron beams used in the early experiments at SLAC and
Fermilab, became more and more difficult to produce, muon beams became a natural
choice. Furthermore, neutrino nucleon scattering experiments have been pursued. Un-
til 1992, data with excellent precision, covering a wide kinematic range down to values
of Bjorken-x ~ 10-4 and up to Q2 ~ 200 GeY2, have been produced in particular at
SLAC (eN) and by the nCDMS, NMC and E665 (1IN) as well as CCFR and CDHS
(vN) Collaborations at CERN and at Fermilab. These data have been and continue
to be the basis for deep insights into the structure of the proton and for improvements
in the understanding of QCD.
The electron proton collider HERA at DESY, Hamburg, follows this long tradition
of Deep Inelastic Scattering experiments. At HERA both, electrons and protons are
accelerated and collide at a center of mass energy of 300 GeY allowing to resolve
the structure of the proton down to distances of ~ 10-18 m. Compared to former
'fixed target' experiments, where the nucleons probed by the leptons were at rest (in
the laboratory frame) the center of mass energy is larger by more than one order of
magnitude. HERA therefore provides a unique facility for the study of the structure of
the proton in a new kinematic regime allowing measurements of the structure function
down to values of rJjorken-x ~ 10-6 at values of Q2 ~ 0.1 Gey2.

Experimentally, the structure function is extracted from the double differential ep cross
section measured as a function of x and Q2. At the two colliding beam experiments
ZEUS and HI not only the scattered lepton but also the hadronic final state is mea-
sured giving rise to alternative methods to reconstruct the event kinematics and to



Chapter 1

Until the late eighties various fixed target experim('Jlts were performed at center of
mass energies up to 30 GeY providing a wealth of data by which the struct~lre of the
proton could be constrained very precisely for values of x ~ 10-3 and Q2 ~ 200 Gey2.

At the ep storage ring HERA the center of mass energy is increased by one order of
magnitude to a value of ~ 300 GeY. An entirely new kinematic regime of Deep Inelastic
Scattering is thus opened up, extending down to values of x ~ 10-6 and Q2 values of
up to 90000 Gey2• At HERA, besides the scattered electron, the hadronic final state
is also measured allowing the use of different independpnt methods to reconstruct the
event kinematics. The HERA research program also covers detailed studies of the
properties of the hadronic final state. A concise review of HERA physics call be found
in [31.

Deep Inelastic Scattering

Inclusive cross section measurements have proven extremely fruitful for the under-
standing of the structure of matter. The relation of experimental results to theoretical
concepts is most direct in the case of inclusive measurements where only the scattered
lepton is measured and all possible hadronic final state configurations are summed
over. Historically, by the time of the sixties, measurements of clastic electron pro-
ton scattering had led to the determination of the nucleon form factors which in the
non-relativistic limit describe the charge distributions and the magnetic moments of
protons and neutrons.

The notion of 'Deep Inelastic Scattering' (DlS) was coined with the advent of high
energy data recorded at the Stanford Linear Accelcratol' Center (SLAC), as of 1967,
when events with a very large energy loss of the scattered electron were observed. The
famous result of these data was that the deep inelastic structure function F2 showed
very little dependence on the transferred four-momentum squared, Q2, between the
electron and the target, but depended only on the variable x which in the parton
model can be interpreted as the fractional momentum of the struck proton constituent.
Such a scale invariant behavior, simply called 'scaling', had been predicted by Djorken
already in 1966 [1]. The simplest explanation for scaling was given by the parton
model, assuming the proton constituents to be free and point-like partons. Almost
immediately, in 1969, the 'Quark Parton Model' (QPM) was established identifying the
partons with the spin-~ quarks [21. In the Quark Parton Model the structure function
F2 is related to the sum of the parton momentum distributions x· qj(x) weighted with
the square of their electric charge ej,

In this chapter the variables describing the event kinC'matics of inclusive deep inelastic
scattering processes are explained (section 1.1) and thC' rC'lations bC'tween the measured
double differential cp cross section and the structure fundions arc definpd (section 1.2).
A brief outline of the intC'rpretation of thC' structurC' fundion 1'2 in the fralllework of
QCD is given (section 1.3). The presC'nt theoretica.1 understanding of cp sc~ttering is
confronted with recent experimental results in section IA. In this context, the objective
of the presented measurement is discussed (section 1.5).

The process of inclusive electron proton scattering, I'p -t I X is visualized in mg. I. 1(a).
The interaction between the electron and the proton, to lowpst order in the sillgle boson
exchange approximation, takes place via an exchangC'd gauge boson. The exchanged
boson carries the four-momentum q, and p sta.nds for thC' fom-momentum of t.lle incom-
ing proton. The four-momenta of the incoming and thC' scattered lepton are denoted
by k and k', respectively. The system X wit.h the four-monlC'ntum p' represents the
hadronic final state, i.e. the particles prodllcC'd in the bl'C'ak-up of the proton.

A distinction is made between two classC's of C'vC'nt.5,nanlC'ly Neutral Current (NC)
events, e±p -t c±X, with a neutral virtual photon or /,0 C'xchangej and Charged

Current (Ce) reactions, c±p -t (v) X, with a W± C'xchangC' and a nC'utrino as outgoing
lepton.

At fixed beam energy the event kinematics is unamhiguously ddined by t.wo of the
three Lorent.z invariant variables,

In the years to follow Quantum Chromodynamics (QCD) was developed as the field
theory of strong interactions between quarks and gluons. QCD solves the conceptual
puzzle of the partons which, on the one hand are permanpntly bound in the proton
and, on thf' other hand behave like free part.icles, introducing a scale dependent ('run-
ning') coupling constant. which is large at small Q2 ('confinement') and logarithmically
vanishes towards large Q2 ('asymptotic freedom').

Q2 _q2 == -(k _ k/)2 ( 1.2)

X
Q2

( 1.3)
2p· q
P'q

(IA)y
/,. k



4· E,' Ep

1 - x . Q2.
;r

( 1.7)

( 1.8)

In this approximation the kinematic variables x, y and Q2 are related via the center of
mass energy s:

Figure 1.1: (a) Schematic representation of inclusive electron proton scattering ep ~ IX in
the single boson exchange approximation. The four-momenta of the incoming and scattered
lepton are k and k', respectively. The incident proton four-momentum is p; p' denotes the four-
momentum of the hadronic final state X. The exchanged boson carries the four-momentum
q. (b) Representation of ep scattering in the Quark Parton Model. Here the virtual photon
interacts with a free pointlike (quark-)parton and the remaining partons ('spectators') do
not undergo any interaction. In the infinite momentum frame the incident momentum of the
'Struck Quark' is given by xp.

The cross section of the NC process ep -t eX is written as

u oc L,,"~V"".

Q2, X and y offer the following suggestive interpretations: Q2 denotes the negative
four-momentum squared of the exchanged boson, i.e. its virtuality. In the limit of
Q2 = 0 the exchanged photon is called real and its life time becomes large. At a
given Q2 the distance d resolved at fixed x can be estimated following the Heisenberg
uncertainty relation d· 1q1 ~ 1 yieloing d ~ 2Mpx/Q2. Thus, with increasing Q2
the virtual boson probes smaller and smaller distances d within the proton. For the
maximum Q2 kinematically possible at HERA a value of ~ 10-18 m is obtained. In the
infinite momentum frame, i.e. in a frame where the incident proton energy is very large
compared to the proton mass Mp, x is interpreteo as the fraction of proton momentum
carried by the struck quark (see fig. 1.1(b)). Y gives the fraction of the incioent electron
energy transferred from the electron to the proton in the proton rest frame, i.e the
fractional electron energy carried by the virtual photon. Since the transferred energy
is absorbed in the final state of the proton, y quantifies the inelasticity of the event.

It is convenient to define two further quantities:

In this equation the leptonic tensor L,,,, describes the interaction between the electron
and the exchanged virtual boson. The hadronic tensor W,," accounts for the scat-
tering of the exchanged boson with the proton. For single photon exchange L,," is
precisely calculable in QED, W,," is unknown because it contains the internal structure
of the proton which is as yet not calculable and must therefore be determined from
experiments.

Using Lorentz invariance and current conservation one can, reouce IV,," into three
structure functions Fi( x, Q2), obtaining

d2u'±P 4rr02 [ . y2 ]
dxdQ2 = XQ4 y2xF1(x,Q2) + (1- y)F2(x,Q2) 'f (y - 2)·xF':J(x,Q2) .

A detailed derivation of this formula can be found in [4]. The term xFa describes
the parity violating contribution from ZO exchange and interference terms between 'Y
and ZO exchange. It is negligible at low ano moderate Q2 oue to the large mass of
the ZO (M~o ~ 104 Gey2) and becomes measurably large at large values of Q2. At
Q2 ~ 100 Gey2 the contribution is smaller than 0.1%. Consequently, neglecting the
term x Fa for low and moderate Q2, the equation (loll) can be reformulated as

d2u'±P 2rr02
dxdQ2 = XQ4 [(2(1 - y) + y2)F2(x,Q2) - y2Fdx,(2)]

where FI- = F2 - 2xF1.

( 1.12)

(1.13)
( 1.5)
(1.6)

This expression is called Born cross section.

The ep scattering processes can be viewed as interaction of a flux of virtual photons
with the proton 1. Yirtual photons, having an effective mass, may have transverse

1 The concept of a virtual photon nux is sllggestive i,; particular at small x (x « 10-2) where the
life time, t = 1/(2Mrx), of the exchanged virtual photoll iu tho proton rest frame is large compared
to the int.eraction time with the proton (3).

s denotes the square of the cp center of mass energy. W gives the center of mass energy
of the photon proton system which is equal to the invariant mass of the hadronic final
state. At the HERA beam energies, E, = 27.5 GeY for electrons and Ep = 820 GeY
for protons, the masses of the incident particles can be neglected, yielding the following



r(y) (O'T(X,Q2) + l(y)0'L(X,Q2))

r(y)O'~~p(X, y, Q2)

(1.14)

(1.15)

In QED, due to screening effects from vacuum polarizations, the coupling constant a
increases slowly with increasing Q2. In QCD the sC'lfcoupling of gluons wInks in the
opposite direction producing antiscreening which IPads to a logarithmic decrease of
O'S(Q2) with increasing Q2 called 'running of Cls(Q2)'. The behavior of CIS is described
by the renormalization group equation and the QCD l1-function

as well as longitudinal polarization. The douhle differential ep cross section can he
decomposed accordingly,

where r(y) = a(22~~'~Y') describes the photon flux2 and l(Y) = 2~(;;:~' is the photon
polarization.

O'T and O'L respectively correspond to the cross sections of transversely and longitudi-
nally polarized photons with the proton. They add to the total virtual photon cross
section

(J = 2857 _ 5033 N 325 N2
2 9 J + 27 J'

NJ is the number of quark flavors with mass less than the energy scale IJ. A solution
to equation (1.20) is given as an expansion in inverse powers of In(Q2) as

At small x, in the HERA regime, O'T and O'L are related to the structure functions as

411'20'
-WF2

411'20'
-WFf"

CIS ( Q2) = 411'!:t: x [1 + terms of higher order in In(Q2/ A2)].
{Jo In h'

A defines the strength of the coupling and must be detC'rmined C'xperimentally. It is
of the order3 of 200 MeV [7J. Equation (1.21) is vil.lid whC'l'eQ2 is large <omparC'd
to A2. It accommodates the running properties of CIS with Q2 between the region of
asymptotic freedom CIS -+ 0 as Q2 -+ 00 and confinement wh<>reCiS is larg~ and the
partons are tightly bound in the proton.

The QCD factorization theorC'm states that the int<>raction can be split into two in-
dependent regions, a perturbative ('short distance') part with sufficiently large mo-
mentum scale and a non-perturbative ('long distancC") part. In the pC'rturbative part
the relative smallness of Cls(Q2) allows the expansion of solutions of QCD in a pertur-
bation series of powers of O'S(Q2). The non-pC'rturbativf' part. can in gf'neral only be
determined experimentally. F'ormally, factorization mC'ans t.hat the strtlct1ll'e function
F2 can be expressed as a convolution of a coefficient function C.; calculable in QCD
and the parton distribution functions f; which are specific to the probed hadron but
universal as regards the probing particlf',

The ratio R of O'f, and O'T is defined as

R= O'L =~.
O'T F2 - FL

Due to its relation to longitudinally polarized photons, given in equation (1.18), FL is
called Longitudinal Structure F'unction. Equation (1.12) shows that the sensitivity of
the cross section on FL is kinematically suppressed with y2• At low y $ 0.4 the effect
of FL on the extracted value of F2 is therefore negligible ($ 2%).

Quantum Chromodynamics (QCD) is the field theory of the strong interactions between
quarks and gluons. A detailed discussion of QCD can be found in [61. In QCD each
quark can appear in three different states called colors (r<>d,green, blue). The strong
interaction between quarks is mediated by gluons which carry both a color and an
anticolor at the same time. Due to this property gluons are able to couple to gluons
(self-coupling). This is in contrast to QED where photon self-coupling do<>snot occur.

21L should he t~rnphasizf'd that I he definit.ion or a virtual phOl,OI1 nux is sOlnf'what arhitrary since
t.he ddinition is 0111)' cOlIsf.rnilH'd in t.hf' phOl.oprodlwtioll lilllit. (Q2 -+ U) ill wllil'h t.III' ff'al photon
flux lIlust he df'snibf'fl, i.f'.lilllqJ-+nlT;~~(Q2.1\'2) = t1~~.1(1\'2) II1l1s1 h•. sali~lif'd. III lhis IIH'sis l.11f'

so-call4'd lIallei nHI\'f'lItioli [,:"',]i~ 11'·;c·d.

The factorization scale raramet.er rlF df'fines the boundary bf't.wC'f'nthe l>C'rturbative
and non-perturbative regions and I' is the renormalizat.ion scalC' rarameter used to
absorb divergent parts of the rert.lII'bation series.
In a physical int<-rpr<>tationfilct.ori7:ation nle'ans that t.lle'strurt.lII'C' funct.ion Fl is com-
posf'd of two contribut.ions, nanle'ly a probabilit.y dC'nsit.yf;(y) of finding a part.on with
fractional proton 1ll01llent.111lly in the rroton and iI.cOf'fficiC'nt.t.C'rlll('~(;) [8]. C~(;)
describes how a part.on wit.h fradional lllornC'nt.llll1.r f'volves froll1 radiat.ivf' ~)rocessC's



off the initial parton and subsequent.ly interacts wit.h the exchanged virtual boson.
Since the longitudinal moment.um of the radiated part.on is always smaller or equal
to that of the parent parton, the integration in equation (1.22) is restricted to the
interval x ~ y ~ I. In this picture IS at a given value of x can be viewed as receiving
contributions from all partons with a fractional momentum y ~ x in the proton.

Since F2 is a measurable quantity it should be independent of scale parameters. This
means that the parton distribution functions f; must dl'pend on the choice of lip and
1-1, i.e. the choice of the renormalization scheme. A frequently used scheme is the DIS
scheme which is defined by the Quark Parton Model relation between F2 and the parton
momentum distributions f;(x), given in equation (1.1),

P~~)(z)

P:~)(z)

I [ 2 2]2z+(I-z)

~1+(1-.:y
3 z

6 [(_z_) + 1- z + z(1 _ z) + ~8(1 _ Z)] _ Nf 8(1 - z).
1- z + z 12 3

F2(x) = E e~xf;(x),
;;Q.9

lIere the definit.ion Jd d.r(I~:t= Jd dxf(~t;f) is used [7J. To date the splitting func-
tions have been calculated t.o next to leading ordN (NLO) [~I.
The formal derivat.ion of t.he DGLAP equations involves the Leading Log Approxi-
mation (LLA) where terms of the form as' (In Q2t arc summed to all orders. These
t.erms are leading because Q2 is large by construction of t.hf' perturbativl' ansatz. It has
been shown [It] that the LLA summat.ion is equivalent t.o a sum of gluon laddl'[ dia-
grams with decreasing fractional prot.on momentum x and strongly ordered transverse
momentum,

is satisfied to all orders, i.e. C~IS(x) = eN(l- x). The DlS scheme can be understood
as defining perfect freedom of the partons in the proton as conceptualized in t.he Quark
Parton Model. In this scheme all higher order processes are absorbed in the long range
parton distri bution functions constituting the structure of the proton. Another scheme,
more useful for theoretical calculations, is the M S scheme where the above equation
holds to leading order (La) only. In NLO in the M S scheme, F2 is also directly
connected with the distribution of gluons in the proton.

The change of the parton distributions as a function of Q2, i.e. t.heir dynamical behavior
or evolution, is described by the DGLAP evolutionequations4[9, 10] given in leading
order as:

x < Xn < ... < Xo

Q2 » k~,n »...» k~..o'

(1.27)
( 1.28)

dq;(x, Q2)
d InQ2

dg(x,Q2)
d InQ2

O'S~~2) [; [~qj(Y,Q2)P;~0) (~) +g(Y,Q2)P;~) (~)] (1.24)

O'S~~2) l ; [~qj(Y,Q2)P:~) (~) + g(Y,Q2)P:~) (~)] .

In the DGLAP approach x must be sufficient.ly large t.o ensure t.hat terms of the t.ype
In(l/x) of the split.t.ing functions remain negligible. At. low x it Sf'ems appropriate
to include leading powers of In(l/x) when accompanied by leading InQ2 terms. This
approach is called double leading logarithmic approximat.ion (DLLA). The summa-
tion of In( I/x) terms independent of Q2 and at fixed O'S(Q2) has bl'l'n developed by
AFKL5 [121. In leading order BFKL predict a behavior of F2 proportional to x-~ with
oX ~ 0.5. N La calculat.ions are still being pursued. In t.he limit. of.5 -t 00, i.e. x -+ 0, a
power behavior can not persist physically since the cross section must rise slower than
In2.5 (Froissart bound [13]).

The splitting functions p;J(x/y) give the probability that a parton j with fractional
proton momentum y radiates a parton i with fractional parton momentum x/yo The
integration is restricted t.o x ~ Y ~ J for the same reason as in equation (1.22). The
splitting functions arc calculable by perturbative expansion,

2 _ AS (0) (O'S)2 . (I)
P,j(z,O's(Q )) - 211" P;j (z) + 211" Pij (z) + ...

Theory leaves as yet a number of lluestions to be i\nswered by the experiments. 111'1'1',
only the aspects most relevi\nt. to the present analysis are ment.ioned: The double
different.ial ep cross section and the st.ructure function IS(x, Q2) is presently not. ci\l-
culable but can only be det.ermined experinll'llt.ally. Once t.he cross section is known
itS a fUllct.ion of :1; and Q2 in a given kinemi\t.ic rf'gion t.he evolut.ion elluations can
be used for predictions of t.he cross Sl'ctioll dependl'nce out.side the rneasurl'd region.
Furthermore, t.he experin1f'nti\1 results can be uSl'd t.o extract the part.on distribution
functions f; which describe t.he structure of the proton as a function of x and Q2. High
precision F2 di\ta i\t. HERA provide i\ mei\ns of det.ermining in part.icular t.he gluon
densit.y g(x, Q2) and t.he st.rong coupling consti\nt O'S(Q2) [I~J. As described i\bove,
t.owards low x and low Q2 the pert,urbat.ive approach will reach its limit of applici\hility
and non-perturbat.ive effect.s start. t.o dominate. To date this region of transition, in
pi\rticular in the low-x regime, has not Yl't bl'l'n explored in det.i\il.

In leading order the splitting functions read:

p~~)(z) = H\~z:L+2o(l-z)



Measurements of F1 using the HERA data recorded in 1994 [15, 16J showed that the
next to leading order (NLO) DGLAP equations describe the data in the wide range
from Q1 = 5000 Gey1 down to the lowest measured values of Q1 = 1.5 Gey1 within
the achieved level of precision. This is illustrated in fig. 1.2 where data from HERA
(here the HI Experiment (15)) are presented together with results from earlier fixed
target experiments [17, 18J. F1 is shown as a function of x in different bins of Q1. A
strong rise of F1 is seen towards the lowest values of x in all bins of Q1. The solid
line shows the result of the global HI QCD fit [IS, 19] based on the DGLAP evolution
equation. QCD fits are performed parametrizing the parton distributions as functions
of x at a given starting scale Q~. The parameters are fit to the data such that the
DGLAP equations and a set of additional constraints (e.g. QCD momentum sum rules)
are obeyed. In the HI fit [15] the data from HI and from fixed target experiments are
combined in order to achieve maximum possible precision.

The same results are presented in fig. 1.3 showing the total virtual photon proton cross
section O'~~~as a function of W1 in bins of Q1. The strong rise of F1 towards low x
is reflected here in the increase of the cross section with W1• Note that at low x the
relation W2 = Q2 Ix holds (see equation (1.8)). The perturbative model by Gliick,
Reya and Yogt (GRY) [20], based on the NLO DGLAP evolution equation, succeeds
in describing the behavior for all values of Q2 ~ 1.5 Gey2 (see also section 5.4).

In addition to the previous figure the plot contains the total cross section O'~;l of
photoproduction events at Q2 = O. In this region perturbation theory is not applicable.
The line through the data points at Q2 = 0 represents a phenomenological model by
Donnachie and Landshoff (DOLA) [21] following a Regge theory type ansatz. An
introduction to Regge theory can be found in [22J. DOLA parametrize the energy
dependence of the cross section as

They predict ( = -0.4524 and" = 0.0808 f~om a fit to experimental data of hadron-
hadron collisions. It turns out that the -yp cross section measured at II ERA [23, 24]
obeys the same description6• At high energies W the 'pomeron' term B· W2A dominates
and describes the slow increase of the total photoproduction cross section with the
center of mass energy (see also section 5.4).

It is obvious from fig. 1.3 that the energy dcpendence of t.he rhotoproduction data and
the data at Q2 ~ 1.5 Gey2 (DIS) is strikingly different. A ll1t'asurement of the slope of
the ep DIS cross scction a.~W2A at fixed Q2 yiclds valucs of " ~ 0.2...0.'1 continuously
rising t,owards larger Q2 [151 in contrast to ~ 0.08 in the case of t.hc photoproduction
dat.a wit.h Q2 = O.

6'1'111' fad t.hal. tllf' ('lIf'rgy df'Jwlldenccs of haclroll-hadroll and ~f'} (as wdl a.~ 1,) noss S<'ct.iolls
follow t.11('salllC' f'XI)()IH'lll.iallu·'ha\'ior is ofl.(,11 rt'ff'rrl,() In as 'pOlllf'rOll IIlli\'l·r.~alily·.
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How does the transition between [) IS and phot.oproduction take place'! How can phe-
nomenological cross section models be rC'lated to perturbative QeD'! These questions
are subject of much theoretical debate at prC'sent. Various model predictions have been
developed to predict the structure function in the region of small Q2 and small x. A
measurement of the structure function F2 and the energy behavior of the cross section
in the transition region at very low values of Q2 may help to discriminate between the
models and to give constraints for further theoretical developments.

In the winter shutdown 94/95 at the HI Detector at H ERA a substantial increase in
the detector acceptance for smaller scattering angles, and Ilf'nce for smaller values of
Q2, was achieved with the installation of the new detector components 'Spacal' and
'HOC' (see chapter 2).

In the commissioning year 1995 two data sets were recorded. In addition to a sample
of data with standard ep beam positions ('nominal vertex data'), a run dedicated to
the measurement of the transition region at low Q2 was performed. Here, the position
of the main ep interaction region was shifted by the IIERA machine by +70 cm along
the proton direction ('shifted vertex data'). This wayan acceptance in Q2 down to
Q2 2: 0.35 GeV2 was achieved allowing to explore the transition region at very small
values of x (x 2: 5· 1O-6f. Both data sets have been used to measure the structure
function F2• The results of the shifted vertex data analysis have been published in [251.
Details of the analysis can also be found in [26, 27).

This thesis concentrates on the analysis of the nominal vertex data. Although these
data extend the kinematic region compared to results from earlier years, the main
objective of the measurement is not centered on the kinematic reach but rather on the
precise understanding of the new detector components. In the region of Q2 between
2 GeV2 and 6.5 GeV2 the experimental uncertainty of the results is improved compared
to former measurements by roughly a factor of 2.

Figure 1.3: The total virtual photon prot.on cross section as a function of W2 for different
bins in Q2. Open (full) squares cienot.e results from the HI (ZEUS) Collaboration [23,24).
At Q2 ~ 1.5 GeV2 the curves describe the model by GRV [20]. At. Q2 = 0 result.s from tot.al
photoprodnction cross section measnrements are shown. The curve t.hrongh these points
represents t.he paramet.rization by OOLA [21].

7The imUS Collaborat.ion I,,\s pr<''''nkd reslllt.s from 1995 dat.a measnred wit.h t.he new heam pipe
calorimet.er (I3PC) reaching down t.o Q2 val lies of 0.11 GeV2 coverillg a slight.ly difTerellt.range in
x [~8].



Chapter 2

The HI Experiment at HERA

In this chapter the experimental steps of the acquisition and reconstruction of deep in-
elastic ep scattering events with the H I Detector at HERA are descri bed. The electron
proton storage ring HERA is introduced in section 2.1. The detector components of
the HI Detector and the basic steps of the data acquisition are covered in section 2.2.
Special focus is put on the new backward calorimeter Spacal which together with the
Backward Drift Chamber (BDC) plays a central role in this analysis (section 2.3). The
standard methods used to reconstruct the event kinematics are explained (section 2.4)
and the event simulation using Monte Carlo programs is sketched (section 2.5).

Figure 2.1: Sketch of the ep st.orage ring HERA (riglll picture) at. DESY, Hambu rg. HERA
accommodates four experiment.s, HI (a). ZEUS (b), HERMES (c) and HERA-B (d). The left
sketch shows a zoom wit.h the preaccelerator stora.ge riug PETRA a.nd linear preaccelerat.ors.

Polarized electrons are collided with a polarized gas target (112, deuterium, 311e or
4He). The experiment IIERA-B (d) is a fixed target. experiment which uses the halo
of the proton beam for collisions with tungst.en wires. II ERA-B is presently being
commissioned and plans to measure CP violation in the decays of lJo and lJo as of
1999.

The Hadron-Elektron-Ring-Anlagc IIERA [29J was commissioned in 1992. A schematic
view of the IIERA ring is shown in fig. 2.1. HERA has a circumference of 6.3 km and
collides protons of 820 GeV with 27.5 GeV electrons or positrons. During the first
years HERA operated with electrons until in 1991\ the operation with positrons was
established!. The lifetime of the positron beams is longer than that of electrons since
the positron beam repels the remaining (positively charged) beam gas ions reducing
the beam gas interactions and thus the loss of particles. The HERA particle beams
are segmented in 220 bunch positions resulting in bunch crossing intervals of 96 ns
corresponding to a rate of lOA MHz. In a typical run about 190 bunches are filled wit.h
about ]010 colliding particles each. The remaining ('pilot' and 'empty') bunches are
used for control purposes. The average longitudinal size of the proton bunches is about
60 cm leading to a Gaussian distribution of the interaction points along the beam axis
with a spread:of 10 cm.

II ERA accomh,odates four high energy physics experiments, namely Ill, ZEUS,
II ERMES and IIERA-B. III (a in fig. 2.1) and ZEUS (b) are taking data of ep collisions
since 1992. IIEHMES (c) is operated since 1995 and uses t.he electron beam only.

The HI Det.ector [301 was optimized to measure the energies and moment.a of the par-
ticles produced in deep inelastic scattering and to allow efficient part.icle iden tification.
A 3-dimensional sketch of the III Detector is given in fig. 2.2. The detector is nearly
hermetic, its acceptance for scattered particles is limit.ed only by the forward and back-
ward beam pipe holes (near [IIJ and 01])2. Due to the difference between the beam
energies of protons and electrons the moment.a of most scat.t.ered part.icles have a large
component in proton beam (forwar<!.l,iirection. The geomet.ry of t.he detector, conse-
quent.ly, is asymmetric. The graph ~ shows the coordinate convent.ion us~d by t.he
H I collaboration and in this analysis. The z-axis point.s to t.he 'forward' direction along
the proton beam. The polar angle is defined with respect t.o this direction. Looking
backwards from the int.eraction point t.he .r-axis point.s t.o the right. towards the center
of the II ERA ri ng.

The central detector components, described below, are embedded in a sllperconducting
coil~, which produces a homogenpous magnet.ic field of 1.2 T and an iron re turn yoke
[lQ], instrument.ed wit.h st.reamer t.ubes for Illuon det.ect.ion. In t.he forward dired.ion

'I n the followiug nnd throughout. this t.hesi. the incident ancl llCi\t.I.eml leptou i. referred to as
electron. '
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t.hc measurcmcnt. of muons is supplcll1cnt.cd by t.hc forward muon spcctromet.er, [Q] and
[Ill The following dctector componcnt.s are part.icularly relevant t.o t.his analysis:

• The Central Tracking Devices, [1], in t.he rcgion of -1.5 m < ;; < 2..) m
comprisc six coaxial tra.cking chambcrs~. Ncxt, to the beam pipe the Ccntral
Inner Proportional Chamber (CIP), a two layer multi wire proportional c1uunber,
is situated. It is surrounded hy t.he Central Inner z-chamber (CIZ). With its
wires oriented pcrpendicular to thc heam pipe the CIZ is optimized for t.he exact
measurenwnt of the z-position of t.hc tracks. The signal wires of the inner Central
Jet Chamber (CJCI) are again parallcl to the beam axis. The CJCI covers polar
angles between 15° and 165°. The proportional chamber COP, the z-chamber
COZ and the Central Jet Chamber 2 (CJC2) analogously repeat this structure
in the outer part of the central tracking syste'm.

CJC I and CJC2 are optimized to measurc tracks in the 7'4>-plane with a space
point resolution of 170 II.m. Resolution along z is ohtained by comparing the
signals read out at both wire ends. Bette'r precision in z is provided hy the
z-chambers CIZ and COZ which have a resolution of typically 300 p.m. The pro-
portional chambers CIP and COP provide a fast signal (to,v,,,) used to distinguish
between successive beam crossings on the first trigger level.

• The Forward Tracking Device, Q], accepts particles with polar angles be-
tween 5° S 0 S 25°. It consists of t.hree modules of drift and proportional
chambers (FPC) and transition radiation detectors each.

• The Liquid Argon Calorimeter covers thc region bctween -\0 and 153°. It
consists of roughly 45000 cells in two sections, an e1cctromagnetic, ffi and a
hadronic part, @J, with lead and iron ahsorber, respcctively. Particle energies are
me'a5ured by ioni:>:ation of liquid argon atoms and suhsequcnt charge collection.
An equivalent of 4 to 8 interaction Icngths guarantecs a measurement of hadronic
energies at a precision of 4% [31] and a resolution (J" / I~of 50%/../E.

[] Beam pipe and beam magnets
II] Central tracking device
Q] Forward tracking deviceo Electromagnetic LAr calorimeter
W Hadronic LAr calorimeter
@] Superconducting coil (1.15 '1')

[2] Compensating magnet

[IJ Helium supply for [2]

[Q] Muon chambers
[IQ] Instrumented iron yoke

[ill Forward muon toroid
[IT] Backw. calorimeter (Spacal)

[IT] PLUG calorimeter

ITTI Concrete shielding
[}}] Liquid argon cryostat
~ Coordinate System

• The Backward Calorimeter Spacal,~, is a lead / scintillating-fiher calori-
meter of spaghetti type. It covers the backward rcgion, i.e. polar angles of 153° <
0< 177.8°. As part of the III Dd,cctor Upgradc Program [32] the Spacitl was
installed in the III detector in thc hcginning of 1995 togcther with the drift
chamber IlDC (see below). RDC and Spaca.1 rcplace the backward proportional
chitmber rlPC itnd thc electromagnetic sitndwich citlorimcter rlEMC [30]. The
Spacal will be described in detitil in section 2.3.

Figure 2.2: Schematic view of the H I Detector. The different uClecf.or compollellts itre
explailled in thc text..

• The exitct position of charged particlcs entcring the 5pitcitl is measured by the
Backward Drift Chamber (BDC) (ncitr~) [27,33]. The UDC is subdivided
into 8 octants consisting of -\ double lityers which cover the politr itngulitr region
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of 153° < ()< 177.5°. Fig. 2.3 shows a 3-dimensional sketch of one BOC octant.
Each signal wire is contained in a separate cathode cell. For the inner 16 cells the
wire distance is 1 cm and for the outer part it is 3 cm. In the transition region
between the two zones an intermediate cell with a width of 2 cm is situated.
The wires of the transition cells are situated between 21.7 and 23.3 em in radius,
depending on the layer. In total, 2048 signal wires are azimuthally oriented in a
spiderweb fashion, Le. perpendicular to the radius and to the beam pipe. This
geometry optimizes the spatial resolution of the polar scattering angle 0 which
is particularly relevant for the reconstruction of the event kinematics. Together
with the Spacal, the BDC is the essential device for the measurement of the
scattered electron in the present analysis (see also section 4.7).

• The Luminosity System is sketched in fig. 2.4. It comprises two small calorime-
ters, the electron tagger (ET) and the photon detector (PO), situated at z-
positions of -33.4 m and -102.9 m, respectively, upstream of the II I Detector
in the IIERA tunnel. Both detectors consist of crystal scintillation counters seg-
ment.ed in 7 x 7 (ET) and 5 x 5 (PD) cells of about 2 x 2 cm2 si?:e. The phot.on
det.ector is protected from low enl'rgetic synchrotron radiation oy a Il'ad-copper
ahsoroer of 2 radiat.ion lengths (F) with a water (;I'rl'nkov veto cotlnt.er (Y<.')
which dist.inguishes event.s with part,ides int.Nading in t.he aosoroer from high

Figure 2.4: Bremsstrahlung event measured by the luminosity system. The scatt.ered electron
deposits 11.8 GeV in the electron tagger (ET, upper left panel). The photon energy of
14.5 GeV is measured by the photon detector (PO, upp"r rigllt panel). The lo\Verpicture
shows a sketch of the complete luminosity system. The upper central pict.ure zooms the
details of the photon detection system consisting of the photon detector (PO) itself and the
filter (F) and veto counter (VC) against synchrotron radiation.

Figure 2.3: 3-dimensional sketch of a BOC octant. The four double layers are rotated
relatively to each other by 11.25°. The beam axis is indicated by the dashed-dotted line.

energetic photons. The magnetic field of the electron heam opt.ics bends the
charged electrons at momenta between 10 and 20 GeY int.o the electron t.a.gger.
Thus, the signal in the electron tagger is devoid of oackground arising from high
energy phot.ons. The luminosity is measured by cotlnt.ing Bct.he-llei t.ler (BII)
bremsstrahlung events ep -+ en [31\J(see also section 1\.9) (Ietedcd by the co-
incidence of a photon and an c\l'ctron in the luminosity system. Since the cross
section of BH events is very large and well known from t.heoret.ical calcula.t.ions,
the instantaneous luminosity can be calculated from t.he measured event rate tak-
ing into account t.he detector accept.a,nces. The systemat.ic uncertainty achieved
with )995 dat.a is 1.07%. The average luminosity was 2.25 /I,b-I S-I at I,ypical
current.s of 56 mA and 20 mA for prot.ons and electrons respectively [3.5J.

In addit.ion to the luminosit.y meas\lfement the elect.ron tagger is alst> IIspd for
t.he ident.ificat.ion of phot.oproduction eveut.s (see seet.ion 1\.8).

• The Time-of-Flight (ToF) System consists of scint.illa.t.ioncount.ers sitlla.t.ed
at. different positions along the oeam pipc, namely t.he Backward ToF (IlToF,
aI, z:::::; -27.5 em), Forward '1'01·' (FTol.' aI, z:::::; 790 cm, near [OJ, t.he Plug 'I'oF



(PToF, at z R:l 540 cm, DID and the veto walls (at z R:l -390 cm). The time
resolution is at the level of ns and can therefore be used to reject beam induced
background arriving out-of-time in the III detector [36]. For this purpose the ToF
counters are operated in veto mode on the first trigger level Ll. The loss of good
events due to the Ll ToF veto condition is of the order of 1% (section 4.4). In this
analysis, the PToF is also used for the determination of the vertex reconstruction
efficiency (section 4.5). The ToF system supplements the time sensitive electron
trigger of the Spacal discussed below .

• The HI Trigger System presently consists of four levels of event filtering, L1,
L2, L4 and L5. In 1995 L2 was not yet operational. It was commissioned in 1996.

The first trigger level Ll [37] is a dead time free system providing trigger decisions
after 2.5 /-IS. During this time the full event information is stored in pipelines. The
L1 trigger conditions (subtriggers) are based on simple logical combinations of
the trigger signals (trigger elements) from the different detector components. Ll
accepts an event if at least one subtrigger condition is fulfilled. A natural trigger
rate limit is given by the capacity (bandwidth) of the Read Out System. Facilities
to downscale the triggered rate (usually called 'prescales') are implemented. The
rate of triggered physics events is optimized to meet the read out bandwidth by
imposing prescales to subtriggers with large background contributions. In order
to allow the determination of the trigger efficiencies from the data a set of monitor
triggers is installed with loose (minimum bias) trigger conditions. For later data
analysis the status of each subtrigger before ('raw') and after being accepted by
possible prescales ('actual') is recorded with each event.

L2 validates the L1 decisions using more complex algorithms within 20 /-IS. At a
positive trigger decision the read out of the event is started. The full event infor-
mation is digitized at the different detector components, collected and transferred
to the trigger level L4. In 1995 the actual event rate at LI ideally was about 30
Hz, corresponding to an averaged dead time of about 10%4.

L4 is a software filter consisting of 30 parallel processorss. With the complete
event information available the event selection algorithm can make full use of the
intrinsic detector resolution. About 20% of the events pass the L4 selection cuts
and are written to tape. The output event rate is technically limited to about 20
Hz or 1.5 MBytes/s. For monitoring purposes, one out of 100 rejected events is
written to a separate data file.

At L5, finally, the full event reconstruction is performed. Calibration and correc-
tion constants are applied to the data (see also section 2.3.4 for the example of
the Spacal). The calibrated events are preselected and classified in an analysis
dependent way. Non-classified events are rejected to reduce the data volume.

Figure 2.5: Schematic view of the Spacal Calorimeter and the Backward Drift Chamber
(BDC) in the backward region of the HI Detector.

Similar to level L4 1% of the rejected events are stored for monitoring. Classi-
fied events are written on so-called Data Summary Tapcs (DST) which usually
provide the starting point for physics analyses.

Since 1995 the Spacal Calorimeter repl<\ces the electromagnetic lend / scintillator sand-
wich calorimeter BEMC and the HEMC-ToF system in the b<\ckward rcgion of the III
Detector. Detailed descriptions of the Spacal can be found in [32, 381.

4Since1996 the rate acceptedby L2 has been increasedto 50 IIz by data volumecompressionat
t.hefront endsof the dctect.orcomponentsand optimizedbackgroundsuppressionof largeevents.

'Since 199736 processorsare active.

In this section an outline of the Sp<\c<\1p('l'formanc(' is givcn. The Spae<\1detector
and the read out and trigger electronics arc subsequently dcscribcd in section 2.3.1
and section 2.3.2. The inclusive electron trigger is covered in a scp<\r<\tesection 2.3.3.
Finally, in section 2.3.4, the reconstruction of the energy <\nd position of the scattered
electron from the raw data is explained.

Fig. 2.5 shows the geometric position of the Spacal C<\lorimeter in t.he backward region
of the HI Detcct.or. The front f<\ce z-position is -1.50 em. 'I'hc Spac<\1has a dia-
mcter of 160 cm (see fig. 2.6) and consists of two sections, an clectrolllagnetic and a



hadronic section with an active depth of 25 cm each. With the Spacal the calorimetric
performance and the background suppression is improved in several aspects: Acceptance

Energy Resolution (EM) f1E/ E
Energy Scale Uncertainty (EM)
Energy Resolution (liadrons) uE/ E
Spatial Resolution UR/ R
Time Resolution .6.1
Noise Icvel .6./\

153· ~ O. ~ 177.8·
7.5%/VEffi2%

0.7% at. 27.5 GeV
~ 30%/VE

3.4 mm
~I ns

< 3 MeV

• The angular acceptance for scattered electrons has been en larged to a polar angle
of 177.8° with respect to the nominal interaction point. With this the kinematic
reach6 extends down to values of Q2 ~ 0.85 GeV2.

• Small cell sizes of 1 x 1 cm2 cross section increase the sensitivity to the measure-
ment of the shower shape, resulting in an improved spatial rcsolution of less than
4 mm [271and an enhanced e/'Ir separation power (> 100) [39J. Electromagnetic
particles can be separated above a distance of 7 to 8 cm. This allows to resolve
exclusive processes (e.g. the measurement of decay products of light mesons such
as 'lr0 ~ 'Y'Y[10]) as Wf'1las the measurement of QED final state radiation (see
section 4.9.2).

Tahle 2.1: Performanre Paramet.ers of t.he Spacal measured in sit" wit.h dat.a from t.he
commissioniug year 1995. For the energy resolut.iou for hadrons lwarn t.est.results with
4 GeV pions arc quot.ed [39].

• Finally, with the installation of a hadronic calorimeter (replacing the former
BEMC- ToF system) the measurement of hadronic energies in the backward region
of the HI detector is improved considerably. The longitudinal division of the
Spacal in two parts adds to the e/'Ir separation power (see section 4.6).

• The Spacal has a very good homogeneity (see section 3.5).

• The use of photomultiplier tubes (PMT) and an electronic chain with extremely
low noise at a level of 3 MeV [11]) allows very low trigger thresholds and a reliable
reconstruction of very small energy deposits. The Spacal is therefore sensitive
to minimally ionizing particles. The PMTs provide a time resolution of better
than I ns allowing the construction of a Time-of-Flight based inclusive electron
trigger (lET). The lET provides the means to efficiently reduce the proton beam
related background (see section 2.3.3).

The intrinsic performance parameters of the Spacal have been determined in test beam
measurements [39, 421. In the context of the present analysis the basic values are
remeasured using DIS events (see chapters 3 and 4). The results are listed in table 2.1.
It is expected that in future with more experience an even better performance will be
achieved.

The electromagnetic part of the Spacal consists of 1192 cells with an active volume
of ~0.5 x ·10.5 x 250 mm3 each. A front view of this section is depicted in fig. 2.6.
The cells arc made of groovcd lead platcs and scintillating fibers with a lead / fiher
ratio of 2.27: l. 52 stacked lead platcs, each comprising 1680 fibcrs, form a 2-cell-unit.
(sllbmodule). The fibers have a diamct.cr of 0..5 mm. Thcy arc of tlw t.ypc IlICHOI\



Parameter Eled.roma.gnC'tic Section lIadronic SC'ction
Fiher Diameter 0.5 mOl 1.0 mm
FiIwr Type BlenON I3CF·12 mCnON IlCF-12
Lead / Fiber Ratio 2.27:1 3.'1:1
Number of Cells 1192 136
Cell Volume 4.05 x 4.05 x 25 cm3 l2.0 x 12.0 x 25 cm3

Radiation Length Xo 0.9l cm 0.85 cm
Interaction Length oX 25 cm 25 cm
Moliere Radius 2.55 cm 2.45cm
Lead-Fiber Density 7.3 g/cm3 7.7 g/cm3

PMT Type Hamamatsu R5505 R2490-06

Figure 2.7: Schematic view of the cell geometry of the lusert module in t.he ceuter of the
Electromagnetic Spacal.

BCF-12 and emit blue light with a peak value of 430 nm. In order to enhance the
light transmission, the fibers have a cladding of 20 J.lm around the fiher core. The
core and the cladding have refractive indices of 1.6 and 1A9 allowing for total reflexion
up to an angle of 22°. In addition the fibers are mirrored at the front face. An
attenuation length of about 3 01 is achieved [43J. A standard 16-cell-supermodule is
composed of 8 submodules yielding a volume of 162.6 x 162.6 x 250 mm3. On the back
of the supermodule the fibers of each cell are bundled and guided to light mixers. A
small air gap between the light mixer and the fibers guarantees a well-defined light
transmission. The scintillation light of each cell is converted into an electric pulse
using photomultiplier tubes (PMT). The fine-mesh type PMTs [44] are operated in the
magnetic field of 1.2 T at. an amplification (gain) of ~ 104•

A charge integration of the photomultiplier anode signal of each cC'1Iis performed by a
preamplifier (active base). The decay time constant of the resulting output signal is set
t.o 180 ns in order to avoid pile-up effC'cts. The signal is transported via 19 m coaxial
cables into the front end electronics where it is split int.o thrC'e branches, the C'nergy
read out., the time measurement and t.he t.rigger branches. A detailed description of
t.he Spacal electronics can be found in [46,47].

With a densit.y of 7.3 g/cm3 and an active length of 25 cm the Electromagnet.ic Spacal
corresponds to 27.47 radiation lengths (Xo) and I hadronic interaction length (oX). The
Moliere radius amounts to 2.55 cm. The basic technical parameters of the Spacal are
summarized in t.able 2.2.

• Energy Read Out Branch: At. t.he input. of the read out. hranch t.he pulse is
shaped into a bipolar signal wit.h a (positive) peak value of 180 ns. The large
time constant ensures insensit.ivity of the measurement. t.o the exact timing of
the read out and the bipolarity guarant.ees that. t.he signal ret.urns t.o the base
line after a finite amount of time (1.5 /-Is). The signal is fed through a delay line
(pipeline), adjustable between 2.3 and 2.5 /1.S in st.eps of 20 ns, and into a sample
and hold circuit. In case the event is acceptf'd t.he signals are mult.iplexed by 128
cells and read hya peak sensing 12 hit ADC. Two different ADC channC'ls arc
used, with gains differing by a factor of '1, in order to decrease the digit.al st.ep
width of the ADC for low energy signals. Digital signal processors (DSP) read
the ADC da.ta and perform pedestal suhtradion and 7.ero suppression. Finally
the nsp produce a raw data energy bank which forms the input to the event
reconstruction on the trigger levels IA and 1,.5.

The center of the Spacal contains the Insert, a module shaped to fill the gap between
the main body of the Spacal and the beam pipe. The Insert is depictf'd in fig. 2.7.
12 cells of different sizes encircle four veto layers of 8 mm width. At the inner radius
(of 5.7 cm) a tantalum frame shields against synchrotron radiation from the beam.
The veto layers are used to measure potential energy leakage int.o the beam pipe (see
section 4.6).

The Hadronic Spacal [45] comprises 136 cells of 120 x 120 x 250 mm3 providing an
equivalent of one nuclear interaction length. The fibers are of the same type as in the
electromagnetic section but have a larger diameter of 1.0 mm. With a lead to fiber
volume ratio of 3.4: I t.he lIadronic Spacal is compensat.ing, i.e. the fraction of det.ected
energy of hadronic and electromagnetic showers is almost equal.

• The Time Measurement Branch signal is shapC'd t.o rise t.o its peak value
within 3 ns. For the t.ime measurement the signals arc fC'dinto Constant Fraction
Discriminators (CFD) wit.h a delay of 4 ns and a fraction of 20%. CFDs correct for
pulse height effects (slewing) by reshaping the signals such that a 'zero crossing'
of the pulse is obtainC'd independent oft.he pulsC'hC'ight..The threshold is adjusted



- The time information is also used to select in-time events for ttJe electron
trigger. In-time events are defined by an adjustable gate, called Time-of-
Flight-window ('ToF-window') as follows: For a given Spacal cell the trigger
signal is fed into the ToF-branch of the Spacal trigger (see below) if the
CFO signal is in coincidence with the 'I'oF-window. Otherwise it is fed
into the 'AToF' (='Anti-ToF') branch. Typically the ToF branch is active
in the time window between 8 ns and 24 ns relative to the HERA clock
and thus insensitive to proton beam related background (compare fig. 2.8).
After a switch to the ToF branch the standard AToF position is recovered
automatically 150 ns later .

very close to the noise level. In the case of the Spacal a full energy validation
can not be performed since the CFO output must be fast enough for use in the
trigger branch.

The CFO signal output is split into two subbranches. One signal is fed into
the TOC system for the time measurement. The TOC system provides time
information of all cells for the offline analysis. The other signal is used for the
time dependent event-by-event steering of the Time-of-Flight sensitive inclusive
electron trigger (see below).

• The Trigger branch [46] works with unipolar signals of 10 ns time constant. It
produces analog energy sums, to be compared with adjustable trigger thresholds
separately for the ToF and AToF branch and for Hadronic and Electromagnetic
Spacal. The ToF branch is highly segmentNI. It basically comprises the inclusive
electron trigger (lET) described in detail below. In the AToF branch coarse
energy sums are formed, serving for the positive identification of out-of-time
proton related background. The main purpose of the AToF trigger condition is
its use as a veto to be applied in combination with other detector components.

Figure 2.8: Typical time distribution of signals in the Spacal as measured by the TDC online
histogramming system. The left maximum corresponds to proton beam related background,
the right maximum shows the position of ep interactions. Note that no trigger or event
selection is performed.

- The TOC system [48] performs a cell-wise time measurement. It provides
the time information for the offline analysis. In addition it is equipped
with a fast histogramming unit providing online rates and time spectra for
functionality checks and monitoring of the Spacal performance. A typical
online histogram of the time distribution measured in the Spacal is depicted
in fig. 2.8. The distribution contains all signals arriving in the Spacal with
an energy above 30 MeV given by the CFO threshold independent of the
HI trigger conditions. No event selection is performed. The left maximum
(around 4 to 8 ns) is due to proton background traversing the Spacal directly
from 'upstream'. The right maximum (around 18 ns) contains good ep

interactions (and electron related hackground). The relative height of the
maxima gives an impression of the proton hackground rate compared to
good ep events. The difference in time of 10 ns roughly corresponds to
a path length difference of interacting protons and proton background of
2 x 1.50 m.

2.3.3 The Inclusive Electron Trigger
The inclusive electron trigger (lET) of the Electromagnetic Spacal is segmented in
320 arrays of 4 x 4 neighboring cells (lET-windows). The lET-windows overlap, they
are 'sliding' in order to avoid efficiency gaps at the bordprs of the windows which
would cause loss of events. In each window an analog sum of the in-time ('l'oF-hranch)
energies of the 16 cells is separately built.. Three different. discriminator thresholds,
lET > 0, lET> I and lET > 2, adjustable in the range between ~ 100 MeV and
~ 20 GeV, are used to evaluate the analog signal. If, inside a given lET-window, the
signal exceeds one of the three discriminator thresholds a logical hit (cluster hit) is set.
The Spacal trigger logic computes the logical 'or' of aW cluster bits for e,,"ch of the
three thresholds and encodes the result in a 2 bit trigger element sent to the central
III trigger controllerS. The design of the lET Trigger comhines two assets:

• Spatial segmentation (sliding windows): The segmentation in sliding windows
of only 16 cells each allows to (coarsely) localize the position of the scattered
electron at the first trigger level (,1. Background can be efficiently suppressed
using topological criteria9. Secondly, coherent noise effects are minimized since
the numher of channels used in the ana.log trigger sum is small.

'Since 1996 the central regioll and the ollter part or the Sparal hav(' 1)1'('11 logically Sl·p;,,,,I.("!.
RThe dust.er bits are al~o .wailahJc to t.h(~ lriggt'r )('\'(') L~ ror Illort' dc·l.aill'd l.opologin\1 f'valuation

of the cvent.
nSince 199ti a large variety of l,opological nitf'ria 'Hf' dc'fllled ill part.icular Oil l.riggror 1f"'f'1 1.2.



• Time-of-Flight sensitivity (ToF-window): The lET trigger is active during the
expected time of arrival of signals from good ep interactions only. Consequently
it is insensitive to out-of-time proton background. An external out-of-time veto
condition is therefore not necessary to first order.

With the help of the cluster radius c1<,ctromagnetic and hadronic particles can
be separated to a large extent (see section 4.6).

2.3.4 Reconstruction of the Energy and Position of the Scat-
tered Electron in the Spacal

_ L~: w(EiVi
rCOK = "N" (E.)'

LJt=t W I

Here i runs over all cells of a cluster and ri is the position of the center of
the i-th cell with the energy Ei• In general the best spatial resolution can be
obtained using a logarithmic weight function [511with the weights following the
exponential decrease of the deposited energy with the distance from the center
of gravi ty. However, for the reconstruction of the 1995 data, w( E) is chosen as
w( E) = v'E (square root-weighting) in order to reduce the sensitivity to noise
in the low energy tai Is of the c1usterll. In this analysis the special shape of the
Insert cells is taken into account according to [52].

In deep inelastic ep scattering at HERA the energy and the angles of both the scat-
tered electron and the hadronic final state are measured independently, providing four
kinematic quantities in the laboratory frame, namely E;, 0., Eh and ih. Two of t.he
four quantities suffice to determine the Lorentz invariant variables x, y and Q2 and
to unambiguously define the kinematics of the lowest order ep scattering process (see
section 1.1). Thus, the event kinematics is overconstrained.

The redundancy of the measurement can be exploited for two important purposes:
First and most importantly, detector resolut.ion effects can be minimized by combining
the quantities measured with the least systematic uncertainty; and second, influences
from higher order effects can be detected and corrected by combination of differently
derived kinematic variables.

Before discussing the different reconstruction methods the kinematic quantities are
briefly introduced. E; and O. describe the energy and the polar angle of the scattered
electron. Eh and ih are derived summing over all particles of the hadronic final state.
ih is called the 'jet angle' or in the parton picture t.he scat.tering angle of t.he struck
quark (see also fig. 1.1(b)). It is defined as

ih Etan- =--
2 P.L,h

As mentioned above the reconstruction of the data is performed on the trigger level
L5. In this section the reconstruction algorithm for the scattered electron data in
the Spacal is briefly sketched. Details about the Spacal reconstruction can be found
in [49J. The cell energies are calculated by rescaling the raw data, described in DSP
counts, to obtain energy values in GeV. Potential gain variations of the photomultiplier
tubes in time are corrected using the correction factors measured by the Spacal LED
System [501. Calibration constants are applied to precisely adjust the cell energies.
A clustering algorithm assigns each cell to a local energy maximum ('hottest cell' or
'cluster seed'). Cells with an absolute energy value of less than 15 MeV are rejectedlO•

• The cluster energy is given by the sum of the single cell energies inside a cluster.

• The precise shower position is reconstructed by determining the center of gravity
rCOK of the cluster,

where P.L,h is the t.otal transverse momentum of the hadrons and E = Lh~dron.( E - p,)
is the difference between the energy and the z-component of the momentum summed
over all particles of the hadronic final state,

• The lateral width of the shower is parametrized by the so-called cluster radius.
The cluster radius is defined as E-p,= L (E;-p,,;).

all partide~

Due to energy and momentum conservation E - p, = 2· F:, = 5,) GeV before and after
the scattering. Thus, E - p, is sensitive to high energetic part.icles escaping through
t.he backward beam pipe hole. The measured value of F: -]I, is reduced by twice the
energy of the lost particles. This property is particularly useful for the detection of
events with bremsstrahlung photons (see section 4.9) and low angle scattered electrons
in photoproduction process('s (see section 4.8). Furthermore, I~- p, can be used as a
constraint for calibration purposes (see section 3.6).

1DAIsonegative energy values between -15 and -100 MeV are accepted. Negative energy values
arise from noise as well as 'pile-up' effects [47].

"Studies have shown that the level of noise in the 1995 data is unexpectedly high (at the level of
5 to 10 MeV), caused by software and hardware problems. A substantial reduction of the noise (to
the level of 3 MeV quoted above) has been achieved by maintenance of the Spacal electronics in the
shutdown 95/96.
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In the following the different methods to reconstruct the event kinematics are presented
and their performance is discussed. Detailed descriptions of the methods and compar-
isons can be found in [53,541. In table 2.3 the basic relations for the calculation of Q]
and yare given. In all methods x is derived via the relation x = Q] /ys (section 1.1).

• The Electron Method (e in table 2.3) exclusively uses the angle O. and the
energy E; of the scattered electron. The resolution in Y depends on the precision
of the measurement of calorimetric energy and polar scattering angle as

Y - 1 (dE; 150.)
-Y- E;ffi tan(0/2) .

Here, ffi stands for a quadratic summation of the terms. At high y the resolution
in y of the e method is superior to all other methods. Towards lower y the
resolution degrades as I/y. For the use of the l'lectron method in the range of
moderate and small y the optimization of the detector resolutions is mandatory.
At y :s 0.2 other methods are preferable. The resolution of Q~,at low Q2, depends
mainly on the precision of the polar scattering angle 0•. Towards high Q] the
influence of the energy scale of the scattered electron increases. The kinematics
of the c method is directly affectl'd hy brl'msstrahlung processes off the incident
electron (QED init.ial state radiat.ion, see section ·1.9) which le<ldto a reduction of

the incident electron energy, and cause large migrations in the f'lectron variables.
However, since this process is well known Monte Carlo simulations c~n be used
to correct for radiative effects.

• The Hadrons-Only Method, often called 'Jaquet B1ondf'I' (JB) afte •. its devel-
opers [55J, defines YJB and QjB purely on the basis of the distribution of hadronic
energies and momenta as measured by the caloriml'ter or hy both the calorime-
ter and the tracking devices. At y :s 0.2 the method providl's a fai•.ly precise
measurement of Ym. The resolution in y is proportional to the hadroIlic energy
resolution which degrades towards high values of y. The precision of QjB is poor
due to the loss of hadrons with transverse moml'nta in thl' beam pipe. Besides
the good resolution of YJB at low Y the hadrons-only mrthod is to first order in-
dependent of radiative corrections and it is the only possible mrthod for charged
current events in which the outgoing neutrino is not dl't.ected.

• The E Method, in contrast to the above mct.hods, makes more efficient use of
the redundancy of t.he measured variables. Yr:. and Q~ are derivl'd in analogy to
the JB method, replacing the nominal electron bl'am energy, II'., by the measured
beam energy, (I': - p,)/2, and the hadronic transverse momentum by t.he trans-
verse momentum of the scattered I'lectron. The E method has a good rl'solution
in a wide kinematic range. The resolution of YE is given as

At small y the resolution behaves like the hadrons-only ml'thod sincr- ¥j is t.hl'
dominating contribution. With increasing y the decrl'ase of the term (1- y) par-
tially compensates the rise of ¥f. At large y where the contribution from hadrons
to I': - p, becomes comparable to the electron, the fluctuations of the measured
hadronic energies start canceling between the nominat.or and denominator in
equation (2.11).

Replacing the nominal electron bl'am energy by thl' ml'asured valur- of E the
E method implicitly accounts for losses of incident I'lectron energy du e to QED
initial state radiation (section 1.9).

In this analysis YE is dl'tl'rminl'd using a combination of cenf.ral t.Tacks and
calorimeter cells. The momentulll Illl'asllred from f.racks is includl'<i if thl' trans-
verse track momentum is less than 300 MI'V. An isolation crif.l'rion ~s used to
avoid counting the energy in calorimeter cl'lIs originat.ing from a tr<lrk already
takl'n into account.

Gl'nerally, .'l:E can be derived in two diffl'rl'nt ways sineI' .' can bl' coml~ut.l'd from
eithl'r the recalculated bpam energy or thl' nominal bl'am l'nl'l'gy. 111'1'1', 1.111' lat.ter
way is chosen using .' = 'I . II'•. IIp.



• The Double Angle Method (OA) uses the polar angles of the scattered elec-
tron 0, and the hadronic final state "rh. It provides reasonable resolution at
medium y (0.05 ~ y ~ 0.3). Towards very low and very large values of 0, and
Ih both Q2 and y resolutions degrade as of!t ffi ~. The double angle method
is therefore less precise at small values of Q2 where the electron scattering an-
gle is large and outside the region of moderate y where the angle of the struck
quark approaches O' or 180' respectively. However, using angles only, it is to
first order independent of the overall energy calibration and can therefore be
used for calibration purposes (section 3.4). The energy of the scattered electron
is reconstructed from the two scattering angles via the relation

E _ E, . sin Ih
DA - sin Ih + sin 0. - sin(O, + Ih)

The properties of the measured data can be regarded as a convolution of pure physics
event characteristics with the intrinsic detector resolutions. Monte Carlo simulations
(MC) of the physics processes and the detector behavior are used to reproduce the
measured data with the aim of disentangling the two contributions. Consequently,
the Monte Carlo calculations are divided into two parts, the Monte Carlo generator
and the detector simulation. The pure physics process is simulated on generator level
according to a given theoretical model. As the result of the MC event generation the
four-momenta and identities of all particles in the final state are known. In a second step
the generated events arc fed into the detector simulation program (HISIM [56]) based
on GEANT [57J. The detector response is computed taking the detector geometry
and the resolution of the different detector components into account. The correct
description of the detector material is crucial. The simulation of the detector response
depends not only on the correct description of the active detector material but also
on the understanding of dead material effects. Interactions of the initial particles with
dead detector material may in particular lead to preshowering processes. Incorrect
description of these processes may in turn cause problems in the understanding of
detector effects (see section 4.7). The detector simulation requires by far the largest
amount of computing time and makes the mass production of Monte Carlo events
difficult.

The simulated Monte Carlo data are reconstructed in the same way as the measured
data in order to allow the use of the same analysis chain. In the present analysis two
specific generator programs are used, namely OJANGO [58Jfor the simulation of deep
inelastic scattering events and PIIOJET[59J for the estimation of the photoproduction
background.

• The generator DJANGO is based on HERACLES [60]and LEPTO [6IJ. HERA-
CLES simulates electroweak processes taking into account leptonic and quarkonic

radiative corrections to first order 0(0) as well ~s om'-Ioop corrections (see sec-
tion 4.9). The x and Q2 dependence of the generat.ed cross section can be chosen
using parametrizations of parton densities available in the PDFLlIl [62].

LEPTO provides the fragmentation of the scattered quark. In the present analysis
the Color Dipole Model as implemented in ARIADNE [63]is chosen because of its
good description of the hadronic final state measurl'ments [64J. Thl' hadronization
step is computed using the Lund-string model as implemented in JETSET [65].

DJANGO does not generate events with a large rapidity gap. Possible influ-
ences on the final result have been investigated using thl' Monte Carlo generators
RAPGAP [66J and DIFFYM (see section 4.5).

The cross section assumed for the generation of the ()IS events is chosen according
to the GRY parametrization [20J (see section 5.4). The simulated event sample
used for the analysis of the nominal vertex data corresponds to an integrated
luminosity of 1689 nb-I (289 nb-I with Q2 < J Gey2). For the shifted vertex
data analysis a set of events was generated using till' MRSDO' description [67J
since at small Q2 (by construction) GRY is unrealistically small (see section 5.4).
MRSDO' is used at very small values of Q2 (Q2 < 0.35Gey2) and high y (y > 0.5).

• PHOJET [59] simulates all components of the total phot.oproduction cross sec-
tion. Detailed descriptions of photoproduction proCl'ssCScan be found in [68J.
PHOJ ET incorporates both soft a.nd hard hadronic processes. The soft processes
arc modelled using Regge phenomenology while t.he hard prOCl'ssesarc calculated
using perturbative QCD with lea.ding order matrix eleml'nts. The hadronization
is performed by the Lund-string model in JETSET [65J and the flux of quasi-real
photons is generated using the generator IJHAY [69].

PHOJ ET allows to distinguish between diffr'active and non-diffractive events.
Non-diffractive events classify as resolvl'd photon or dircct processes. Diffractive
events, mediated by exchange of a colorll'sS object, may appear in four different
categories, as sketched in fig. 2.9. Thcre arc el~stic processes (10:,,: IP -+ Vp
where V = pO,w,</J), Photon Oiffr<l.ct.ion(GD;,II -+ Xp), Proton Diffraction (PO:
IP -+ VY), Double Dissociat.ion (\)1): III -+ XV). Thl' diffractive contribution
to the phot.oproduction cross section is of the order of 50%. In t.his analysis
the distinction of the diffractive component.s t.urns out. t.o be rell'vant for the
estimation of the photoproduction background (sl'et,ion 4.8) sincl' t.he four classes
have strongly different event signat.ures. The figurl' is taken from [3], detailed
explanations can be found in [70].

For t.he detector simulation of t.he photoproduction background l'vent.s a so-called
'Turbo' program is used. Turbo prcsl'lects pot.cntial background event. c<l.ndidates
for the simulation and rejects event.s with no high l'nergetic part.icll's in the back-
ward region. With Turbo a rl'duct.ion in t.he numl)!'r of event.s to be simulated
by roughly a factor of 5 is achieved, t.hus saving computing t.ime and data stor-
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Figure 2.9: The four classes of diffradive processes are sketched. From left to right Elastic
processes (EL), Plloton Diffraction (GO), Proton Diffraction (PO) and Double Dissociation
(DO).

Energy Calibration

age media. The simulated event sample used for the analysis corresponds to an
integrated luminosity of 150 nb-I.

With the installation of the Spacal in t.he III Ddect.or in Spring 1995 an extensive
calibration and adjust.ment program was spt up Ipading to continuous improvements in
t.he detector performance. The init.ial energy calibrat.ion was obtained by the iterative
application of several independent met.hods, exploiting the photoplectron st.at.istics of
t.he photomultiplier tubes with the help of t.he LED syst.em [50, 71] and using cosmic
muons [72J, proton beam halo muons [73J as well as rro dl'cays [74J.

The energy calibration pursues t.wo main object.ivl's, namely the relat.ive e(lUalization of
t.he response of the calorimet.l'r cells and t.he (ktC'rminat.ion of the absolut.e energy scale.
The relative equalization of the calorimpt.C'r cells is llC'cessary in ordC'r to ach ieve a ho-
mogeneous detector response and optimum I'IlC'rgy resolution. The absolute calibration
is vit.al for the correct reconstruction of the event. kinematics and internal consistency
between different reconstruction methods. The aim is to maximize the accessible phase
space with good precision.

This chapter focuses on the final st.ep of the energy calibrat.ion for the measurement
of the structure function F2 of the proton, using scattered I'lectrons in the 'l-<inematic
Pl'ak' and the 'Double Angle Met.hod'. The calibration with scattered electrons pro-
vides by far the most precise result.s. Ilowever, t.he rat.e of scattC'red electron events
in the Spacal decreases strongly with decrl'asing scat.t.ering angle ( ~ 1/ cos· ~). Thus,
thl' event rate at large radii is small. In 1995, due to lack of stat.istics, only t.he inner
part of the Spacal could be calibrated with scattC'red I'll'd,rons. The out.er part of the
EIl'etromagnetic Spacal, at radii above ~ 35 cm, as well as the cl'lIs of the IIadronic
Spacal were calibrated using cosmic muon da.t.a.

In section 3.1 an introduction to the naturl' of t.hp kinl'matic pl'ak of scatt.l'red ell'etrons
is given. The determination of corrections for l'ach individual Spacal cell is discussed
in section 3.2. In section 3.3 t.he calibrat.ion procpdurp is prpsl'nl.p(1. EVl'nts in the kinl'-
matic peak are selectl'd wit.h t.he requirl'mpnt. that. tlw inelast.icit.y rl'consl,rud.ed from
thl' hadronic final state is small yielding a so-calkd 'monochromatic' l'nl'rgy distribu-
t.ion. The rl'sults of t.hl' calibrat.ion arl' cross chpckpd using I.hl' double angll' nlC'thod
(spd.jon 3.1). Invpstigations on the spatin.1 homogpnpity of tllC' (ktl'd.or rpspOllSP and its
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(Jacobian) t.ransformat.ion of variables /T(y,Q2) ~ /T(E,O). [n fact. t.llI' kinematic peak
appears more and more pronounced t.owards smaller Q2 si nce here the phiLse space
corresponding to the region where the electron is scattered with roughly the beam
energy increases. This is also visualized in the context of section 5.1 in fig. 5.1.

Figure 3.1: The kinematic peak of the energy spectrum of the scattered electrons using
Monte Carlo simulated events (a) on generator level and (b) on reconstruction level.

The width of the kinematic peak obtained from the calorimetric meiL<;urement of the
scattered electron is mainly due to the resolution of the calorimeter. The relatively
sharp true energy distribution (fig. 3.l(a)) is widened as soon as detector effects are
taken into account (fig. 3.I(b)). Note that. due to the non-symmetric shape of t.he true
energy dist.ribution t.he maximum of t.he reconstructed dist.ribution appears slightly
shifted towards lower energies. Secondary influences on t.he shape of t.he peak may
arise from energy losses due to dead material in front. of the detector iL<;well as possible
leakage effects etc.

Being predominantly of kinematic origin the position of the kinemat.ic peak is in good
approximation independent of the structure function. Monte Carlo simulations are
used to predict the exact position and shape of the kinematic peak measured in the
calorimeter as a function of the scattering angle and the detector resolution. The
residua! influences from the behavior of the structure function can also be simulated
according to the current knowledge (see section 2.5). [n this sense the Monte Carlo
simulation can be viewed as providing data from an ideally calibrated detector. [I.
therefore provides a suitable reference for the calibration of t.he energy scale.

linearity are briefly summarized in section 3.5. Finally, the calibration of the hadronic
energies in the Spacal is presented (section 3.6) and a summary is given (section 3.7).

[n ep-collisions at low and moderate Q2 (Q2 ;SIOO Gey2) at HERA the energy distri-
bution of scattered electrons has a characteristic shape with a prominent maximum,
commonly called 'kinematic peak', close to the electron beam energy of 27.5 GeY. This
is illustrated in fig. 3.I(a) showing a typical energy distribution of scattered electrons
in a Monte Carlo simulat.ion of ep D[S events on generator level, i.e. without simulation
of the detector response (see section 2.5). As its name suggests the peak originates
mainly in kinematic effects. Small influences arise from the parton distributions in the
proton and from calorimeter properties.

The shape of the energy spectrum can be understood by inspection of the cross section
dependence on the inelasticity y. Equation (1.12), given in section 1.2, can be rewritten
as

The energy calibrat.ion using kinematic peak electrons is based on comparisons between
Monte Carlo simulations and data. Correction factors are applied to the dat.a such that
the measured position of the kinematic peak matches with the simulated expectation.
Once a certain precision is reached, secondary effects start dominat.ing and the sim-
ulated cross section and detector resolut.ion must be t.uned to optimally describe t.he
data. At this level of precision the measurement of the cross section becomes relevant
to the energy calibration. The calibration therefore consists of an it.erative procedure
in which data and Monte Carlo simulations are successively brought. t.o convergence.

The structure function F2 itself is comparatively flat in the entire kinematic region
accessible (see section 1.4). Therefore, at sufficiently small values of y the cross section
rises proportionally to I/y. It does not diverge since in the limit of y ~ 0, or x ~ 1,
F2 ~ O. The l/y dependence translates into the energy behavior via the relation

E.
E. - E; sin2W'

Typically 10 to 20 cells share the energy of the scat.tered electron as it produces an
electromagnetic shower in the calorimeter. Unfortunately, the details of the shower
development are not reliably simulat.ed quantit.atively. This is illustrated in fig. 3.2
showing the fraction of energy deposited in the hottest, i.e. t.he most energetic, cell
of the electron cluster for data and Mont.e Carlo simulation. The discrepancy visu-
alizes that the parametrizat.ion of t.he shower development used in this Monte Carlo
simulation has not yet. been tuned precisely enough. /Is a consequence the simulated
showers are too compact, and data and Mont.e Carlo simulation are not. comparable

The above equat.ions show t.hat. t.he cross section becomes large in the region of /':, ~
/\'; sin2(~). Formally, t.he same result. can be ckrived frolll equation (3.1) hy \'irt.ue of a
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where (Eel,;) is the electron cluster energy rf'constructed in f'vents in which the given cell
i is the hottest cell of the electron cluster. Thf' corrpction f<lctor is c<tkulated using the
total cluster energy <tnd assigned to the hottest cell in tht' cluster. Such a tre<ttment
is based on the fact that the hottest cell contains the dominant contribution to the
cluster energy a.~ is shown in fig. 3.2. Tht' fr<tction of energy depositf'd in tile hottest
cell amount.s on <tverage to about 65% of the cluster f'nergy with a m<tximum at about
80%. Consequently, the ideal correction f<tctor of the hott.f'st cell c<tn be approximated
using the correction factor c<t1culated from tllP cluster f'nergy. It is, however, obvious
that miscalibrations of the neighboring cells in the cluster cause deviations of the
obt<tined correction factor from the ideal v<tlue. The f'!ff'ct is minimized by ~erforming
iterations with recalibr<tted cell energies until thp rpmaining corrpction con5tants are
small. The main disadvant<tge of this simple method is givf'n by f,he fact that each event
can be used for the calibration of only one cell, namely thf' hottest. In ad~ition the
convergence behavior of this method is rather slow and formally not fully ul.derstood.

J!l

~ • data

Figure 3.2: Fraction of the electron energy carried by the hottest cell in the cluster in data
(points) and Monte Carlo simulations (solid line).

on the cell level (see also section 4.6)1. However, the impact on the energy calibration
is sm<tll as long as the total cluster energy (Eel), i.e. the sum of the cell energies in
the cluster, which in the measurement is identified with the energy of the scattered
electron (E;), m<ttches between the Monte Carlo simul<ttion and the data. The aim
is to determine the corrections of the individual cells such that the cluster energies in
data and simulation match.

In a general form the problem of the calibration can be df'scribed by a system of linear
equations where the coefficients denote correction constants of the individual Spacal
cells. Such an approach was followed in [75J. Another method of extracting calibra-
tion constants of the individual cells is based on simultaneous fits of the correction
constants to the expected energy distribution [761. The latter approach is technically
quite complicated and depends somewhat on the expectation of the sh<tpe of the energy
distri bution.

In the naive approach, outlined III the I<lst p<tragraph, kine-matic pe<tk electrons are
selected in an interval around the electron beam energy (e.g. hetween 23 and 30 GeV).
Background in this region originates mainly from proton gas interactions. It is sup-
pressed by demanding that the cluster radius be less than 3.3 cm (see sect ion 2.3.4)
and the measured Time-of-Flight within 10 and 20 ns (see section 2.2). With these
cuts typically an energy distribution similar to the distribution shown in Ag. 3.1 (b)
is obtained2. The correction constant of the hottest ce-II is thf'n derived from the ra-
tio between the arithmetic mean values of Monte C<trlo simulation and data. This
procedure is established for the routine calihration of the Spac<tl data. Ne-glccting the
discrepancies in the shape bdween data <tnd Monte Carlo simulations the uncert<tinties
on the absolute energy scale amount to 1 2% [71].

Better precision can be- gaillf'd hy exploiting the- fact that 1.111" f'vent. kinematics is over-
constrained hy the measure-me-nt of hoth thf' h<tdronic fin<tl state and the sc<tl.tered
electron (see section 2.4). Se-Iecting events with the re-quire-me-nt th<tt Y.JH < 0.05 the
fr<tction of f'vents with e1f'cl.rons scatte-re-d at he-am e-nergy can he e-nh<tncf'd. This is
illustrated in fig. 3.3(<t) which plots the truf' eled.ron e-ne-rgy sped.rum <tt gf'nf'rator
level of the Monte Carlo simulation with the- cut YIH < 0.05 applif'd <tt de-tf'rt,or level.
The distrihution ha.s <t VNy sharp peak at the e-]e-d,ron hf'<l111f'llf'rgy (compare- with
fig. 3.1 (<t)). Thf' distri hution is oft.e-11calif'fl monoch rom a.t.iI' si ncf' almost all sf'lected
f'lectrol1s have the- same- e-I1Ngy. The- tail towards lower e-11e-rgie-sorigil1a.t.e-s from r<t-
di<ttive- e\'f'l1ts wllf're- t.hf' e-ne-rgy of t.he- incoming e-lf'd,rol1 is re-duce-d hy ra<liat.ing a

In the following t.he 'Method of the Hotte-st Cell' is uSf'd which, although being techni-
cally much simplf'r, yif'lds <tn f'quivalent precision. The correction f<tcl.or c; for a given
cell i is define-d a.~

1'1'11(' :\;Iont.c Carlo sillJulatioll of tit!' Spf\('al !Hwd ill this allalysi!i wa..lit l.lIl1f'd 1,0 1)('1\111 t.(·s!' 1TIf'C\SUTf'-

IIIcnt.s only. 0111' of llH~ Trf\.'iOllS for th(' disC"rf'palwy het.w(,(,11 IW;\l1I If'st. alld ", ..,1" IlH'I\..'illrrrncnt.s lIlay
h~ 1.1H'dc'ad lIlalr-rial ill fronl. of '.lar Spa('al n\llsing prrshowcrillg ('ITl'cl.s whidl apprar as widclling of
t.IH"l showc'r ill Ill(' Spar,,!.
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[n fig. 3.4 the measured dist.rihution of YJRis shown in a logarit.hmic scall' for data and
Monte Carlo simulations. lIere, all selection cut.s of t.he st.ructure function analysis as
given in table 4.1 are applied except. t.he requirement of a reconstructed vertex (cut #
10 in table 4.1). Events at 10glO(YJB)< - 4.4 are accumulat.ed in t.he overflow bin at
-4.4. While at. 10gJo(YJB) > - 1.6 (corresponding t.o YJR2: 0.025) the distributions
match reasonably well, disagreement is revealed at smaller values of YJB. [n this region
the data overshoot the Monte Carlo simulation.

26 28 30

E,oconsl, ••••• IGeV]

One of the possible reasons for this behavior may be t.he fact that the simulat.ion pro-
gram DJANGO does not generate events at values below Ws'" < 4 GeY (corresponding
to y ;S 2.10-4). Ws•n denotes the generated invariant mass of t.he hadronic final state.
Hence, lack of rate is inherent to the Monte Carlo simulation which due to migrations
may extend to relatively large values of YJB. The size of the effect is estimated by
double counting the simulated events in the region 'I GeY < Wg•n < 8 GeY. The
resulting distribution, shown as a dashed line in fig. 3A(a), indicates that the influ-
ence is quite large. It must be mentioned here that in the low Q2 region a realistic
description of the cross section at. very small values of W must. take into account the
production of resonances together with the fact that 1'2 vanishes in the limit of x -t I,
i.e. W -t mp, where mp is the proton mass. Double counting of events is thus only
justified in the framework of this technical investigation.

Figure 3.3: Monochromatic energy distribution of the scattered electron using Monte Carlo
simulations (a) on generator and (b) on reconstrnction level selecting events at YJB< 0.05.
In (b) a Gaussian function is fitted in the interval of 25 GeY to 30 GeY. The parameters of
the Gaussian are displayed in the figure caption.

bremsstrahlung photon (see section 4.9). Fig. 3.3(b) shows the same Monte Carlo sim-
ulated events after detector simulation and reconstruction. The distribution is wider
due to the finite detector resolution and can be described by a Gaussian function
above 25 GeY. The Gaussian shape of the energy distribut.ion results in the following
advantages for the calibration, compared to the naive approach.

Event migration to larger Y can be identified using the hadronic jet angle 'Yhof the
scattered quark (equation (2.3) in section 2.4) in comparison with the equivalent quan-
tity'Y. as reconstructed using the angle and the energy of t.he scattered electron3• The
distribution 'Yhh. is shown in fig. 3.4(b). The tail towards small values of 'Yhh. mostly
belongs to radiative events where 'Y. is overest.imated. Event.s wit.h ba.dly reconst.ructed
'Yhare situated in the t.ail towards large values of 'Yhh•. The overflow bin at a value
of 3 accommodates events with 'Yhh. ~ 3. The distribution shows that t.he 'Y-criterion
can be used to verify the measurement of the hadronic final stat.e. Events which do not
obey the relation 'Yhh. < 2 are rejected. The result.ing distribution of Y.JRis shown
in fig. 3.4(c) for data and Monte Carlo simulations. Comparison with fig. 3A(a) shows
that the rejected evrnts originate from the region of low y. The fact that the fraction
of rejected events in the data is larger than in the Monte Carlo simu lation indicates
that the migrations in data are larger than expected. The investigation shows that the
'Y-criterion provides a handle to control possible influences on the calihration due to
discrepancies between the Mont.e Carlo simulation and the data in the low Y region.
The calihration procedure itself, descrihed in the following, is performed without the
'Y-criterion (since it makes use of the mea.sJll'ed electron energy). The 'Y-criterion will
be used to cross check the result.

• [t allows a simple determination of the maximum independent of the radiative
tail towards lower energies.

• The influence of the simulated cross section is reduced. Cross section discrepan-
cies hetween the data and the Monte Carlo simulation, do to first approximation
not affect the shape but only the normalization of the measured distribution.

• The width of the distribution allows an effective detector resolution to be deter-
mined directly from the data. This information is useful to tunc the Monte Carlo
simulation to a realistic description of the detector. Note that for the intrin-
sic detector resolution the width of the underlying true monochromatic energy
distribution must be taken into account.

[n order to make use of these advantages it. is, however, necessary to investigate the in-
fluence of the selection cut YJR< 0.05 on the result of the calibration. The distribution
of YJBis investigated in the following.

3"'(. is obtained iu a similar way a.. "'(h replacing the hadronic quantities in eqnation (2.3) with the
same variables measured from the scatt.cn·d c1cct.roJlI tan ~ = 2 p/~~~!.
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Figure 3.5: Comparison of the rnonochromati<' electron energy distribution reconstructed
for data (points) and Monte Carlo simulation (solid line) for two exemplary cells of the inner
region of the Electromagn!'tic Spacal. Events are displayed if (a) cell number 39, (b) cell
number 17 is the hottest cell of the cluster, respecl.ivcly. Gaussia.1l functions are fit separately
to the data (dashed line) alld 1.0the Monte Carlo simulation (solid lin!') yi!'lding to sets of
fit parameters. The fit parameters displayed refer to the Moute Carlo simulation.

In the following the calibration procedure itself is described. Events are selected in
the region of 0.005 < YJB < 0.05. The r!'<]uirement YJB > 0.005 is introduced in
order to avoid the uncertainties of the Monte Carlo simulat.ion in the limit of y -t O.
l3ackground is rejected by demanding t.hat the electron clust.er radius be less t.han
3.3 cm (see section 2.3.4). The ,-crit.!'rion is not applied. Monte Carlo simulated
events in the interval 4 GeV < Wg•n < 8 GeV are doubly count!'d. A reconstructed
vertex is not required due to lack of track chamber acceptance for C'vents with small
values of y.

Figure 3.4: (a) Distribution of 10gto(YJIl) in data (points) and D1S+,V Monte Carlo simu-
lation (solid line). Events with 10gto(YJB) < 10-4 are accumulated in the overflow bin. The
dashed line shows t.he D1S+,V Monte Carlo simulation double counting event.s with
4 GeV < Wgen < 8 GeV. (b) The distribution 'hh. is shown for data (full points) and
Monte Carlo simulations (solid line). Events with badly reconstructed ,h mainly appear in
the overflow bin at a value of 3. (c) Distribution of 10gto(YJIl) in da.l.a (points) alld Monte
Carlo simulation for events with 'h/,e < 2. Here, no double event counting is performed.
The hatched histogram represents the simulatL'<! ,V background.

The calibration is performC'd individually for thC' innC'r 144 c!'lIs of thC' EIC'ctrc>magnC'tic
Spacal. In the outer part of t.he Spacal, at. radii largC'r than 24 cm corrC'sponding to the
region of Q2 ~ 10 GeV, the' number of availablC' C'v!'nt.s !)('r cell is too small4 to pC'rform
a calibration cell by cC'11. In this region radial zonC's of 4 cm width, C'ach segmented
in four <]uadrants in the azimut.hal anglC' 1>, arC' calihrat.C'C) in common. Each evC'nt
is assigned to the hoUest cell of t.he C'kct.ron clustC'r as descri h('(1 in sC'ction 3.2. For
each cell the maximulll of the energy distribut.ion in t.he dat.a and in t.hC' Mont.e Carlo
simulation is determillC'd by a Gaussian tit. in t.hC' int.C'rval bC'l.weC'n25 GC'V ancl 30 GeV

4,[,ho cross sectiol1 denoa"". as 1/ ll" whilo I.ho l1ulll!>er of ('oils i,ll'''''c""" wil.h If. 1,·,,<lill8 1.0a J / Il"
brhavior of t.he IIl1l11hrr of (',,{'uts J)f'f 1"('11.



yielding the correction factors. The procedure is iterated recalibrating the data in each
iteration until the remaining corrections are smaller than 0.1%.

The detector resolution is determined from the calibrated data. The result is used
to adjust the simulation of the detector resolution. In order to avoid a complete
resimulation of the Monte Carlo events additional smearing corrections Si are applied
to the simulated cell energies. They are given by the relation

where ITj denotes the mea.~ured width of the monochromatic energy distribution of cell
i. Note that the simulated detector resolution can only be increased. Sj is set to zero
if IT?'doto < ITl,Mc' ITi,MC amounts to 3%.

Fig. 3.5 depicts the fitted cluster energy distributions for data and Monte Carlo sim-
ulations for two cells. In (a) the distributions of data and Monte Carlo simulations
show good agreement in the detector resolution, in (b) the simulation slightly under-
estimates the resolution. The captions display arithmetic mean and fitted maximum
of both distributions. They agree to 0.5% or better. This shows that the result of the
calibration is independent from the way the maximum is determined (see also below).

The result of the calibration is summarized in fig. 3.6. In (a) the position of the
maximum of the energy distribution is shown for each of the inner 144 cells in the data
and in the simulation. The fluctuations at small cell numbers of the central region of
the Spacal correspond to cells of the Insert (first 16 cells, see fig. 2.7 in section 2.3.1)
and the adjacent cells. Here, energy leakage into the beam pipe, inhomogeneities of
the detector response (see section 3.5) and influences from the reduced size of the
Insert cells lead to a variation of the averaged measured energy at the level of 1%.
However, data and Monte Carlo simulations show the same behavior. The agreement
is quantified in fig. 3.6(h) where the ratio of the data and the Monte Carlo simulation
as a function of the cell number is shown. In the statistically rich inner region (at small
cell numbers) Monte Carlo simulations and data agree to 0.5% or better. In fig. 3.6(c)
the measured detector resolution is depicted. The corrections to the resolution are
applied here, yielding good agreement between the data and Monte Carlo simulation
on a cell-by-cellievei. Disagreement mostly appears in cells where the resolution in data
is smaller than of the simulated resolution of 3%. Here, the Monte Carlo simulation
can not be adjusted properly. Note that the measured resolution only gives an upper
limit to the intrinsic detector resolution. In order to exactly calculate the intrinsic
detector resolution the distribution of the true electron energy must he taken into
account. Fig. 3.6( d) illustrates the systematic uncertainty of the dc-termination of the
correction constants comparing between the position of the fitted maximum of the
energy distribution and the arithmetic mean as a function of the cell number. Both
methods agree very well showing the same dependence on the position as a function
of the cell number. This provides additional confidencc- in the procedure. At large cell
Ilumbers the deviations hecome larger due to statistical fluetuat.ions.
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Figure 3.6: (a) The position of 1.1,(' maximnm of the monochromatic pe<Lkas a fnnct.ion
of the cell number for dat.a (full points) ollln Monte Carlo simul<Ltiolls(opell points). (b)
Ratio between the values in data and ill MC showlI ill (a). (c) Det.ector resolutioll for data
(full points) and corrected Me (solid line). (d) Comparisoll bet.weellarit.hml'tic mean (open
poillts) and fitted maximum (full point.s) of t.he mOllochromat.icpeak ext.r<Lcledfrom the
calibrated dat.a.
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Figure 3.7: Elect.ron ener~y spect.ra in Monte Carlo sifllulat.ions (solid liJll') and data (points)
are cOfllpared for four difTerent re~ions of radius (colufllns) in different int.ervals of YJIl (rows).

Figure 3.8: The n'('onstrn('t"d el"dron cnPr~ies in tI,,· da.t.a (point.s) arc ~lohallY' increa.sed
by 0.7% relative to the sf amla.rd ('alihration. Till' MCllIl.eCa.rlo siTllula.t.ion (sr;lid line) is
unchanged (,ollipared to fi~. :3.7.
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So far, event.s wit.h 0.005 < Ym < 0.05 IIWC' sC'!C'ct.C'dfor t.he calibration allf!used for t.he
present.at.ion of t.hC'result.s. In order to C'nsurC' t.hat. t.he calihrat.ion is valid for t.he C'ntire
kinematic region covered in t.he measurenlC'nt. of the structure function, t.he results will
now be compared t.o other regions in Y, separately for four different intervals of the
impact radius of the scatt.ered electron in t.he Spacal. Each row of fig. 3.7 refers to one
int.erval of YJFl and each column t.o a region of ~ cm widt.h of impact. radius (8 cm to
12 cm, 12 cm to 16 cm, 16 cm t.o 20 cm and 20 cm t.o 2~ cm, respect.ively). Mont.e
Carlo simulations and data are normali7.ed t.o t.he numhe'r of event.s in t.he given plot.
The first row shows events at YJB < 0.005. \lere' one obsC'rves a small shift t.owards
larger energies of t.he data relat.ive to t.he' ;"10nt.e Carlo simulat.ion. This shift. can be
explained by the lack of rat.e in t.he Mont.e Carlo simulat.ion at. very small values of
Y (see above section 3.3.2). The hist.ograms in t.he second row cont.ain event.s in t.he
interval 0.005 < YJB < 0.05. These events have been used for t.he calibrat.ion. It
is thus natural t.hat data and Monte Carlo simulat.ions agree perfectly. The sensitivity
of the calibration to t.he discrepancies bet.ween dat.a and Mont.e Carlo simulat.ions at.
small values of Y (see fig. 3.4(a)) is investigat.ed by selecting event.s from t.he same range
of Y, but. imposing the ')'-crit.erion ')'hh, < 2 in addit.ion. The result. is shown in the
third row of fig. 3.7. Only t.he right edge of t.he dist.ribut.ion is affect.ed by the selection
cut. Overall, and in particular on t.he left. side, dat.a and Monte Carlo simulations
agree reasonably well. This proves that the influence of t.he ')'-criterion on the result
of the calibration is small. In the fourth row events with Y.lR > 0.05 are shown. A
subsample of these events, obtained by applying more restrict.ive selection cuts, is used
for the determination of the structure function (see chapter II). Dat.a and Mont.e Carlo
simulations agree very well.

The above invest.igations suggest a systemat.ic uncertainty of the absolute energy scale
at the level of 0.5% to 1%. In fact a value of 0.7% can be derived from the following
st.udy. A t.est of t.he sensit.ivit.y of t.he dist.rihut.ions shown in fig. 3.7 against. a (possibly
undetected) global shift. of t.he energy scale is performed hy varying the energies in
the dat.a by ±0.7%. For fig. 3.8 and fig. 3.9 the scale in the data is increased by
+0.7% and de'crea.sed by -0.7%, respectively. In bot.h figures the distribut.ions of the
Monte Carlo simulat.ions are unchanged compared to fig. 3.7. The clC'ar det.eriorat.ion
of the agreement. bet.ween dat.a and Mont.e' Carlo simulations in all radii and values of
inelast.icity compared to the standard calibrat.ion proves that. t.he syst.emat.ic uncert.ainty
of the energy calibration is smaller than 0.7%. For event.s with Y.lH > 0.05 the
det.eriorat.ion is mainly visible at the right edge of t.he dist.rihut.ions. For shifted vert.ex
dat.a a systemat.ic uncertaint.y of 1% has heen achie'ved.
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Figure 3.9: The reconst.ructed elect.ron energies in the dat.a (point.s) are globally decreased
by 0.7% relat.ive t.o t.he st.andard calibrat.ion. The Mont.e Carlo simulat.ion (solid line) is
IIl1changed compa,red t.o fig. 3.7.

An independent. check of t.he calihrat.ion is pC'rfortllC'd using t.he' double' angle method. In
t.his met.hod the e'xpe'cted electron energy EVA is dd,e'rmine'd from t.he polar scatt.ering
angle 0, of t.he electron and the polar angle 'Yh of t.he' curre'nt. jet. (see section 2.4).



The angle of the struck quark is correctly determined in events where the undetected
fraction of transverse momentum of the hadronic final state is small. A large fraction
of events at very small values of y does not satisfy this requirement and has to be
rejected.
The most prominent properties of the double angle method are the following:

• Since it is based on internal consistency between different detector components
the double angle method is to first approximation independent of Monte Carlo
simulations and thus of assumptions on the structure function. However, a high
precision calibration can only be achieved with the help of the Monte Carlo sim-
ulation since the influences from the detector resolution and acceptance must be
taken into account. A correct description of the hadronic final state is thus essen-
tial. Furthermore the dead material in the detector must be properly simulated.
The calibration constant corrected by the Monte Carlo simulation is given as
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+• It is, to first order, indf'pendent of the energy calibration since the kinematics is
reconstructed using angles only.

• The ratio of the predicted to the measured electron energy EVA/ E~ shows a
peaked distribution (see fig. 3.II(b» providing high sensitivity to the absolute
energy scale.
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Figure 3.10: The average relative deviat.ion (E; - EVA)/EDA as a function (a) of t.he jet.
angle I'h and (b) of t.he elect.ron angle 0, for data (full point.s) and Monte Carlo simulat.ions
(open points). In (b) a cut on 20° < I'h < 140° is applied.

The selected events are used to investigate the dependence of (E; - r~DA)/ EVA on
the polar angle of the scattered electron. Fig. 3.10(b) shows that the Monte Carlo
simulation and the data behave very similarly. At angles above 176° a strong increase
of (E~ - EVA)/ EVA is visible. It indicates a shift of the measured polar angle from the
true value which is well reproduced in the Monte Carlo simulation.

• Towards very small and very large scattering angles of both the struck quark
and the electron the resolution of the double angle method degrades (see sec-
tion 2.4). At small values of Q2 the double angle method is thus inferior to using
monochromatic peak events for the extraction of cali bration constants. In fig. 3.11 the ratio E~/ EVA is plotted, globally averaged over all cells ill the data

and in the Monte Carlo simulation. In (a) the scale is decreased by -0.7%, in (b) the
default scale is used and in (c) the scale is increased by +0.7%. The figures show clear
sensitivity to the miscalibrations and thus confirm nicely the calibration obtained with
the monochromatic peak electrons.

The measurement of the two polar angles of the electron and the hadronic final state is
investigated comparing the calibrated data with the Monte Carlo simulation. Events
are selected with EVA> 23 GeV and E~> 23 GeV and a cluster radius of the scattered
electron of less than 3.3 cm. Fig. 3.1O(a) shows the averaged relative deviation (E~ -
EVA)/ EVA of I.he calorimetric electron energy measured in the Spacal from the electron
energy calculated by the double angle method as a function of the jet angle I'h. The
dependence of the relative energy deviation on the mf'asured jet angle in the data is
reproduced by the Monte Carlo simulation at the level of 0.5%. The absolute size
of the devia.t.ion of ~ 1.5% is due to the systematics of the double angle method. It
indicates that the incident electron beam enNgy used for the calculation of ED.4 is
underestimated in both Monte Carlo simulations and data (see section 2.4). Events
at low I'h < 20° suffer from the limitation of the detector acceptance at small polar
angles (see section 2.2). At. large angles, both data and Monte Carlo simulations show
an incrf'a.sf' of the average deviation of up to 3.5%, at I'h ;:: 150° where the Spacal
calorimeter is situated. In order to reduce t.Ilf'se influences on the calibration, events
ilre selected within ajet angle intervill of 20° < I'h < 1·10°.

The agreement on cell level bct,wf'en the two methods is shown in fig. 3.12. In (a) the
quantity E~/ EVA is compared for data and Monte Carlo simula.t.ion. Fig. 3.12(b) shows
a direct comparison between the correction fadors obtained by the monochromatic
peak and by the double angle method. In (c) the ratio of the two sets of correction
factors plotted in (b) is shown. It represents 1,1](' degree of consistency between the two
methods. While at small cell numbers both methods agree excellently, a small decrease
is visible towards larger cell numbers indicating systematic discrepancies between the
two methods at the level of 0.5% with a tail to -I %. Finally, (d) shows the projection
of (c) onto the y-axis. The mean of the ra.t.io qllantifjes the discrepancy of the two
methods with respect. to the absolute scale which proves to be negligible. The wi(lth,
given in the figure as 'HMS', indicates tha.t. the uncertainty of the cell-by-cell calibration
is of the order of O..')'){,.
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Figure 3.11: Distribution of the ratio between the electron energy measured in the Spacal
and calculated via the double angle method E;/ EDA. The energy scale is varied for data
(points) by (a) -0.7% (b) 0% (c) +0.7%. The difference between the data and the simulation
is shown in the small diagrams below.
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The investigations presented so far have shown that the calibration has led to an
uncertainty of the absolute energy scale of less than 0.7% for energies of the order of
27 GeY. This result is supported by the consistent results of two methods with different
systematics. The intrinsic detector resolution was found to have an upper limit of 3%
at 25 GeY. With the final calibration it is now possible to investigate the homogeneity
of the detector, i.e. the spatial distribution of the detector response at distances smaller
than the size of a cell, and the linearity, i.e. the accuracy of the detector response at
lower energies.

5

o
0.98

Figure 3.12: (a) The ratio E;/ EIJA is shown for MC (open points) a,nd data (filii points) as
a function of the number of the hol.test cell. (b) Cornpitfison bdwcl'n the corrl'<:t.ion factors
obtained using the double angle method (open points) and the monochromatic peak method
(full points). (c) the ratio of the two sets of correction fa.cl.ors shown in (b) as a fllnction of
the number of the hottest cell. (d) The projection of the ratio shown in (c).

As the result of the cell calibration the average response of the detector cells is equalized.
However, inside a given cell and at cell borders, the response may still vary considerably,
e.g. due to gaps without active detector material or due to damage of scintillation fibers
in certain areas. An investigation of the homogeneity in the scale of millimeters in the
central part of the Spacal was performed in [26J using scattered electrons of the shifted
vertex data sample. Here, the results are briefly reported. J<inematic peak events were
selected in bins of 5 x 5 mm2 width using the cent.l'r of gravit.y of t.he scatt.ered electron



cluster (see section 2.3.4). Inhomogeneities were generally found to be smaller than 2%
increasing to the level of 3-4% at the border between the main body of the Spacal and
the insert at values of x and y of ±8 em. The maximum inhomogeneity is localized in
the insert and amounts to 7%. A prescription was developed which partially corrects
the border region and the gaps between the quadrant modules of the insert. In this
analysis the proposed corrections are applied.

Another important property to be studied is the relationship between the energy de-
posited and the energy measured in the Calorimeter. In the simplest case this is a linear
relationship. In test beam measurements a maximum deviation from linearity of 1.3%
was found for the Spacal [77]. An in situ measurement of the linearity was performed
in [78] using QED Compton events (see section 4.9). Using the double angle method
presented above, the two angles of the scattered electron-photon-system were used to
predict the energies of the electron and the photon. The data showed a maximum
deviation (EVA - EeI)/ Eel of about -6% between the calculated double angle energy
and the energy measured in the Spacal at a cluster energy of 8 GeV. The corresponding
value found in the Monte Carlo simulation is -4% reflecting known systematic influ-
ences, e.g. from the reconstruction of the angles as well as the dead material in the
detector. Relevant to the structure function analysis is the difference between the data
and the Monte Carlo simulation since it adds to the uncertainty of the energy scale.
For the measurement of the structure function (described in the following chapter 4)
an uncertainty of the absolute energy scale of 2.5% at 8 GeV (7 GeV) and 0.7% (1%)
at 27.5 GeV, with a linear interpolation between the minimum and maximum energies,
is assumed for nominal (shifted) vertex data, respectively.

may be found in [72]. While the resulting uncertainty of the relative cl'll cal ibration is
less than 5% the uncertainty on the absolute energy scale is large. In fact for reasons
poorly understood the measured detector response to cosmic muons in the Spacal
differs considerably from the expectation. In the Electromagnetic Spacal th e absolute
scale is known from kinematic peak events. The cosmic muons were used to transfer
the knowledge of the absolute scale to the outer region. For the lIadronic Spacal a
different strategy must be used.

The energy scale of the Spacal is determined using the 1lll',l-slIfedhadronic energy flow in
ep DIS events. Energy scale corrections are applied to Spacal cl'lIs which do not belong
to the electromagnetic cluster of the selected electron candidal.<:'(see s<:'ction1\.1). The
energy in a given cell is not taken into account if the correctl'd cell energy is below the
noise cut of 50 MeV. IIadronic energy flow in the backward region of the 111 detector
originates from events of large inelasticity y. lIere, eVl'nts with y, > 0.55 are sl'lected
in order to enhance the average hadronic energy deposited in the Spacal. Note that y,
is independent of the hadronic energy scale. In fig. 3.13(a) 1.11(' hadronic energy flow
in both Hadronic and Electromagnetic Spacal is shown. Fig. 3.13(b) shows the total
energy in the Hadronic Spacal only. Reasonable agrel'ment between data a.nd Monte
Carlo simulation in the energy scale is found after adjustment of the data to the Monte
Carlo expectation in the following way: The energies in the cells of thl' lIadronic Spacal
are multiplied with a correction factor of 0.7 and, in addition, the hadronic energies in
both Electromagnetic and Hadronic Spacal are multiplied by a fador of 1.07.

Fig. 3.13( a) shows that at small energies and also at large enl'rgies thl' data overshoot
the Monte Carlo simulation. This effect can not be tracl'd back to thl' l'nl'rgy cali bration
but rather indicates discrepancies in the (Iescription of the hadronic final state in the
Monte Carlo simulations.

While electromagnetic showers develop by virtue of bremsstrahlung and pair production
processes, hadronic showers are dominated by the strong interactions between hadronic
shower particles and the nuclei of the detector material. As a consequence the fraction
of visible energy, i.e. the amount of energy detected in the calorimeter relative to the
energy of the incident particle, is different for hadronic and electromagnetic showers.
Typically the detector response to hadrons is smaller than for electrons (rr±/e ~ 70%).
The aim is to measure the true energy deposited in each cell as precisely as possible.
Therefore electromagnetic and hadronic signals are treated differently. For the Spacal
the hadronic energy corrections were initially estimated in a Monte Carlo study yielding
values of 1.1 (1.3) for the Electromagnetic (Iladronic) Spacal, respectively [79]. The
corrections are applied to the energy of all cells outside the cluster of the electron
candidate for both Monte Carlo simulations and data providing the starting point of
the following investigations.

The relative calibration of the cl'lIs of thl' lIadronic Spacal, as well as a large part of the
Ell'ctromagnetic Spacal (at radii /. > 35 cm) was performed using cosmic muon data.
A detailed dl'scription of 1,1](' data acquisition and the eVl'nt selection of cosmic muons

The absolute energy scale is determined demanding that thl' inelasticity mea.'iured with
the hadronic final state YJB be on average balanc<:,dwith y, as reconstructed from the
scattered electron, i.e. (YJB/Y,) = 1. For the struetul'e function measurement this
requirement is particularly important not only because the event kinematics must be
consistently described between different reconstruction Illl'thods but also because the
event selection exploits the hadronic final statl' rejl'eting <:'vl'nl.sat /.; - 7>, < 3,) GeV
(see seetion 1\.6). The relation between YJH and Y, is investigated in fig. 3.II\(a) for
events at YlB > 0.05 and Y, < 0.73. Thl' corrl'lation Iwtwl'('f1 YJH and Y, is visuali7.ed
by the contour lines. The plot shows that th<:'ratio Ym/Y, is constant indl'pellfll'ntly of
the selected region of y. It can thus be used to dct('f'mine I,hl' absolute scal<:,of hadronic

!'iThere are indications that. at high y t.he Monl,(' Carlo silJlIII"tioll 1I11(1('f('st.i,llaf,rs 1.11('elll'rgy flow

ill I,he backward region bllt slight.ly overest.illlat.es I.IIf· hadrolli •. f'1If'rgy IIIf'Ie""I'd in t.he Li'lllici Argon
calorimet.er (see also fig, 4.19(c) and (d) in sect.ion 4.10). A possible explanat.ion for t,he exc'I'," of t.he
MontI" Carlo simulation at sntall energies is t.h<lt. 1.11('gl~II('ral.()r I)J" :'1eO dot·s Ilot silJlulat,(' l>ron'ss(~ in
which l,he ('xf'hanged virt.ual photon is rl'sol"rd. III rt'sol\'('d prO('('SSf'S 11I1';Lto;lIrf'c!ill tilt· dat.a a ·phot.oll
rrllllUllIl.' jf't. is formed ill t,he ha('kward regioll innf';Lto;illg ,,11f'('ling)' flow ill l.Jw data ill ("01 IlpariSOIl to
tl ••. ~Ionle Carlo simlliatioll [68J.
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Figure 3.13: Ha.dronic energy flow, (a) in both Ha.dronic and Electromagnetic Spacal and
(b) in the Ha.dronic Spa.cal for data (points) and DIS+,P Monte Carlo simulation (solid line).
The hatched histogram shows the simulated contribution from photoproduction background.

Figure 3.15: The systematic error of the hadronic energy calibration in the Spacal is deter-
mined using the E - P, distribution for events with Y. > 0.55. TI,e ha(lrollic energy scale in
the data (points) is varied by ±7%. In (a) the energy is rl'duced for data by 7%. In (b) the
data are unchanged and in (c) the ellergy is increased by 7%. Also shown are the DIS+,P
Monte Carlo simulation (solid line) and the simulated II' Ihckground.
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energies in the Spacal selecting events with Y. > 0.3. In fig. 3. ].1(b) the distribution
YJB/Y. is shown before and after application of a correction factor. The uncorrected
distribution has a maximum at about 0.7. The correctC'd distribution is obtained by
applying a correction factor of 1.5 to the elH'rgy of the hadronic final state measured
in the Spaca] for both data and Monte Carlo simulation.

The correction accommodates different effeet.s which are not yet quantitatively disen-
tangled. Apparently the corrections of 1.1 (1.3) for tll(' EI('etromagnetic (Iladronic)
Spacal (see above) were underestimated. In addition to discrepanci('s in the simulated
Spacal response to hadrons, also energy leakage, i.e. thl' incomplete containment of
hadronic showers in the Spacal may playa role. A quantita.tive investigation of these
effects has been performed only in test beam meaSllr('m('nts [39]. As further possibly
contributing influences loss of energy in th(' dead mat.erial in front of th(' detector and
the relatively large noise cut of 50 MeV should also be mentioned here.

The uncertainty of the absolute energy scale for hadrons in the Spacal is estimated
varying of the hadronic energies measur('d in the Spacal in the data hy ±7%. A
suitahle quantity for this test is E - p, since it has a comparably sharp distrihution.
Events with Y. > 0.55 are selected. The t.hree distrihutions of E - p, ohtained with
this sample for different hadronic energy scales arc d('pieted in fig. 3.15. In (a) the
hadronic energy in the Spacal is reduced hy 7% in t.he data., in (h) it is unchanged and
in (c) the hadronic energy in the data is incr('a.sed by 7%. The variations lead to clear

Figure 3.14: (a) Data are used to plot YJBversns y•. The contour lines indicate the correla-
tion. For the calculation of YJB Ila<lrollic energies in the Spacal are multiplied by a factor of
1.5 according to the findings below (see text). (b) The ratio YJB/Y. is plotted before (open
points, dashed line) and after (full points, solid line) the correction for data and Monte Carlo
simulation, respectively.



discrepancies between the Monte Carlo simulation and the data. From this it can be
concluded that the systematic uncertainty on the hadronic energy scale in the Spacal
is smaller than 7%.

Chapter 4

• A precise calibration of the electron energy was achieved by the use of electrons
in the kinematic peak. The position and the shape of the kinematic peak mea-
sured in the calorimeter is predicted with sufficient precision by Monte Carlo
simulations.

• A calibration of high precision is performed using events in the monochromatic
peak. In this method kinematic peak events are selected with the additional
requirement YJB < 0.05. The systematic uncertainty on the resulting energy
scale is less than 0.7%. For shifted vertex data a value of 1% has been achieved.
The upper limit of the detector resolution at 27 GeV is 3%.

• The result of the calibration is cross checked using the double angle method
yielding additional confidence in the above results.

• Studies of the homogeneity and the linearity are reported. The homogeneity in
the inner part of the Spacal is found to be better than 2% except at the border
to the Insert. Using QED Compton events the linearity is proven to be better
than 2.5% at particle energies of 8 GeV.

The measurement of the structure function F2 involv~s the dt't.ermination of I.he double
differential ep cross section as a function of x and Q2. Onf' of the main iSSLIf'sof the
measurement, therefore, is the selection of events in df'ep inf'lastic scattering and the
reconstruction of the event kinematics. For this purpose it is essential to identify the
scattered electron in the detector and to precisely m~asure its energy and its scattering
angle. Furthermore, it is necessary to determine the efficiencies of the trigger and of
the event selection.

• The determination of the correction factors for each cell follows the prescription of
the method of the hottest cell in which the full electron cluster energy correction
is assigned to the hottest cell of the cluster.

• The hadronic energy scale of the Spacal is calibrated. The relative calibration
of the cells was performed using cosmic muon data. The absolute scale of the
data is determined using the hadronic energy flow in data and in Monte Carlo
simulated events imposing consistency requirements between the different recon-
struction methods. For the measurement of the hadronic final state in the Spacal
a correction factor of 1.5 is found. The uncertainty on the absolute energy scale
of hadrons in the Spacal is estimated to be less than 7%.

The chapter is organized as follows: In section 4.1 the mf'l.hod used in tile present
analysis to extract the structure function from the data is described. 1\ brief outline of
the DIS event selection criteria is given in section 4.2. In section 4.3 the run selection
criteria used to define the analY7,eddata sf'l. are described. 1\ suitahle set of event trig-
gers is selected and their efficiency and intf'grated luminosity is calculat~d (s~et.ion 4.4).
The DIS event selection cuts are presf'nted in detail in the sf'ctions 4.5, 4.6 and 1.7.
The main background source, given hy small angle cp scat.t.~ring (photoproduction),
is investigated in section 4.8. In section ·1.9 the influencf' of radiative corrections is
discussed. Monte Carlo simulation and data are compared for events with QED final
state radiation. Finally, the kinematic distributions are shown in section 4.10. The
results will be presented in chapter 5.

A quantitative discussion of the impact of a potential miscalibration of the energy scale
on the measurement of the structure function F2(x, Q2) will be given in section 5.2.

I\s described in section 1.2 thf' structur~ function /'2 of the proton is rkfinf'd with
respect to the double diff~rential 110m cross s~ction. Th~ Born cross sf'ct.ion describes
cp scattering in the single photon excha.ngf' approximat.ion to 10Wf'stord~r in (1' whf'r~
() is the electromagnetic coupling constant. Following ~quation (I. J 2) /'2 is drtermined
via the measurement of th~ Born cross s~ctiorr. lIoweVf'r, thf' Illf'aslll'f'd eVf'nt~comprise
contributions to all ordf't's in (1' and th" Born cross s"ct.ion is thus not dirf'ct.ly <I.<:Cf'ssibl"
f'xperimentally. Particnlarly largf' cOI'rf'ct.ionsoriginat.f' from brf'l1lsst.rahlung IHOCf'SSes



of real phot.ons from the incident electron. A description of the most relevant radiat.ive
processes is given in section 4.9.

Expressing the radiative corrections as §RC(X, Q2) the relation between the measured
cross section and F2 can be written as

~u 2 2
dxdQ2 =K(R)·F2(x,Q ).(l+§Rc(x,Q))

• Loss or gain of event.s due to the behavior of the t.rigger and th~ event selection
cuts is calculated (c).

Nd.,. - Nbg I I
C !\-((I+§R(;)'

To obtain the differential cross section at a chosen point in x and Q2 rather than a
bin integrated value the bin size and the cross section behavior inside the bin is taken
into account. The bin si7,e correction transforms the integrated cross section into a
bin averaged cross section. Applicat.ion of the bin center correction yields the cross
section at the chosen central valnes (;rc, Q:) of the bin. The bin center correction is
important since the cross section t.ypically varies considerably inside a given bin. The
two corrections are contained in the following relat.ion:

In addition to containing kinematic terms K depends on R = Fd F2 - FL, i.e. t.he
ratio between the cross sections of longitudinally and transversely polarized photons
as defined in section 1.2 by equation (1.19). F'L has not yet been directly measured in
the HERA regime. It has, however, been shown recently [80J that the QCD model of
FL according to [20, 8l] is consistent with the datal. In this analysis the FL model by
Badelek, I<wiecinski and Stasto (BI<S) [82] is used to extract F2 from t.he measured
cross section. The model is based on the photon-gluon fusion process and has the
proper limit for Q2 -+ 0 where FL should vanish as Q4. It predicts values of R between
0.2 and 0.3 in the measured kinematic region (see also table 5.1). Equat.ion (1.12)
shows t.hat the sensitivit.y of the cross section to FL is kinematically suppressed with
y2. At low y :s 0.35 the effect of FL on the extracted value of F2 is therefore negligi ble.
It does not exceed ~ 10% anywhere in the kinematic range so far explored at HERA.

The measurement of the double differential cross section is performed in bins of x and
Q2, denoted as O~.Q' in the following. The uncorrected bin integrated cross section
is obtained from the number of events N reconstructed in this bin normalized to the
integrated luminosity (,

d'u(~,Q') I
dxdQ1 T=Tc..Q2=Q~

r d'u(~'~')d dQ2 .
Jo d~dQ x

Uo•.
Q

, = ( _d2_u_(_X,_Q_2_)dxdQ2 = !!....
Jo •.

Q
, dxdQ2 (

In order to obtain F2 from the double differential Born cross section t.he valu('s of R
are assumed. The B\<S model [82] (see above) used in this analysis predict.s values of
Il between 0.2 and 0.3 in the measured region (scc also table 5.1).

Monte Carlo simulations are used to est.ima,te the background and to perform the
acceptance corrections. Deep inelastic eTJ scatt.ering ev('nts are simnlat.ed using the
Monte Citrlo generator DJ ANGO which inclndes first. order radiative processes (scc
section 2.5). The detector simulation of DJANGO event.s t.hns contains the acceptance
corrections for both the detector resolutions and the radiat.ive processes. The phot<r
production background is estimated using the generator PIIOJET (s('e section 2.5).

Provided that, the Monte Carlo simulations corr('ctly r('produce the data t.he complet.e
measurement of F2 can be compactly accommodat.ed in t.he following relation:

• First of all, background is subtract('d. The main background sources of the
measurement are photoproduction processes, where the scattered electron escapes
through the beam pipe and part of the hadronic final state is misidentified as the
scattered electron.

• The effect of the finite detector resolution on the measurement of the angles
and energies of the scattered particles is taken into account by the acceptance
correction A.

NMC is the number of DIS events in t.he Mout.(' Carlo simulation for the int('grated
luminosity, the simulated cross section is given by NMC/CMC' Note that both /l and
the bin center correction enter the formula in t.he r('lation between Ft'C given at the
central values (xc, Q:) and the expected number of event.s NMc(0r,Q')' proportional
to the bin averaged cross section used in t.he Mont.(' Carlo simulation.

The measnrement is performed in an iterat.iv(' procednr(': For t.h(' first. iterat.ion the
behavior of [<t'C is assumed. The choice of a r('alist.ic b('havior is preferable bnt not

t For a direct measurement of FL it is necessary to disentangle the contributions from F2 and FL
to the crosssection using measurements of the crosssection at different ep center of mass energies.



necessary. F2 is then measured using equation (4.6) by iteratively adjusting Ffw. In
order to avoid the repeated simulation of events, the Monte Carlo simulated events are
reweighted corresponding to the measured cross section in each step of the iterations.
The final result of F2 is obtained with a Monte Carlo simulation tuned to describe the
data in all aspects. In this analysis the parametrization of the global QCD fit to HI
data recorded in 1994 and results from previous experiments with Q2 ~ 5 GeV2 is used
[15] (see section 1.4).

It should be emphasized that the use of the above relation (4.6) is justified only if
the Monte Carlo simulation reproduces the data with respect to detector acceptance
and efficiency to good precision. One of the main issues of the analysis, therefore, is
to thoroughly compare the Monte Carlo simulation with the data and to prove good
consistency. In this analysis discrepancies between the data and the Monte Carlo sim-
ulation are revealed in various respects. Most of them are traced back to inaccuracies
of the simulation of the new detector components Spacal and BDC. The discrepancies
are corrected where possi ble and assigned a systematic error otherwise.

The event selection criteria follow the aim of minimizing the systematic uncertainties of
the measurement. In general, two conditions must be fulfilled, namely a minimum loss
of good events and a maximum background rejection. A sketch of the event selection
criteria is given in the following.

cut # Nominal Vertex Data Shifted Vertex Data
(present analysis)

1 E' > 8 GeV E' > 7 GeV, ,
2 8.5 ns < t < 16.5 ns 12.5 ns < t < 22.5 ns
3 /lei < 3.5 cm
4 Ee,hod < 0.5 GeV
5 E."o < I GeV
6 I~fll < 2 cm
7 1/l~4>1 < 2.5 cm
8 Re > 8.7 cm
9 E - P. < 35 GeV

10 3 reconstructed vert.ex
11 -30 cm < Zvlx < 30 cm 10 cm < Zvlx < 100 cm

• At least one reconstructed track is found in the ODC wit.hin a distance t.o t.he
electron candidate in the Spacal of Icss t.han 2 cm in radial and 2.5 cm in azimut.hal
direct.ion. The BDC t.rack closest t.o the clectron candidate is selccted as the
electron track and used for the polar elcctron scat.t.cring angle 0,. Event.s wit.h a
radial impact point Re of the scattered elcctron in t.he Spacal of less t.han 8.7 cm
distance from the beam axis are rejected.In this section an outline of the event selection criteria used in the present analysis is

given. The cuts are listed in table 4.1. The present analysis is based on data recorded
in 1995 with nominal z-position of the ep interaction point (nominal vertex data). As
mentioned in section 1.5 in the same year a set of data was recorded in which the
z-position of the ep interaction point was shifted by + 70 cm (shifted vertex data). The
latter data were analyzed and the results have been published [25]. In the following and
throughout this chapter the shifted vertex data analysis is mentioned in parentheses
where substantially different from the present analysis.

• Events are rejected if the global quant.it.y I'; - p, < 35 GcV (equat.ion (2.5»). This
cut suppresses photoproduction background and rcduccs t.he influence of QED
initial state radiation.

• Each selected event has a reconstructed vert.ex with a z-position within ±30 cm
of the nominal interaction point, i.e. betwee-n -30 cm and +30 cm (10 cm and
100 cm) for the nominal (shifted) vertex data, rcspcctivcly .

• The event selection is based on the identification of the scattered electron. The
electromagnetic cluster in the Spacalwith the highest energy deposit is selected as
the electron candidate. The minimum energy required for the electron candidate
is 8 GeV (7 GeV). The t.ime of flight of electron candidates in the Spacal lies
within the interaction time window of 8.5 ns < t < 16.5 ns (12.5 ns < t < 22.5 ns).

• The lateral size of the electron candidat.e, dcscrihcd by the clust.er radius Rei,
is less t.han 3.5 crn. The longit.udinal sizc of t.hc shOWN, estimated using the
cnergy I·;,.hod in t.hc lIadronic Spa.cal hchilld t.hc clcct.ron candidat.e, is smallcr
t.han 0..5 (;cV. Ellcrgy Icakagc illt.o t.hc hcam pipc is supprcssco hy a cut. on t.hc
cncrgy ill IIH' Spacal vclo laycr of /':,."" < I (;c\',

Full functionalit.y of the octcctor must be- guarallt.ccd for I.hc scl. of data used in t.he
analysis in order to achieve high prccision for t.hc Il1casurcmcnl.. Invcst.igations have
shown t.hat in 1995 only the dat.a recordcd ancr the 20t.h of Oct.obcr safcly fulfill t.he
qualit.y requircment.s. Bcfore t.his dat.e various hardwarc prohlcms, conllcct.cc! wit.h t.he
ncw inst.allation of the hackward det.ccl.or componcllt.s IID(: and Spacal (c,g. t.riggcr
incfficicncics and spuriolls rcad out. errors [83]), Icad t.o cross scct.ion uncert.<I.int.iesat
t.hc 5% Ic\'cl, t.oo largc for t.he allalysis (lrcscnl.cd hcrc. HIlIlSrccordcd \)('t.wcC'n20t.h of



• HV alarm bits: All relevant components of the central detector, i.e. the in-
ner tracking chambers CJCI and CIZ, the SDC, the Luminosity System, the
Time-of-Flight counters and the Spacal and Liquid Argon calorimeters must be
operational. A given run is rejected if at least one of the lIV alarm bits is on for
more than 5% (50%) of the integrated luminosity recorded in this run in the nom-
inal (shifted) vertex data analysis respectively. For accepted runs the luminosity
is corrected accordingly.

Nominal Vertex Data Shifted Vertex Data
Subtrigger Prescaks Lumi IV Prescales Lumi W

mln max nb-I min max nb-1

s2 lET> 1 . to,v••. ~RZv.to I 11 565.2 1.0 I 1 115.8 (1.0)
s3 lET> 2 I 4 266.7 2.1 I 1 115.8 ( 1.0)
sO lET> I I 30 108.8 5.2 I I 115.8 1.0
s5 lET> 0 50 > 9999 4.9 (115.3) I 201 41.7 2.8
s6 lET> O· to,v•• 4 5001 10.2 (55.5) I 101 77.8 (1.5)
s7 lET> 0 . to,vt•. ~RZv",o 4 > 9999 56.9 (9.9) I 21 105.9 1.1

October 1995 and the end of the 1995 run period (27th of November 1995) are selected.
In addition the following run selection criteria are imposed:

• Events per luminosity: It is demanded that the integrated luminosity within
a run be larger than 0.2 nb-1 in order to guarantee statistical significance. The
number of selected events in each run must be approximately proportional to
the luminosity. A run is accepted if the number of good events does not deviate
significantly (more than 40', where 0' denotes the statistical error of the numher
of events in the given run) from the overall averaged number of events per lu-
minosity. This criterion mainly ensures the continuous functionality of the event
trigger.

Table 4.2: Table of DIS subtriggers used for t.I,enominal a.nd shifted vertex data analysis.
Column 2 shows the subtrigger definitions (see text). The minimum and maximum occur-
ring prescales and the effective integrated luminosity recorded with the respective subtrigger
including prescales arc listed in columns 3 to 5, and 7 to 9. In columns 6 and 10 the event
weights (W) used in the trigger selection scheme are listed (see text). SnbtriggNs with weight
values in parentheses are not used for the analysis. The luminosity values include the cor-
rection for the rejection of proton satellite events of 3.6% (4.6%) for the nominal (shifted)
vertex data.

• Stability of the energy response: The mean energy of the electron candidates
within each run must be within 10' of the global average.

• Beam tilts: The heam coordinates and the inclination of the beam axis relative
to the HI coordinate system defined by the central jet chamber CJCl are cal-
culated for each run separately using the distribution of event vertices measured
with the CJC. Por the shifted vertex data runs are rejected where the difference
from the mean beam tilt is large, i.e. if x~.&m < - 0.0008 or Y~e&m < - 0.0006
or Ybe&m > 0.0016. No cut is imposed in the analysis of the nominal vertex data.

are rejected. In addition to the intrinsic 1'01" condition of the Spacal JET trigger, all
subtriggers require the absence of out-of-time background signals. This condition is
realized using a background veto signal from the ToF counters FToF, PToF and SToF
and the Veto Wall (see section 2.2). Columns 3,4 (7,8) of tahle 4.2 give an overview over
the prescales imposed on the different suhtriggers. The collC'ctC'dluminosity for each
subtrigger after correction of prescales and subtraction of satellite hunch contributions
is listed in columns 5 (9).

The largest amount of luminosity of nominal vertC'x data is collected hy subtrigger s2.
The subtriggers s3 and sO, which have 1l"ssrestrictive conditions are more sensitive to
background and are thus higher prescalC'd. Unfortunately, s2 has reduced efficiency,
since a considerable fraction of good DIS events docs not fulfill the vertex trigger
requirements imposed on s2.

The efficiency of sO is calculated from the data using a sample of events triggered
independently of the Spaca!. Events fulfilling the standard event selection criteria are
accepted for the trigger sample if at least one Spacal-indepC'ndent actual subtrigger has
triggered the event. The efficiency is t.11('ngiven by the mtio between the number of
events in the trigger sample where the 'raw' subtrigger sO is on and the total number
of events in the trigger sample. The ddinitions of raw and actual suhtriggers is given
in section 2.2. .

The HI trigger system is described in section 2.2. In many runs the DIS event triggers
are considerably prescaled. The effective integrated luminosity collected with a given
trigger is thus reduced. The subtriggers used in this analysis are listed in table 4.2. In
column 2 of the table the subtrigger definitions are given. For each of the subtriggers
a. minimum energy deposit in the Spacal is required. IET>O, lET> I and IET>2 refer
to different thresholds of the Spacal lET trigger, providing full trigger efficiency at
5 GeV, 8 GeV and ~ 23 GeV, respectively [46J. The lET Spacal Trigger is described
in section 2.3.3. s6, s7 and s2 demand a coincidence between the lET trigger and a
combination of vertex trigger conditions, abbreviated here as to,vt•. s7 and s2 ask in
acldition for the absence of the RZveto signal. The RZveto is based on fast histogramming
of hits in the z-chambers CIZ and COl,. It gives an estimate of the z-position of the
event vertex. Events with too many tra.cks pointing outside the interaction rC'gion
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with PToF (sll), and the Veto Wall (sI2). The number of good events rejected by the
out-of-time veto condition of the ToF counters is measured by counting ·the number
of events accepted by the opposite condition, i.e. a positive out-of-time con<lition. In
fig. 4.1(b) the fraction of good events lost due to one of the ToF requirements is plotted
as a function of y. The contribution from the FToF (s8) and the veto wall (sI2) are
both of the order of 0.5%. The open points refer to BToF 'ored' with PToF as measured
with sll. The size of the error bars is due to the large triggf'r prescales of sll. Within
the large uncertainty there is some indication that the loss of events due to AToF
'ored' PToF increases with increasing y. 1I0wf'vf'r, the tot.al loss of events is ~stimated
assuming uncorrelatedness and constant bf'havior in y. The result of 1.2% ± 0.5% is
represented in the figure by the grey error baneL The number of events measu red in the
data is corrected accordingly. Another way to estimate the loss of good events due to
the veto requirements is to calculate the random coincidence between good ep events
and beam related background.

Figure 4.1: (a) The subtrigger efficiencies shown as a function ofloglO(y) for t.he subtriggers
sO (open points), s2 (full points) and 83 (triangles). The black hist.ogram indicat.es t.he
fract.ion of events lost due to t.he RZv•to requirement.. (b) The fract.ion of lost event.s due to
t.he ToF background vet.o is represent.ed by the grey error band. Separat.ely shown are t.he
cont.ribut.ions from BToF-or-PToF (open point.s), FToF (solid line) and Vet.o Wall (dashed
line).

of the inelasticity y. sO is fully efficient (> 99.5%) everywhere, except at the highest
values of y. Here, small inefficiencies originate from the region very close to the beam
pipe due to gain adjustment problems of particular Spacal cells. The inefficiency is
explicitly corrected individually for each analysis bin. The behavior of subtrigger s3
is determined using an event sample triggered with sO. The figure shows the onset
of the events triggered with s3 at 10glO(Y) .$ -0.5 corresponding to y ;:: 0.3 or an
electron energy of more than ~ 20 GeV. The efficiency of the vertex requirements of
subtrigger s2 is determined using a sample of events triggered with sO. At high y, s2
reveals an efficiency of 90% to 95% which decreases towards lower y down to a level
of 65% at y = 0.01. This behavior is expected since in events with low inelasticity y
the hadronic final state is oriented to the extreme forward direction and may therefore
miss the acceptance region of the tracking detectors. The black histogram depicts the
y dependent inefficiency originating from the RZv•to condition. It reaches a level of 4%
at the highest valuf's of y ~ 0.7.

Thf' fraction of events lost due to the background Vf'to from the ToF counters (FToF,
IIToF, PToF and Veto Wall) is f'sl,irnated2. For this purpose the dedicated subtriggers
.<8,811 and 812 are uSf'd. They consist of a Spacal lET> 0 requirf'rnf'nt in coincidf'ncf'
with a positive out-of-time condition (inverlNI vdo) for tllf' FToF (.<8), IlToF '01'('(1'

The trigger selection is based on subtrigger s2. sO and s3 are used to compensate
the inefficiency of s2 using the following prescription: All events 'actually' triggf'red
by s2 are accepted and assigned a wf'ight of 1. EVf'nts are recovered, i.e. accepted
nevertheless, if the 'raw' subtrigger s2 is not on and if either: 'actual' s3 is on, or:
'raw' s3 is off and 'actual' .<0 is on. The wf'ighl, of the recovered events is givf'n by
the ratio of the luminosity collected with s2 and the luminosity collected with sO and
with s3 respectively. The values of the weights can 1)(' rf'ad off column 6 (10) in table
4.2. The advantage of the scheme is the following. The sample contains the whole
phase space of event topologies whereas a pure .<2 sample would be biased according to
the behavior of the vertex triggers. Full use is made of tlw available statistics. Thus,
effectively, the minimum bias trigger sO is used. Heplacing 82 by .<0, s3 by 057 and .~O
by s5 one obtains the prescription for the shift.f'd vertex data.

Loss of events due to the software filters IA and 1,5 has been checked and found
negligible in generaP.

The position of thf' intf'raction vertex is measurNI using tlw cent.ral and forward drift
chambers. EVf'nts arf' rejf'ctf'd if no r('construcl,('d VNI,('x ('xists or if the reconstructf'cl
z-position of t.h(' VNtf'X is furtllf'r than 30 cm away frolll thf' nominal inl.f'raet.ion point
(cuts # 10 and 11 in t.able 4.1). The cuts arf' lllol,ivatNI by thr('f' main reasons. Firstly,
tllf' precise knowlNlge of thf' position of the int('raction point is nf'Nled for the accuratf'

2'l'hr. rfficiC'lwy of tllf' t.iming rrqllirerncilt. ill l.tH' Spa!"al lET TriggN is illlpliC'il. t.o flU' (·ffi(·if'llf:y of
,,0,

:lFor 1.1H' shiftf"d VNtf'S dat.a a sllIali fraet,ioll ('2<;{,) of lost. (,\'l'lIts !Iii"; lH'f'll ad,ually df'l.l:cl,pd wlwrf\
(Ilip to i\ Illisl,akfl ill 111(' soft.ware' at 1r\'('1 lA, f'\'Plll.S pXl'lu"i\'f'ly I.riggl'fl'll \\'jllt .'iO WNfl rf'jC'f·lf'd. 'rile
dTcc!. is I'OIIlIH'Il,'ial.f'd lIsiug SlIhl.riggl:r so for tIll' sIH'('ifi,' rllllrilllg('.
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sate-Ilite hunches while early satellite hunches arc kept for potential physics analysis.
The rejection of satellite hunches connected with z-vertex values of more than 30 cm
involves a correction of the integrated luminosity hy -3.6% ± 1.5% (-4.6% ± 3%) for
the nominal (shifted) vertex data, respectively [351. This correction introduces the
main uncertainty on the overall normali;>,ation of the measurement. The values listed
in table 4.2 refer to the corrected integrated luminosity.

In fig. 4.2(h) the reconstructed z-position of the interaction point of the selected events
is shown in the data and in the Monte Carlo simulation. The simulated distribu-
tion is corrected to the data using a z-position dependent weighting of the simulated
events assuming a Gaussian shape. A Iso shown is the uncorrected distribution. This
distribution was initially assumed for the simulation of the Monte Carlo events.

For the measurement of the cross section the loss of good rp events due to the vertex
existence requirement has to be quantified. For this purpose the Monte Carlo simula-
tion is compared to the data with respect to the vertex reconstruction efficiency. The
vertex reconstruction efficiency is defined as the ratio between the number of selected
events with a reconstructed vertex within 30 cm and the total number of events from
ep collisions within 30 cm. The determination is not straight forward. On the one
hand it is necessary to remove the vertex existence requirement, on the other hand the
z-position of the vertex should be known for all events. As soon as the cut is removed
events without a vertex from outside 30 em enter the event sample and thus spoil the
measurement. Beyond that, the fraction of non-cp background events becomes sizable.

In former analyses the C('ntral Inner Proportional Chamber CIP was used to identify
electron tracks of good ev('nts [80J. In connection with the BDC (formerly with the
OPC) the z-position of the vertex coulcl he reconstruct('d. IIowever, this method works
only in the acceptance region of the CIP at scat.t('ring angles 0 ~ 1700 (corresponding
to Q2 ~ 10 Gey2). At lower values of Q2 a vertex reconstruction independent of the
Central and Forward Drift Chambers is not possible·. Th(' uncertainty of the slope of
the electron track mea.sured in the IlDC alone is too large to determine the z-position
of the interaction point (see section 4.7).

For the low Q2 analysis present.ed here, a different strategy is developed. A backward-
forward Time-of-Flight criterion is imposed to select event.s within ± 30 cm around the
nominal vertex positionS It makes use of the time information of the PToF (forward)
and the Spacal (backwarcl). While the Spacal m('asures the arrival time of the electron
the PToF measures the timing of the proton und('rgoing the interaction, thus the z-
position of the intera.ction can be estimated. Events arc selected if the PToF time lies

Figure 4.2: (a) Distribution of the z-position of the vertex in the data. Events outside
±30 em are rejected. (b) The vertex distribution iu the data (points) and in the corrected
Monte Carlo simulation (solid line). The dashed line shows the distribution of the uncorrected
distribution in the Monte Carlo simulation.

reconstruction of the event kinematics. In particular the z-position varies considerably
from event to event and, thus, directly affects the measurement of the polar scattering
angle 0 and the reconstruction of Q2. Secondly, the cut on the z-position is necessary to
restrict the data sample to the main interaction region for which reliable Monte Carlo
simulations are available. Finally, the cut is important to suppress beam induced non-
ep background. The determination of the efficiency of th(' vertex requirement is one of
the crucial points of the analysis presented here and will be discussed in section 4.5.2.

In fig. 4.2(a) the distribution of the z-position of the reconstructed event vertices is
shown as measured in the data. The solid line depicts a fitt.ed Gaussian curve. All
selection cuts are imposed except the cut on the z-position of the vertex (cut # 11
in table 4.1). The latter cut is indicated in the figures hy the dotted line at ±30 cm.
Outside this r('gion non-Gaussian tails are visible. They are partially due to proton
satellite bunches. Early and late proton satellites are shifted in time by ±4.8 ns with
respect to the main proton bunch and collide with the main electron bunch around
±70cm, respectively. Other contrihutions come from events with a badly reconstructed
vertex or from beam wall or beam gas interactions.

Efforts by the II ERA machine group to reduce in particular the lat(' sat('lIite hunches
lead to the asymmetry of th(' distrihut.ion. In addition 1,1 trigger crit.('ria (('.g. th(' PToF
veto) ancl cuts in th(' II I event classification ar(' rf'sponsihl(' for t.he rej('ct.ion of late

·since 1997 the Backward Silicon Trackrr (Bs1') is operational. It. mea",,,,,,, the electron trac.k up
to f\n angle or", 1760 at the !lominal vertex position and thus provides a Jrlcan~ to determine the
vertex position for low Q' evellts indq>elldently of the Celltral Jd Chamber.

• A detaikd acCOUlltof the use ofTi,"e-of-F'Iight conditions for backgroulld ",jectiou is giveu in [36].
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from the incident electron. For these events wit,h init.ial st.ate radiat.ion (ISR., see also
section 1.9) the reconstructed value of Y. is generally overestimated significantly. The
step in fig. 1.3(a) at 10glo(Y,) == -0.15, i.e. Y. == 0,35 can be explained by the properties
of the event selection cut E - p, > 35 GeY (cut # 9 in table 4.1). In events with
y. < 0.35 the elf'ctron energy alone is large enough to fulfill the selection criterion
E - P. > 35 GeY and all events are accf'pted6. Only in events with Y. > 0.35 the
hadronic final state becomes relevant for the selection cut. In this region, ISR events
are typically rejected since the measured value of E - p, is small. Thus, I.he vertex
reconstruct.ion efficiency in this region is incrf'ased.

The influence of the PToF timf' n>quirement is invf'st.igat.ed in the following. The Vf'rtex
reconstruction efficiency is calculated without forward t.iming criterion. At the same
time the cut on the z-position is removed, Background is reducf'd as far as possible,
demanding that there be less than 5 tracks in the RDC around thf' selected electron.
The result is depicted by t.he open points in fig. 1.3(a) and (b), rf'spf'ctivcly. The
reconstruct.ion efficiency is considf'rably rNltlcf'd (by up to ~ 10%) f'specially at large
values of Y, indicating that a large number of background eVf'nts f'ntf'r thf' sample as
soon as the vertex cut is removed.
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Figure 1.3: (a) The vertex reconstruction efficiency is shown for t.he dat.a (points) and for the
D1S+1'P Monte Carlo simulat.ion (solid line) as a function ofloglO(y.). A sharp Time-of-Flight
cut on Spacal and PToF time is applied. The vertex reconstruction efficiency without PToF
cut is shown as open points. (b) Ratio between the data and the Monte Carlo simulation
with (full points) and without (open points) PToF timing criterion.

in the range between 37 and 15 ns. In the backward region the time of the hottest cell
of the Spacal is required within 11 and 13 ns for the nominal vertf'X data, In the shifted
vertex data an offset of +4 ns is applied to the Spacal timing according to the increase
of the time of flight. Unfortunately, the acceptance of the PToF is very limited (to
polar angles of 0.70 < () < 3.20 for the nominal vertex data), Possible consequences to
the result will be discussed at the end of this section.

Fig. 4.3(a) comparf'S the vertex efficiency as a function of 10glo(Y,) as determined for the
data and for the D1S+iP Monte Carlo simulation. For 10glo(Y,) > -1.2, i.e. Y. ~ 0.06,
it is at the level of 90 t.o 95%. In fig. 4.3(b) the ratio of t.he efficiencies between the
data and the Monte Carlo simulation is plotted. The agreement in this region is better
than 2%. Towards lower Y the vertex reconstruction efficiency sevf'rely degrades. This
behavior is expected since the hadronic final state of low inelasticity events is mostly
located in the extreme forward direction where the tracking detect.ors have limited
acceptance. The same behavior is observed for t.he efficiency of subt.rigger s2 (see
above). Howevf'r, t.1lf' discrepancy between the Monte Carlo simulation and the data
in t.his region is not, undf'rst.ood. Possible reasons are an inappropriate description of
t.he hadronic final state propf'rt.ies and/or uncontrollf'd migrations of eVf'nts in y. The
region of extrf'mf'ly low 1) (1) < 0.05) where the discrepancy is larger t.han ~ 5% is
t.1lf'refore excluded from t.hf' mea.suremf'nt. of /'i (sef' sect.ion 5.1).

Inf'Hicif'ncies at, lilfgf'r Valllf'S of 1), arf' mainly caused hy migrations of low 1) f'Vf'nts
wit.hout a rf'const.ructNI VPrt.f'Xdue t.o radiat.ion of high ellf'rgy bremsst.rahlung phot.ons

Due to the fact that the angular accf'ptance of the PToF is limit.f'd the use of the PToF
requirement tightly const.rains t.he f'vent t.opologies accept.f'd for the vertex efficif'ncy
determination. In particular diffractive f'vents wit.h a 'rapidity gap' whf'rf' no activity in
the forward direction is measured, are complf'l,f'ly rejeet.f'd bf'ca,use, by df'fini tion, they
do not have any signal in the PToF [81], A dedicated study of the vertex rf'construction
f'fficiency of diffractive eVf'nt.s has l)('en pf'rformed using Mont.f' Carlo simulations [85],
This showed that in particular non-dissociat.ive diffract.ivf' f'Vf'nt.s (whf're the prot.on
stays intact) producing low mass veetor mf'sons (p. ¢, w) arc rf'jf'ctf'd due to the vertex
requirement. Thf' influence on t.his meaSllff'mf'nt. is smallf'r than 2% in the region of
Q2 ~ 0.85 Gey2 and can t.hus bf' nf'gleetf'd for the nominal Vf'rt.ex dat,a analysis. At
the lowest va.lues of Q2 == 0.35 Gey2 t.he influencf' amount.s 1.0 6%, In t.he shiftf'd
vertex data analysis t.he Illeasurf'd values of Fi arc corrf'et.cd by up t.o +6% a.ssigning
a systematic error of 50'){, on t.he correction.

The event seleet.ion is based on the successful idf'nt.iticat.ion of the scatt.ered eleet.ron in
the Spacal. Thf' propf'f f'1f'et.ron idf'ntificat,ion is f'ssf'nt.ial for t.1lf'corrf'ct, rf'construet.ion
of the event kinf'nHtt,ics. A prf'seif'etion using coarse f'!f'cl.ron sf'lf'cf,ion cut.s, as df'fined
by the HI f'vent classification schf'I1lf', is pf'ffornlf'd dllfing t,hf' rf'const.ruction of I.he
data. The final electron seleetion cuts a.~oul.linNI in sf'et.ion1,2 will now be c1escribf'd.

At least one e)f'drolllagnetic cluster wit.h an f'nPrgy of more l.han :3 (;f'Y (7 GeY for
t.he shift.ed Vf'rtex dal.a) in t.hf' Spaca,1 is rf'quil'ed (cuI. # I in t.ablf' ..1.1). The clusl.er in
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Figure 4.4: The cluster radius Rei is shown in the data (points) and in the DIS+l'p Monte
Carlo simulation (solid line). (a) includes all events, (b) shows events with Q: < 4 GeV2
and y, > 0.55. The hatched histogram represents the simulated "IP background. In (c) the
fraction of events accepted by the electron selection cut Rei < 3.5 cm is plotted. The dashed
line shows the fraction of accepted true electron events as simulated in the DIS Monte Carlo.

Figure 4.5: Distribntion of the ener~y in the ha.dronic section of the Spac.tl behind the
electron candidate E"had is shown for the data. (points) a.nd the D1S+"IP Mont.e Carlo (solid
line). (a) includes all events a.nd (b) shows events with Q~ < 4 GeV2 and y, > 0.55. The
hatched histogram represents the simulated "IP background. In (c) the fraction of events
accepted by the electron selection cut. E"had < 0.5 GeV is plotl.L'<l. The dashed line shows
the fraction of accepted events in the DIS Mont.e Carlo sirnulatiou.

the Spacal with the highest energy deposit is selected as the electron candidate. The
event is kept if the complete set of selection criteria as given in tahle 4.1 is fulfilled at
the same time.

The cluster radius Rei as defined in section 2.3.4 is required to be smaller than 3.5 cm
(cut # 3 in tahle 4. J). The cluster radius provides an estimate of the lateral width of the
shower and can thus be used to distinguish hetween electromagnetic and the broader
hadronic showers. In fig. 4.4(a) the distribution of Rei is shown. All event selection
criteria are applied except the cut on the cluster radius itself. The distribution of the
simulated DlS Monte Carlo events was shifted by a factor of 1.1 in order to achieve
agreement at l,he right edge of the distribution where the selection cut is applied.
/\s is indicated in section 3.2 (fig. 3.2) the description of the shower development in
the Monte Carlo simulation is not appropriate. Recent test simulations have shown
that reasonahle agreement between the simulation and the data can be achieved by
tuning the sampling frequency of the shower development in the simulation [86J. In

order to study the region with small Q2 and high y, where the contribution from
background is particularly large, events arc selected with Q~ < 4 Gey2 and y, > 0.55.
The distrihution of Rei for these events is depicted in fig. 4.4(b). Here the agreement
between the data and the corrected Monte Carlo simulation is slightly better than in
the overall distribution.

The behavior of the selection cut, Rei < 3.5 cm, is investigated in fig. 4.4(c). Here, the
fraction of events accepted by the selection cut is depicted as a function of y, for the
data and for the DIS+"II>-Monte Carlo simulation. The dashed line shows the fraction
of accepted true electron events a_~simulated in the DIS Monte Carlo. It is larger than
98% everywhere, proving that the amount of lost OIS events is very small and that the
bulk of rejected events is due to photoproduction hackground.

The systematic uncertainty of the cut on the measurement of f'2 is estimated to he 30%
of the fraction of electrons lost due to this cut according to the Monte Carlo simulation.
It is calculated separately for each analysis hin. The same prescription is used for the
uncertainty determination of all electron identification cuts. /\ full summary of the
systematic errors is given in section 5.2.

The timing of the hottest cell of the electron cluster should be within a window of
8.5 (12.5) and 16.5 (22.5) ns for the nominal (shifted) vertex data, respectively (cut # 2
in table 4.1). This cut is designed to reject out-of-time proton background which, due
to different flight path lengths, arrives earlier in the Spacal (see fig. 2.8). Applying all
other selection cuts the timing requirement rejects less than 0.1% of the events.

The energy 'behind' the electron candidate in the Hadronic Spacal I~"had in-
side a cylinder of 17.5 cm should be smaller than 0 ..5 (JeV (cut # 4 in tahle 4.1). This
cut is motivated by the fact that electromagnetic showers in general arc completely
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Figure 4.6: The energy in the veto layers close to the electron candidate for DIS+"yp Monte
Carlo simulation (solid line) and data (points), (a) in all events and (b) in events with
Q~ < 4 GeV2 and Y. > 0.55. The fraction of events with Q: < 2.5 GeV2 and an energy
deposit of less than 1 GeV is shown in (c). The dashed line refers to the DIS Monte Carlo
simulation showing the fraction of electrons accepted.
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contained in the Electromagnetic Spacal. In fig. 4.5(a) the distribution of E.,had is
shown for all events, in (b) events with Q: < 4 Gey2 and Y. > 0.55 are selected.
All selection criteria are imposed except the cut on E.,had itself. Events with more
than 2 GeV are accumulated in the histogram at 2 GeV. In both distributions rea-
sonable agreement between the data and the Monte Carlo simulation can be observed.
However, the tails of the distributions indicate weaknesses in the understanding of the
shower development in the Spacal in particular for the photoproduction background
(see section 4.8). In fig. 4.5(c) the fraction of events accepted by the cut E.,had <
0.5 GeV is shown. The behavior indicates that in particular at large values of y the
fraction of DIS events rejected is large. Such behavior is conceivable for DIS events
where a part of the hadronic final state is selected as the electron candidate or in the
case of overlap of the scattered electron and the hadronic final state.

-OIS+'!P

....··.. OIS

. OIS (non-ISA)

The energy in the veto layers of the Spacal near the beam pipe, Ru.'o, measured
within a distance of 15 cm from the electron cluster should not exceed I GeY (cut # 5
in table 4.1). The distributions are depicted in fig. 4.6(a) and (b) for all events and for
events with Q: < 4 GeV2 and y. > 0.55, respectively. Both distributions are well
described in the Monte Carlo simulat.ion, also in the far tail of the distribution and in
t.he overflow bin. The figures show that the numher of events which leak elect.ron energy
into the heam pipe is Vl'ry small. This is duc to the ficlucial radial cut. liB > 8.7 cm,
descrihed in t.he following scdion. In fig. ·1.6(c) t.lw fradion of cvcnt.s acccpt.cd hy t.hc

Figure 4.7: The distributions of F;-P, in the data (points) and in the Monte Carlo simulation
(solid line). In (a) all events and in (b) events with Q; < 4 Gey2 atld y, > 0.55 arc shown.
The hatched histo~ram represents the simulated phot.oproduction back~roul"l. rn (h) Isn
event.s arc represented as a dashed line. In (e) t.he fra.ction of "vetlt.s a<:c:ept.edby the cut
F; - 1', > 35 GI'Y is ploUed for ti,e data (point.s) a.nd for t.I,e [)fS+I'IJ (solid line), DIS
(dashed line) and DIS Monte Carlo simulations I'xcludin!( Isn ('vl'nl.s (dol.l.ed line).



selection cut is shown as a function of y,. Here, only events with Q~ < 2.5 Gey2

where the cut is relevant are used.

The value of E - P. should be larger than 35 GeY (cut # 9 in table 4.1). E - p,
denotes the difference between the energy and the z-component of the momentum
summed over all particles. Its value gives an estimation of the containment of backward
going particles in the detector (section 2.4). E - p, is measured by summing over the
energies of all calorimeter cells of the central detector, excluding the electron tagger
and photon detector (section 2.2),

selC'cted track is used for the event selC'et.ionimposing IlDC -Spac"l matching critC'ria
and for a fiducial cut on the detC'ctor volume (sC'ction '1.7.3). The final radial distribu-
tion reveals a peculiar behavior of the da.ta in a rC'gionof 25 cm from thC' bC'amaxis.
In section 4.7.4 possible reasons are discussed and a phenomenological prescription for
the treatment of the Monte Carlo simulation in this region is given.

E - p, = L: E· (1 - cosO;).
cells

The hits measured in the eight layers of the BDC are combined to track candidates
by using a so called Kalman filter [33, 87J. !I. track hypothesis is accepted if hits in at
least three out of eight BOC layers fulfill a set of reconstruction criteria (see bC'low).

In a large fraction of events (60%-70%) the scattered electron interacts with the dead
detector material situated between the intC'raction point and the ODC causing prC'show-
ering processes. [n these events the number of reconstructed tracks in the HOC is
substantially increased. To find the electron track in the HOC is therefore somewhat
difficult. The reconstruction algorithm used in this analysis typically reconstructs up
to about 30 tracks within a cylinder of 3 cm around the impact point of the electron.
Only in about 40% of the events the number of reconstrncted tracks in the BDC is less
than five. The latter events are called non-preshowering in the following. The second
reason for the large number of reconst.ructC'd tracks is the BDC geometry itself. The
eight layers are situated within an overall distance of only 6.8 cm in z and provide little
redundancy to resolve ambiguities of the hit positionsA• The usual X2 criterion using
the distance of closest approach between tracks and hits is therefore not sufficient for
an unambiguous track selection.

The solution used in this analysis is a generalized y2 sC'lection criterion [27]. The idea
is to quantify the reliability of a given track but to avoid a sharp cut on pllfe BDC
information. The definition of X~" is

For the use as a selection cut no track information is taken into account. Fig. 4.7(a)
shows that the distribution of events is peaked at the expected value of 55 GeY (=
2 . E,). All selection cuts are applied except E - p, itself. The excellent agreement
between the data and the Monte Carlo simulation proves a good energy calibration.
The tail towards lower values originates from photoproduction events, and events with
initial state radiation. This is more obvious in fig. 4.7(b) where E - p, is plotted for
events with Q~ < 4 Gey2 and y, > 0.55. Fig. 4.7(c) depicts the behavior of the
E - p, > 35 GeY cut as a function of yo. The figure shows, first of all, that the
selection cut is highly efficient against 'YP background. Furthermore, the cut rejects
O[S events with QED initial state radiation and thus helps to reduce the magnitude
of the acceptance corrections due to radiative effects (see also fig. 5.3). At the same
time the number of non-radiative events rejected is small.

4.7 Measurement of the Electron Scattering Angle
using the BDC

The Backward Drift Chamber BOC is described briefly in section 2.2. A detailed
detector description can be found in [33]. The HOC provides precise information about
the position of the impact point of the scattered electron. The scattering angle 0 is
measured as the opening angle between the measured beam axis and the line connecting
the radial position n of the selected electron track in the BOC with the interaction
vertex7. The beam axis is determined individually for each run using the distribution
of reconstructed vertices measured in the CJC.

In this section a brief account of the angular measurement is given. It closely fol-
lows [27], where the complete description of the use of the BOC for the measurement
of F2 with the 1995 data can be found. In section 4.7.1 the selection of the electron
track is described. Yalues for the angular resolution are given in section 4.7.2. The

7Note that in I.he following the radial distances are calculated in the z-plane of the center of gravity
of the corresponding shower in the Spaca!.

2 _ 2 (6.0)2 (_bo(C_/4>/d_Z))2

X"' - XBDG + - +
(To (T(dd>/d,)

!I. track with a small \~/)G is selected if the track also points to the interaction zone.
The difference boO between the polar angle of the track measured in the IlDC alone
and the polar angle of the straight line from the vC'rtC'xto the measured noc track
coordinate as well as the azimuthal slopC' d¢/dz of the track should not exceed the
calculated resolutions (J'o and (J'(dd>/d,)' The five tracks with minimal X~" are preselected.
All other tracks are rejected. Among thesc five tracks thc track with the least distance
of closest approach to the Spacal center of gravity is selC'cted as the electron track.

The SOC track finding efficiency, i.e. the probability of finding an electron track within
3 cm around the electromagnetic cluster in the Spacal is investigated [27]. It amounts

SAmbiguitics (mirror hits) arc a characteristic of drift ('halnhers due to the evaluation of the drift
times.



to 98% in the central region within a radius of 25 Clll where the distance of the wires is
small (1 cm), ami 96% in the outer part at radii above 27 cm where the BDC cells are
larger (3 cm). The difference is mainly due to BY problems in the outer part which, in
the 1995 data taking period, led to dead sectors. In the intermediate region between
small and large cells, the data reveal larger inefficiencies of up to 5%. The Monte
Carlo simulation has been tuned to reproduce the behavior of the data everywhere to
better than 1%. For the intermediate region a <,b-dependent efficiency correction [27] is
applied.
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The radial resolution of the DDe was determined using tracks measured in the CJC
pointing to the electron cluster in the Spaca!. Since the acceptance of the CJC restricts
this method to the rl'gion of (J < 170· the results were transferred to the central region
of the BDC with the help of Monte Carlo simulations. For non-preshowering events
a radial resolution (TR of 0.8 mm is achieved, for preshowering events the resolution is
1.8 mm [27]. The simulated Monte Carlo resolution was adjusted accordingly.

[n general the polar angular resolution (T9, is composed of three different sources, namely
the uncertainty of the measurement of the z-coordinate of the vertex position, the error
on the position of the BDC in z and the radial resolution of the BDe itself. However, in
first approximation, the uncertainties in z are small compared to the distance between
the vertex and the BDC (JtI0 cm for the nominal vertex data) and can be neglected.
The angular resolution can then be estimated as

2 3
R~BDC[cm]

Figure 4.8: (a) Radial and (b) azimnthal distancl' bcl.wcen the Spaeal Cl'ntcr of gravity and
the RDC track extrapolated to the Spacal pla,lIe for 1.1,1' DIS+rl' MontI' Carlo simnlation
(solid line) and the data (points). The hatched histogram shows the contriblitioIl from "11'
background events.
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yielding a minimum value of 0.6 mrad for non-preshowering events with nominal in-
teraction points. Possible systematic shifts of tll<' measured polar angle have been
investigated. The uncertainty is estimated to bl' I·,n 0.5 mrad [27]. This value is
assigned as an experimental uncertainty to the n1\'.. IIrement of F2 with both shifted
and nominal vertex data.

Events are selected if the electron track is fonnd within less than 2 cm in radial distance
tiR and 2.5 em in a7.imnthal distance R· ti¢ to the center of gravity of the Spacal
cluster (cuts # 6 and 7 in table 4.1). The asymmf'try of the cut in till and R·ti¢
accounts for the difference between thl' a7.illluthal and radial resolution (see below).
However, it should bl' l'mpha.si7.ed that t.he limiting fador of these cuts is the spat.ial
resolnt.ion of the Spaca!.

Fig. 4.8 shows I,ll<' (Iisl,rihllt.iolls of tili (a) and Ii· L'o.<b (b) bf'l.wl'l'n I,ll<' IIDC t.rack
l'xt.rapolalNI t.o t.hl' Spacal planl' alld Ihl' Spacal Cl'lllf'1' of gravit.)'. Thl' agf'('l'nll'llt.

Figure ·1.9: (a) Thl' distance bl'lwl'l'n the sl'll'etl·d I'I('etroli tra,'k l'xtntpola.t,('d 1.01.1,,· Spa,eal
plalle and the Sp"cal c('nlN or gravity is sl,own ror th(' d"ta (poinl.s) <tlld 1.1", MOllte Carlo
simlilation (solid line). The hatched histogra,m shows tI", contriblltioll rrom photopTodlll'l,ion
ba,ekground. In (b) thl' rraetion of events a<'C'l'pt('d is sl,owli a" " runl'l.ioll or y ror the da.t.a
(points) and ror the DIS+"Il' (solid Iille) a,lId DIS (dashl'd Iille) ;"Iontll ('a.rlo simnla,lion,
illdir<tling Il,al till' loss of I'Vl'nts is dne 1.0 1.1,,· l'('j<'cliOIl or pholopl'oduction (,vllnts.
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fiducial circular cut. is not. exact.ly centered on t.he I)('am axis hut. shifted relative to t.he
beam axis hy -0.25 cm in :r and -0.2 cm in y. The shift. account.s for t.he offset of t.he
averaged beam posit.ion relat.ive t.o t.he det.ector accept.ance and for inhomogeneit.ies in
the Insert. of t.he Spacal (fig. 2.7).

The behavior of the cut is investigat.ed using a sample of D1Sevents with Q~ < 2.5 GeV2

above a radius of 8.25 cm. The fraction of events with Ru > 8.7 cm is depicted in
fig. 4.IO(a) as a function of Ye' Fig. 4.10(h) shows the dist.ribution of Ru for the final
event sample where all selection cuts as listed in table 4.1 are applied. In the region
of 22 cm to 28 cm the data and t.he Monte Carlo simulat.ion can be seen to deviate
from the expected monotonic dependence. In the following section the reason for this
behavior is investigated.

4.7.4 Investigation of the Measured Radial Dependence of
Rate

between the data and the Monte Carlo simulation indicates that the angular measure-
ment is well controlled. Furthermore, no overall shifts are observed. The distribution
of the distance J fj.R2 + (Rfj.,jJ2) is shown in Fig. 4.9( a). Here the cuts fj. R < 2 cm and
Rfj.<j>< 2.5 cm are imposed. In addition to the angular measurement the track-cluster
matching requirement is useful for the suppression of photoproduction background
since uncharged particles (e.g. photons) which do not produce a track in the BOC
are not accepted as electron candidates. The background rejection is illustrated in
fig. 4.9(b) where the fraction of events accepted by the track-cluster matching cuts is
plotted as a function of Ye' Both the data and the OIS+'rp Monte Carlo simulation
decrease towards high Y to the level of 90% while the D1S Monte Carlo simulation
shows full efficiency (> 99%) everywhere.

Events are rejected if the distance between t.he electron track and the beam axis, Ro,
is smaller than 8.7 cm (cut # 8 in table 4.1). The value of this fiducial cut roughly
corresponds to a polar angle of to 177.0° (178.0°) in the nominal (shifted) vertex data,
respectively. The main goal of this cut is to minimize energy leakage into the beam pipe.
In addition the spatial resolutions of both Spacal and BOC significantly deteriorate
very close to t.he beam pipe due to edge effects. Monte Carlo simulation and data are
treated consistently with respect to the kinematic acceptance if the fiducial cut is based
on the beam coordinates which are measured wit.h the central jet chamber CJC I (see
also section 4.3). It should not be based on detector coordinates. In this analysis the

The measured rate behavior at radii between 25 and 27 cm shown in fig. 4.IO(b) is
not a property of the physics processes, but has to be t.raced back to detector and/or
track reconstruction problems. In this cont.ext former analyses can be referred to in
which such effects were also observed in a similar region using data recorded with t.he
proportional chamber BPC and the BEMC calorimeter in the year 1994. Indications
of poorly understood - and hence inappropriat.ely simulat.ed - dead material effects are
reported [88]. In this section t.he problem is reviewed. It is found that. various effects
given by the spatial variation of the dead material in the HI Detector as well as the
HOC geometry playa role. The discussion mot.ivat.es a phenomenological prescription
for a more appropriate treatment of the Monte Carlo simulat.ion in the problematic
radial region.

Fig. 4.11(a) shows the radial distribution as measured in t.he Spacal not using the BOC.
The distributions in the data and in the Monte Carlo simulat.ion show no significant
deviation. The fluctuations of the slope can be explained I>ythe limit.ed spatial reso-
lut.ion of the Spacal due t.o the finite granularity of the Spacal cells. This granularity
effect is more pronounced in fig. 4.11(1)) where the difference between the number of
events reconstructed in the Spacal and in the HOC is depicted as a function of the
radius. Below a radius of 20 cm and above 28 cm the data and the Monte Carlo sim-
ulation show good agreement. The structure at small radii reflects the migrations due
to the cell granularity of the Spaca!. They arc correctly reproduced in the Monte Carlo
simulation. At large radii (in the region above 28 cm) the granularit.y effect disappears.
It is averaged out over more cells of the Spaca!. !Iow('ver, clear disagreement is visible
in the intermediate region. The fluctuations of t.he dat.a around the expectation from
Monte Carlo simulation, shown in fig. 4.11 (b), indicat.(' t.hat migrat.ions of event.s rat.her
than losses are responsible for t.he observed deviation in t.be dat.a. Non-negligible losses
of events would appear in this distribut.ion as a deplet.ion of t.he rate dist.ribut.ion in
the Spacal, fig. 1.11(a). From fig. 1.II(a) and (h) one may conclude that in a large

Figure 4.10: (a) Fraction of events accept.ed by the fiducial cut Ru > 8.7 cm for the data
(points) and the D1S+I'P Monte Carlo simulation (solid line). The dashed line shows the
same distribution for the D1S Monte Carlo simulation only. (b) Radial distribution of se-
lected events for the data (points) and the Monte Carlo simulation (solid line). The hatched
histogram shows the contribut.ion from photoproduct.ion background.
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number of events the selected electron track in the OOC is reconstructed unexpectedly
far away from the impact point in the Spacal.

In fig. 4.11(c) the fraction of events with more than five reconstructed tracks is plotted
as a function of the BOC radius for the data and for the Monte Carlo simula.tion. The
figure shows that the Monte Carlo simulation docs not only globally underestimate the
number of reconstructed tracks, but also fails to f('produce the shape of the distribution.
While the data show a certain structure, the simulation predicts a flat behavior at the
level of 10% outside the region 18 cm ~ n ~ 28 cm, increasing to a level of 50% at the
radii between 20 and 25 cm. In this region the eno-flange electronics of the tracking
devices CIZ and CIP are situated.
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A test simulation is performed increasing the simulated density of the CIZ end-flange
electronics to yield an increase of the simulatl'o radiation length by a factor of 3. The
cut-off energy of photons (electrons) in thl' simulation is 2 (10) MeV, respectively.
Particles with smaller energies are not simulated. Fig. 4.11 (d) shows the comparison
between the standard Monte Carlo simulation ano the simulation wit.h enha.nced CIZ
end-flange density ploUing the difference bct.wl'en the radial impact point on generat.or
level and after detector simulation and reconstruction as a function of the generated
radial impact point. Apparently, the inrrl'ase of the density Il'ads to a sllift of the
selected electron track towards smaller raoii. The average position of the center of
gravity in the Spacal wa.~ found insensitive to the amount of ol'ao mat.l'ria.J (nl>t shown).

An explanation for the observed effect can presently only he givl'n in a qualitative way.
A quantit.ative study is still going on.

1. The migrations are due to preshowl'ring processl's. Thl' intl'raction of the scat-
tered electron with the oead material leads to preshowering IHOCI'SSesproducing
a large number of particles with low l'nl'rgy (('+, e-, ,). In t.IH' Spacal these sec-
ondary particles are containeo in the I'll'dron cluster. Sincl' t.IH' positi on of the
cluster is dominateo hy the high energy primary eil'ctron (cl'nter of gravity) the
Spacal is largely insensitive t.o prl'showl'ring dreet.s. In cont.rast" t.hl' prl'sl'nt RDC
track reconstruction and selection schl'ml' sl'parat.l's single particle t.racks inde-
pendently of the particle energy. Consl'qul'nt.ly, t.1H'probahility t.o correctly select
the track of the primary electron decreases as the numhl'r of t.racks increasl's.

Figure 4.11: (a) Ra<lial rat.e dependence of the final event sample measured in the Spacal. (b)
Difference bet.ween the number of events measured in the Spacal and in the BDC at a given
radius. (c) Fraction of event.s with more t.han 5 reconst.ructed tracks as a function of the radius
measured in the BDC. (d) Average difference bet.ween generated and reconstructed radius
for the standard Monte Carlo simulation (open points) and a Monte Carlo simulat.ion wit.h
increased C[Z end-nange density (full point.s). (e) Radial rate dependence of the fina.l sample
after correction of t.he simulation as measured in the BDC. (f) Correction function (see text.).
[n (a), (h), (c) and (e) t.he data (Monte Carlo simulation) are indicated by points (solid
lincs), respect.ively. The hatched histogram shows t.he contribution from phot.oproduction
backgrouucl.

2. The event migration is prohably oue to t.he gl'omet.ry of thl' dl'ad material and
of the BOC. One should separate three possi hie sources:

Moving from larger to smaller radii the amount of Ol'ao mat.erial sharply increases
around t.he radius of 25 cm leaoing to a strongly inCfl'asl'o numher of tracks
(fig. 4.II(c)). As a consequence tlw spat.ial rl'solution orastically ol'graoes with
decreasing raoius leading to migrations of event.s prNJominant,ly t.owards larger
radii.

Another influl'ncl' is given hy t.he prl'Sl'ncl' of t.1H'magnd.ic fil'lo which bl'nds low
energy (0(10 MI'V)) part.icles proOUCI'O ill l)fl'show('ring prorl'SSI'S t.owa.ros 10IVer



radii. This effect - together wit.h the deterioration of t.he resolut.ion descrihC'd
above - leads to a depletion of the rate in the edge region in connection with in-
creased rates towards bot.h smaller and larger radii. The Monte Carlo simulat.ion
presented above can not. account for the full effect since photons wit.h an energy
of less than 2 MeY are not simulated.

As a third source of migrations the geometry of the BDC should be mentioned.
At a radius of about 25 cm the wire distance of the BDC changes from 3 cm at
larger radii to 1 cm at smaller radii. The transit.ion is mediated by a cell of 2 cm
size. The track reconstruction efficiencies as well as the quality of the tracks (in
terms of x~Dcl may vary considerably between the inner and the outer region.
Thus, the probability to select a track through one of the inner cells may be
enhanced.

s,at.t.('f'ed electron is negligible compared t.o t.he longit.udinal ,omponent.9 and the ele,-
tron passes down t.he backward beam pipC'. 1l0wC'ver, a frad,ion of t.he phot,opl'Oduetion
evC'nt.s satisfies t.he eled,ron selection rritC'ria whC'n the ekctron signature is faked in
the detector by particles from the hadronic final st.at.e.

Typical fake electrons can be producC'd by high energy phot.ons, for instance from
11'0 decays (11'0 -+ TY), converting int.o charged particles (c±) in the dead material
(preshowering). Furthermore the overlap of charged hadrons wit.h photons, for instance
rr± and " can produce an electron signatllTe in the detector. Also, purely hadronic
showers can be classified as electromagnetic due to st.at.istical fluctuations in the shower
development.

In this analysis the event generator PllOJET [59], desrribed in section 2.5, is used
to simulate t.he photoproduction background. The aim will be to use the simulated
events to subtract statistically the photoproduction background from the data. A good
description of the background is important since it. direct.ly affects the final result of
the cross section measurement. It will he found that it. is necessary to apply a set of
corrections to the PHOJET simulation of the photoproduction background in order to
descri be the data.

In summary, the radial distribution measured in the BDC shows migrations of the se-
lected electron track towards smaller radii in the region between 25 and 27 cm where the
intermediate BDC cell is situated. The present explanation for this effect is preshower-
ing in combination with the BDC track reconstruction and selection algorithm which
is sensitive to geometry effects of the dead material. In the Monte Carlo simulation
the amount of dead material appears to be underestimated significantly.

Motivated by the above findings a correction function for the application to the Monte
Carlo simulation is determined. For impact points measured in the Spacat at a radius
between 24.75 and 27.0 cm a shift of the radial position of the electron track by up
to 4 mm is performed. The size of the shift is described by a third order polynomial.
depicted in fig. 4.11(f). The coefficients can be read off the figure caption. The radial
distribution of the corrected Monte Carlo simulation shows reasonable agreement with
the data (fig. 4.11 (e)).

This section is organized as follows: In section 4.8.1 the data are compared to the
Monte Carlo simulation of the photoproduction background using events with electrons
detected in the electron tagger. Agreement between t.he data and the Mont.e Carlo
simulation is achieved after application of a set. of ,orrC'ct.ions to the Monte Carlo
simulation (section 4.8.2). A consistency check between the data and the corrected
Monte Carlo simulation is performed and an estimate on the uncertainty of the ,I'
background subtraction is given (section 4.8.3).

For the measurement of F2 the Monte Carlo simulation is corrected following thp above
prescription. The influence of the correction on the measurement of F2 amounts to 2%
at maximum and is included in the systematic error. It mainly affects the region in
Q2 between 12 and 20 Gey2. In the shifted vertex data analysis the Q2 region above
3.5 Gey2 is affected and is therefore not included in the analysis.

4.8.1 Tagged Electron Events
About 10% of the photoproduction ba,kground events in thC' OIS sample can he idC'n-
tified unambiguously as background when the true scattered electron is detected in
the electron tagger of the luminosity syst.C'm situat.ed at -33 m in the IlI~RA tunnel
(see section 2.2). Since t.agged electrons arC' bent by the magnpt.ic field of t.he HERA
machine the acceptauce of the electron tagger strongly depends on t.he electron mo-
mentum and thus on t.he inC'lasticity y. In fig. 4.12(a) t.lle' y dC'pendence of the tagger
acceptance is shown. It is restricted to a narrow range of 0.3 ;S y ;S 0.6.

F:vents are called tagged in the following if a minimum C'nergy of 2 GeY is detected in
the electron taggC'T within the region of good containment of the electron shower. This
condition is supportC'd requiring the trigger C'lement. 115. AIIDIS event selection criteria
as listed in table 4.1 are imposed except the cut on e - 1', (cut # 9 in tahle 4.1). In
addition to the OIS event. selection crit.C'ria it is requirC'd t.hat. t.he energy in the photon
detector be less t.han 2 GeV and that. the value of (fi - 1").0' be less than 68 GeY.

Phot.oprodllct.ion bp) processes form the main background source to t.he DIS event
sample due to their huge cross section of ~ 165 Ilb [70]. The total cross section of DIS
events, above Q2 ~ I Gey2 is smaller by roughly a factor of 100. A comprehensive
review on photoprodllction can be found in [68]. In ,I' events electron and proton
interact. with very small momentum transfer Q2 < 10-2 Gey2, i.e. by exchange of an
almost real photon wit.h low virtuality. At. small Q2 the t.ransverse mOIl1C'ntllm of t.he
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Figure 4.12: (a) Acceptance of the electron tagger as a function of y. (b) Distribution of
E - p, for tagged events summing all energies in the central HI calorimeters. The energy
measured in the electron tagger is not included.
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Figure 4.13: Tagged electron data (full points) and corr('ct.ed PHOJET Monte Carlo sim-
ulation (solid line) arc compared. (a) distribut.ion of (F: - 1")'0' where the sum includes
the energy in the electron ta.gger. For ('vent.s wit.h (F: - 1")'0' > 68 GeV (open points) the
photon detector requirement is removed. In (b) the energy in the electron tagger, in (c) the
energy of the fake electron candidate in the Spacal and in (d) the polar angular distribution
of the fake electron candidate are shown. The dashed histogram r('presents the l»ehavior of
the PHOJET Monte Ca.rlo simulation before any correct.ioll.

These additional cuts serve for the rejection of Bethe-lIeitler DIS overlap events which
form a background to the tagged photoproduction sample (see below).

In fig. 4.12(b) the distribution of E - p, for tagged events is shown for data and
corrected PHOJET Monte Carlo simulation. For events where the electron is not
measured in the central detector but escapes through the backward beam pipe the
relation l:(E - p,) = 2· E•. YJB holds (section 2.4). The distribution thus directly
reflects the tagger acceptancelO• It shows that the bulk of tagged electron events is
situated at relatively small values of E - p, and would be rejected by the cut E - pz >
35 GeY applied to the DIS event sample. Since the region with finite tagger acceptance
and the signal region are kinematically somewhat separated, the background to the
f; mea~urement can not directly be determined from the selected sample of tagged
photoproduction events in the data, but must be extrapolated from the region of tagged
events at small values of Y, i.e. small E - p" into the signal region at E - p, > 35 GeY.
The extrapolation is performed with the help of the Monte Carlo simulation.

In fig. -1.13(a) the distribution (E-p,ho" as defined in ('quation (4.10), is shown. The
distribution has a maximum around 55 GeY as expected for events where the energy

of all particles is cont.ained in the det.ector. The entril's with (E - p,hot > 68 GeY are
due to Bethe-lIl'itler (1311) events (ep --t ")"'1) which overlap with DIS events and thus
fulfill the electron selection criteria as given in table -1.1 (for 1111events see section 4.9).
lIere, for events with (E - p,hot > 68 GeY no requir('ment on t.he energy in tile photon
detector is imposed. Due to the large cross sedion of 1111processes the ovcrlap rate
with DIS events is of t.he order of ~ 0.3%. The figure shows that the single event
values of (E - p,)tot in overlap events add to a valul' of (I'; - p,ho. of ~ 90 GeY on
aVl'rage. For the study of the photoproduction hackgronnd nsing taggl'd eV1'1Its the BII
DIS overlap I'vents arc rejedl'd by imposing tll<' ahO\'1' dl'scrihed rl'qniremcnt.s, that
(I~ - p,)'ot < 68 (;I'Y and that the enl'rgy in thl' photon dd.ect.or is "'ss t.han 2 GeY.

In fig .. 1.13(h) the etl<'rgy dist.ribution of t.aggl'd I''''ct.rolls is compa,wl b('t.wl'en the
data and the PIlOJET \lontl' Carlo sinllll<ttion. 'I'll<' sinllllatl'd ('nl'rgy of t.he' I''''dron

IOII/ol.e that for 1.\", exnrl. calculation of t.he I.agger ""cept.auoe from t.he phot.oproduct.ion dat.a the y
drpendr.nce of t.he photoprodllcl.ion cross sect.ion has 1.0 be l.a.kf'1I into account.
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fJ> 174°. In this region no measurement of the hadronic final state in photoproduction
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simulation are described in the following section.
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The simulation of the fake electron candidate and the subsequent shower development
in the Spacal is only one aspect of the description of the hadronic final state in pho-
toproduction processes. The background sample of tagged events presented above is
not at all suitable for an investigation of photoproduction processes. However, for the
purpose of the F, measurement the simulation is only required to effectively describe
the data distributions relevant for the statistical background subtraction. Therefore
a phenomenological treatment of the background simulation which mayor may not
average over the possibly different sources of any discrepancy is justified.

Various combinations of event selection cuts have been applied to investigate the dis-
crepancy between the simulated PHOJET photoproduction background and the data.
The most striking effect is found when the requirement that a reconstructed vertex ex-
ists is removed. In fig. 4.l4(a) the angular distributions offake electrons in the data and
in the uncorrected PHOJET Monte Carlo simulation are compared. Here all selection
criteria for tagged events are imposed except the vertex requirement. The fact that the
distributions agree as soon as the vertex requirement is removed indicates discrepan-
cies in the vertex reconstruction efficiency. The overall normalization, i.e. the absolute
number of simulated events for a given integrated luminosity, is reasonably described.
The comparison with the number of events in fig. 4.13(d) where the vertex requirement
is imposed shows that in the data almost all events have a reconstructed vertex while
in the simulation a large fraction of events is rejected by the vertex requirement.

The total photoproduction cross section can be decomposed into four classes of diffrac-
tive processes and a non-diffractive part [70J(see section 2.5). This classification scheme
is also used in the PHOJET generator. In rough agreement with [70] the simulation
used in this analysis assumes the following relative contributions to the total photo-
production cross section:

Figure 4.14: (a) Data (points) and PHOJET Monte Ca.rlo simnlation (dashed line) are
compared with respect to the an~ular distribut.iou of fake electrons for tagged events without
vertex requirement. (b) The same dist.ribut.ion with vert.<'xrP<]llirementin the data (points),
the uncorrected PHOJET (dotted line) a.swell as the process wei~llt.ed(dashed line) and the
fully corrected PHOJET (solid line). (c) Distribution of TI", •• in t.he laborat.ory frame for
the data (points) without vertex requirement. and PHOJET wit.h (dot.t.edline) and without
(dashed line) vertex requirement. (d) Composition of silnnlat.ed subprocesses as a function
of 11max after correction. EL, DD, GD, PD stand for plastic processes, double dissociation,
photon dissociation and proton dissociation, respectively.

analysis [89J motivate a modification of the simulat.ed cross s<,ctions. According to the
recommendations process dependent weights are applied t.o the simulated PIIOJET
events, resulting in the following ratios of cross sections:

The overall normalization remains unchanged. The angula.r distribution of the fake
electrons obtained for the reweighted simulation is shown in fig. 4.14(h). IIere, the
vertex requirement is imposed. The corrected distrihlltion agrees significantly better
with the data than the uncorrected distrihntion. This sugg<'sts that at large polar
angles (fJ ;:: 174°) the d<'scription of the photoprodllet.ion background is very sensitive
to the choice of the relative magnitudes of the subproc<'ss<'s of photoprodllction.

However, the experimental uncertainties of these numbers are large (20% to 50% de-
pending on the type of process). Results achieved in the framework of a more recent



8m;n
Tlma. = -In tan -2-'

>' C
Ql eCl 0.8 .0

~ £
£ 0.6 'E
'E :>...J
:> 0.4

.,...J
C.,
Ql

C >
Ql 0.2 UJ
>

UJ

The behavior of the different subprocesses is briefly investigated as a function of the
maximum pseudorapidity Tlma., defined as

• data
-)p+DIS
RIil)p

where 8m;n is the minimum measured polar angle of significant energy deposit in the
detector (> 200 MeV for clusters in the Spacal). Oiffractive and non-diffractive pro-
cesses have different Tlma. distributions. In phot.on diffraction (GO) and plastic processes
(EL) the proton stays intact and the forward region is devoid of energy ('rapidity gap').
Thus, the measured values of Tlma. are small or negative. In proton dissociation (PO)
and double diffractive (DO) processes the proton breaks up, forming the proton rem-
nant measured in the forward detectors and the value of Tlma. is large. Non-diffractive
processes, in general, have larger values of 'Ima. since there is no rapidity gap between
the scattered quark jet and the proton remnant.

Fig. 4.14(c) shows the Tlma. distribution in the laboratory frame for tagged events
without vertex requirement compared with the uncorrected Monte Carlo simulation.
Contrary to the simulation the distribution of the data does not contain events with
extreme values of 'Ima. < -2.5. The vertex requirement can be seen to reject all
events with a large rapidity gap (Tlma. < -2.5, i.e. 8m;n > 170°). This value roughly
corresponds to the acceptance of the central jet chambers of the III detector. In the
data events with a fake electron candidate at () > 174° still have a vertex, while in the
simulation this is not the case. The conclusion at this point is that the description of
the hadronic final state and the different subprocesses of photoproduction and/or the
tracking chamber acceptance is not fully understood in the extreme backward region.

The above investigations show that the choice of the relative subprocess cross sections
has a large influence on the distribution of simulated tagged events, fig. 4.14(b). How-
ever, a satisfactory description of the data has not been achieved yet. The remaining
discrepancy is effectively removed by a simple weighting of the non-ciiffractive com-
ponent. This appears justified because a lack of events in the simulation is visible in
particular at large values of TIm •• (fig. 4.14(c)) where the non-diffractive contribution is
dominant. The chosl'n weights Ware described as a linear function of the angle of the
fake electron as W = 1 + ((}fake electron - 173°).0.35. The maximum (minimum) applied
weights are limited to a value of I. 7 (0.8), respectively. Since the non-diffractive contri-
bution to the total cross section is of the ordpr of ~ 50% an increase of the number of
l'Vl'nts by 35% is expected at large values of O. The effect of the correction is displayed
in fig. 4.14(b). The solid line shows the angular distribut.ion of the fake I'lectron in the
PIIOJET Monte Carlo simulation including both the process dependent reweighting
of the diffractive components and the corrl'ction of the non-diffractive l'vents. Reason-
able agreement. betwccn t.he data a.nd the simulat,ion is achieved. In fig. 4.14(d) t.he
decomposit.ion of t.he (Iifferent diffractivl' and non-diffradi\'e processl'S is shown as a
funct.ion of '1m •• for t.hl' corrl'cted simulat.ion. /\11s.'ll'ction critl'ria. inrillding t.hl' VNt.I'X
rl'qllirl'nH'nt. arl' illlpOSNI. Comparisons of thl' COrrl'rlN! di~l.rih'lt.i()ns wit.h thl' data arl'
al~o ~ho\\'11ill fig. 1.12(h) alld fig. 1.1:1.
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Figure 4.15: DI8 evellts with inverted cut 011 tl,e cluster ra,dius 3.5 cm < Rei < 4 cm for
the data (points) alld the 018+1'1' Monte Carlo simulatioll (open points). The corrected I'll
backgroulld simula.l.ionis r!'presellted by the I,a.t.clu'dI,isto~ram. In (a) the distribution of
E - 1'. is shown, (h) and (c) dppict the distributiolls of y, alld Q:. (d) shows the z-positioll
of the recollstructed vertex.

So far, the norma.li7.a.t.ionof the Monte Carlo simulat.ion has heen invl'stigated using
t.aggl'd event.s. Thl' main uncNt.ainty in the cid,l'rmina.tion of t.1l('photoprociuction
background is given hy thl' l'xtrapolat.ion from the rl'gion of thl' taggl'r accl'ptance at
mocierat.e values of y t.o thl' signal rl'gion corrl'sponding to high y using the Mont.e
Carlo simulation. In this analysis, additional uncertainties arisl' from the discrepancies
and corrections of the Monte Carlo simulation. In t,hl' following a r.onsist.ency check
independent of the ell'ctron tagger requirl'ml'nt. is pNforml'd.

/\n event sampll' with a large contaminat.ion from phot.oprodudion hackgrounci is 51'-

lecteci by ciemanciing t.hat t.he eluskr radius Ilrl bl' largl'r t.ha.n :3..5 Clll and less than
·1 cm. /\11 J)IS sl'lect.ion crit.eria except. t.hl' cut. on I,' - 1'. and t.he elllst.l'r radius Rei
(CIlt.S# 9 and # 3 in tahle 1.1) are imposl'd. /\5 shown in sl'cl,ion 4.6 t.1)('fraction
of J)IS eVl'nt.s wit.h Ilrl > :3.5 cm is small, t.hus t,hl' phot.oprodurl.ion cont.ri hut.ion is
l'nhancl'd. Thl' clnsl,rr radins is t.o first. ordrr indl'pl'nr!l'nt, of t.hl' l'Vl'nt. kinl'llla..t.icsor



topology. Consequently, the events selected here have properties very similar to other
photoproduction events in the DIS sample.

Data and corrected DIS+iP Monte Carll> simulation are compared in the range of
Y. > 0.35 where the photoproduction background becomes significant. Fig. 4.15(11.)
shows the distribution of E - p. to which the data and the iP+DIS Monte Carlo
simulation agree reasonably well. The simulated contribution from photoproduction
amounts to more than 50% of the event sample and thus provides good sensitivity to
mismatches between the photoproduction background in the data and the Monte Carlo
expectation. In fig. 4.15(b) and (c) the distributions Y. and Q: are shown, respectively,
and in (d) the distribution of the reconstructed event vertex is shown.

In general the Monte Carlo simulation agrees very well with the data. The most
prominent discrepancy is visible in fig. 4.15(b) in the bin of 0.65 ~ Y. ~ 0.7. Here
the simulation undershoots the data by approximately 30%. For the measurement of
F2 an uncertainty of 30% is therefore assigned to the normalization of the subtracted
photoproduction background.

Figure 4.16: The most relevant Feynman diagrams of t.he process ep --t en. (a) initial
state radiation, (b) final state radiation. P(]J), elk) denote t.he four-momenta of the incident
particles. X(p'), elk'), -r(f() refer respect.ively t.o t.he hadronic final stat.e, t.he scattered
electron and the radiated photon. q2 (q'2, q"2) give the four momentum squared of the
virtual photon (electron).

in fig. 4.16 (a) and (b) commonly called initia.l state radiation (ISR) and final state
radiation (FSR) respectively. p, k, p' and k' denote the four-momenta of the incoming
proton and electron, and the outgoing hadronic final state and the electron. q is the
four-momentum transfer carried by the virtual interaction photon and q', q" refer to
the four-momenta of the inner electron lines. The four-momentum of the radiated
photon is denoted by I<. The cross section of photon radiation becomes particularly
large for collinearly radiated photons due to singularities in the kinematic limits of
the four-momentum distribution. Experimentally one distinguishes between different
event classes in the detector [91]:

The Born cross section from which the structure function F2 is extracted describes ep
scattering to lowest order perturbation theory as shown in fig. 1.1. In contrast, the
experimentally measured cross section includes all orders of electroweak interaction
diagrams. For the correct extraction of the structure function F2 from the measured
cross section it is therefore necessary to correct for contributions from higher order
processes. A detailed description of radiative corrections can be found in [90J.

The largest contributions to the correction arise from QED processes to first order in 0,

where a bremsstrahlung photon is radiated from the electron or the proton, and from
QED vertex corrections. Depending on whether the photon is radiated from a quark in
the proton or from the electron one can distinguish between 'quarkonic' and 'leptonic'
photon radiation. Relative to leptonic radiation quarkonic radiation is suppressed by
the quark charge squared and the inverse of the quark mass squared. Interference
terms including also box diagrams of i and ZO exchange, contribute less than 1%
to the correction. Self energy corrections due to vacuum polarizations are usually
absorbed in the running of the QED coupling constant o. At low and moderate values
of Q2 < 100 Gey2 (as in this analysis) weak interaction diagrams can be neglected since
their matrix element is suppressed by the squared masses of the interaction hosons ZO
and W± in the propagator term.

The leptonic photon radiation processes significantly dominate the corrections. They
are described in the leading logarithmic approximation by the two Feynman diagrams

• Bethe-Heitler Processes: Due to the singularity of the matrix element in the
limit of q2 --t 0, q'2, q"2 --t m: most radiative events have both electron and
radiated photon scat.t.ered at very small angles. The case of clastic scattering
(in the limit of y --t 0) is called the Beth('-lleitler process (All) [31J. Due to
the small scattering angles, both el('ctron and radiated bremsstrahlung photon
as well as the proton disappear through the b('am pipe. The BII cross section is
very large - the part visible in the acceptance of the luminosity system amounts
to ~ 70 mb [351- and can be calculat('d within QED in the relativistic limit
to very high accuracy. For this reason 1311events arc used as the reference for
the III luminosity measurement using the electron and photon detectors in the
HERA tunnel (see also sections 2.2 and 1.8).

• In QED Compton Processes the negative momentum transfer squared _q2 of
the virtual photon is small compared to Iq,21and qll2of the radiated (real) photon
- electron system. The QED Compton signature is given by two electromagnetic



clusters in the backward region which are coplanar (tJ.</> ~ 180°). In elastic and
most inelastic QED Compton events the rest of the detector is empty so that no
tracks are reconstructed. Since in this analysis a reconstructed vertex is required
the background from QED Compton events is negligible.

• In Radiative DIS Events a photon of high energy is radiated from the incoming
or outgoing electron. Due to the singularities of the matrix element at q'2 = 0 and
ql/2 = 0 photons are dominantly radiated collinear with the electrons. The four-
momentum transfer, Q2, of the virtual photon is large enough (_q2 = Q2 » 0)
for the electron to be detected in the main detector. Radiative DIS events are
therefore contained in the selected DIS event sample. For the Born diagram the
kinematics calculated at the electron-photon vertex (leptonic) and the proton-
photon vertex (hadronic) are equal. In cont.rast, the kinematics of radiative event.s
are reconstructed differently depending on the chosen reconstruction method (see
section 2.4). Since leptonic radiation is dominant the electron method has the
largest corrections to the measured cross section (dRC ~ 50% at Y. ~ 0.7). The
loss of electron energy due to the radiation of an (undetected) photon results in
an overestimation of Y. and thus in the migration of the event towards larger
values of Y and Q2 compared to the true underlying event kinematics. Hadronic
reconstruction methods are mainly affected by the quarkonic corrections which
are at the level of 4%. In this analysis the Monte Carlo generator program
DJANGO [58] is used to correct. the measured cross section to the Born level.
DJANGO accounts for the radiation of a real photon to lowest order in a in both
ISR and FSR processes (see section 2.5).

While in ISR processes the radiated photon escapes from the det.ector, fina~ state ra-
diated photons typically appear in the vicinity of the scat.tered electron in tne electron
detector. Former analyses, using the BEMC calorimeter, have neglected the influence
of FSR events. Due to the granularity of the I3El'vlCelectron and phot.on were generally
measured in the same cluster. Separation of t.he t.wo clust.ers was only feasible above
an opening angle between electron and photon of 6°, corresponding t.oa dista.-nce in the
I3EMC of roughly 16 cm [95]. In cont.rast, the granularity of the Spacal and the cluster
algorithm used allows to separate clusters above a distance of 7 cm. This is shown in
fig. 4.17(30), where the fraction of simulated events with two electromagnetic clusters
classified as FSR is plotted as a function of the dist.ance betwf'en scattered electron
and radiated photon in the Spacal plane. At 7 cm the onset of t.he cluster seJ>aration is
visible. This value roughly corresponds to t.he minimum dist.ance bet.ween tile centers
of non-neighboring cells in the electromagnetic Spacal. The fraction of events below
7 cm is due to events where electron and photon appear in the same cluster and t.he
second cluster is produced by the hadronic final st.ate. Wit.h the improved single par-
ticle separation of the Spacal the fraction of measurable FS It processes is significantly
increased compared t.o former measurements. Since the kinematic reconstruct.ion of
the events is based on the electron ident.ification, t.he separation of t.he electron and t.he
FSR photon leads to migrations to sma.ller valuf's of Q2 and T. It. is t.herefore necessary
to investigate whether the Mont.e Carlo simulation correctly describes the distribution
of events with separated electron and phot.on candidat.es.

Experimentally, radiative events can be defined as ISR or FSR on the grounds that t.he
radiated photon is predominantly collinear with the electron. In initial st.ate radiative
events the bremsstrahlung photon typically escapes through the backward beam pipe
and is not detected in the central detector. The definition used in the context of
the investigation presented in section 4.9.2 follows the information about the 'mother'
particle of the photon available on the generator level of DJ ANGO. An event is classified
a.-~ISR (FSR) if the radiated photon originat.es from the incident (scattered) electron,
respectively. The cut-off energy for the simulation of radiated photons is 20 keY.

Analytical programs, in particular the package HECTOR [92], have been used [93] to
investigate the description of radiative processes and the resulting radiative corrections
implemented in DJANGO. The total syst.emat.ic error amounts to 2% due t.o theoretical
uncert.ainties in the influence from higher order processes which are not. implement.ed
in DJANGO as well as quarkonic corrections. At. Q2 ~ 0.65 Gey2 (measured in
t.he shifted vertex data analysis) an error of 5% is il.%igned due to uncert.aint.ies of
t.he struct.ure function F2 and n at. very small Q2 and the absence of soft phot.on
exponentiat.ion in DJANGO [91).

Events are selected wit.h at least. two electromagnet.ic clust.ers in the Spacal. In addit.ion
all standard DIS selection crit.eria as givf'n in t.able ·1.1 are imposed. The cluster with
the second highest energy is assumed t.o belong t.o t.he radiat.ive photon. The phot.on
candidate must have an energy of at. least 2 GeV and a clust.er radius of less than 3.5 cm.
No track requirements are imposed. Apart from t.he t.wo electromagnetic clusters the
Spacal is required to be empty, event.s are t.lll'reforf' rf'jected if t.he t.ot.al energy in the
Spacal (Electromagnetic + lIadronic section) out.sidf' t.he two electromagnetic clust.ers
is larger t.han 1.5 GeV. The cont.ribut.ion from init.ial st.at.f'radiat.ive eVf'nt.sis reduced by
applying a cut. on R-p, > 15 GeV. The cont.aminat.ion from backward hadronic energy
flow is suppressed selecting event.s in the killl'mat.ic rf'gion of moderat.e inelasticitif's
0.0.5 < Y.IR < 0.1. In this rf'gion photoproduction background is nf'gligible. In FSR,
contrary to QED Compton, electron and photon arf' t.ypically situat.ed in till' same
a7,imut.hal hemisphere. In the framework of t.his t.('chnica.1st.udy event.s with 6</> > 90°
are rejected. Note that most. QED Compt.on ('\'('nt.s are r('jf'ct.N] due t.o I. he vert.ex
requirf'mf'nt. Fig. 1.17(b) depict.s the dist.ribut.ion of t.he f'lll'rgy sum of t.he electron
and photon clust.ers for t.he selected ev('nt.s. The cont.ril)llt.ion from non-radiat.iv(' ev('nt.s
in t.he sf'lf'cted sample where at. kast on(' of t.hf' t.wof'kctroma.gn('t.ic clllsf.<'rsis produc('d
by t.he Imdronic final st.at.e is v('ry small. The ('Ill'rgy dist.ribution of t.11<'s('cond clust.er
i; shown in fig. 1.17(c). Finally in fig.1.li(d) t.11<'dist.allc(, I",t.we('n t.lll' ('I('d.ron ami
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In this seet.ion the selected event sample is pre'scntcd by showing the fundamental
kinematic distributions used in the measurement of the double differential cross section
and the structure function F2. For the distributions shown all cuts of table 4.1 are
imposed. In addition eVe'nts with Y.lB < 0.05 arc rejecte'd. The latter cut is used to
suppress the region where the Monte Carlo simulation does not reproduce the vertex
reconstruction efficie'ncy of t.he data (see section 4.5). Data and Monte Carlo simulation
are normalized to the integrated luminosity.

In fig. 4.18(a) the distribution of the energy of the scat.tered electron is shown, in
fig. 4.18(b) its polar scattering angle 0,. The upper edge of the 0, distribution is due
to the fiducial cut on the detector acceptance at a radius of 8.7 cm (see section 4.7).

One of the reconstruction methods used in this analysis to derive the' Lorentz invariant
quantities Q2 and Y is the electron method (section 2.4). The distribution of Q: is
shown in fig. 4.I8(c). Events with Q~ larger than 25 GeY are accumulated in the
overflow bin. The distribution of Y, is prese'nted in fig. 4.18(d). Since events with
Y.lB < 0.05, corresponding to log,o(Y.IB) < -1.3 are rejected the distribution of Y,
rapidly decreases towards smaller values. The long tail is due to the different behavior
of y, and Y.lB. The sharp edge at a value of -0.15 is due t.o the energy cut of 8 GeY
for the scattered electron.

Figure 4.17: (a) Fraction of FSR events with two separate electromagnetic clusters in the
Spacal as a function of the distance between the photon and the electron as determined from
the Monte Carlo simulation. (b) The snm of the electron and the photon energy in the
data (points) and in the Monte Carlo simulation (solid line). The dark Ilatched histogram
shows the true FSR contribution as classified on Monte Carlo genera,tor level. The light
hatched histogram refers to events classified as ISR. (c) Energy distribution of the second
electromagnetic cluster. (d) Distribution of the distance between the electron and the photon
candidate.

An alternative reconstruction met.hod used in t.his analysis is t.he E met.hod. The
distributions of Q~ and YE are shown in fig. 4.18(e) and (f), respectively. The sharp
drop in the distribution of loglo(YE) at a value' of -1.3 rdiects the cut Y.lFl < 0.05. At
high values of YE the energy cut of 8 GeY is visible a~ a comparably soft, threshold. In
both reconstruction methods x is calculate'd via x = Q2/sy.

Fig. 4.19(a) shows the distribut.ion of the ratio YE/Y,. The tail at low values mostly
contains ISR events whe'rp Y, is overestimat.e'd. 'I'll<' tail at high values is mainly due to
the detector resolution. The agree'ment. between the data and the DIS+,"(p Monte Carlo
indicates that the hadronic final state is re'asonably well reproduced in the Monte Carlo
simulation. Furthermore, it gives confidence' that the resolutions of both YE and Y, are
well understood and that the calibrations of c1e'ctromagnetic and hadronic energie's are
consistent. This is particularly important for the use of the E method. Fig. 4.19(b)
shows the ratio of the transvcrse mome'nta of the scattered electron and the hadronic
final state Pl.,h/Pl.". Good agreeme'nt be'twe'en the' data and the Monte Carlo simulation
is found. The large width of the distribution is due to the fact that the data sample
is dominated by events with low Q2. Since' the transverse momenta in such events are
small on average already small fluctuations of the measured energies can have a large
effect on the ratio.

the photon in the plane of the Spacal is depicted. In (c) and (d) the sum of the energies
of the electron and the photon are required to be larger than 23 GeY.

In summary, it has been shown that the process of QED final state radiation can be
resolved with the Spaca!. The investigations prove that the Monte Carlo generator
DJANGO describes the data within the present level of precision. The fraction of
resolved FSR events in the DIS sample is of the order of 0.5%. The' total fraction of
FSR events in the DIS sample amounts to 30% roughly. In the selected region of phase
space FSR events form the main contribution to the cross section for events where two
()Iectromagnetic clusters are present.

Det.ails of the hadronic final state distributions in the simulation arc briefly investi-
gated. The individual share of hadronic e'nergy between the different det.ector compo-
Il<'nts is measured and the relative' contribution to t.he measured value of YE is plotted.
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Figure <1.19: nata (points) and Monte Carlo simulation (solid lines) arc compared with
respect to the measurement of the hadronic final stitle. (;L) shows the ratio YE/Y.. (b)
depicts the ratio of the tritnsverse momenta of ti,e Iladrouic final state and the scattered
electron 1'J..h/1'J." as determined using the calorimet"rs. Th(, I"Ltched histogram represents
the simulated pllotoproduction background. In (c) and (d) the contribution to the mea.sur"d
va.lue of 10glO(yI;) is shown. (c) The overa.1I distribution is shown by (full poin ts). Also
shown arc the contribntions from the different detector rolllponents, nam"ly ti,e Liqllid Argon
Calorimet('l' (full squares), th" Spaca.! (op('n points) and the track ch,unb"rs (tri'LIlgl('S). In
(d) the relative contribution of th(' Liquid Argon Calorilll(·t(·r (full squMes), the Spa.citl (open
points) and th" track chambers (tria.ngles) al'!' shown. Ti,e solid lines in (c) and (d) r"pl'('sent
the r"spective distributions obtained by tl,e ~rollt" Carlo silll1Jiation.
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Figure <1.18: nata (points) a.nd n1S+11' Mont(· Carlo silllulation (solid line) arc compa.red
using different kinematic quantities. (a) shows ti,e energy distribution and (b) the pola.r
angle of the srat.t.ered electron fJ •. (c) and (d) depict t.he distribut.ions of Q~ a.nd 10glO(Y')'
respectively, a..sI'(·const.rucl.ed using ti,e "I"drou ul"t.hod. In (,,) a.ll(l (I) the kineilialic variabl",
Q~ and 10glO(Yl;)obt.ained wilh the ~ lIlethod are shown. lu a.1Ifigures the hatched histogra.11I
represent.s the simulated photopl'Odurl.ion badgroulld.



Fig. 4.19(c) shows the distributions of 10g\o(YE) from the different detector compo-
nents. Note that here the cut on YJB < 0.05 is removed. The contributions measured
in the Liquid Argon Calorimeter, in the Spacal and in tracks are obtained by weighting
each event according to the fractions of YEmeasured in the respective detector compo-
nent. Fig. 4.19(d) shows the relative fractions of YE in the Liquid Argon Calorimeter,
the Spacal and tracks. In the Spacal substantial contributions from hadrons are seen
at values of YE ~ 0.1 continuously rising towards larger values. Discrepancies at
the few percent level appear in the region of very low Y and at high y. Note that
discrepancies at this level are to first order not important to this analysis since the
measurement depends only on the description of the total distribution of YE. The fact
that at high Y the measured hadronic energy flow in the Spacal is larger than expected
in the simulation is possibly due not only to an imperfect simulation of the hadronic
final state on generation and/or simulation level, but also to the underestimation of
preshowering processes in the Monte Carlo simulation. The scattered electrons are
typically accompanied by a 'halo' of low energy particles which may form clusters in
the Spacal separate from the electron cluster. These clusters are counted as hadronic
and thus increase the fraction of YE measured in the Spacal. Note that the energy
calibration is not directly affected as long as the same cluster algorithm is used in both
the calibration procedure and in the analysis.

Chapter 5

Measurement of the Structure
Function F2(X, Q2)

In general, the structure function F2(.r, Q2) is measured by determining the Born cross
section in bins of x and Q2. In section 1.1 the part.icular met.hod chosen in t.he present
analysis is described. In this method t.he tuned Monte Carlo simulation is used to
describe the properties of the detector and to account for all necessary corrections to
the data. The investigations performed in the previous chapter have shown that the
corrected Monte Carlo simulation is in good agreement wit.h the data. According to
equation (4.6) the structure function 1'2 will now be extracted from the data.

In section 5.1 the analysis bins are defined. A summary of the systematic uncertaint.ies
is given in section 5.2. The result of the measurement is presented in section 5.3.
Finally, the structure function F2 and t.he tot.al virtual photon proton cross section are
compared with previous results and with model prcdictions (section 5.1).

In this chapter the event selection has been presented. The selection criteria, based on
the identification of the scattered electron, are discussed in detail and the measurement
of the polar angle of the scattered electron is described. Comparisons of the data with
Monte Carlo simulations are performed. Substantial corrections to the Monte Carlo
simulations are found necessary in particular in the description of the radial distribution
measured in the DOC and of the photoproduction background. The tuned Monte Carlo
simulation has been proven to agree well with the data. In conclusion, the detector
response is well understood, allowing a precise extraction of the structure function
F2(x, Q2) as presented in the following chapter.

It is necessary to define the binning, i.e. the intrrvals in t.he kinematic plane of x
and Q2, in which the measurement of the double different.ial cross section and /<2 is
performed. In general, the binning should be chosen such that the following criteria
are optimally satisfied.

• The correlations between different bins should be minimized. In order to limit
the number of events migrating in and out of the bin, the bin size should be
chosen to be larger than the detector resolutions JQ2 and Jx.

• The number of selected events in a given bin should be large enough to keep the
statistical error smaller than the systematic error.

• Most systematic uncertainties (such as t.he enrrgy calibration of electron and
hadrons, the detector resolution, triggcr- and vC'rt.cx reconstruct.ion efficiency
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>< 10 Fig. 5.1 shows the kinematic plane as a function of Q2 and x in a logarithmic scale. The

region of detector acceptance for the data recorded in 1995 is illustrated by the lines
of constant polar angle. The hatched area indicates the kinematic regiol~ explored
in the measurement with shifted vertex data which reaches up to polar scattering
angles of 1780

• The acceptance region for the data with nominal vertl'x position is
limited to polar angles below 1770

• The grid indicates the boundaries of the bins
used in this analysis. The central values chosen for the measurement are marked by
points. Full (open) points refer to bins where the elpctron (E) method is us('d for t.he
reconstruction of the evpnt kinematics (see sl'ction 2A). In the region with y ~ 0.15
the electron method is used while at smaller values of y the E method is preferred. No
measurement is performed in the region where y at. the bin center is smaller than 0.05.
In this region the vertex reconstruction I'tficil'ncy is not completely understood (see
section 4.5). The error bars for each bin illustrat.e tlw resolutions JQ2 and Jx of the
respective reconstruction method as det.ermined using thl' Monte Carlo sim ulation of
non-radiative events. Towards smaller valups of y, i.l'. largl'r values of 1', th~ I'xpected
significant deterioration of the resolution J.T is visible.

Also shown are lines of constant energy of the scattered ell'ctron. Events with an
electron energy of 27.51 GeV are situat.l'd at a value of x = 0.0336 (= Re/ Ep),

independent of Q2. Also shown is the line of 27.0 GeV scat.tered electron energy.
Towards small values of Q2 the x values corrl'sponding t.o this energy dpcrcase, thus
opening up a large region of phase space bpt.wl'en this I'nl'rgy and the beam energy.
The projection of this region onto the enprgy of the scattered electron appears as a
prominent enhancement around the electron bl'am energy, known as the kinematic
peak (see section 3.1). In this region a small variat.ion of the I')pctron enprgy implies
a large difference in the value of x. Thns, the rl'solution JX/T of the electron method
severely deteriorates when approaching the bl'am energy (51'1' section 2A).

The magnitude of the migrations of event.s bd.wl'l'n diffl'rl'nt bins can bp qUilntifipd by
the 'acceptance' and the 'stabilit.y'. Thl' cillculation of t.lwse quantities is performed
using the Monte Carlo simulation of non-rildiat.ive DIS I'\'ents.
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Figure 5.1: Kinematic plane of x and Q2. The binning used for this measurement is shown
by the diamonds. The points denote the chosen central values of the bins. Full (open)
points indicate the bins where the electron (E method) is used respectively. The hatched
histogram shows the region of the measurement with shifted vertex data. Also shown arc
lines of constant electron energy E;, polar angle (Je and inelasticity y.

etc.) scale with y rather than x. Since the precision of this analysis is dominated
by systematic uncertainties it is preferable to choose a y - Q2 binning which
allows the width of the bins to be adjusted to suit the experimental conditions.

• The stability denotes the fraction of simulil.tNI I'vl'nt.s which arc reconstructl'd in
the same bin as thl'Y were generatl'd in. In fig .. 5.2 t.lw stabilit.y is shown as a
function of y. At large y t.he st.abilit.y of t.hl' ell'dron ml'thod is c1l'arly superior,
rapidly deteriorat.ing t.owards low y, i.l'. hugl' .r. At sl11all values of y t.he E
ml'thod is in general more stable. Ill'rl', also bins ilrl' shown which arl' I'xcludN]
from the measureml'nt of /'2. The combiniltion of t.11l't.wo rl'constructiOll Il1I't.hods
for t.hl' l11easureml'nl. ensures t.hat t.11l'~I.a.hility is largl'r t.hiln ,50% in all analysis
bins.

Consequently, in this analysis a y_Q2 binning is chosen with increased bin sizp towards
smaller values of y according to the dl'terioration of the v-resolution. The bin width
and the central values in Q2 are chosen as in previous analyses of thl' III collaboration
[1.5, 2.5J in order to allow for ea.~y comparisons.

• The accl'ptancl' is defin('(1 as thl' rat.io l)('twl'l'n I.hl' nUI11I)('r of I'vl'nls actually
I11l'ilsur('(1 (reconsl.rucl.l'd) in a givl'n bin ilnd tl1l' nUIllI)('r of I'vl'nts gl'nl'rat.ed
according to t.hl' cross sl'dion in t.his bin. TI1l' accl'pl.ancl' ciln I)('conl(' Iilrgl'f
than unit.y due t.o migrat.ion I'ffl'ds. I·'ig. 5.:l (kpicts thl' accl'pt.a.ncl' as ~ funct.ion
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Figure 5.2: The 'stability' (definition see text) as a funct.ion of y in different bins of Q2 for
the electron method (full point.s) and the E method (open points). The dark (light.) hatched
area indicates the region of y where the electron (E) method is used for the measurement.
The bins out.side the hatched area are not included in t.he final result.

Figure 5.3: The 'accept.ance' (definition see text) as a function of y in different. bins of Q2 for
the elect.ron method (full points) ali(I the E met.hod (opell points). The dark (light.) hatched
area iudicates the region of y where t.lle electron (E) metllod is IIsed for t.he measurement.
For tile bins where the electron met.hod is used t.lle acceptallce is shown for a sample of
simulated event.s with t.he cut E - Pr > 35 GeV removed (t.ri;LIlgll's). In tile figure points
with an accept.ance of larger t.llan 1.8 are mitlillally set. t.o 1.8.

of y for the two reconstruction methods, the electron and the E method. A flat
behavior is observed for both methods. In the bins used in the measurement the
acceptance deviates by less than 10% from unity. This behavior is mainly due
to the cut on E - Pr > 35 GeV (Cut # 9 in table -1.1). By removing this cut
the fraction of events with initial state radiation in the event sample is strongly
increased (see also fig. -1.7(c)). For ISH. events the reconstructed value of y., as

reconstructed using the electron ml't,hocl, is overcstimat.ed, leading to an increased
acceptance in the region of t.he mcasurelllent. rising towards large values of y.
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The different sources of syst.ematic uncertainty, which have been discussed in detail in
the sections 4.4 - 4.8, are summarized.

I. The absolute energy scale of the scattered electron is known to the level
of 0.7% for electrons scattered wit.h 27.5 GeV and 2.5% at 8 GeV (section 3.3.3).
For the shifted vertex data the uncertainty is 1% at 27.5 GeV and 3% at 7 GeV.
The resulting uncertainty on the measurement of the structure function F2 is
estimated by increasing ami decreasing the absolutp energy scale of the electron
assuming a linear behavior of the energy scale uncertainty between 2.5% at 8 GeV
and 0.7% at 27.5 GeV. Fig. 5.4(a) shows the influence of a c!ownward miscali-
bration within the energy scale uncertainty on the measurpd cross section as a
function of Y.. In the medium y.-rangp the uncertainty is at the level of I to
2% rising sharply to the level of 7% at t.he smallpst values of Y •. Note that at
y < 0.15 the E method is used for the measurement which is less sensitive to
miscalibrations of the electron energy.

2. The hadronic energy scale of the Spacal is calibratpd to better than 7%
(section 3.6). The energy scale of hadrons in the Liquid Argon Calorimeter is
known to 4% [31]. Fig. 5.4(b) shows the influence of a potential overestimation
of hadronic energies in the Spacal by 7% on the measurement of F2 using the
electron method. It is less than 1% and mainly arises from the selection cut on
E - P. > 35 (cut # 9 in table 4.1).

3. The trigger efficiency is determined from the data (section 4.4). In general
it is above 99%. Small extra corrections at the level of 2% are applied for some
of the bins at high values of y, especially at small Q2, corresponding to the very
inner region of the Spacal. The losses due to thf' 'roF veto conditions used on
the first trigger level LI amount to 1% ± 0.5%. Inefficiencies due to potential
problems of the event filtering software at t.he trigger levels L4 and L5 are found
negligible (<< 0.1 %).

Figure 5.4: Deviation of the measured cross secl.ion as a function of Y. if (a) tile electron
energy is miscalibrated within the energy scale uncert:tinty by -0.7% at 27.5 GeV a.nd -2.5%
at 8 GeV, (b) the ha.drouic energy scale in the Spacal is misra.Jihra.ted hy -7%, (c) the pola.r
angle of the scal.l.ered eleet.ron is shifted by +0.5 mrad. (d) uncNt,ainty introduced by the
selection cuts. Explicitly shown are the innuenc"s of tile s"l"ction cnts F."had (da.shpd linp)
and E - I). (dotl.cd Iiue). Spparat.c1y shown is the "ff"et. of the fiducial cut (da.sllCd-dot.l.ed
line).

4. The vertex reconstruction efficiency is measured. The Monte Carlo simu-
lation reproduces the data to bett.er than 2% (section 4.5) in the region above
Y. ~ 0.06. This value of 2% is a.ssignpd as a systpmatic error to the result of /<'2
in all bins of the measurement.

7. In the radial region between 22 em < R < 28cm addit.ional unc-ertainties
on the scattering angle arise due to spatial variations of t.he dead matpri al amI/or
BDC dpted,or problems in the transition region of 1111' BDC (section t\.7.4). The
systpmatic PTror is estimated using the diffprpnce of thp /'2 rpsult obl,allwc! with
the corrpctpd and the uncorrected Montp Carlo simulat.ion. It. amounts t.o 2% at
maximum and affects the bins with Q2 ~ 12 (;pV2 only.

5. The BDC electron track finding efficiency is larger than 98% (96%) in the
inner (outer) rpgion. This hehavior is reprodllcpd in the Mont.e Carlo simulat.ion
to hetter Ihan 1% (scrt.ion1.7.1) [27J.

8. The uncertainty of the electron selection efficiency is dP!.erminrd for t.he
splpct.ion CIlt.S# 3 - 9 as list.ed in t.ablp ·1.1 (spp also spcl.ion 1.6 and 1.7). II. is
calclllat.ed IIsillg t.he DIS Mont.e Carlo simlllat.ion as :10'1., of thp fract.ion of event.s
lost, dliP t.o t.lw respert.i vc CIIt.. For t.lw /~.-I', rt 1 t. on1v t.I1('non-radiati VC'('vpnts arc
t.akC'n int.o accollnt. Fig. 5.t\(d) shows t.he comhinNlllncert.a.inl,y from all plpctron
spiC'rl.ion Cllt.s. The largpst. cont.rihllt.ions t.o t.he IIncert.aint.y comp from I.hp Cllt on
t.11('hadrollic enPrgy behilld I.h" "I"ctron c<lndidnt" in I hp Sp<lCn.I/I"hnd < 0 ..') GpV

6. Potential angular misalignments Ipading t.o shift.s of 1.11<"nwasured polar scat.-
t.ering angle of t.he plectron 0, are sll1aliC'r than 0.,') mra.d (section ·1.7) [27J. The
reslllt.ing IIncert.aint.y of t.he mpa.suremenl. of /'2 is illllst.rat.('(1 in fig. 5.·1(c).



and the cut on E - p, > 35 GeY. Separately shown is the influence of the fiducial
cut ~ > 8.7 cm. This cut is relevant only for the Q2 bins below 2 Gey2.

9. The uncertainty on the photoproduction background subtraction is es-
timated to 30% (section 4.8). Only the bins at large yare contaminated by
photoproduction background of more than 5%. In no bin is the contribution
larger than 20% of the DIS signal. The resulting uncertainty of the measurement
of F2, consequently, is smaller than 6% everywhere.

The proton structure function 1'2 is evaluatf'd at the cC'ntral values :r and Q2 of each bin
using equation (4.6). Pig. 5.5 shows t,he result of the mf'asurement. F2 is presented as a
function of x in different bins of Q2 hetween 0.85 Gey2 a.nd 25 Gey2, separately for the
electron and for the E method. ThC'error hars represent the statistical error only. The
agreement of the two systematically diffC'rent methods shows that the experimental
uncertainties of the measurement are well controlled. The comparison is in particular
sensitive to possible miscalibrations of the energy scale and wrong estimations of the
radiative corrections. The curves show the paramC'trization of F2 ohtained from the
global HI QCD fit [15] (see also section 1.4). This parametrization is used for the
description of the structure function in the Monte Carlo simulation. Por very small
values of x (x < 10-5) and for Q2 :::::I Gey2 the F2 valuC'sof the paramC'trization are set
constant. Due to the excellent agreement of the data with the assumed parametrization
further iterations are not necessary.

10. The beam induced background in the final event sample is estimated to be
less than 1%.

11. The theoretical uncertainty on the amount of QED radiative correc-
tions is below 2% (section 4.9). For bins with Q2 :::::0.65 GeY2, measured in
the shifted vertex analysis, a systematic error of 5% is assigned due to uncertain-
ties of hadronic as well as higher order corrections which are not simulated in
DJANGO. The error also accommodates possible influences from the region of
very low Q2 where the structure function is unknown [93] (section 4.9).

12. A global normalization uncertainty arises from the error on the measurement
of the integrated luminosity and the correction for the rejection of proton satellite
bunches. In this analysis it is 1.5% (3.0%) for the nominal (shifted) vertex data
[35J (see also section 4.5).

The final result is obtained using the electron method for the rC'gionwith y ? 0.15 and
the E method for the bins with 0.15 > y ? 0.05. The division of the hins between
the two methods are shown in fig. 5.1. Points with y < 0.05 are not displayed since at
low y the vertex reconstruction efficiency is not sufficiently well described in the Monte
Carlo simulation (see section 4.5).

Fig. 5.6 shows the final result of the measurement of F2• The error bars represent
statistical and systematic errors added in quadrature. The global normalization un-
certainty of 1.5% is not included. Also shown are the rC'sults of the III Collaboration
from the measurements of the 1995 shifted vertex data [25] and of the data recorded in
1994 [15,80]. In the region with Q2 :::::6.5 Gey2 the 199<1result was obtained from the
data with shifted vertex and with radiative' events. The lllC'a$ure!nC'ntwith the 1995
shifted vertex data covers the Q2 range between 0.35 and 3.5 Gey2, extending the
kinematic reach compared to the 1994 measurement by roughly a factor of 5 in Q2. In
the region of overlap the results of the threC' measurC'mC'ntsare in general in very good
agreement. However, in the low Q2 region this analysis tends to yield smaller values of
F2 than the measurement with the 1995 shifted vertex data hut is in good agreement
with the HI QCD fit (see fig. 5.5). At the largest values of y the measurement is
dominated by the uncertainty of the photoproduction background determination. In
the region of Q2 between 2.5 Gey2 and 6.5 Gey2 thC'experi menta.! uncertainty of the
results of this analysis is reduced hy up to a factor of 2 compared to previous measure-
ments. The improvement is mainly duC' to a reduced uncertainty of the energy scale
and of the angular measurpment achieved with thC'new hackward detector components
BDC and Spacal and an increase of integratC'd luminosity hy roughly a factor of 10 (<1)
compared to the 1994 (1995) measuremC'nt with the shifted vertex data respectively.
With the improved precision the measurC'ment provides a powerful constraint for fur-
ther development of low Q2 models (sC'C'sC'ction .5.4) and for the determination of the
parton densities and the coupling constant Os from QCD fits [1<1,93].

The systematic uncertainties of each analysis bin can be divided into a correlated and
an uncorrelated component. The distinction is relevant in particular for the use of
the results in QCD analyses and phenomenological parametrizations of the data. In
general, the correlation of the systematic errors between different bins is difficult to
estimate. However, since possible miscalibrations affect different bins in a similar way
the uncertainty of the absolute energy scale (listed above in the paragraphs I and 2)
and potential shifts of the angular measurement (paragraph 6) are assigned to the
correlated systematic error while all other systematic uncertainties are taken to be
uncorrelated. The total systematic error is obtained by adding the correlated and the
uncorrelated components in quadrature.
The statistical error includes both the data and the Monte Carlo simulation. The
number of events which satisfy the full set of selection cuts as given in table 4.1 is
344590 (1287) in DJANGO (PHOJET), respectively, compared to 221017 in the data.
The figures indicate that the statistical uncertainty could be reduced by the use of a
larger number of simulated events·. In particular the lack of simulated photoproduction
events is an important source to the uncertainty of the measurement in particular at
large values of y.

The total experimental uncertainty is obtained by adding the systematic and the sta-
tistical errors in quadrature.
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Figure 5.5: The structure function F, as a function of x in different bins of Q2 measured
from the nominal vertex data recorded in 1995. Compared are the results obtained with the
electron method (full points) and with the E method (open points). The error bars represent
the statistical error only. The solid line shows the HI QCD fit [15].

Figure 5.6: The proton st.ructure funcl.ioll F, as a fllll<:lion of x ill dirrerellt bins c.f Q2. The
result of this analysis (full poillts) is cornpaH'd with previolls "I analyses wit.h t.he shift.ed
vertex dat.a. recorded in 1995 (t.ria.ngles) [2.')] ;tlld t.hl' nomilla.1 vertl'X dat.a recorol'o in 1994
(open points) [15, 80]. The error bars represcllt stat.ist.ical and syst.ernal.ic error5 added in
qlladrature. A global normalization IIncert.aillty of 1.5% is uot. includl'o.

Fig. 5.7 shows the ratio between the result. of the present measurement and the 111
QCD fit [15]. The figure allows to directly compare the statistical and the systematic
uncertainties between different bins in x and Q2. Furthermore, it demonstrates the
agreement hetw('en the present measur('ment and the III QeD fit. The precision is
particularly high in the region of Q2 he tween 2.5 and 8.5 Gey2 at modl'rate values of
.r. Towards th(' lowl'st :r. values the uncertainty increases. This is mainly due to the
unc('rt.ainty ill thl' (kterminat.ion of the photoproduction background.

The result is tabulatl'd in tahle 5.1. Thl' proton structure function 1''-z(T, Q2) and the
effeet.ive virtual photon proton cross sl'cl.ion <7~'!p(SI'I' I'fllIation (1.11)) arc giv<'n for the
central values Q2 and x. The corresponding valul's of 11 and Ware list.ed also. 'I'lli'
points with HI < 100 GI'Y arl' oht.i\ill('(1 wit.h t.hl' ~ Illl't.hod. <7~'!p is scalrod hy t.hl'
kinematic factor k = Q'f(1rr2n). Thus, t.hl' diffl'l'l'ncl' 1)('1.\\'1'1'111'2 and k<7~'!" dirl'ct.iy
dl'monstral,('s the inAul'ncl' of Utili' valill's of which arl' also lisl,('(1. TIll' va.llI(,s of U



Q' x ,l/ 1\' 1.(1;.,. 1'2 H 651;\1 JUlleor 6"v, JIO~
[Gcv21 [GoVl 1%1 1%1 1%1 1%1

0.85 0.000014 0.680 248 0.591 0.633 0.\92 8.\ 8.9 19.2 20.8
1.20 0.000025 0.530 2\9 0.567 0.592 0.n9 \8.6 8.0 9.6 20.9
1.20 0.000020 0.680 248 0.656 0.713 0.23:3 7.6 5.7 12.8 14.9
1.50 0.000044 0.380 185 0.74\ 0.756 0.248 3.4 7.2 8.7 9.3
1.50 0.000031 0.530 219 0.745 0.782 0.254 4.3 3.8 48 6.4
1.50 0.000024 0.680 248 0.688 0.753 0.259 III 5.1 12.9 17.0
2.00 0.000\48 0.\50 116 0.728 0.730 0.260 2.3 7.8 9.4 9.7
2.00 0.000092 0.240 147 0.835 0.84\ 0.267 26 4.3 4.5 5.2
2.00 0.000058 0.380 185 0.776 0.794 0.27.'j 2.9 3.2 4.0 4.9
2.00 0.000042 0.530 2\9 0.785 0.827 0.282 4.3 3.4 4.5 6.2
2.00 0.000033 0.680 248 0.789 0.87\ 0.288 8.2 4.7 9.4 12.5
2.50 0.000554 0.050 67 0.588 0.588 0.264 2.3 4.6 7.0 7.4
2.50 0.000308 0.090 90 0.70\ 0.701 0.269 2.2 3.7 5.9 6.3
2.50 0.000185 0.150 1IG 0.792 0.794 0.276 20 3.1 3.5 4.1
2.50 0.000115 0.240 147 0.797 0.803 0.284 2.9 3.0 4.1 50
2.50 0.000073 0.380 185 0.884 0.905 0.293 2.9 3.1 4.3 5.2
2.50 0.000052 0.530 219 0.884 0.933 0.30\ 4.1 3.4 3.8 5.6
2.50 0.000041 0.680 248 1.085 1.203 0.307 60 3.9 7.2 9.4
3.50 0.000775 0.050 67 0.636 0.636 0.276 2.5 3.5 7.5 7.8
3.50 0.000431 0.090 90 0.793 0.794 0.284 2.3 3.5 5.9 6.3
3.50 0.000258 0.150 116 0.814 0.817 0.292 2.\ 3.0 3.9 4.4
3.50 0.000161 0.240 \47 0.910 0.918 0.302 2.5 3.1 3.7 4.5
3.50 0.000102 0.380 185 0.959 0.984 0.3\3 2.9 3.1 4.3 5.2
3.50 0.000073 0.530 219 0.982 1.041 0.32\ 4.2 3.5 4.1 5.9
3.50 0.000057 0.680 248 1116 1.246 0.328 7.8 3.8 9.8 12.5
5.00 0.001107 0.050 67 0665 0.665 0.277 2.5 3.5 8.2 86
5.00 0.000615 0.090 90 0.8J3 0.813 0.288 22 3.5 5.0 5.5
5.00 0.000369 0.150 1IG 0.926 0.929 0.299 2.1 3.0 3.8 4.3
5.00 0.000231 0.240 147 0.990 0.999 0.310 2.6 3.0 3.4 4.3
5.00 0.000145 0.380 185 0.977 1.002 0.323 4.7 3.1 4.6 6.6
5.00 0.000104 0.530 219 1.114 1.\81 0.332 4.1 3.3 3.8 5.6
5.00 0.000082 0.680 248 1109 1.240 0340 8.3 3.9 8.1 11.6
6.50 0.001439 0.050 67 0.728 0.729 0.271 28 3.5 7.0 7.5
6.50 0.000800 0090 90 0.843 0.844 0.285 2.4 3.5 4.9 5.4
6.50 0.000480 0150 116 0.939 0.942 0.297 2.2 3.\ 3.8 4.4
6.50 0.000300 0240 147 1.024 1.033 0.310 2.7 3.0 3.8 4.6
6.50 0.000189 0380 185 1095 1.124 0.323 2.9 3.\ 4.0 4.9
6.50 0.000136 0.530 2\9 116\ 1.232 0.334 4.8 3.2 3.5 5.9
8.50 0.001882 0.050 67 0.761 0.76\ 0.262 2.8 3.5 6.4 6.9
8.50 0.001045 0.090 90 0.853 0.854 0.277 25 3.5 5.3 5.8
8.50 0.000628 0.150 116 0.972 0.975 0292 2.3 3.0 4.0 4.6
8.50 0.000392 0.240 \47 1.082 1.091 0.306 30 3.1 3.6 4.7
8.50 0.000248 0.380 185 1.\28 1.\58 0.320 7.\ 3.3 3.4 7.9
8.50 0.000177 0.530 219 1213 1.286 0.331 4.5 3.6 5.3 6.9

12.00 0.002657 0050 67 0741 0.742 0.245 3.\ 3.5 66 7.3
12.00 0.001476 0.090 90 0.841 0.84\ 0.264 2.8 36 5.0 5.7
12.00 0.000886 0.150 1\6 1.051 1.054 0.280 2.6 3.1 3.4 4.3
12.00 0.000553 0.240 147 1.141 1.\50 0.295 3.3 3.2 3.7 4.9
12.00 0.000350 0.380 \85 1.2:j7 1.269 0.3\2 3.8 3.1 4.0 5.5
12.00 0.000251 0.530 219 1.\8\ 1.2.52 0.323 5.7 3.2 4.2 7.1
15.00 0.003321 0.050 67 0.734 0.734 0.233 3.7 3.6 8.8 9.6
15.00 0.001845 0.090 90 0.859 0.8.59 0.253 3.4 3.5 3.8 5.1
15.00 0.001107 0.150 116 1.0\4 1.017 0.271 3.1 31 4.2 5.2
15.00 0.000692 0.240 147 \.\\9 1.\28 0.287 3.6 3.2 3.4 5.0
15.00 0.000437 0.380 185 1.349 1.38:3 0304 37 3.4 4.1 5.5
15.00 0.000314 0.530 219 1.281 \.356 0.:116 6.3 3.\ 3.5 7.2
20.00 0.004429 0.050 67 0.769 0.770 0.216 4.3 3.7 6.8 8.0
20.00 0.002460 0.090 90 0.862 0.86:3 0.238 4.0 4.1 4.3 5.U
20.00 0.001476 0.150 116 \.065 \.068 0.257 3.5 3.3 3.6 5.1
20.00 0.000923 0.240 147 1.\72 118\ 0.274 4.1 3.3 3.6 5.5
20.00 0.000582 0.380 \85 \.376 \.409 0.29\ 4.9 3.1 3.4 6.0
20.00 0.000418 0.530 219 1.472 1.556 0.304 6.4 3.3 3.7 7.4
25.00 0.005535 0.050 67 0.758 0.758 0.202 5.0 3.7 6.7 8.4
25.00 0.003075 0.090 90 0.939 0.939 0.225 4.5 3.5 4.1 6.\
25.00 0.001844 0.150 \16 1.190 1.193 0.245 40 3.\ 3.2 5.1
25.00 0.00\154 0.240 \47 1.234 1.243 0.263 5.5 5.4 5.8 8.0
25.00 0.000729 0.380 185 1.4\7 1.450 0.281 4.7 30 3.4 5.8
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Figure 5.7: Ratio between the result of the present measurement and the HI QeD fit [15].
The inner error bars denote the statistical uncertainty, the full error bars correspond to tile
systematic and the statistical errors added in quadrature.

are taken from the mod!'1 given in [82J. The statistical error Ostot, the uncorrelated
systematic error ouneor and the total systematic error OOYO are listed together with the
total experimental error Otot which contains statistical and systematic errors added in
quadrature. Not included in the error is the normalization uncertainty of 1.5% of the
luminosity measurement (see section 5.2).

Table 5.1: Table of the results of the F2 ml'.SUfl'lrIl'ut usiu~ data with nominal vertex
recorded ill 199.5. k = Q2/(4rr2a). Ti,e expt'rillll'nt.1 error ~tot is split illto the statistical
error ~dot and the systematic error ~'Y.' Tht' poillts with W < 100 CeV have heNI analyzed
using the E method. Further details arl' explainl'd ill thl' t(,xL



In this section the F2 data measured with the HI Detector that have been presented in
the previous section are discussed and comparisons with results from other measure-
ments, namely results from fixed target experiments at larger values of x and results
obtained with the Beam Pipe Calorimeter (BPC) of the ZEUS collaboration are per-
formed. Furthermore, different parametrizations and models are shown which have
been proposed to predict the F2 data in the HERA regime at small values of x. A
recent review of the models can be found in [3J. Each of the three models, chosen here,
represents a specific theoretical ansatz which is briefly described in the following.

• The model by Donnachie and Landshoff (DOLA) [21] has already been mentioned
in chapter I. Following a Regge type ansatz it successfully describes the energy
behavior of the photoproduction data at Q2 == 0 (see also fig. 1.3). The same x-
behavior (ex x-~) is assumed for all values of Q2 below 10 Gey2• The DOLA cross
section can be interpreted as the contribution from non-perturbative processes
at non-zero Q2.

• The model of Gluck, Reya and Yogt (GRY) [20] is exclusively based on pertur-
bative QCD and the assumption that at a scale of Q5 == 0.34 Gey2 the parton
distributions are valence-like. Yalence-like means that the probability of finding a
parton in the proton with a momentum fraction x vanishes towards small values
of x. The dynamical behavior of the DGLAP evolution equations in NLO is used
to predict the structure function F2 at larger values of Q2 (see also section 1.4).
The model is valid in a Q2 region with sufficiently large evolution distance from
the starting scale Q5. The model is compared to the data for values of Q2 larger
than 0.65 Gey2.

• The model of Badelek and Kwiecinski (nJ<) [96] combines the concept of vector
meson dominance [97J with perturbative QCD. Assuming a smooth transition
from the perturbative to the non-perturbative regime the prediction of the struc-
ture function F2 is parametrized as

F2(x, Q2) == F2
VMD(x, Q2) + Q5 ~2 Q2 F~CD(x,Q2 + Q~) (5.1)

where F2VMD(x,Q2) contains the sum of the vector meson production cross sec-
tions for the light mesons with masses M~ < Q5. Q5 defines the boundary
between YDM behavior and perturbative QCD. Q5 is set to 1.2 Gey2• Thus, the
sum runs over the three lightest vector mesons p, wand <p. F~C[)(x, Q2 + Q5) is
taken from perturbative QCD models such as that of GRY at a rescaled value of
x == (Q2 + Q5)/( W2 + Q2 - 1'.12 + Q5). At small Q2 the perturbative contribution
is suppressed with Q2/(Q5 + Q2).

Fig. 5.8 shows the F2 data as a funct.ion of J' in different bins of Q2. In addition
to t.he III data result.s from the fixed target experiment 1':665 [98J are displayed in
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Figure 5.8: The proton structure fllnction F2 as a fllncl.ionof x in dillen'nl. bins of Q2. The
resllit of this analysis (filII points) is showli to~ethl'r with the HI ",e".,,"·eIlH'nts IIsilig the
1995 shifted vertex data (triangles) [25]. the 1994 data (Opt'lieirelt's) [15.80] alld r"slllts from
the fixed target experiment E665 (squares) [98]. TIle cllrves rcprt'scnl. the p:tra.rndrizations
by DOLA [21] (solid line), BI\ [96] (da..,hedlille) a.ndGRV [20] (dasllcd-doUed lill.,) alld the
HI QCD fit [15] (dotted lille).

t.he figure. All models consist.ently descriht' t.he fixcd t.arget. data at. high valucs of :T.

1I0wever, differences arise towards small valucs of ;r. Thc DOLA modcl aSSlll1lCSa wca.k
:T depcndence of Fi and IIndcrshoots t.he IIEHA dat.a in all bins of Q2. Towards t.he
lowest Q2 the discrepancy hc('omcs smallPr a.s t.hc .r-dcpcndcn('c of I.hc dat.a weakcns.
The GRY model descrihcs t.hc dat.a in I.hc rcgion wit.h (12 ;;: I (;cy2 i)('('cpt.ahl)'. showing



that in this region pert.urbative QCD is well applicable. Towards smaller values of Q2
approaching the starting scale Q~ = 0.34 Gey2 the GRY model fails to describe the
data. In this region the valence-like behavior becomes dominant, forcing F2 to be small
at small values of x.

In contrast to GRY and DOLA the 13K model describes the behavior of the data rea-
sonably well in the full kinematic range between 0.35 and 25 Gey2. The fig. 5.8 shows
that at 1 Gey2 .:s Q2 .:s 8.5 Gey2 both GRY and 13K are very similar. Both models
slightly overestimate the data at the smallest values of x. Here, the parametrization
obtained with the HI QCD fit to the 1994 data [15J gives a more realistic description
of the data than the model predictions. Towards values of Q2 below 1 Gey2 the GRY
model is seen to deviate from the data while the 13K model continues to give a reason-
able description. In this region in the 13K model the contribution from perturbative
QCD to the cross section decreases and the YDM component becomes dominant. The
comparison of the models with the data suggests that, at the present level of theoreti-
cal understanding and experimental precision, the onset of the transition region to the
non-perturbative regime can be localized in the region of Q2 ~ 1 Gey2.

In order to allow a direct comparison of the DIS data with photoproduction measure-
ments at Q2 = 0 the F2 results are expressed as a total virtual photon proton cross
section u~~~according to equation (1.17). Fig. 5.9 shows the behavior of u~~~as a
function of W in different bins of Q2. The low ,energy data and the data from the
ZEUS Beam Pipe Calorimeter (BPC) [28J are given by the authors at slightly different
Q2 values. For the direct comparison the results are propagated to the values indicated
in the fig. 5.9 using the phenomenological parametrization of Abramowicz, Levin, Levy
and Moor (ALLM) [99J which has been designed to describe all HERA data including
the photoproduction measurements. The fig. 5.9 illustrates the increased kinematic
reach achieved with the new low-Q2 data which essentially cover the gap between the
former DIS data (at Q2 ? 1.5 Gey2) and the photoproduction measurements (com-
pare with fig. 1.3). The slope of the cross section decreases in a continuous way as
the photoproduction limit at Q2 = 0 is approached, corresponding to the flattening of
the x dependence of F2• In the fig. 5.9 the same model predictions as in the previous
fig. 5.8 are compared with the data. In addition, comparisons of the 131( model and the
DOLA model with the photoproduction measurements at Q2 = 0 are performed. The
BI( model, describing the data with Q2 ? 0.35 Gey2, is seen to overshoot the data in
the photoproduction limit while the DOLA model which underestimates the data with
Q2 ? 0.35 Gey2 is in perfect agreement with the data at Q2 = O.

The Q2 dependence of the data is investigated in fig. 5.10 showing the effective virtual
photon proton cross section u~!p as given in equation (1.15) in different bins of W. All
data are corrected to the W values given in the figure using the ALLM parametrization.
Also shown are the photoproduction data at Q2 = 0 and the measurement made with
the ZEUS BPC which covers the Q2 range between 0.1 J and 0.65 Gey2. As already seen
in the previous fig. 5.9 the 13K model does not describe the data in the photoproduction
limit but predicts a cross section which is too large by roughly 30%. In comparison,

the DOLA model undershoots all data wit.h non-,zero Q2 whil<"at Q2 =0 it describes
the data well. The BPC point.s wit.h 0.11 ami 0.65 Gey2 appear to lie between the two
model predictions.

The difference of the nature of scattering processes in the DIS regime - governed by
perturbative QCD - and photoproduction - a.~descrihed by Regge type parametriza-
tions - can be illustrated particularly well when considering the hehavior of the total
virtual photon proton cross section u~~~scaled with Q2 as a function of Q2 (shown in
fig. 5.11). According to equation (1.17) u~~~.Q2 = 4rr2n· F2. At sufficiently large Q2
the structure function F2 is scale invariant, i.e. to first. order constant. with Q2, and
only depends on x (see chapter J). In the region of scal<"invariance the proton appears
as composed of point like free partons. At small Q2 scale invariance breaks down. Here
the strong coupling constant as becon1<"slarge and non-perturbat.ive effects become
dominant. In the limit. of Q2 ~ 0 [02, and thus u~~~. Q2, decreases as Q2. Fig. 5.11
shows the scaled cross section as a funet.ion of Q2. The photoproduction data are plot-
ted at an arbitrarily chosen Q2 value of 0.0014 Gey2. In the region of Q2 ~ I Gey2
the scaled cross section is, to first order, indC'p<"ndentof Q2 and only depends on W.
In this region QCD perturbation theory holds, as explain<"d above. Towards smaller
Q2 the scaling of the cross section hreaks down. In this region non-perturbative effects
become dominant.

In summary, the data have been compared to three qualitatively different models.
The GRY model, representing perturhative QeD, descrihes t.he dat.a at Q2 values
above ~ J Gey2. The DOLA model, ba,sC'don Regge theory, correctly descrihes the
photoproduction cross section at Q2 = O. HowevC'r,it fails to reproduce the data in the
DIS region with non-zero Q2. The B1( modC'l, assuming a smooth transition between
the perturbative and non-perturhative rC'gime does descrihe t.he DIS data but is not
correct in the photoproduction limit whem it grossly overC'stimates the cross seet.ion. In
conclusion, prpsC'ntly, no model describes t.he data. in the full kinema.tic range including
the photoproduetion measurements2.

2 After th is thesis was completed a paramet.ri"at.ion was puhlished [I OOJwhich, b/l.sed on t.he general-
ized vector dominance model, appears to descrihe all II EllA dat.a betw""n Q2 = 0 and Q2 .:s 350 GeV2.
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Figure 5.9: The t.ot.al photoll proton cross section 11~~~ as a fllllct.ioll of IV in different bins
of Q2. The cross sectiolls are 1II111tipliedwith the fact.ors illdica.ted ill the fi~lIre. The resllits
of this alla.lysis are shown by filII points. Open poillts (triall!!;les) ref"r 1.0 resllits by the HI
Collaborat;oll \\"ith the 199~ (1995 shifl.<'d vertex) data r"sIH',·li\"(,ly. Also sl,owII are resllits
froll1 E6GS (s'l"a.r"s) [')X]a.lld \\IC (diall1ollds) [IX] a.s \\"1'11as II", ,,,,'a.51I1'I'''''',lIs of II,,, lol.al
il""'O" ,,'clioll bv II", Collaboral;ons HI (ITO") [n] '111.1zrrs (di;,,",,"d) [:1·1]. TIII'data
,",'as,,,'pd wi'h tl", ZEl'S B"a," Pip" Cal"ri,",·tl'r (BI'(') [1~1 all' ,111111'11h\· ,1;11". Till' n,,·\·,'S
rppr""'IIt tl", II,od"ls h\' DOL.·\ (solid lill'·). RI'; (.1'1.,111'.1Ii"") alld (:H\' (da"I"'d .1""".1 lilll'l
a,,,1 II", III Qef) lit (dot 1I'd lilll').

Figure 5.10: The erf"cl.ive photon proton cross sect.ioll l1~ttp as a. fllllrt;on of Q2 ill different
bins of IV. I\lso shown are I.he pI,otoprod,,,:t;,," I'<'SIlIt, al 1J! = 170 G"V by 1.1,,,ZEUS
Collaboration (dialllond) am! al. IV = 210 GeV by th" H I Collaboration (cross). The ZEUS
RPC data points are also ,jppict."d (stars). The rllrves ref,'r 1.0 t.hl' '" odds nOLI\ (:solid), RI<
(dashed) and GRV (dashed·dlll.t."d).
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Summary

A measurement has been presented of the proton structure function F2(.7:, Q2) in the
Q2 region between 0.85 and 25 GeV2. Thf' analysis us('s dat.a recorded with t.he II I
det.ector in 1995, the commissioning year of t.he new backward det.ector component.s
Spacal and SDC. In the region of Q2 bet.ween 2.5 and 6.5 GeV2 t.he experiment.al
uncertainty is reduced compared t.o previous measurement.s by roughly a fador of 2.

The energy calibration of the new Spacal calorimeter is described in det.ail. The elec-
tromagnetic energy scale is determined from scattered electrons using two independent
methods. The resulting uncertainty on the electromagnetic energy scale of the Spacal is
estimat.ed to he less than 0.7%. An energy resolution of 3% is found for eledrons wit.h
an energy of 27.5 GeV as compared to the Spacal design value of 2%. The absolute
energy scale for the measurement of t.he hadronic final state in the Spacal is determined
to a precision of 7%. It is expected t.hat t.hese values can be improved further using
future data.

The event selection crit.eria used for the m('asurement. of t.he st.ructure function 1'2 are
presented. The behavior of each cut is investigated in detail comparing t.he data with
Monte Carlo simulations. Discrepancies are det.ect.('d in particular in the description
of the development of electromagnetic showers in t.he Spa.cal and of the dead material
in front of the SOC. Problems also arise in the region of very low y < 0.05 where
t.he Monte Carlo simulat.ion does not reproduce t.he vert.ex reconst.ruction efficiency
measured in t.he data. The sources of the discrepancies as well as the impact on the
measurement of 1'2 are discussed. Corrections are int.roduced where possible.

A detailed study of the photoproduction background is pf'rfort1wd comparing the data
with PHOJET Monte Carlo simulations. It. is found t.hat. the PIIOJET simulation
presently availahle considerably underestimat.es t.he photoproduction background in
DIS event.s at small values of Q2 ;S 4 GeV2. A set. of corrections is applied in or-
der to reduce the influence on the result of F2• The uncf'rtainty on the background
determination is est.imated to be 30%.

A first investigation of event.s with QED Final St.ate Hadiat.ion in t.he Spacal shows that
the OJ ANGO Mont.e Carlo reproduces t.he data well wit.hin t.he present experimental
uncertainties.

The structure function 1'2 is measured using two differf'nt met.hods t.o reconstruct the
kinematic variables .7: and Q2, namely t.he electron a.nd the E met.hod. The result.s

<> H1 f'P (W=210)

o ZEUS 'YP (W= 170)

Figure 5.11: The total photon proton cross section O'~~~scaled with Q2 as a function of Q2
in different bins of W. Also shown are the photoproduction results by HI (cross) [23) and
ZEUS (diamond) [24) and t.he ZEUS BPC data points (stars) [28). The curves refer to the
models DOLA (solid), BI< (dashed) and GRV (dashed-dotted).



obtained with the two systematically different methods are in good agreement with
each other and with the HI QCD fit to previous data.

The results of the present analysis are compared to previous HI measurements, to fixed
target data as well as data obtained with the Beam Pipe Calorimeter of the ZEUS
Collaboration, showing good overall agreement. The strong rise of F2 with decreasing
x observed in the previous HERA measurements is seen to flatten towards the smallest
values of Q2 (.2: 0.35 GeV2) but is still significant.

Finally, comparisons of the F2 data with model predictions and with photoproduetion
measurements are made. It is demonstrated that perturbative QCD (as represented by
the GRV model) describes the data with Q2 .2: I GeV2 but fails towards lower values
of Q2. A Regge type parametrization by Donnachie and Landshoff agrees with the
photoproduetion data but does not succeed to describe the data with Q2 > O. A model
by Badelek and Kwiecinski, combining perturbative and non-perturbative approaches,
describes all F2 data presently available. However, it fails to describe the data in the
photoproduction limit of Q2 = O. In conclusion, presently, no model describes the
HERA data in the complete kinematic range3.
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