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Im ersten Zustand stellt sich der Gedanke ein,

im zweiten wiinscht man zu sehen,

im dritten folgen tiefe Seufzer,

im vierten wird man von Fieber befallen,

im fiinften brennen die Glieder,

im sechsten schmeckt einem das Essen nicht mehr,
im siebenten stellt sich Zittern ein,

im achten wird man verriickt,

im neunten schwinden die Lebensgeister

und im zehnten haucht man sein Leben aus.

VETALAPANCAVIMSCHATIKA, ~ 10. JH.
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Chapter 1

Introduction

The goal of high energy physics is the understanding of the fundamental interactions between the
elementary constituents of matter. Upon this quest, the Standard Model provided over the last twenty
years a satisfactory description of the strong, weak and electromagnetic interactions of all known
elementary particles. In the numerous comparisons between experiment and theory only few discrep-
ancies have been found, and these are at the level of a few standard deviations or less.

Given these successes, one should expect that the description of a bound state of two reasonably heavy
quarks, namely Charmonium, can be incorporated rather easily into the model — but on the contrary,
the measurement of Charmonium production rates at large transverse momentum at the Tevatron
collider came as a surprise. The cross sections for the direct production have been observed to be
about one order of magnitude larger than expected in the Colour Singlet Model, which previously had
been thought to correctly describe Charmonium production.

Following these results in 1992, the calculations of the production of Charmonium states have been
put on a solid formal basis by the work of Bodwin, Braaten and Lepage; the inclusion of colour
octet mechanisms, using a new factorization formalism based on an effective field theory called non-
relativistic Quantum Chromodynamics (NRQCD), provides a natural explanation of the measured
cross sections. This formalism can be applied to Charmonium production in many different pro-
cesses, among others also the photo- and electroproduction of J/y mesons at the electron-proton
collider HERA. The only free parameters are non-perturbative matrix elements fot the transition to
the observable J/y; measuring these cross sections is therefore a crucial test of the theory's univer-
sality.

Another field of interest is the production of Charmonium states in diffractive scattering at HERA.
Attempts exist to apply perturbative QCD to so-called elastic J /y production, modeling the interac-
tion with the proton with a gluon ladder, which corresponds to the Pomeron known from soft hadronic
interactions. In the case that elastic J/y production can be described within such a model, it would
offer a direct and highly sensitive way to measure the gluon density in the proton. However, before
this becomes feasible, other predictions of these models concerning for example the fraction of longi-
tudinally polarized J /v, the diffractive slope parameter, or the ratio of y(2S) to J/y production have
to be studied. The particular relevance of HERA in these topics compared to previous experiments is
due to the large values of 02, the square of the four-momentum transferred at the electron vertex, and
especially W2, the squared centre of mass energy of the hadronic system, which can be accessed.

It is a unique possibility of HERA that the transition between the soft, non-perturbative and the hard,
perturbative regime in exclusive vector meson production can be accessed on a variety of scales:
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e mi, the mass of the vector meson;
e (2, the virtuality of the process;

e ¢, the four-momentum transferred at the proton vertex.

The subject of this thesis is the analysis of Charmonium electroproduction at the HERA collider,
using data taken with the H1 experiment in the years 1995 to 1997. Electroproduction means here
that Q? is large enough for the scattered electron to be detected in the main detector (02 2>, 1 GeV?), as
opposed to photoproduction (Q? ~ 0) which has been analyzed previously. This kinematic region is
advantageous both experimentally and theoretically: generally perturbative calculations become more
reliable as Q? increases. Experimentally, the detection of the scattered electron over-constrains the
kinematics of the scattering process, leading to small experimental errors. Furthermore, the scattered
electron's detection facilitates the triggering of events which often contain only a low energy J/y
meson and little other hadronic activity. '

The structure of this thesis is as follows. An overview of the HERA collider and the H1 detector is
given first. This covers, after a short section on HERA kinematics and the HERA accelerator chain,

all detector components relevant for this analysis, as well as the trigger and data acquisition scheme
of H1.

In chapter 3, different models for Charmonium production are discussed, in particular their predic-
tions for the kinematic range of HERA.

The remaining chapters focus on the analysis of Charmonium production in the H1 experiment, using
the leptonic decay channels J /y — ptu~, J/w— ete™ and y(2S5) — J/yn*n~, where the J /y again
decays either in two electrons or two muons. In chapter 4 the data sets used in this analysis are intro-
duced. Furthermore a description of the Monte Carlo data sets which have been used for acceptance
corrections is given. The next chapter contains the results obtained for diffractive J/y production.
Inefficiencies of the detector are to a large extent directly determined from the data, and extensive
comparisons between the data and the Monte Carlo simulation are performed. Cross sections are
given as a function of different kinematical variables and discussed in the light of phenomenological
models.

The first measurement of y(2S) production in deep inelastic scattering at HERA is presented in
chapter 6, including the ratio of cross sections for y(2S) over J/y production as a function of 0>

In chapter 7 a novel approach towards a largely model independent analysis of inclusive J/y produc-
tion is presented. A Monte Carlo description of inclusive J/\y production is obtained using a combi-
nation of existing generators based on Regge theory and the Colour Singlet Model. The calculated
differential cross sections are compared to predictions within the NRQCD factorization approach, and
possibilities to suppress diffractive contributions are discussed.

In the final chapter, all results are summarized and the prospects for future analyses are discussed.



Chapter 2

HERA and the H1 Detector

The HERA (Hadron-Elektron—Ring—Anlage) collider at DESY in Hamburg offers the unique pos-
sibility to store and collide electrons and protons in counter rotating beams at high centre of mass
energies, /s ~ 300GeV. Since 1992, the HERA beams have been used by the two multi-purpose
detectors H1 and ZEUS, situated at the northern and southern interaction regions. Two further exper-
iments, HERMES and HERA-B, make use of only the electron or proton beam, respectively, and are
operated in the western and eastern area of HERA.

In this chapter, the kinematic variables used for the description of deep inelastic scattering at HERA
will be introduced. A brief overview of the HERA collider and its pre-accelerators is given, followed
by a description of the H1 detector as far as relevant for the present analysis. Figures on the func-
tioning and performance of the detector components, as well as a description of the most important
components of the trigger and data acquisition system are included.

2.1 HERA Kinematics

Although the variables specific to Charmonium production won't be discussed until chapter 3, the
basic kinematic variables for any deep inelastic scattering (DIS) process at HERA will be introduced
here.

In figure 2.1, the basic process for deep inelastic ep scattering is illustrated:

a) efpoaetX (NO) b) efp -+(\72 ey 2.1

The incoming lepton with four-momentum k scatters off the proton via the exchange of the elec-
troweak gauge bosons y, Z° (neutral current, NC) or W* (charged current, CC) with four-momentum
q. The total centre of mass energy +/s and the square of the four-momentum transferred are given by

s = (pp+k)>~4-E-E, and (2.2)
@ = -4, 2.3)

where E and E,, are the energies of the incoming electron and proton, respectively, and the electron
and proton masses have been neglected.
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p(p,) (o) p(P,) (®)

Figure 2.1: Generic diagrams for a) NC and b) CC deep inelastic ep scattering. Symbols in brackets
denote the particle's four-momenta.

In addition to the centre of mass energy, two further Lorentz scalars are sufficient to describe the DIS
process. Conventionally, the Bjorken scaling variable x or the inelasticity y are chosen besides 0

2

7

x = : (2.4)
2pp-q

y °Pp 2.5)
k- Pp

In the Quark Parton Model, x is the fraction of the proton momentum carried by the struck parton; y
describes the relative energy transferred to the proton in its rest frame. Neglecting the masses of the
electron and proton, Q?, x and y are related by the simple equation

Q2 ~ Xxys. (2.6)

Finally, the square of the invariant mass W2 of the hadronic final state X is related to x and Q* by
momentum conservation at the hadronic vertex:

W2 = (p+q)*

Q- (%—1) +m? @.7)
= y-s—Q2+m§, (2.8)

where m,, denotes the mass of the proton.

For the remaining part of this work, only the neutral current process e* p — e* X, where the exchange
particle is a virtual photon, will be considered; Z° exchange is suppressed by a factor

o

s s 2.9)
02+ M3 (

and therefore negligible as long as Q? is much smaller than the square of the Z° mass M. For the
same reason, charged current contributions are negligible.

Three kinematic regions can be distinguished: for x — 1, elastic scattering occurs w? = mf,); for
0? — 0, the exchanged photon is almost real, and the region of photoproduction is reached; large Q?
(@* 2 1GeV?) and W2 > mg is the domain of deep inelastic scattering, the region of interest for this
thesis.
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Hall North

Hall South
ZEUS

Figure 2.2: Layout of the HERA accelerator (left) and its pre-accelerators (right).

2.2 The HERA Collider

In 1990, after six years of construction, the world's first electron-proton collider HERA (figure 2.2)
was completed in Hamburg. Two independent storage rings of 6.4 km circumference, HERA-e and
HERA-p, are housed in a tunnel between 15 and 25 m underground.

Protons and electrons or positrons' are passed through a complex system of pre-accelerators as
sketched in figure 2.3. Afterwards, the beams are accelerated using superconducting and warm RF-
cavities to energies of 820GeV and 27.5 GeV respectively.

The beams are collided at almost zero crossing angle at two interaction points in the north and south
halls of the accelerator, where the H1 and ZEUS detectors are positioned. The centre of mass energy
reached by HERA is /s ~ 300GeV, equivalent to a fixed target experiment operating with an electron
beam of approximately 50 TeV.

In order to achieve high integrated luminosities, HERA is operating with up to 210 bunches of elec-
trons and protons each, resulting in a bunch crossing frequency of 10 MHz. A small number of
non-colliding electron and proton bunches, termed pilot-bunches, is usually preserved as a means to
study beam induced background arising from interactions of the beam with the residual gas in the
beam pipe, or with its wall. The luminosity lifetime is typically 10h; it is dominated by the electron
beam lifetime (~ 10h) rather than by the proton beam lifetime which is of order 100h. Nevertheless,
the storage time for protons is usually much smaller than expected from the current lifetime; due to
a slow growth of the transverse beam emittance during ep collisions, the proton beam is routinely
dumped and re-filled for each electron fill.

'During 1995 to 1997, HERA was operated with positrons instead of electrons. The terms electron and positron are
used synonymously in this work whenever related to the incoming or scattered lepton.
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( thermoelectric electrons >

C ionized hydrogen )

Figure 2.3: The HERA pre-accelerator chain.

Some figures for the performance of HERA from the years 1995 to 1997, upon which this analysis is
based, are given in table 2.1.

2.3 The H1 Detector

The H1 detector, shown in figure 2.4, is built according to the same principles as most modern collider
experiments, differing in the enhanced instrumentation in the proton direction to take into account the
asymmetric proton and electron beam energies. The coordinate system used within the H1 collabo-
ration, indicated in figure 2.4, has its origin at the nominal interaction point with the z-axis pointing
in the outgoing proton direction (defined as “forward™). In this frame, the x-axis points towards the
centre of the HERA ring, the y-axis upwards. The polar angle 6 is measured with respect to the proton
beam direction, while the azimuthal angle ¢ is measured with respect to the x-axis.

The H1 detector is a multi-purpose detector, designed with the demands of the rich physics pro-
gramme in mind. In order to study the deep inelastic scattering process, excellent electron identi-
fication and measurement is required. A high degree of hermicity is important in order to identify
missing transverse momentum and investigate phenomena involving energetic neutrinos. Good en-
ergy resolution, both for hadrons and electrons, is also essential for making inclusive energy flow
measurements. Heavy flavour physics demands precise momentum measurement and good muon
identification, which is also important to allow searches for new particles. All these facilities must be
complemented by a sophisticated trigger and data acquisition system in order to overcome the high
background conditions which result from the high bunch crossing rates.

A very detailed description of the entire H1 detector can be found in [1]; here only its major compo-
nents, especially those relevant to this analysis, will be discussed.

The main H1 detector has the approximate dimensions x X y X z= 12 x 15 x 10m? with a weight of
2800t. The first ep collisions were observed in May 1992. The main components from inside out are:
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I Beam pipe and beam magnets Central tracking chambers
3] Forward tracking chambers

z Electromagnetic calorimeter (lead/liquid argon)

5| Hadronic calorimeter (steel/liquid argon)

E Superconducting coil (B=1.15T) Compensating magnet (B = 4.83T)
_8_ Helium cryogenics ﬂ Muon chambers

10 | Instrumented iron (iron stabs and streamer tube detectors)

11 | Muon toroid magnet (B=1.6T)

12 | Backward drift chamber and calorimeter

E Plug calorimeter Concrete shielding

E Liquid argon cryostat

Figure 2.4: The HI Detector. The HI coordinate system is defined in the top right corner.




Chapter 2. HERA and the H1 Detector

e The beam pipe, consisting of Aluminium with an outer radius of 46.7 mm.

o A vertex tracking system: the central Silicon tracker (CST) and the backward Silicon tracker
(BST); both were commissioned only in 1997 and are not used here.

e A tracking system, divided into central and forward parts, consists of drift chambers inter-
spersed with multiwire proportional chambers (MWPC) for triggering purposes. In addition
there is the backward drift chamber (BDC).

e The calorimeter system includes the liquid argon (LAr) calorimeter segmented into an electro-
magnetic part and a hadronic part, complemented in the forward direction by the plug calorime-
ter, and in the backward direction by the lead/scintillating fibre spaghetti-type calorimeter
SpaCal.

Parameter 1995 | 1996 | 1997 | Design
p 275 30
Beam energy [GeV] p 820 820
e 174+ 15 pilot 210
Bunches » 174+ 6 pilot 210
e| 361434 | 449 | 58
Max. current [mA] p| 733|779 | 1042 | 158
e| 18.4 | 206 | 282
Average current [mA] pl| 540|603 ]| 735
e e~ 10 10
Beam lifetime (h] & > 100 20
2 =~ 280 280
Oy [ym] p ~ 180 265
e ~ 60 37
Oy (pm] p ~ 60 84
" ~1 0.8
o, [cm] o —— 11
Averag[e1 (S)E:;::les“_r?;'zs_'?]' 41 | 41 | 49 4.0
Max. luminosity
[10%cm~2s~1] s ol <
Integrated lummo;:b)’_ s 11 14 34 100

Table 2.1: HERA performance figures.
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e A superconducting coil with a diameter of 3 m outside the LAr calorimeter provides a homo-
geneous magnetic field of 1.15T, enabling momentum measurement for charged particles in
the tracking system.

e The iron return yoke of the magnet is instrumented to allow measurement of hadronic energy
not contained in the LAr calorimeter, and muon identification. In the forward direction, the for-
ward muon detector, consisting of layers of drift chambers on either side of a toroidal magnet,
provides identification and measurement of muons in the forward region.

e The luminosity system, outside of the main detector, consists of electron and photon detectors
(“taggers”™) placed well downstream in the electron direction.

The remainder of this chapter contains a brief overview of each detector component used in this work.

2.3.1 Tracking system

The tracking system (figure 2.5) has been designed to provide precise measurement of the momentum,
angle and energy loss of isolated charged particles, and to reconstruct jets with high track densities.
Major design criteria were a momentum resolution of 6, / p* ~ 0.3 %GeV~! and an angular resolution
of 6 =~ 1 mrad. In order to facilitate good triggering and reconstruction over the whole solid angle, the
tracking system is divided into two mechanically distinct tracking detectors: the central and forward
trackers.

Central Tracking Detector

The central tracking detector (CTD, figure 2.6) consists of six chambers in total, housed in a cylindric
tank built of Aluminium, and covers polar angles 15° < 0 < 165°. From inside out, these are the

forward tracking g central tracking

detector (FTD) detector (CTD)
plana{ dc. 7dial d.c. central jet chamber
/\

i) 7 v \7 \l
s forward MWPC
tr?sruon Sk z-drift chamber  central MWPC
radiator

[ S et (ST RN ! (NSO (S (W] i i ol . et T, T RN I S TR TSN ool 1 G, e [, (9 |

3 2 1 0 -1 -2m

Figure 2.5: Schematic side view of the tracking system.
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Central Inner Proportional Chamber (CIP), the Central Inner z-Chamber (CIZ), the Inner Jet Chamber
(CIC1), the Central Outer z-Chamber (COZ), the Central Outer Proportional Chamber (COP), and
finally the Outer Jet Chamber (CJC 2). Four of them are used for track reconstruction (CJC 1 and 2,
CIZ and COZ), while the remaining two (CIP and COP) serve triggering purposes.

Of major importance for track reconstruction are the Central Jet Chambers (CJC), the design fol-
lowing the one used by the JADE collaboration at PETRA. The CJCs cover the polar angular range
15° < 6 < 165°. Their 2640 sense wires are strung parallel to the beam axis to give accurate recon-
struction in the r¢ plane. CJC 1 consists of 30 drift cells, each containing 24 sense wires, whilst CJC 2
consists of 60 drift cells, each with 32 sense wires. The drift cells are tilted at 30° to the radial direction
such that ionization electrons drift approximately perpendicular to high momentum tracks in order to
reach optimum track resolution and also to solve drift ambiguities by matching track segments from
neighbouring cells. The CJC has a spatial resolution of approximately 170 um in the r¢ plane, and a
momentum resolution 6, / p? of better than 0.01 GeV~!. The z-coordinate is determined from charge
division with a precision of 2 to 3cm. The energy loss of particles in the chamber gas (Ar—CO,CHj-
mixture) can be used for particle identification and is measured to an accuracy Gug/qx = 7 % for long
tracks.

In order to improve the z-resolution, two thin cylindrical “z-chambers” (CIZ and COZ) sandwich the
inner jet chamber CJC 1, each with four layers of sense wires strung perpendicular to the beam axis.
They provide a z-measurement with a typical resolution of 300 um, and cover the polar angular range
16° 56 < 169° (CIZ) and 25° < 6 S 156° (COZ), respectively.

Al tank

Central jet chamber 2
(60 cells, 32 sense wires each)
Carbon fibre cylinder

Outer MWPC
(2 layers, 1574/1615 wires, 2x288 pads)

Outer z-chamber (24x4 sense wires)

Carbon fibre cylinder

Central jet chamber 1
(30 cells, 24 sense wires each)

Carbon fibre cylinder
Inner z-chamber (15x4 sense wires)

Inner MWPC
(2 layers, 2x480 wires, 2x480 pads)

Beam pipe

[cm]

Figure 2.6: Radial view of the central tracking chambers. The Silicon tracking detectors are indi-
cated in a detailed view of the backward region in figure 2.8.
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The inner and outer proportional chambers CIP and COP, located inside of the CIZ and outside of
CJC 2 respectively, provide fast space-point information for the level one and level two trigger systems
(section 2.3.6). Each consists of two layers of chambers with wires strung parallel to the beam axis,
read out via 480 (CIP) and 288 (COP) cathode pads.

Forward Tracking Detector

Charged particle tracks leaving the interaction region at small polar angles 6 < 30° are only bent
weakly in the axial magnetic field compared to tracks in the central region of the detector. In order
to obtain a momentum measurement with sufficient accuracy, a dedicated Forward Tracking Detector
(FTD) with a higher density of sense wires in the bending plane of the magnetic field has been
installed (figure 2.5).

The FTD consists of three identical supermodules along the z-direction. Each supermodule consists
of three layers of planar drift chambers, followed by multiwire proportional chambers, a transition
radiator and finally a radial drift chamber. The FTD has an angular coverage of 5° < 6 < 30°.

Each of the three layers of planar drift chambers in each supermodule consists of 32 cells with four
sense wires strung in parallel, and uniformly separated in z. The layers are rotated by 60° in azimuth
with respect to the previous layer in order to facilitate the resolution of drift ambiguities and improve
spatial resolution, which is of the order of 150 to 170 um in x,y. The forward proportional chambers
with two planes of wires serve triggering purposes. The transition radiators are designed for the
separation of electrons and pions by means of soft transition radiation that is detected in the radial
drift chambers. Finally, the radial drift chambers complement the planar drift chambers giving a
precise momentum measurement; their wires are strung radially, giving a resolution of 180 to 200 um
in ré.

Backw_ard Drift Chamber

The main purpose of the Backward Drift Chamber (BDC) is to provide an accurate determination
of the scattering angle of electrons in deep inelastic processes with Q2 < 100 GeV?2. It is mounted
in front of the SpaCal calorimeter (figure 2.8, section 2.3.2) and has a similar angular acceptance of
151° 56 5 177.5°.

The BDC is constructed out of double-layer drift chambers. In total four planes are mounted along
the z-direction, each consisting of chambers of octagonal shape. The sense wires are strung along this
octagonal shape, which results in an approximately radial drift direction and thus optimized resolution
in the polar angle. The four planes are rotated in ¢ by 11.5° with respect to one another in order to
achieve a homogeneous efficiency. The resolution of the BDC for the measurement of the scattering
angle 6 of the DIS electron is better than 1 mrad, with a systematic shift estimated to be below 0.5 mrad

(2.

2.3.2 Calorimetry

In order to measure accurately the hadronic energy flow and the position and energy of the scattered
electron at high Q?, calorimeters capable of identification and precision measurement of electrons,
muons and hadrons, as well as measurement of jets with high particle densities are required. In the
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case of H1 these calorimeters are placed within the coil which provides the magnetic field for the
tracking detectors in order to minimize the amount of dead material in front of them and their overall
size.

The main calorimeter of H1, which will subsequently be referred to as the LAr calorimeter, is a
sampling calorimeter using liquid argon as active material with steel and lead as passive absorption
material. It is complemented by three additional calorimeters: the SpaCal in the backward region
(153° £ 6 < 178°), a lead/scintillating fibre calorimeter of spaghetti type, and a Plug calorimeter
in the very forward region (0.7° < 6 < 3.3°), consisting of copper absorber plates interleaved with
sensitive layers of large area Silicon detectors. To measure hadronic energy leaking out of the LAr
and SpaCal calorimeters, a “Tail Catcher” is integrated into the Central Muon Detector (see section
&3.3).

Further calorimeters for specific purposes exist, e.g. the luminosity detectors (see section 2.3.4), or
the Forward Neutron Calorimeter for the detection of high energy neutrons in the extreme forward
direction.

The LAr Calorimeter

By far the largest range in the polar angle 8, 4° < 6 < 154°, is covered by the non compensating LAr
calorimeter (figure 2.7). It is segmented along the beam axis into eight self supporting “wheels”, each
of these wheels being segmented in ¢ into eight identical stacks. The electromagnetic part uses lead
plates of 2.4 mm thickness as absorbing material with gaps of 2.35 mm filled with liquid argon as the
active material. Except for the very backward part (BBE), the electromagnetic section is surrounded
by a hadronic calorimeter, consisting of 19 mm stainless steel absorber plates, with double gaps of
two times 2.4 mm of liquid argon. In total 65000 electronic channels are read out.

The LAr calorimeter covers the regime Q2 100 GeV? for the detection of the scattered electron in
DIS processes.

The depth of the LAr calorimeter varies with the polar angle between 20 and 30 radiation lengths, Xo,
for the electromagnetic section, whilst the total depth is 4.5 to 8 nuclear interaction lengths, A; the
larger values are for the forward direction, where in addition the granularity is highest.

Before starting the operation of the LAr calorimeter within H1 several testbeam measurements were
performed [3]-[6], yielding the following results. The energy resolution of the LAr calorimeter for
electrons is 6g/E ~ 12% //E[GeV]® 1 %, and for pions 6g/E ~ 50% /+/E[GeV] &2 %. The
linearity was proven to be better than 1 % up to 166 GeV. Since the LAr calorimeter is a non compen-
sating calorimeter — the energy response of hadrons is typically 30 % less than that for electrons —,
it is calibrated at two different energy scales. Using deep inelastic ep data, the absolute hadronic en-
ergy scale is currently known to a precision of 3 % to 4 %, while the precision of the electromagnetic
energy scale was verified to be 3 % [7].

The Backward Calorimeter SpaCal

In order to allow access to the tracking system, the LAr calorimeter does not extend to large polar
angles 8 2 155°. Instead a dedicated lead/scintillating fibre calorimeter of spaghetti type, the SpaCal
[7, 8, 9] has been installed. It extends the polar angular acceptance up to almost 6 = 178°, and covers
the kinematic range 1 < 0% < 100GeV? for the detection of the DIS electron. The geometric position
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of the SpaCal within the H1 environment can be seen in figure 2.8. It consists of an electromagnetic
and a hadronic section of 25cm active depth each. Specific features of the SpaCal are small cell
sizes of 4 x 4cm? in the electromagnetic section, with high spatial resolution, and extremely low
noise at the level of 3 MeV. Furthermore its time resolution is better than 1 ns, allowing for efficient
background rejection.

The electromagnetic part of the SpaCal comprises in total 1192 cells, of which 18 are shaped differ-
ently from the rest and housed in the so-called insert to access the region closest to the beam pipe
(figure 2.9). The hadronic section consists of 136 cells (12 x 12cm each). The electromagnetic energy
resolution achieved is 6g/E = 7.5 % //E[GeV] & 1 %, with an energy scale uncertainty of 0.7 % at
27.5 GeV determined from deep inelastic ep scattering events. For hadrons, the energy resolution is

og/E ~30% //E[GeV].

2.3.3 Muon System

The muon system is divided into the Central Muon Detector (in the following just called “Muon
Detector””) which consists of the iron return yoke instrumented with limited streamer tubes, and the
Forward Muon Detector (FMD). In this thesis, the FMD is not used for muon detection but for the
separation of J/y production mechanisms, namely elastic and proton dissociative J/y production.

It should be noted that both muon systems can only determine the direction and momentum of a muon
within the limits of multiple scattering which the muon suffers, and therefore the primary purpose of
the muon detectors is to identify tracks left by muons in the tracking detectors.

Central Muon Detector

Muons with an energy greater than about 1.2GeV can be detected in the Muon Detector (“instru-
mented iron”) and their direction and approximate momentum can be determined. It consists of ten
iron layers, each 7.5 cm thick, interleaved with ten layers of limited streamer tubes (figure 2.10). Both
at the inside and outside of the iron, three streamer tube layers are attached in addition. The gas filled
streamer tubes have a square cross-section of 1cm X 1cm and a single sense wire in the middle run-
ning along the length of the tube. Five layers are equipped with strip electrodes running perpendicular
to the wires. In total 103700 wires and 28700 strips are read out digitally. The single layer efficiency
reaches around 80 %.

The instrumented iron covers a polar angular region of about 4° < 8 < 175° and is divided into four
subdetectors (forward endcap, forward and backward barrel and backward endcap). Forward and
backward endcap correspond to polar angular regions of 6 < 34° and 6 X 127°, respectively. In the
endcaps the tubes are oriented such that the wires run in the x-direction, whereas in the barrel they
are strung parallel to the z-axis. The resolution of the position measurement is determined by the
chamber geometry and reaches about 3 to 4 mm perpendicular to the wires and 10 to 15 mm in the
other coordinate using the strips. Using pad electrodes, which are glued on the tubes in eleven layers,
a space-point can be determined with an accuracy of about 10cm. The hit information from the
wires and strips is combined to reconstruct tracks, while the pad information is used to resolve track
ambiguities. Because of limited geometrical acceptance, e.g. due to support structures and cryogenic
supplies, the muon reconstruction efficiency is limited to about 90 %.

The instrumented iron in addition serves as a “Tail Catcher” calorimeter to detect and measure
hadronic energy leaking from the LAr and SpaCal calorimeters. For this purpose the pads are
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Figure 2.7: Side view of the LAr calorimeter. “WWP” is the nominal interaction point.
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Figure 2.8: Schematic view of the SpaCal calorimeter and the Backward Drift Chamber BDC. IAP
denotes the nominal interaction point.
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Figure 2.9: Radial view of the cell geometry of the insert module in the centre of the electromagnetic
SpaCal.
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Figure 2.10: Cross section of the Central Muon Detector.
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equipped with analogue readout, and the iron is used as passive absorption material. The energy
resolution of the Tail Catcher is 6g/E ~ 100% /+/E[GeV].

Forward Muon Detector

The H1 Muon System is complemented in the forward direction by the Forward Muon Detector
(FMD), a spectrometer situated between 6.4 m and 9.4 m forward of the nominal H1 vertex and
covering polar angles 3° < 8 < 17°. It consists of six double layers of drift chambers, three on either
side of a toroidal magnet providing a field of 1.5T to 1.75 T. For a muon to be reconstructed in the
FMD, it must have a momentum of at least 5 GeV to pass through the calorimeters, the iron return
yoke and the solid iron toroid of the FMD.

Besides providing identification and momentum measurement for high energy muons, the FMD is
used for tagging the dissociated proton in diffractive interactions; the diffracted proton scatters either
in the beam wall or in collimators, and the scattering products are detected as hits in the pre-toroid lay-
ers of the FMD. In the analyses discussed here only this tagging ability is used, not the reconstruction
of muons.

2.3.4 Luminosity System
The H1 luminosity system [10] has four tasks:

e Online during data taking, it has to provide a fast relative luminosity measurement and electron
beam monitoring for the HERA machine, as well as an absolute luminosity measurement with
an accuracy of ~ 5 %, without introducing dead time for the experiment.

o After offline corrections it provides the absolute luminosity measurement to a precision of better
than 2 %.

e Energy measurement for electrons scattered at small angles (tagging of photoproduction events
with 0% < 0.01 GeV?).

e Measurement of hard photons from initial state radiation in deep inelastic scattering events

[11];

The luminosity is determined from the rate of Bethe-Heitler events, ep — epy [12], which has a
large and calculable cross section. For the online luminosity measurement, the scattered electron and
the outgoing photon are detected in the Electron Tagger at z = —33.4m and the Photon Detector at
z= —102.9m. The experimental setup, along with a typical Bethe-Heitler event, is shown in figure
2.11. The main background are bremsstrahlung processes with the residual gas in the beam pipe
(eA — eAy), which may be subtracted using data from the electron pilot bunches. With the total
measured rate of bremsstrahlung processes, Ry, the rate due to electron pilot bunches, Ro, and the
corresponding beam currents, /;,, and o, the luminosity L is given by
| Rior — (Itol/IO)RO

VE : (2.10)
Ovis

where G, is the visible part of the ep — epy cross section including acceptance and trigger efficien-
cies.
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For the offline determination of the final total integrated luminosity, only the detected photon is used
in order to keep the systematic error to a minimum.

The Electron Tagger and Photon Detector consist of crystal Cherenkov counters segmented in 7 X 7
and 5 x 5 cells respectively of about 2cm X 2cm size. The Photon Detector is protected against
synchrotron radiation by a lead absorber (2.2X,) followed by a water Cherenkov veto counter (0.8X).

The acceptance of the Electron Tagger for photoproduction events is limited to 0.2 < y < 0.8. Addi-
tional smaller devices similar to the Electron Tagger have been installed to access the high and low y
regime.

2.3.5 Further Detector Components

Quite a few further components have been installed for specific purposes; those that are of relevance
for this work are:

Time-of-Flight Detectors In addition to the SpaCal, which due to its excellent time resolution of
better than 1 ns can serve as a Time-of-Flight device, several components have been installed
[13] to efficiently reduce background already on the first level of the trigger (see next section).
Firstly, the FToF (“Forward” ToF) is located in the Forward Muon Detector at z = 7.0 m and

Electron Tagger (ET) Photon Detector (PD)
Epr = 11.8 GeV P Epp = 14.5 GeV
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Figure 2.11: Bethe-Heitler bremsstrahlung event measured by the luminosity system. The electron
deposits E, = 11.8GeV in the Electron Tagger ET (upper left), while the photon energy of 14.5GeV
is measured in the photon detector PD (top right). In the lower part, a side view of the complete
luminosity system is drawn, the upper central picture shows details of the photon detection system.
F is the lead absorber, VC the water Cherenkov veto counter.
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Background Expected rate in interaction region
Proton-gas interactions 1kHz
Proton-beam pipe interactions 50kHz
Cosmic ray muons 2kHz

Table 2.2: Major sources of background in the H|I detector for HERA design currents [14, 15, 16].

consists of two layers of scintillator with dimensions 200 mm X 600 mm x 10mm. The PToF
(“Plug” ToF) at z = 5.3 m has eight 150 mm x 150 mm scintillators mounted inside the absorber
structure of the Plug calorimeter. The four semi-circular BToF (“Backward” ToF) scintillators
are placed at z = —3.2m near the compensator magnet, with inner and outer radii of 67 mm and
250 mm respectively. BToF and PToF have a time resolution of 0.7ns and 1 — 1.5ns.

Finally, two large veto walls are installed at z = —6.5m and z= —8.1 m. The smaller inner veto
wall with size 100cm x 90cm covers the area close to the beam, while the outer one (5m x 4m)
overlaps the inner veto wall and nearly all of the LAr calorimeter. The time resolution is 3 ns
for the inner and 8 ns for the outer veto wall.

Proton Remnant Tagger The Proton Remnant Tagger (PRT) consists of seven pairs of scintillators
(layer O to layer 6), situated around the beam pipes 24 m from the interaction region in the
proton direction. Each scintillator pair is operated in coincidence mode and shielded with lead.
The PRT is used as a tagging device for the proton remnant in processes where the proton
dissociates diffractively. The polar angular acceptance of the PRT is 0.06° S 6 < 0.17°.

2.3.6 Triggering, Data Acquisition, Reconstruction and Simulation

The task of the H1 trigger system is to discriminate background interactions from interesting physics
events. In the HERA environment, the main background sources are photons from synchrotron radi-
ation, interactions between the proton or electron beams and the residual gas in the beam pipe or the
wall of the beam pipe, and cosmic rays. Those which are most difficult to discrimate from genuine
ep interactions are listed in table 2.2. The background rates are to be compared with the rates of
the physics processes being studied, e.g. neutral current deep inelastic scattering with of the order of
5Hz and charged current interactions and production of heavy quarks with rates orders of magnitude
smaller.

On the other hand, bunch crossings occur every 96 ns at HERA, faster than any detector component
can be read out. To cope with this challenging environment H1 uses a three level trigger scheme
in order to minimize dead time. The trigger levels — L1, L2 and L4 — will be described in the
following. A sketch of the H1 trigger system is shown in figure 2.12.

L1 Because of the high input rates, cable delays of the order of a few hundred ns and the maximum
drift time in the tracking detectors of the order of 1us, the L1 trigger is pipelined; the output
from all subsystems is stored in memory for 24 bunch crossings (2.3 us). When an event is
triggered by one of the 128 “subtriggers”, an “L.1 keep” signal is sent to all the different sub-
systems, and the pipeline is frozen. The resulting dead time, i.e. the time between the L1 keep
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Figure 2.12: Trigger levels used during 1995 to 1997 data taking.

signal and the completion of the read out, lasts typically 1 to 2 ms per event.

The subtriggers of L1 are logical compositions of 192 trigger elements that are delivered by the
different subdetector trigger systems; the relevant trigger elements for the present analysis will
be described later.

The L1 trigger reduces the rate by roughly a factor 100: from the rate of non-empty H1 events
(100kHz) to about 1 kHz.

L2 On L2, neural networks and topological correlations are used to reduce the input rate of 1 kHz by
another factor of 20 to about SOHz. L2 uses a fixed dead time of 30 us, therefore an L2 input
rate of 1kHz induces an additional 3 % dead time for the experiment. Each of the maximum
number of 32 L2 trigger elements (16 neural nets and 16 topological conditions) is logically
connected to one or more L1 subtriggers, therefore L2 is in practice used to reduce the rate of
specific L1 subtriggers with high rates.

Upon an “L2 keep” signal the front-end data readout is started.

L4 The L4 trigger is a multi processor farm consisting of around 30 Power PC boards that reduces
the input rate of up to SOHz to 10Hz. With the complete detector information available, a
preliminary event reconstruction is performed, and the decision of the lower trigger levels is
verified. Background filters against cosmic ray muons and proton beam induced background
are applied. Finally, since 1997 a physics selection is performed which rejects a fraction of
physics processes with high rates, e.g. inclusive photoproduction events.

Events which have passed L4 are written to tape and fully reconstructed off-line by the H1 recon-
struction software on a dedicated computing farm (LS).

Level 1 Trigger Elements

In this section all trigger elements which are used in the present analysis will be briefly presented.
The discussion is in no way complete, therefore references for a more thorough description will be
given.
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Figure 2.13: [llustration of the “sliding window” technique used in the inclusive electron trigger:
For an impact point of the electron at “A”, all deposited energy is contained in trigger tower 1.
Electrons at “B” deposit half of their energy in trigger towers | and 4 respectively, but the full
energy is recovered in trigger tower 3 [18].

SpaCal Trigger The SpaCal trigger [17] is divided into two separate branches, the ToF and AToF
(“Anti”-ToF) branch, corresponding to signals in-time and out-of-time with respect to the nom-
inal beam timing. The trigger produces analog energy sums that are compared to adjustable
thresholds separately for the electromagnetic and the hadronic SpaCal. While in the AToF
branch only coarse energy sums are formed, the ToF branch is highly segmented to provide
the “inclusive electron trigger” IET. The ToF branch is defined by a time window of typically
~ 20ns, and is relatively insensitive to proton beam related background.

For the inclusive electron trigger, the analog sum of the in-time energy (ToF branch) of only
16 cells (one trigger tower) is summed in overlapping “sliding windows” that allow to localize
the position of the scattered electron already at the first trigger level (figure 2.13). Three differ-
ent energy thresholds are available (Spcle_IET>0, Spcle_IET>1 and Spcle_IET>2),
adjustable between ~ 100 MeV and ~ 20GeV. Typical IET thresholds are 0.5, 2 and 6 GeV.
Furthermore a coarse discrimination in the radial distance R from the beam pipe is possible,
the corresponding trigger elements will be identified by an additonal “(inner)” (R < 16cm) and
“(outer)” (R 2 16cm) appended to the trigger element name.

Further trigger elements are formed from the total energy sums in the electromagnetic and
hadronic SpaCal both in the ToF and AToF branch. Used here are:
Spcle_ToF_E2 Total in-time energy deposit in the electromagnetic SpaCal above ~ 12GeV.

Spclh AToF_C11 Total out-of-time energy deposit in one of the hadronic SpaCal “Big Tow-
ers” above ~ 0.6 GeV. The AToF Big Towers correspond to the inner and outer region of
the SpaCal.
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FPC \

Figure 2.14: Principle of operation of the z Vertex Trigger [19]. The building of the z vertex his-
togram in the rz view for one § sector is shown. Rays originating from genuine particles are indicated
by full lines, while the dotted lines include the “wrong” combinations.

Spclh AToF_E1 Total out-of-time energy deposit in the hadronic SpaCal above ~ 0.6 GeV.
The ATOF trigger elements are used to veto out-of-time background.

z Vertex Trigger The aim of the z Vertex Trigger [14, 19] is to provide a rough determination of the z
position of the event vertex already on the first trigger level. For this purpose, the pad signals of
the multiwire proportional chambers CIP, COP and the first forward proportional chamber FPC
are combined into rays; a ray is defined as the coincidence of four pads that can be connected
by a straight line in the rz plane. For inefficient pads, the coincidence condition is relaxed to
three out of four. The number of these rays in a given bunch crossing and ¢ sector is entered
into a 16 bin wide histogram, where each bin is related to the origin of its respective rays along
the z-axis; the resulting 16 histograms, one for each ¢ sector, are combined to give the z vertex
histogram;, it covers an area —44cm < z S 44cm in z, where the bin with the most entries is
expected to contain the interaction vertex of the ep collision. The principle of operation of the
z Vertex Trigger is illustrated in figure 2.14.

A large variety of significance and multiplicity conditions exists. The most important one is
the zvtx_t0 trigger element which demands the existence of at least one ray. The single track
efficiency of the z Vertex Trigger as a function of the transverse momentum p; is about 50 % at
450 MeV and reaches 80 % for tracks with p, 2 1 GeV. The trigger element zvtx mul<7 is
applied in order to veto very large background events; it requires less than 200 entries in the z
vertex histogram.

One step further, the rays are grouped into so-called Big Rays with a coarser granularity iden-
tical to the granularity of the LAr calorimeter trigger. A special branch of the z Vertex Trigger
looks for a back-to-back topology in the R¢ projection of these big rays; the corresponding
trigger element Topo_BR allows to efficiently trigger on the decay leptons from exclusively
produced J/y mesons.

Rays are also formed from the signals in the forward proportional chambers and CIP; if at least
one ray pointing to the nominal interaction region is found, the trigger element fwd_ray_t0
is set. Finally, the logical “OR” of zvtx_t0 and fwd_ray_tO0 is called ray_t0.

Central Drift Chamber Trigger Complementary to the z Vertex Trigger, the Drift Chamber Trigger
(dcr¢ Trigger) is able to find charged tracks in the R¢ projection. 10 out of the 56 wire
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layers of CJC 1 and CJC 2 are used in the trigger. By comparing the digitised hits to a total of
10,000 predefined masks, tracks of “low” (450 < p, < 800MeV) and “high” (p; 2 800 MeV)
transverse momentum are counted separately for negative and positive charge. The masks
correspond to tracks with a distance of closest approach to the beam axis of less than 2 cm, thus
the dcr¢ Trigger is efficiently rejecting background from beam wall interactions. The trigger
element dcr_Ta requires at least one mask, i.e. at least one track with p, 2 450 MeV.

ToF Trigger Elements Besides the veto facilities of the SpaCal, several Time-of-Flight detectors

provide trigger elements to the Level 1 trigger, of which the following are used here. They
usually define two trigger elements, one for the interaction time window (I2) and one for the
background (BG). FToF_IA and FToF_BG are delivered by the “Forward” ToF, PToF_IA and
PToF_BG by the “Plug” ToF, and BToF_BG by the “Backward” ToF; finally, VETO_inner_BG
and VETO_Outer_BG are the trigger elements of the inner and outer veto wall, respectively.

Outline of the Event Reconstruction Software

The main steps in the event reconstruction (so-called L5) are:

e Track reconstruction in the tracking devices. In the case of central tracks, the reconstruction

starts from hit triples, which are clustered together to track elements in CJC 1 and CJC 2. Track
elements from CJC 1 and CJC2 are merged, and a link to CIZ and COZ tracks is performed.
Finally, the tracks are constrained to primary or secondary vertices whenever possible. These
vertex fitted tracks are the starting point of the track information used in most physics analyses.

Reconstruction of cell energies and cluster finding in the calorimeters. Electronic noise is sub-
tracted, a charge-to-energy calibration performed, and cells are grouped into clusters. Cell
energies are finally available on three “scales™ *“0 scale”, which corresponds to the energy
deposited by electrons or photons in a homogeneous structure; “1 scale”, which includes addi-
tionally the correction for dead material in front of the calorimeter; “final scale”, containing the
energy deposited by hadrons, taking into account the non compensating nature of the calorime-
ter, after application of topological noise cuts.

e Track finding in the muon system and linking of these with inner tracks.

The output of the reconstruction is stored in a proprietary format that can be accessed via special /O
routines [20, 21]. The final data sets either contain the full detector information — Production Output
Tapes (POT), usually stored on tape — or a reduced set of information that is sufficient for physics
analysis — DSTs (Data Summary Tapes), stored on disk. Only events that fulfill the criteria of at
least one physics selection are kept in reconstructed form (event classification). A typical HI event
has a size of 100kByte on raw data tapes and 10kByte on DST. In 1997, H1 logged a total of 90
million events corresponding to more than 6 TByte of raw data tapes; the resulting DSTs with about
50 million events occupy 500 GByte of disk space.

Simulation

For the correction of measured quantities in the detector, Monte Carlo simulations are used. The
Monte Carlo generator delivers four-vectors of all particles with lifetimes longer than typically 8 ns.
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The first (and most time consuming) step of the simulation is the tracking of particles through the
detector. This is done using a GEANT [22] based application, and includes the tracking in the mag-
netic field, secondary particle generation and shower development. The output of the GEANT module
are so-called “hit banks”, which contain the xyz-coordinates of entry and exit points of the particle
trajectories for the sensitive detector parts in the tracking part and deposited energy for calorimeter
type detectors. In the next step, the response of the sensitive detector parts, e.g. sense wires, is simu-
lated and an output very similar to that for “real” events is produced. Finally, the trigger response is
simulated.

To take into account noise in the LAr calorimeter, SpaCal calorimeter and the Central Proportional
Chambers, randomly triggered events from special runs are used.

The events produced in this way are fed through the same reconstruction software as the data.
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Chapter 3

Phenomenology of Charmonium
Production

In this chapter, an overview of Charmonium phenomenology will be given, focussing on the pro-
duction of the S-wave states J/y (13S;) and its radial excitation y(2S) (235;)! at HERA. In the first
section, kinematical variables and cross sections are introduced; this includes a discussion of kinemat-
ical properties of the decay leptons in the decays J/y — u"u~ and J/y — e*e™, since these decay
channels will be used in the analyses presented in forthcoming chapters. Models for the diffractive
production of J/y and y(2S) mesons in deep inelastic scattering will be presented next. A descrip-
tion of the most important models for inelastic Charmonium production follows, namely the Colour
Evaporation Model, the Colour Singlet Model and the non-relativistic QCD factorization approach,
often and somewhat misleading called the Colour Octet Model.

Since no unique nomenclature for different production mechanisms is being used for J/y production
at HERA, a somewhat pragmatic way is chosen with respect to terminology. In this analysis, exclusive
and inclusive J /y production will be distinguished. Exclusive production denotes event topologies
where the reconstructed hadronic final state consists exclusively of the J/y, while the term inclusive
comprises all possible production mechanisms. Phrased differently, the exclusive part can be thought
of as comprising diffractive J/y production, i.e. elastic and proton diffractive dissociation, while the
inclusive cross section has additional inelastic contributions.

The important scale in Charmonium physics is set by the mass m, of the charm quark. Its value m, ~
1.5GeV is considerably larger than the QCD scale Agcp, thus permitting perturbative expansions
in os(m.). Another important fact is that the Charmonium states are well described by potential
models, because the resulting wave functions are needed for calculations of Charmonium production
and decay. A significant amount of theoretical work has been carried out in the last twenty years to
understand Charmonium in the framework of QCD.

I'The notation n?5+1L, is used here, where n is the radial quantum number, and S, L and J denote spin, orbital and total
angular momentum.
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3.1 Kinematics of Charmonium Production in Deep Inelastic
Scattering

The basic variables used to describe deep inelastic lepton nucleon scattering, /s, x, y, W and Q2,
have already been introduced in the last chapter. Here deep inelastic cross sections will be defined
and additional variables relevant for the production of Charmonium introduced.

3.1.1 Cross Sections for Deep Inelastic Scattering

For purely electromagnetic interactions, the double differential cross section for ep — eX can be
written in terms of two structure functions F and F;:

d’G.p(x,0%)  4ma?

i = xgt VHAEO)+(1-)RxY), G.1)

where o is the electromagnetic coupling. Equation 3.1 defines the so-called Born cross section. In
the quark parton model, F; and F, are only functions of x (Bjorken scaling [23]) and can be written
as a sum of spin = 1/2 parton densities g; for partons with charge e;:

Fi(x) = %Zef (9i(x) +Ti(x)): (3.2)

B(x) = Y ex(aix)+g). (3.3)

In Quantum Chromodynamics, these equations are generalized, using a factorization theorem, into
short and long distance phenomena and including gluon densities. The inclusion of gluons leads to
a violation of the scale invariance — the structure functions depend logarithmically on Q> — and to
the violation of the Callan-Gross-Relation F, = 2xF; [24] which is a direct consequence of equations
3.2-33.

For single photon exchange, the process ep — eX can be viewed as the scattering of a virtual photon
off a proton y*p — X; the electron emits a flux of virtual photons. The total cross section Gy, is via
the optical theorem related to the imaginary part of the forward scattering amplitude. Introducing a
flux factor K for virtual photons, G, can be written as

ar’o
Sypp(N) = —nK— £ Hyne). (3.4)

Here ¢, is the polarization vector for virtual photons in helicity states A = 0, £1, for the longitudinal

and transverse polarization of massive photons (Q? > 0) respectively, and H,, denotes the hadronic
tensor.

In the case of real photons K is simply the photon energy v; for virtual photons the definition of K’ is
arbitrary: following the convention of Hand [25], K is taken to be equal to the energy of the equivalent
real photon that could produce the final state involved?:

W2 —m? 0’—0

Ko el S0y o (3.5)
2m,,

2 Another popular definition is that of Gilman [26]: K = \/V2+ Q2.
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The cross sections for transverse and longitudinally polarized photons can be written as

r = 4n’o !
o, = (& sl 52 (3.6)
o
ok, = o= g“ (F,—2xF}); (3.7)
4
Orp = o§.,,+c§.,,=—%°—‘-5. (3.8)

The longitudinal structure function F; = F, — 2xF] is thus directly related to the cross section for
longitudinally polarized photons, c’.;. p» While the total cross section is connected to F,. Finally, the
quantity R is defined as the ratio of the cross sections for longitudinal and transverse polarized pho-
tons:

G%P FL (39)
G'Y'P Fz = FL
Defining the flux of transverse polarized photons I'r ~ K as
o ¥
Iri= 0—s- | 14 (1-y)* -2m? .
= g (1020 ). -

the polarization parameter €:
Lo e @.11)
Ir 1-y+y2/2’ :
and the flux of longitudinally polarized photons I';, = €I'r, the double differential ep cross section is
related to the total photoproduction cross section by

dzoep(% Qz)

T
= IL-op,+I7 -0y, (3.12)
= Tr-0p,-(1+€R) (3.13)
1+&R
= FT'GT,,'H—R (3.14)
~ Ir-Gpp. (3.15)

The value of € in the kinematic range analyzed here varies between 0.95 and 1 with an average of
0.99, therefore the approximation in equation 3.15 is fulfilled to a very good accuracy. Equation 3.15
will be used later on to translate ep into virtual photoproduction cross sections; it should thus be
kept in mind that, whenever values for 6., = G.Y. pF cy. p are quoted, the measured quantity is rather
O'.r pt EGT p- Equation 3.14 is not used since precision measurements of R are not available for the
processes studied here.

3.1.2 Charmonium

In what was later to become the November Revolution of particle physics, two groups discovered
in 1974 simultaneously the particle today known as the J/\y meson. Aubert et al. [27] observed at
Brookhaven an enhancement in the et e~ mass spectrum in the reaction

pBe — ete™ + X, (3.16)
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naming it “J”, while the second group, Augustin et al. [28], measured the e* e~ annihilation cross
section

ete™ — hadrons 3.17)

at the SPEAR machine at SLAC and named the new particle “y” (see figure 3.1). The discovery was
awarded with the 1976 nobel prize in physics for Samuel C. C. Ting and Burton Richter.

The mass of the J/y is most precisely determined using a depolarization method [29] that gives
results one order of magnitude better than the direct mass determination in et e~ storage rings which
is limited by the uncertainty of the absolute beam energy scale. The current world average is [30]

my = 3.09688 1 0.00004 GeV. (3.18)

Since the J/y is produced in large numbers in e*e™ annihilation, it is very plausible that it has the
same quantum numbers as the photon, JP© = 1~~. It turns out that the J/\ is the lightest vector
meson in the Charmonium family (figure 3.2) that is interpreted as consisting of bound states of a
charm and anti-charm quark. The only lighter ¢ meson is the pseudoscalar (J7¢ = 0~+) 1. with
mass my,_ =~ 2.98 GeV. The first radial excitation of the J/, the y(25), has a mass of [30]

My (2s) = 3.68600+0.00009 GeV. (3.19)

The most peculiar property of the J/y and the y(2S) mesons is probably their extremely small width
[30]:

Iy = 87+5keV; (3.20)
Tyas) = 277+31keV. (3.21)

This is about three orders of magnitude below that of typical hadronic decays, e.g. of the p meson.
The reason for this is that the J/y has very few options for decaying via the strong force. The most
obvious decay mode would be the decay into two charmed mesons (D mesons) — but both the J/y
and the y(2S) have masses below the threshold of DD production?, since the mass of the lightest D
meson, the D?, is mp» ~ 1.86 GeV. Other hadronic decays can only proceed via diagrams which are
forbidden by the OZI rule [32], and thus strongly suppressed. In addition, the decays via a single
gluon and via two gluons are not possible due to colour and C-parity conservation, such that at least
three gluons are needed for the hadronic decay of the J/y (figure 3.3a)).

Of experimental importance is the electromagnetic decay of the J/y meson (figure 3.3b)), with rather
large branching fractions due to the above reasons. Lepton universality implies almost identical
branching ratios for the decay into u*u~ and e*e™; the measured values are [30]:

BR(J/y = ptu”) = (6.01+0.19) %; (3.22)
BR(J/y—ete”) = (6.0240.19)%. (3.23)

The y(25) has also a significant branching fraction into electrons and muons:

BR(w(2S) = uty™) = (0.77£0.17) %; (3.24)
BR(y(2S5) = ete”) = (0.88+0.13) %, (3.25)

3 All Charmonium states above the y(2S) can decay in charmed mesons, resulting in a much larger width.
4The OZI rule states that diagrams containing disconnected quark lines are suppressed relative to those with connected

ones.
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Figure 3.1: Discovery of the J /\y at BNL and SLAC. On the left the invariant e* e~ mass spectrum
in the reaction p Be — et e~ + X [27], on the right the energy dependence of the e* e~ cross section
[28].
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Figure 3.3: Diagrams for the a) strong decay of the J |\ into two mesons consisting of light quarks
q1, q2 and b) the electromagnetic decay into two leptons [, |~.

but experimentally important for the detection is also the decay into J/ynt ™ with subsequent decay-
of the J/y into two leptons:

BR(y(2S) = J/yn"n") = (32.41+2.6) %. (3.26)

What is the kinematic region that is accessible for deep inelastic J/y production at HERA? The
relation between the kinematic variables Q%, W and 6,, E, — which are actually measured in the
detector — is illustrated in the kinematic plane in figure 3.4. The angular acceptance of the SpaCal
limits the Q? acceptance to 2 < Q2 < 80GeV?, while the angular acceptance of the central tracking
detector is the limiting factor for the accessible range in W, 40 S W < 170 GeV. For these values of
W, the energy of the scattered electron is always above 18 GeV.

A powerful variable in discriminating different J/y production mechanisms is the Lorentz invariant

P . ) (3.27)
q-Pp
where py, g and p, denote the four-momenta of the J/, the exchanged photon and the incoming
proton. In the proton rest frame, the elasticity z is the fraction of the photon energy transferred to the
J/v. Usingy = (q-pp)/ (k- pp), z can be expressed as

Yy

D
z=— with y“,:m-.
Y

2E (3.28)

E is the energy of the incoming electron. Equation 3.28 is used for the reconstruction of z, with
(E — p;)y determined from the momenta and angles of the J/\y decay leptons measured in the central
drift chambers, and y reconstructed with the methods described in section 3.1.4.

3.1.3 Properties of J/y Decay Leptons

In order to illustrate the interplay between the basic kinematic quantities and the measured Charmo-
nium decay leptons, some correlations will be shown for the case of the J/y meson. All results are
given both for the DIFFVM and the EPJPSI Monte Carlo generators (see sections 4.6.1 and 4.6.3).
DIFFVM simulates diffractive J /y production, corresponding to z =~ 1, while EPJPSI produces events
covering 0.2 < z < 1 and is based on the Colour Singlet Model.

The hadronic mass W and the polar angle of the J/y are strongly correlated, and this correlation is to
a large extent transferred to the decay leptons (figure 3.5). This limits the accessible range in W when
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the central tracking detector is used for the reconstruction of the decay leptons. The W acceptance
of the central tracker is slightly extended towards higher W in the case of EPJPSI as compared to
DIFFVM. :

Only a weak correlation is observed between Q” and the momentum of the decay leptons (figure 3.6).
This is advantageous since possible errors of the central tracker simulation will be largely independent
of Q2.

For large and small W, the J/y meson is boosted along the z-axis, leading to larger momenta of the
decay leptons in the backward and forward direction; this is shown in figure 3.7. As in the previous
figures there is very little difference visible between DIFFVM and EPJPSL

Finally, the polar and azimuthal correlation of the two decay leptons is displayed in figure 3.8. Shown
are the differences A6 = |6;; — 62| and A = |¢;; — ¢j2|. Both leptons have predominantly the same
direction of flight in 6. In ¢, only in a very small fraction of events the leptons are close to each other.
Note also that due to the Q? values being significantly larger than 0, the DIFFVM A¢ distribution is
vastly different from that observed in photoproduction, where the leptons are mostly opposite in ¢.

). ¢ Bl ! SRR SIS 4 o
|
E, = 27.5 GeV
-2
10
-3
10
10 2 < Q7 < 80 GeV?
0 ¢ H 40 <W < 170 GeV?
—11 l' L ."1“-'1’1 o T | . 1 L T T L L 5

1 10 10°
Q% [GeVA]

Figure 3.4: Kinematic plane of x and Q*. The area typically accessed by the analyses is hatched.
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Figure 3.5: Correlation between W and the polar angle ©; of J/ decay leptons for a) DIFFVM
and b) EPJPSI Monte Carlo events. The full points denote the mean 0, in a given W bin, the error
is the spread in ©,. The small dots are single leptons. The area outside the acceptance region of the
central tracker is shaded. A cut 2 < Q* < 80GeV? has been applied.
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Figure 3.6: Correlation between Q° and the momentum p; of J | decay leptons for a) DIFFVM
and b) EPJPSI Monte Carlo events. The full points denote the mean p; in a given Q? bin, the
given error is the spread in p;. The small dots are single leptons. Only events passing the cuts
40 < W < 160GeV and 20 < 8; < 160° for both leptons are used.
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for a) DIFFVM and b) EPJPSI Monte Carlo events. The full points denote the mean p; in a given
0, bin, the given error is the spread in p;. The small dots are single leptons. The area outside the
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3.1.4 Reconstruction of kinematical variables

Due to the over-constrained final state a variety of methods is available for the reconstruction of
kinematical variables; here the reconstruction methods well suited for the investigated processes are
described.

Exclusive J/y and y(2S) Production

In the case of exclusive J/y and y(2S) production (chapters 5 and 6), both the hadronic final state
and the scattered electron are well measured; in this case, the double angle method [33] is used>. Q%)A
and yp,4 are computed using the polar angles 6, and 7y of the electron and of the vector meson:

siny (1+4cos®,)

] ;

Qb > siny+sin8, — sin(y+ ) and (3.29)
sin@, (1 —cosY)

siny+sin® — sin(y+6,)’

YDA (3.30)

where E is the energy of the incident electron. The meson momentum components and thus 7y are
obtained from the measured decay products. The double angle method has the advantage of being
almost independent of the energy calibration of the calorimeters.

An important observable in exclusive Charmonium production is ¢, the four-momentum transferred
at the proton vertex; the energy transfer to the proton being negligible, the value of |¢| is given by:

|t] = (Brp)* = (Pre + Prv)? (3.31)

where p; ,, p1. and p, v are, respectively, the momentum components transverse to the beam direction
of the final state proton, positron and vector meson®. Here the momentum of the scattered positron is
computed from Q% 4 and ypa:

which provides better precision than the direct measurement. Finally, Wpy is calculated from
W34 = ypas — Qpa +m>, (3.34)

where m;, denotes the mass of the proton.

The quality of the kinematical reconstruction can be seen in figures 3.9 and 3.10, where reconstructed
quantities after the full detector simulation are compared with their “true” values, using the DIFFVM
Monte Carlo program that simulates diffractive J/y production. The transverse momentum pY, pseu-
dorapidity NY := —Intan(6¥/2) and azimuth @Y of the J/ are reconstructed with high precision
from the decay leptons in the drift chambers (figure 3.9 top row). The reconstruction of W and 0?
improves as a function of Q? (compare figure 3.10 top and bottom row). Both for W and 02, no
systematic shift is observed between the true and the reconstructed values. The resolution is always
more than one order of magnitude smaller than the bin sizes used later in the analysis.

5The best reconstruction method with respect to resolution was found to be a combination of the Jacquet-Blondel method
[34] for y and the double angle method for Q2. The improvement compared to the use of double angle variables alone is
however small.

6 The lowest |¢| value kinematically possible to allow for the transition Y* — J/y,

ltmin] = (Q* + m%)* m3 [ (ys)?, (3.32)

is negligible here; it is of the order of 10-7GeV?2 at W = 100GeV.
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Figure 3.9: Reconstruction of kinematical variables for exclusive J /y production determined from
simulated events using the DIFFVM program. The correlation between the true (tr) and the recon-
structed p,, M\ and @ of the J | (top row) and W, Q? and t (bottom row) is shown, where W, Q* and
t are reconstructed with the double angle (DA) method.

In figure 3.9 and 3.10, the quality of the 7 reconstruction is also illustrated. The relative precision of
the reconstruction improves with |¢|, from about 45 % for |t| < 0.2GeV? to 18 % for |t| > 0.6 GeV>.
The bin size used in the analysis will be between 1.5 (small |¢]) and 2 times (large |¢|) the resolution.
It has been checked with the simulation that the limited resolution has little impact on the measured
slope of the ¢ distribution.

Inclusive J/y Production

For the analysis of inclusive J/y production (chapter 7) a reconstruction method has been chosen
that is more independent of the hadronic final state in order to be as far as possible independent of
the details of the production mechanism. The eZ method [35] uses Q% measured with the scattered
electron:

0
Qex =4-E-E,cos’ 7, (3.35)

whereas y is measured with the £ method, which exploits the redundancy of the measured variables
to achieve a better resolution and, more importantly, is less sensitive to QED inital state radiation.
In this method, the incoming electron energy is replaced with the beam energy “measured” by the
reconstruction of the final state, Y.(E — p,)/2:

s, Zhad(E ol pz)

ex = 3.36
o Z(E T Pz) { :
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In the numerator, the difference between energy and longitudinal momentum is summed for the
hadronic final state, while in the denominator all particles enter. Due to energy and momentum con-
servation, ,(E — p,) should ideally be equal to twice the incoming electron energy, i.e. 2-27.5GeV
for events without initial state radiation.

For the calculation of ¥(E — p,) and y,s, a combination of central tracks and calorimeter cells in
the LAr and SpaCal calorimeters is used. Tracks starting in CJC 1 and fitted to the primary event
vertex, with a relative error on the transverse momentum measurement 6,, /p; < 0.5 and transverse
momentum p, above 100 MeV, are taken into account. For tracks with transverse momentum above
300 MeV, energy deposits in calorimeter cells “behind” the tracks are ignored, thus avoiding double
counting.

From the above values for y,y and ng, W,y is calculated:
Wi = yezs — Oz +m),. (3.37)

The resolution achieved in the reconstruction of inclusive J /\ events can be seen in figure 3.11, where
the relative deviations of the reconstructed variables from the true values in Monte Carlo events are
shown. The variables displayed in figure 3.11 are those for which differential cross sections will be
derived in the analysis. In Q?, p? and y* the resolution is excellent with values between 2 % and 5 %;

2<Q*<10GeV? 2<Q*<10GeV? Itl < 0.2GeV?
1000 [~x = 0.01 -~ - u=—0.002 1 | 4= 0.07 d
- o =0.09 - - o =0.025 1 100 f-o=0.45 =
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(We—Wou) /W, (QE—Qa)/ Qi (toa—te) /te
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- . i : 100 N

0 st e 0
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Figure 3.10: Resolution in the reconstruction of W (left), Q? (middle) and t (right) with the double
angle method for exclusive J/\ production determined from simulated events using the DIFFVM
event generator. Only events that pass the exclusive J | selection (section 4.5.1 later applied in the
analysis are used, and W is restricted to 40 < W < 160GeV. The mean y and width ¢ of a Gaussian
fit to the distributions are given for each plot.
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p? is the transverse momentum of the J/ in the laboratory frame, and y* denotes the rapidity of the
J/wy in the photon proton centre of mass frame,

= —1— In —Ew +Puy

) (3.38)
2 Ey—pry

where Ey, p,y are the energy and longitudinal momentum component of the J/y in this frame, and
the z-axis is defined by the photon direction of flight. The resolution in the elasticity z degrades
towards lower z, as can be seen in the upper row of figure 3.11c), but it is sufficient for the coarse
binning used later in the analysis.

In figure 3.12, the quality of the W reconstruction is shown. It is best for large z and degrades towards
lower z.

In the following chapters, the index to the variables denoting the resonstruction method — DA or eZ
— will usually be omitted whenever the method of reconstruction is obvious.

3.1.5 Helicity Structure of J/y Production

The helicity of the virtual photon in the reaction ep — eJ/y p cannot be directly measured. An
important question is whether the helicity of the photon is conserved in the s-channel process y*p —
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Figure 3.11: Reconstruction of kinematical variables for inclusive J /¥ production determined from
simulated events using the EPJPSI and DIFFVM event generators; a) Q%, b) transverse momentum
squared of the J |y in the laboratory frame, c) elasticity z and d) rapidity y* in the photon proton
centre of mass frame. The upper row of histograms is for z < 0.9, the lower row for z > 0.9. The
number in the top right corner of each plot is the width (G) of a Gaussian fitted to the histogram.
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Figure 3.12: Reconstruction of W for inclusive J /y production determined from simulated events
using the EPJPSI and DIFFVM event generators. The number in the top right corner is the width
(o) of a Gaussian fitted to the histogram.

J /v p, referred to as the hypothesis of s-channel helicity conservation (SCHC); if this is the case, the
ratio R of cross sections for longitudinal and transverse polarized photons can be extracted, since the
polarization of the J/y can be determined from the decay leptons measured in the detector.

Information on the helicity state of the produced vector meson can be obtained by investigating the
decay angular distribution of the J /\y decay leptons’. Helicity studies can be performed in a variety of
reference frames; a convenient choice to investigate SCHC is the helicity frame, which is also used in
the present analysis. In the helicity system (see figure 3.13), the z-axis is defined as the J/y direction
of flight in the ¥* p centre of mass frame. The y-axis, given by the cross product of the J/y and virtual
photon three-momenta, is perpendicular to the J/y production plane. Three decay angles are defined:

0% s the polar angle of the direction of flight of the positive decay lepton.
(@ is the angle between the J/y decay and production plane.

¢ denotes the angle between the electron scattering plane and the J/y production plane.

In addition, the polarization angle ¥ is defined by ¥ := @ — ¢, giving the angle between the electron
scattering and the J/y decay plane.

Under the assumption of SCHC and natural spin-parity for the exchange in the z-channel, the angular
distribution as a function of 6* and ¥ can be written as [37, 38]
W(6*,¥) ~ 1+cos’0*+2¢eRsin?0* —esin®0* cos2¥ +
\/2eR(1+€)cosdcos¥sin26*, (3.39)

where & is the phase difference between the amplitudes for J/y production by photons with longitudi-
nal and transverse polarization. Integrating over one of the angles, the one-dimensional distributions

7For a full discussion of the helicity structure in vector meson leptoproduction, see [36].
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are obtained. The cos6* distribution can be expressed using the spin density matrix element r% that
denotes the probability of the J/y to be longitudinally polarized; it is related to R by

1 r88
R~ e (3.40)
€ 1-rg
The expression for W (cos6*) in terms of rdg is thus
W(cos®*) ~ 1413+ (1 —3r5) cos? 0. (3.41)

3.1.6 Radiative Corrections

Measured cross sections in deep inelastic scattering do not only include the lowest order diagram
depicted in figure 2.1, but all orders of electroweak interaction diagrams. In order to derive Born
level cross sections, corrections have to be applied. The most important corrections arise due to QED
processes of order o, where a bremsstrahlung photon is radiated off the electron either before or after
the ep interaction, commonly called ISR (initial state radiation) and FSR (final state radiation). The
photon is radiated predominantly collinear with the electron, therefore ISR photons escape mostly
through the backward beampipe, while FSR photons are usually measured together with the scattered
electron in one calorimeter cluster; in less than 2 % of inclusive DIS events with FSR the electron and
photon can be resolved in two clusters [9].

v'p centre of mass frame

s \
electron » J/y¢ production J/v¢ decay
scattering plane plane plane

J/Y rest frame

J A
: /Y dlrec:tlon4
in ¥'p frame

Figure 3.13: /llustration of the angles used for the description of the J |\ helicity structure in the
decays J [y — ptu~ and J |y — ete. 0* is the decay lepton angle in the helicity frame, @ the angle
between the production and decay planes of the J /\y meson, and ¢ the angle between the electron
scattering and J |y production plane.
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y 0?
thod
o ISR FSR ISR | FSR
double angle | y y 20 | 2
yZ 2 2
ex ¥ 1155025 20 | 0%/

Table 3.1: Effect on kinematical variables due to initial and final state radiation. Given are the
expressions for the measured values of y and Q? in the presence of ISR and FSR as a function of the
electron's fractional energy loss z.

QED radiation leads to a change in kinematics and thus to a bias in the cross section measurement. As
an example, collinear emission of an ISR photon with energy Ey leads to a reduction of the electron
beam energy E by the photon energy E, in the interaction:

E
E—z-E with z::l—EY (3.42)

with consequently reduced centre of mass energy s — z-s.

Obviously, the effects of ISR and FSR depend on the chosen reconstruction method for the event
kinematics. Expressed in terms of the fractional energy loss of the electron, they are summarized in
table 3.1 for the methods used here, the double angle and the eX method.

None of the Monte Carlo programs used includes QED radiation. Since the corrections turn out to be
rather small — of the order of a few percent — the radiative corrections can however be applied using
the results of the standalone program HECTOR [39]. The HELIOS branch of the program is used,
which calculates radiative corrections in the leading logarithmic approximation, taking only terms of
the order In(Q?/m?) into account. The result is expressed in terms of 8gc, which relates the measured
Cross section Gjpeqs to the Born cross section Ggp:

cmeas
= 3 3.43
TR i

For the calculation, the following parameterization of the Born cross section was used:

n
42 W% e
CeP2 o (_) : __2_“’_2 > (3.44)
dxdQ Wo O +mw
where € = 0.25 and n = 2, corresponding roughly to the observed Q? and W dependence in the data.
Furthermore, a cut on the longitudinal momentum balance is imposed as in the analysis:

8:= Y (E—p;) > 45GeV, (3.45)

The result of the calculation is shown in figure 3.14a) as a function of W for two typical values of Q2.
The corrections depend only little on W and Q?, and are of the order of 2 % for the double angle and
7 % for the e method.

In order to prove the stability of the corrections against different parameterizations of the cross section

and to show the influence of the 3 (E — p,) cut, further calculations have been performed; some typical
results are shown in figure 3.14b)—d), and can be summarized as follows:
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e Changing the Y(E — p,) cut from 45GeV to 35GeV leads to an increased dependence of 8z
on Q? in the double angle method.

e Assuming a steeper Q> dependence of the cross section (n = 2 + n = 3) changes the double
angle correction by at most 0.02 in dgc, and has almost no impact for the eX reconstruction.

e A flat W dependence of the cross section (€ = 0.25 — € = 0) has almost no impact in the case
of the double angle method, and changes the eX result by about 0.02.

In summary, the radiative corrections are small and relatively stable against variations of the input
parameterization of the cross section. The systematic error on the measured cross sections due to un-
certainties in the radiative corrections — missing higher orders and uncertainties in the cross section
parameterization — is estimated to 3 %. Similar values are quoted in recent H1 structure function
measurements (2 %, [40, 41]).

a) b)

g 3 1 1 T I T 1 T T I T T T Jj E 3 ] Ll | L L I T T Ll 9 % l_
g0l — DAIQ =4GeV | o | — DAIS>45Gev
i M- DA: QZ L 40 Ge\/l— © 0 R DA: 5 > 35 GeV .

(O} o el e L % 0 ?f.t'.’.;ﬂ'.“.".".':::'..,‘:.':.'...___---—-»-~-~-----‘--=
-10F — eX:Q*=4GeV* | —-10F — eX:6> 45GeV -
| ---- eIl Q° =40 GeV* - Xl 6> 35GeV |
1 L 1 [ | L 1 1 l 1 4 1 1 il T T ST I | il 1 T
100 200 10
c) W [GeV] d) Q* [GeV]
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Figure 3.14: Radiative Corrections as a function of a) W and b)—d) Q? for the double angle and the
eX reconstruction methods. b)—d) are calculated for W = 90GeV. See text for further explanations.
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3.2 Diffraction

High energy hadron hadron scattering shows many features characteristic of optical diffraction. About
40 years ago, a phenomenological description of high energy diffraction had been developed, which
experienced a revival when the importance of diffractive processes at HERA was discovered.

In this section, a brief summary of the models used to describe the diffractive production of J/y
mesons at HERA will be given. After a presentation of the traditional phenomenological description
using Vector Meson Dominance and Regge theory, two recent attempts to describe J/y production in
the framework of perturbative QCD are discussed.

In general, two generic processes are distinguished in diffractive J /y production: the “elastic” process
(z~ 1) depicted in figure 3.15a), where the proton stays intact, and the “proton dissociation” process
(z 2 0.95) in figure 3.15b), where the proton breaks up, giving rise to a system Y with mass My > mp.
The characteristic feature of diffractive processes at high energy colliders is the presence of a large
“rapidity gap” between the hadronic final state — in this case only the J/y — and the system Y this
is usually interpreted as due to the exchange of a colourless object carrying the quantum numbers of
the vacuum, the “Pomeron”.

It is noted here that diffractive vector meson production is a field of intense theoretical activity, and
thus many contemporary models cannot be discussed here. Most notably the following two develop-
ments will not be covered:

e A phenomenological description of rapidity gap events without the introduction of the Pomeron
was proposed by Ingelman, Buchmiiller et al. [42]. In their model the ep scattering cross
section for small x is dominated by photon gluon fusion (see section 3.3). Through Soft Colour
Interactions (SCI) the produced gg pair can be transformed into a colour singlet state, which
would then explain the existence of a rapidity gap. Applying the model of SCI to pp collisions,
the large cross sections measured for J/y and y(2S) production at the Tevatron (see section 3.3
and figure 3.22) could be explained [43]; a study in how far Soft Colour Interactions are able to
describe exclusive and/or inclusive Charmonium production at HERA has still to be done. Soft
Colour Interactions are implemented in the Monte Carlo programs LEPTO [44] for inclusive
deep inelastic scattering and AROMA [45] for heavy quark production in ep collisions via
boson gluon fusion.

e In the Colour Dipole Model developed by Nemchik et al. [46]-[49] the generalized BFKL for-
malism is used to describe the interaction of the proton with the virtual photon state represented
by a colour dipole. Large non-perturbative effects are found in the regime 0*’s 100GeV?2.

A very specific model describing J/y production with proton dissociation at large |¢| based on the
BFKL formalism will be discussed in section 4.6.2.

3.2.1 Phenomenological Description: Regge Theory and Vector Meson Dominance

In 1992, Donnachie and Landshoff [50] gave an extremely simple parameterization of the energy
dependence of all hadronic total cross sections and the total photoproduction cross section:

Cpor = X LY F™ (3.46)
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Figure 3.15: Generic graphs for a) elastic and b) proton dissociative J |y production in ep colli-
sions.

with the universal exponents
€=0.0808 and mn =0.4525. (3.47)

This parameterization is based on Regge theory [51, 52, 53], where the first term corresponds to
“Pomeron” exchange, and the second to “Reggeon” exchange. At HERA energies, the Pomeron term
dominates, leading to a slow increase of the total photoproduction cross section. The values for € and
M have been determined from fits to total cross section measurements (pp, pp, pn, ©p, Kp and yp);
other authors obtained slightly different values.

In Regge theory, hadron-hadron cross sections are described by the z-channel exchange of so-called
Regge trajectories, which show up as lines if one plots the spin of possible exchange particles against
their mass squared (Chew-Frautschi-plot). Summing the contributions of all Regge trajectories, total
cross sections can be written as
O = 3 A0, (3.48)
]

where a;(0) denotes the intercept of the trajectory i. For large energies only two trajectories con-
tribute, and equation 3.46 emerges. While the second term in equation 3.46 can be related to observed
particles (p, ®, f>, a2), no particle is known to lie on the Pomeron trajectory.

Applying the ideas of the Vector Meson Dominance Model (VDM), Regge theory can be used to
describe real and virtual photoproduction processes. In VDM [54, 55], the photon is described as a
quantum mechanical superposition of the bare QED photon state |Y,.4) and a hadronic state |4):

1Y) = [Vged) + |h)- (3.49)

Naturally, the state |) should have the same additive quantum numbers as the photon: J¢ =1~
Q0 = B =S =0. Applied to the production of vector mesons by real and virtual photons, the photon
is thought to fluctuate into a vector meson (p, ®, ¢, etc.) which then elastically scatters off the proton
(figure 3.16a)). The virtual photon proton cross section 6y, for y*p — J/y p is related to the cross
section for J/yp = J /W p, Gj/yp:

2
4noL m?
T v T
Cp,=— | ———"——=] O 3.50
rr f:,z, (m%, +0? > I/vp : :
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e

b)

Figure 3.16: Graphs for elastic vector meson production in ep collisions in a) Regge theory / Vector
Meson Dominance and b) in pQCD based models.

for photons with transverse polarization. f,, is the VDM coupling, which is assumed to be Q? inde-
pendent and gives the probability for the transition of the photon to the vector meson, in this case the
J/y; it is determined by the electronic width I, of the J/y decay via [55]

& M® (xzm\,,

4n = 3.,

(3.51)

The somewhat irritating terminology to call the reaction y*p — J/y p “elastic” originates from its
interpretation as elastic J/y-proton scattering. Note also the shortcoming of the VDM in the above
form, that it does not include “off-diagonal” contributions, e.g. Y — W(2S), w(25)p — J/y p. It has
been argued [56] that this is the reason for the failure of VDM to produce results for G,y that are
consistent with those extracted from the A dependence of J/y production in proton nucleus (pA)
collisions [57, 56].

The cross section for longitudinally polarized photons is obtained from

Q2

AR Do T
opp=R-0p,= m—g'c‘rp’ (3.52)

where £ is a purely phenomenological parameter of order 1.

The W and ¢ dependence of the J/\y production cross section is determined by the intercept op(0) =
1 + € and the slope o of the Pomeron trajectory:

4e
doy, _ doyp .ebm.(ﬂ) with (3.53)
dt dt |_ow=w, Wo
W2
b(W)| = Ib(Wo)I+2a'1"(m>- S
0

Donnachie and Landshoff determined the slope of the Pomeron trajectory from measurements of
elastic pp and pp scattering to be o = 0.25GeV~2 [58].

Equations 3.53 and 3.54 contain three essential features of high energy diffractive processes:
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e An exponentially falling |¢| distribution ~ el b < 0. In analogy to optical diffraction, the
slope parameter b can be interpreted as a measure for the interaction radius R, |b| = R?/4 [59].
Typical |b| values for elastic vector meson production are in the range of 4 — 10 GeV?, while
the slope parameter in the case of proton diffractive dissociation is smaller.

e A logarithmic increase of the slope parameter |b| with energy (shrinkage of the elastic peak).

e A slow increase of the cross section ~ W%22-032. the Jower value 0.22 takes the effect of
shrinkage into account.

For vector meson production with proton dissociation, the same W dependence of the cross section
: ; A e . 2(1
is expected as in the elastic case. Furthermore, the cross section is expected to fall like 1/ My( e

1/M%, where My is the mass of the dissociated proton system [59, 60].

For the case of J/y photoproduction, the experimentally measured W dependence of the elastic cross
section at HERA (~ W%, see section 3.2.3) excludes the “soft Pomeron” picture outlined above. The
small values measured for the slope parameter |b| of the order of 4 — 5 GeV~2 indicate that the J /v
behaves almost pointlike. In the following section, two attempts to describe elastic J/\y production
as a hard process calculable in perturbative QCD will be described.

3.2.2 Calculations Based on Perturbative QCD

The description of elastic J/y production with perturbative QCD relies on the factorization of the
process into three parts:

e The fluctuation of the virtual photon into a ¢¢ pair “long” before the interaction.
e The interaction between the c¢ pair and the target proton, on a “short” time scale.

e The formation of the bound Charmonium state, a “long” time after the interaction.

The region of applicability of this assumption can be estimated from the requirement that the inter-
action time should be much shorter than the formation time of the vector meson; Frankfurt et al. give
the estimate [61] x < 0.06, which is fulfilled at HERA but not necessarily in previous fixed target
experiments.

The idea that the Pomeron is basically a two gluon system dates back to the seventies [62]. Recent
measurements performed by H1 indicate that indeed the majority of the momentum of the Pomeron
is carried by gluons [63]. In the following models, these gluons are treated perturbatively, and the
basic idea of the process is depicted in figure 3.16b).

The Approach of Ryskin et al.

Ryskin proposed in 1992 the measurement of elastic J/y production at HERA as a new way of
extracting the gluon density in the proton [57]. His calculation is in leading order based on the
exchange of a pair of gluons. Perturbative QCD can be applied since the relevant scale for the process

gl v
A (3.55)
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is much larger than Agcp even in photoproduction. For the J/y meson, a non-relativistic wave
function is assumed with the ¢ and the ¢ each carrying half of the photon momentum.
Taking only terms of the order asln(Qgﬁ/AngD) (leading logarithmic approximation, neglecting
terms of order o), the virtual photon proton cross section at t = 0 is, in leading order

2(0)2
do.r P oL I‘,ema,n:‘ O (Qe ) 5 12 Q2
B, Sl Ry ek legllas Wl b2
with 1
40

x=—4. (3.57)

The total cross section is obtained from equation 3.56 by integrating equation 3.53 over ¢:

1 dGTP
Cyp= = : 3.58

. b dt 1=0 ( )

Using parton density functions that describe recent HERA structure function measurements [40, 41,
64], the Ryskin model predicts a much stronger rise of the cross section with W than in the soft
Pomeron picture. The quadratic dependence on the gluon density xg(x, Qzﬁ), which is strongly in-
creasing towards small x, leads to a strong rise of the cross section with W. Measurements of J/y
photoproduction are in qualitative agreement with this prediction [65, 66]. The Q? dependence of the
cross section is from equation 3.56 expected to be roughly ~ 1/(Q*+ mf‘v)3, but slightly weaker due
to the Q? dependence of the gluon density. The ratio of the longitudinal to transverse cross sections
is assumed to be
QZ

==
Wy

R (3.59)

Corrections beyond the leading InQ? approximation have been estimated by the authors of [67] and
predominantly change the absolute normalization of the result, with little impact on the shape as a
function of W; the effect on the Q% dependence is not quantified. The following corrections have been
investigated:

e The effect of transverse momentum k; of the gluons; in the leading log approximation it is
assumed that k? < Qijf

e Relativistic effects in the J/y wave function due to Fermi motion of the quarks within the J JAT2
e cC rescattering or absorption through the exchange of additional gluon pairs.

e Higher order effects in the form of QCD radiative corrections.

It should however be noted that these estimates are controversial and still not settled (see e.g. [68]).

Helicity conservation in the s-channel is fulfilled for the exchange of a perturbative two gluon system.
In ref. [S7] it was stated that certain helicity flip amplitudes are non-zero, thus leading to a violation
of SCHC,; this was later shown to be wrong [69].

The leading order result of Ryskin is implemented in the Monte Carlo program DIPSI [69], which
is however not interfaced to the H1 software environment and thus cannot be used in the present
analysis.
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The Approach of Frankfurt et al.

Brodsky et al. [70] calculated the production of longitudinally polarized vector mesons V' with mass
my in the region Q% > m%, and 0> > A%zco in the double leading logarithmic approximation, that

is o In /—\?2— ln% = 1, and confirmed the predicted dependence of the production cross section on the
QCD
square of the gluon density®.

In subsequent publications by Frankfurt et al. [61, 68], this model was generalized to the leading

0, In X;ﬁ approximation and extended to the production of transversely polarized vector mesons and
QCD

heavy vector mesons (J/y, y(2S) and T) in photoproduction, taking into account non-perturbative

contributions more thoroughly.

The final expression for the forward differential cross section for heavy vector mesons in virtual and
real photoproduction is [68]

doy,| _ 120°T..m}
dr |- 2 a(Q?+4m?)

@+ B p[ - (1+2)-c@),  Goo
47|75 eff 1% Lefp my i '

where m is the pole mass of the quarks in the vector meson, set to m, = 1.5GeV for J/y, and I, is
the measured electronic decay width of the vector meson. The polarization parameter € = I'; /T’y was
introduced in section 3.1.1. x is given by

=== ey (3.61)
and [ denotes the (small) relative contribution of the amplitude's real part:
R d ln(Xg(x, Q2 ))
jrieliaom . (3.62)

T Im4” 2 dlnx

Equation 3.60 is separated in an asymptotic part for Q%> — oo and a finite Q? correction C (Q?) given
by

C(0?) = (TIV)2 ( 0?4+ 4m? )4T(Q2) R_(Qz)-}-s% e

k¥ Q2 v 4m2un 1+ 82; i
my

3
Neglecting the factor C(Q?), the result of Frankfurt et al. predicts the same Q? behaviour of the cross
section as the model of Ryskin et al., that is essentially ~ 1/(Q%+ m?)? times the Q? dependence
of the gluon density. The finite O correction leads to an effectively harder Q? spectrum; C(Q?) is
significantly smaller than 1 in the whole Q? range currently accessible for elastic J/y production
at HERA: C(Q?) ~ 0.1 in photoproduction and C(Q?) ~ 0.5 at Q% = 100GeV>. The following
corrections are included in C(Q?):

e The pole mass m of the quarks is replaced by the running mass m,,, given by

8013(Q2 )
(G2 = (1 . T‘””) . G4

8A discrepancy between the predictions of Brodsky et al. [70] and Ryskin [57] by a factor of four in the absolute
normalization, as quoted in [70], turned out to be an error [61].
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e Fermi motion of the quarks in the produced vector meson is taken into account by a factor

T(0%:

—- ((Q2 +am?)?2 I 7 kv (2,k) Ay (2, ki) ) a e

4 J iy ] d*kdv (2,k)

Here, z denotes the fraction of the g momentum carried by one of the quarks, +k, are their
transverse momenta, and A, is the transverse Laplace operator. ¢y (z,k;) and ¢,(z,k) are the
vector meson's and photon's g4 light-cone wave functions.

The Fermi motion correction was found to be negligible by Ryskin et al. [67], while it is a
significant correction in the model of Frankfurt et al. — it is the main contribution to the finite
Q? factor C (Q?). This is explained by the fact that in [67] a Gaussian approximation for the
Charmonium wave function is used, thus neglecting high momentum tails present in the wave
functions based on reasonable potential models [68].

e The deviation of R = /o’ from the assumption made in the Ryskin model, R = Q?/m?, is
parameterized with the correction factor R (Q?):

Q2 CT ( m2 f ZT(;jf—z)ffdzk'q)V (Z,kt)Alq)'Y(Z, kl) ) : ; (3.66)

R(Q) = — =

my, ot 4my, [ ﬁ’—jz—)jﬂk,q)v (2,ke) Ardy(2, kr)
R (Q?) increases with 02, thus leading to less suppression of tranversely polarized vector meson
production at large Q? than expected with R = Q?/m},. Note that ® = 1 for my = 2m and
dv (z,k) = 8(z— 3)0v (k) as in the Ryskin model.

e The factor ny ~ 3 takes into account the difference between the vector meson decay into an
ete™ pair and elastic vector meson production.

e The quarkonium wave functions, which are based on non-relativistic potential models, are mod-
ified for small transverse gg distances and large transverse momenta; the authors call this “hard
physics correction”.

The effective scale Qfﬁ of heavy vector meson production to be used in equation 3.60 is related to
the dominant gg transverse distances in the respective quark loops; the value Frankfurt et al. quote
is significantly larger than in the Ryskin model, where Qﬁﬁcz (Q*+m}) /4 is used. For J/y pho-
toproduction, Qiﬁ,':: 2.4GeV? in the Ryskin model and Qzeﬁ: 5.1GeV? here. Even at higher 0?
the two estimates differ significantly: at 0% = 40 GeV?, the effective scales are QZ, ~ 12GeV? and
Qﬁ ~ 20GeV?, respectively.

The influence of the corrections applied in the model of Frankfurt et al. is illustrated in figure 3.17
for J/y production as a function of W and Q2. For this and the following figure, input values of
I,. = 5.26keV [30] and an elastic slope parameter |b| = 4.5 GeV~2 have been used.

As a function of W, the main effect of all corrections together is a change of the normalization of the
cross section (figure 3.17a)) by more than a factor of five in photoproduction and more than a factor
of two at 0? = 40 GeV?. the largest single contribution is the Fermi motion suppression factor. The
0? spectrum (figure 3.17b)) becomes significantly harder due to the Fermi motion correction.
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Figure 3.17: a) Predicted J |\ cross section by real and virtual photons in the model of Frankfurt
et al. [68] as a function of W for 0* = 0 and Q* = 40GeV?; b) the ratio Gy /Gy, as a function of
Q? for W = 90GeV. The curves illustrate the effect of the different corrections in the cross section
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Figure 3.18: a) Predicted J | cross section by real and virtual photons in the model of Frankfurt
et al. [68] as a function of W for Q* = 0 and Q* = 40GeV?; b) the ratio Gy p/Oyp as a function of
Q? for W = 90GeV. The curves show the effect of the choice of different parton density functions
(GRV(HO) vs. MRSR2) and potential models (logarithmic vs. QCD motivated).
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Figure 3.19: a) Predicted J | cross section by real and virtual photons in the model of Frankfurt et
al. [68] as a function of W for Q> = 0 and Q* = 40GeV?; b) the ratio Gy /Gy as a function of 0*
for W =90GeV. The curves show the effect of the choice of the charm quark pole mass m,.

The influence of different gluon density functions and potential models for the J/\ is shown in figure
3.18. While different gluon densities lead to changes in the shape and normalization of the predicted
cross section, the influence of the chosen potential model turns out to be very small.

A large uncertainty in the prediction of the cross sections is due to the uncertainty of the charm quark
mass m,, see figure 3.19. Varying its value by +200 MeV around the central value of m. = 1.5GeV
changes the normalization of the photoproduction cross section by about a factor of two at W =
90GeV. At larger Q? the effect is much less pronounced.

Frankfurt et al. also investigated the energy dependence of the elastic slope parameter b — “shrink-
age” in Regge theory; they find indeed an energy dependence, which is however too small to be
detected with the current experimental precision. Values for o (see equation 3.54) are of the order
of 0.005 — 0.1 GeV~2 depending on x and ¢, compared to the universal value o = 0.25 GeV~2 in the
soft Pomeron picture.

Assuming that the scattering amplitude does not depend on the quark masses (Q? > m}), a rough
prediction for the cross section ratio of different vector mesons is obtained from the quark charges.
With the meson quark content:

g = %Udd') — |ui) ), (3.67)
& = %(|dd_)+|ua)), (3.68)
¢ = |[s5) and (3.69)
Iy = |e), (3.70)

the ratio of the production rates is given by the squares of the quark charges:

pro:¢:liy=9:1:2:8. (3.71)
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This SU (4) prediction is strongly violated for J/y photoproduction compared to p photoproduction,
thus a strong increase of the ratio p : J/y as a function of Q? is expected and indeed observed
(see next section). Frankfurt et al. predict even an excess over the SU (4) prediction for heavy vector
mesons due to the larger probability for small distances of the quarks in a heavy meson [61].

The production rates for excited vector meson states are predicted to be of comparable size to the
ground states in the limit Q% > m}. For the ratio y(25)/y the asymptotic value is estimated to be’
Oy(2s)/Oy = 0.5.

For the photoproduction of T mesons at HERA, a ratio

oy 1
= 72
oy 200 St

is predicted, which is consistent with preliminary ZEUS results [71] and an ongoing H1 analysis [72].

3.2.3 Overview of Experimental Results

Up to now, elastic photoproduction of vector mesons at HERA has been investigated for the p, ®, ¢
and J/y meson. Virtual photoproduction, for 0 2 8 GeV?, has been studied for the p, ¢ and J/y
meson, and a p’ signal was presented by H1. Results for the transition region between Q% ~ 0 and
0? ~ 8 GeV? are available for the p and, with very limited statistics, for the ¢ and the J/y meson;
the transition region between the “soft” and “hard” regime is thus best studied with the p meson. A
compilation of cross sections as a function of W is shown in figure 3.20, where also the references are
given.

Data of vector meson production with proton dissociation have been presented by the H1 collaboration
for J/y photoproduction [65] and p production in deep inelastic scattering [82], and by the ZEUS
collaboration for p photoproduction. Further results exist for J/y and p production at large |z, and
exclusive y(2S) photoproduction.

The experimental results obtained at HERA can be summarized as follows:

e Photoproduction of light vector mesons (p, ®, ¢) is well described by the soft Pomeron picture
and Vector Meson Dominance: the cross section rises slowly ~ W%22-0-32_and the elastic slope
parameter is of the order of b~ —10GeV 2.

e Whenever a hard scale is present in the process, the cross section rises strongly with W, ~
W05-1-2 and the slope parameter is of the order of |b| ~ 4 — 6 GeV 2. The scale can be either

QZ, t, or the mass of the vector meson m;",.

e HERA data alone do not yet allow to confirm or exclude shrinkage of the elastic peak for any
vector meson. For elastic J/y photoproduction, Levy [87] investigated the available fixed target
and HERA data and extracted a slope of the Pomeron trajectory o = —0.001 £ 0.072GeV~2,

concluding that the “soft” Pomeron picture (o ~ 0.25GeV~?) is excluded in this case, and that
the process is fully calculable in perturbative QCD.

9 An increase of Oy(25) /Oy is also predicted in the Colour Dipole Model of Nemchik et al. [46]-[49]; the asymptotic
regime is in this model already reached for Q2 ~ 3 m%, [48].
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e The ratio of cross sections for elastic p and J/y production rises dramatically with Q2; while
in photoproduction the J /vy is suppressed by two orders of magnitude, the cross sections are of
the same order at 0? ~ 20 GeV?, close to the expectation from SU (4) quark flavour symmetry.

e The slope parameter |b| for proton diffractive dissociation is significantly smaller than for the
elastic process.

e No sign for a possible violation of the SCHC hypothesis has been found.

Note that in all figures in the forthcoming chapters where results from previous experiments are
displayed, the data have been rescaled to the currently best value for the branching fraction J/y —
+ =
prum [30]
BR(J/y— p"u™) = (6.01+0.19) %. (3.73)
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Figure 3.20: Compilation of (virtual) photon proton cross sections for elastic vector meson pro-
duction as a function of W. The curves for the total cross section and p and ® photoproduction are
based on Regge parameterizations from [50, 73], the other lines are ~ W8 withd=0.32 (¢, 0*> = 0),
8§=05(p, Q*>0)and =09 (¢, 0*> > 0; J/y). Results at intermediate Q? have been left out
to maintain readability. Experimental results are from [74, 75] (o;',’,', ); [74].[76]-[80] (p); [81] (®);
[82, 83, 84] (0); [78, 65, 66, 85, 86] (J /), and references therein for the fixed target experiments.
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3.3 Inelastic Charmonium Production

In the present section, the three main models for inelastic Charmonium production will be presented
in their historical order. In all models, the production of the c¢ pair is treated separately from its evo-
lution into a bound state (factorization); factorization is considered to be legitimate because the pro-
duction of the c¢ pair proceeds on a short time scale of order 1/m,, while the formation of the bound
state is a non-perturbative long distance process on a time scale longer than 1/Agcp. The dominant
process by which heavy quark pairs are produced at HERA is the photon gluon fusion graph depicted
in figure 3.21a), but all models are equally well applicable to other processes, e.g. hadroproduction of
Charmonium via gluon gluon fusion.

To get a thorough overview of the current theoretical status, two reviews [88, 89] are recommended.

3.3.1 The Colour Evaporation Model

The Colour Evaporation Model — also referred to as the “local duality approach” — has been de-
veloped in the late seventies by Fritzsch et al. [90, 91, 92]. In this approach, the sum of the cross
sections of all ¢¢ bound states is given by the integral of the cross section for ¢¢ production, 6.z, from
the lower threshold 2m, up to the threshold for the production of a pair of heavy-light mesons, 2mp:

O R
Conium = 6/2 dmd_':a (3.74)
me

where o; is calculated in perturbation theory. The factor 1/9 represents the statistical probability for
the quark pair to be asymptotically in the colour singlet state. This transition is thought to proceed via
multiple soft-gluon interactions, implying a statistical treatment of colour. Due to the multiple soft-
gluon exchanges, Charmonium produced via the colour evaporation mechanism is predicted to be
unpolarized [93], which is a very distinct feature compared to other models for inelastic Charmonium
production.

To obtain the cross section for a specific Charmonium state such as J/, the factor py, is introduced:

Oy = Py * Oonium- (3.75)

The factor py, is of the order of 1/Nopium, Where Nopium is the number of Charmonium states with
mass between 2m, and 2mp. Since py, can depend on the specific state, the production process, the
centre of mass energy, the transverse momentum of the Charmonium, m, and the gluon density in the
target(s), absolute predictions in the Colour Evaporation Model are difficult.

A comparison to recent experimental data is given in [93]. Although qualitative agreement with the
data is observed, the Colour Evaporation Model receives rather little interest in the literature due
to its weak predictive power. One should however note that the underlying ideas, especially the
treatment of colour as a non-perturbative phenomenon, are remarkably similar to those found in the
Buchmiiller model for diffractive processes (“Soft Colour Interactions”, see section 3.2) and also in
the factorization approach of Braaten et al. (section 3.3.3).

3.3.2 The Colour Singlet Model

The Colour Singlet Model [94, 95, 96], developed since 1980, was the first to provide quantitative
predictions for Charmonium production in a wide variety of environments: in hadron collisions,



54 Chapter 3. Phenomenology of Charmonium Production
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Figure 3.21: a) c¢ production via photon gluon fusion and b) a leading order graph for J |y pro-
duction in the Colour Singlet Model.

photoproduction and e*e™ collisions. The J/y production is thought to proceed in two steps: in the
first step, a ¢ pair with the same quantum numbers — spin, angular momentum and C-parity —
as the Charmonium state is produced in a colour singlet state; the second step contains the binding
of the cc into the Charmonium state. The cross section can then be factorized into a short distance
matrix element describing the ¢¢ production in a region of size 1/m,, and a long distance factor that
describes the non-perturbative dynamics of the bound state formation. The differential cross section
fore.g. yp — J/y X can thus be written as

do(J/w+X) = d6(cé(1,2S1) + X)|Ry(0) %, (3.76)

where Ry(0) is the J/y wave function at the origin, and the notation “1” is used to denote that the c¢
pair is in a colour singlet state.

The short distance part d& can be calculated using a perturbative expansion in o (m,.), while the long
distance part is related to the electronic width I, of the Charmonium:

4 2
TJ/y—ete ) =T~ 9;'.;2|R‘,,(0)|2 (leading order) . (3.77)
c

Applied to J/y production at HERA, the leading contribution in the photon gluon fusion process is of
order (o, a:2), since at least one additional gluon is needed to produce a c¢ pair with the quantum num-
bers of the J/y (see figure 3.21b)). In order to ensure the applicability of the perturbative expansion,
the additional gluon has to be hard; therefore the Colour Singlet Model prediction can only be reliable
in the region z < 0.9. The next-to-leading order diagrams (O(ct, })) have been calculated [97] and
were found to give large corrections to the leading order prediction for z 2, 0.8 and pyy < 1GeV?,
thus further restricting the regime of applicability.

The Colour Singlet Model has enormous predictive power, with only one non-perturbative parameter
for each angular momentum multiplet — e.g. Ry (0) for the J/y and 1. — in any high energy process.
On the other hand, severe experimental and theoretical problems persist. Theoretically, the most se-
rious limitation of the Colour Singlet Model is the absence of a general theorem ensuring the validity
of the above factorization also in the higher orders of perturbation theory. It can also be considered
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Figure 3.22: Differential cross section dc/dp, times the branching ratio BR(J/y — u*u~) for
a) direct J|/y and b) prompt y(2S) production in pp collisions measured by CDF [99, 100] at
/s = 1.8 TeV. Contributions from b hadron decays and , decays have been removed. The lines are
the theoretical expectations based on the Colour Singlet Model, and the result of a fit of colour octet
contributions to J |\ and, in the case of Y(2S), of a simultaneous fit to J |y and y(2S). ForJ |\, the
data include feeddown from y(2S) decays which is accounted for in the theoretical curves. For the
theoretical predictions, CTEQ4L [108] parton distribution functions have been used. Figures are
from [109].

incomplete, since it does not cover the production of ¢¢ pairs in colour octet states which evolve into
colour singlet Charmonium states through the emission of soft gluons.

Experimentally, the Colour Singlet Model is more or less ruled out by several observations. The most
prominent failure of the model are the cross sections for prompt J/y and y(2S) production'® mea-
sured by the CDF and DO collaborations at the Tevatron pp collider [98]-[102]. For large transverse
momenta p, of the J/y meson, the Colour Singlet Model predictions are more than one order of
magnitude below the data, see figure 3.22. Prior to these measurements, the dominant contribution
to Charmonium production at the Tevatron was expected to proceed via gluon gluon fusion in the
Colour Singlet Model, with the leading order being ~ a_-;‘.

A mismatch between theoretical expectation and measured cross sections was also found by the UA1
collaboration [103] at CERN in pp collisions at /s = 630GeV. In fixed target experiments the Colour
Singlet Model predictions were found to be up to two orders of magnitude too small [104, 105, 106,
107].

Nevertheless, the Colour Singlet Model has been quite successful in describing inelastic (z < 0.9)
J /w photoproduction at HERA and at fixed target muoproduction experiments (EMC, NMC). With

10“Prompt™ means here that J/y and y(2S) from b hadron decays have been removed; “direct” J/\ production includes
in addition feeddown from y(2S) decays. Indirect contributions from ) decays are removed.
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a specific choice of parameters (m, = 1.4 GeV and Agcp = 300 MeV), the differential cross section
dc/dz is well described both in shape and normalization by the aforementioned next-to-leading order
calculation (figure 3.23).

J /y production via photon-gluon fusion in the Colour Singlet Model would allow for a determination
of the gluon density in the proton [114]. The photon proton cross section is obtained from the photon
gluon cross section by folding with the gluon density g(x, 0?):

ey, = /dxg(x, 0%) dGyg. (3.78)

Since the photon gluon centre of mass energy and thus the gluon's fractional momentum x can be
reconstructed from the produced J/y [114], a direct determination of the gluon density is possible.

3.3.3 The Factorization Approach within Non-relativistic QCD

The approach discussed here was first applied for the prediction of decay rates of P-wave Charmo-
nium states (X0, Xc1» X2 and k) by Bodwin, Braaten and Lepage (BBL) [115]. It was later developed
into a complete theory [116, 117], and received much attention due to the ability to describe the large

vp = J/Y X Py > 1 GeV
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Figure 3.23: Differential cross section doyp/dz for inelastic J |y production measured at HERA
[110, 111]. The line is the result of the next-to-leading order calculation [97] in the Colour Singlet
Model with the GRV(HO) [112] parton densities, m; = 1.4GeV and Agcp = 300 MeV, while the
upper boundary of the filled area is the sum of the leading order colour singlet and colour octet
contributions [113]; the filled area itself indicates an estimate of the uncertainty in the colour octet
prediction due to effective primordial transverse momentum of the interacting gluon.
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production rates for high p, hadroproduction of J/y and y(2S) at the Tevatron [118], first reported
by the CDF experiment (figure 3.22).

In the BBL formalism, the production cross section for a Charmonium state, e.g. A+ B — J/y+ X,
can be expressed as

o(A+B— J/y+X) =Y cu(A+B— cé[n] + X)(0| 0}/ ¥|0), (3.79)

where n denotes an on-shell ¢¢ pair in a definite colour, spin and angular momentum state. For each
n, the cross section factorizes into a short distance part ¢, calculable in a perturbative QCD expansion

in o,5(2m.) and a long distance matrix element (O,{/ ¥} giving the probability for the c¢ pair to form

a J/y meson; the ( O,{/ “’) describe the evolution of the ¢¢ pair into a J/y plus additional soft gluons.
While in the Colour Singlet Model all ¢, not corresponding to a colour singlet c¢ are set to zero, the
BBL formalism includes states where the c¢¢ system is a colour octet. In the following the notation
(O(’ |/,‘t|;’) (35+1L;)) will be used, where the subscripts 1 or 8 refer to the colour configuration of the c¢
system, 1 for a colour singlet and 8 for a colour octet.

The major second ingredient in the theory besides factorization is the introduction of non-relativistic
QCD (NRQCD, [119]) velocity scaling rules that make the application of equation 3.79 possible;
NRQCD is an effective field theory in which the heavy quark and antiquark are treated non-relativistically.
At first sight, equation 3.79 is not particularly useful since it involves an infinite number of non-
perturbative factors (O,f/ ¥). However, it can be deduced from NRQCD that the matrix elements
(O,f/ ¥) scale with powers of the square of the typical velocity v of the heavy quark in the Char-
monium state. If v? is a small quantity — and this is indeed the case, with v? ~ 0.3 for the J/y
— the Charmonium production cross section can be calculated to arbitrary precision with a double
expansion in powers of o (2m,) and v2.

Note that in the limit v — O the Colour Singlet Model is restored; colour octet contributions are
suppressed by powers of 12, and can only become important when the corresponding short distance
coefficients ¢, for colour octet states are large. A rather drastic example is high p, hadroproduction of
Charmonium at the Tevatron: in the Colour Singlet Model, the leading order process — gluon gluon
fusion (figure 3.24a)) — is of order a? and falls like 1/ pf‘ [88], while the colour octet contributions
(aj}) areonly ~ 1/ pf and dominate at large p;. In the BBL approach, high p, Charmonium production
is dominated by gluon fragmentation (figure 3.24b)), which is due to the emission of additional hard
gluons suppressed (o)) in the Colour Singlet Model.

Colour Octet Matrix Element Phenomenology

The non-perturbative matrix elements (O,f/ \") can be determined experimentally or in lattice QCD
[120]. If factorization holds, they are universal. The measurement of colour octet matrix elements
provides thus a crucial test of the theory.

Besides quarkonium production at pp colliders that has already been mentioned, the formalism has
been applied to a wide variety of processes, among them J/y production in fixed target experiments
[121], in ete™ collisions via annihilation and in hadronic decays of the Z° [122], and in vy collisions
[123]. Colour octet states have even been proposed [124] as an explanation for the tiny branching
fraction of y(2S) — p = relative to that for J /)y — p 7.
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Figure 3.24: Diagrams contributing to J |\ production in pp collisions at the Tevatron via a) gluon
gluon fusion and b) gluon fragmentation.

For HERA, colour octet contributions have been calculated for real [125]-[128] and virtual [127, 129]
photoproduction of J /, for J /y production via fragmentation (relevant at large p, and small z) [130],
for the associated production of J/y+ v [131, 132], and for 4. photoproduction [133].

A very clean signature for colour octet processes is the measurement of J/y mesons from hadronic Z°
decays at LEP. Such measurements have been performed [134, 135], but the small branching fractions
lead to small event samples with subsequently large experimental errors.

On the other hand, the extraction of colour octet matrix elements from the Tevatron turned out to have
other difficulties. Cho and Leibovich [136] extracted from the CDF data the matrix elements

(OYCs1)) = (66£2.1)-1073GeV? and (3.80)
O’/‘V 3P O’/\l’ S
( (8)m(2 °)>+< ® ( : °)> = (2.240.5)-10"2GeV>. (3.81)

It was later shown [137] that the effective primordial k; of the interacting gluons (or quarks) due to
Fermi motion and initial state radiation leads to dramatic changes in the extracted matrix elements;
simulating this effect with the PYTHIA Monte Carlo program [138], the authors obtain the values

(O@¥(s1)) = (21405)-1073GeV? and (3.82)
ATE ol\v
2 So)
<(8)m(2 . (8’3( D 44407)-10Gev? (3.83)

when MRSDO [139] parton density functions are used as in [136]. Neglecting gluon k; leads to
a significant overestimation of colour octet matrix elements, by about one order of magnitude in the
case of the linear combination in equation 3.83. Furthermore, the choice of the parton density function
has significant influence on the result and can change for example the numbers given in equation 3.83
by another factor of two.

This observation has important consequences for the predictions [113] of colour octet contributions to
J )y photoproduction at HERA. For the colour octet curve shown in figure 3.23 rather “large” values
of <o(g)w( 1So)) = 102 GeV? and (o’/ Y(3Py))/m? = 10-2GeV? have been used, and the band indi-
cates a rough estimate of the uncertamty due to the aforementioned k,-effect. Thus from figure 3.23
the non-universality of colour octet matrix elements cannot be concluded. The same conclusion was

recently drawn by Kniehl and Kramer [140]. It is an unlucky coincidence that J/y photoproduction
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Cho Beneke Cano-Col.  Cano-Col.
Matrix element (MRSDO) (CTEQ4L) (MRSDO) (GRVHO)
[136] [109] [137] [137]
o’ { g CS1)) 0.66+0.21 1.061)% 0.214+0.05 0.3440.04
(O CPo)) /m§ +(O4Y("S0))/3  2.240.5 0.44+0.07 0.2040.04
3.5(010 (CPo)) /m2+ (014 (150)) 4.38%1%

Matrix element Kramer [128] Fleming [129]

e INGD) 116 110£10
(O ("50)) 038 1
(O CPo)) /i 0.8 0.5

Table 3.2: Summary of NRQCD matrix elements for J/y production extracted from CDF data
(upper table). Units are always 10™2 GeV>. In the lower table matrix elements used by different
authors for the prediction of J |\ production cross sections at HERA are given.

at HERA is sensitive to those matrix elements that are most affected by higher order corrections at
the Tevatron.

Summarizing the current status of the NRQCD factorization approach, there is so far no evidence for
the non-universality of colour octet matrix elements, but also no other experimental result is known
where colour octet contributions have as dramatic effects as observed in large p, hadroproduction
of J/y. On the theoretical side, development continues and next-to-leading order calculations have
already become available for some processes. A very powerful observable could be the polarization of
the Charmonium states, both in hadroproduction and real and virtual photoproduction [109, 128, 129],
but up to now no experimental results are available.

Values extracted for the long distance matrix elements for J/y production based on the CDF data are
summarized in table 3.2, showing that currently these can only be considered as order-of-magnitude
estimates.

One of the processes where no experimental results are currently available, but theoretical predictions

— albeit only in leading order — exist, is the production of J/y mesons at HERA at reasonably large
Q?, i.e. more than a few GeV?, which is the topic of this thesis.

Production of J/\y Mesons in Deep Inelastic Scattering

Fleming and Mehen [129] calculated the production cross sections within the NRQCD factoriza-
tion approach. This process could provide a sensitive probe of the colour octet matrix elements
OI / W(’Po ))/m? and (O’ 8/)"’ ('So)), which are only poorly determined from the Tevatron data. Their

calculatlon includes the types of diagrams of order o shown in figure 3.25a) and b) and o2 (figure
3.25c¢), d) and e)); colour octet terms of order o are found to dominate the cross section.
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The predicted cross sections for the production of J/y mesons in deep inelastic ep scattering at
HERA, do/dQ?, including the contributions from the colour octet states Py, 'So (O(a)) and the
colour singlet state 3S; (O(c2)) are shown in figure 3.26 for the kinematical region 40 < W <
180 GeV, using GRV(LO) [112] parton densities. The sum of the colour octet contributions dom-
inates the cross section for all Q?; since the 3P, and 'S, contributions have a similar shape, the cross
section is only sensitive to a linear combination of the two corresponding matrix elements. Fleming
and Mehen estimate the prediction to be reliable for 9% > 4GeV?. The following values for the matrix
elements have been used in figure 3.26:

e = L1GeV; (3.84)
(O@Y('S0)) = 0.01GeVv%; (3.85)
(0¥ CRo))/m? = 0.005GeV>. (3.86)

The singlet matrix element is determined — analogous to the Colour Singlet Model — from the
measured electronic decay width of the J/y with the relation [141]

8“0‘ /v (3 ( _ 16 o5(my) )
Fee = 5 - {0 Csv)) g (3.87)

As can be seen in figure 3.23, colour octet contributions to J/y photoproduction are in leading order
in o, predominantly expected at large z. This is for the same reason also true for J/y production

a)

vk
=

%t
c) d) e)

Figure 3.25: Diagrams contributing to the virtual photoproduction of J |\ up to order o2. Only
diagrams of type c) contribute to the production of a cC pair in a colour singlet 38| state.
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Figure 3.26: Prediction by Fleming and Mehen [129] for the J |\ virtual photoproduction cross
section dc/dQ? in the region 40 < W < 180GeV. The colour octet contributions are O(0) and the

colour singlet prediction is O(02).

by virtual photons: for colour octet states, the c¢¢ pair can be produced with no other particles in the
final state, i.e. z = 1. The non-perturbative evolution into the J/\y meson reduces the value of z only
slightly to typically z &~ 1 — v?. Experimentally, J/y mesons produced via colour octet states are
thus expected to be kinematically very similar to diffractively produced J/y mesons, which are also
produced at large z.
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Chapter 4

Event Selection and Monte Carlo
Simulation

The criteria used to select events for the analyses presented in this thesis are designed to meet two
opposing demands: loose cuts are needed in order to increase the statistical significance for processes
with small cross sections of the order of pb, while tighter cuts generally lead to smaller experimental
systematic uncertainties. The selection developed in order to reach these goals is presented in this
chapter.

The data taking periods and the criteria in order to ensure a reliable detector performance, as well
as the determination of the available luminosity are discussed in the first section. Since both J/y
and (2S) are identified via either a u*y~ or a ete™ pair in the final state, the identification of
relatively low momentum leptons of the order of 2GeV is a crucial point in any Charmonium analysis
at HERA. The method adopted in this work is presented in the next section. In the following two
sections, the cuts to select deep inelastic scattering events, based on the scattered electron identified
in the backward calorimeter SpaCal, and the cuts applied online, i.e. trigger and event classification,
are given.

The final step of the event selection is then to define data sets which are later used for cross section
determination: one for the analysis of the exclusive production of a J/ in the final state — exclusive
in the sense that no particles are detected in addition to the J/\, the scattered electron, and possibly
the dissociated proton — , one for the inclusive analysis of J/y production, and one consisting of
y(2S) candidate events.

In the final section of this chapter, the Monte Carlo generators used for acceptance calculations, the
underlying models, and the available data sets are presented.

4.1 Selection of Data Taking Periods

In order to achieve precise measurements, special care must be taken that all relevant detector com-
ponents are fully operational. The necessary selection of units of data taking (so-called runs) and the
resulting luminosity are now presented.
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4.1.1 Run Selection

During data taking, the slow control status (high voltage and readout) of all relevant detector compo-
nents is logged approximately every 10 seconds in the H1 database. For all three years of data taking
considered in this analysis, 1995 to 1997, only data have been used where the following detector
components have been operational: the inner central drift chamber CJC 1, the central proportional
chambers CIP/COP, the LAr calorimeter, the SpaCal calorimeter, all Time-of-flight devices, the lu-
minosity system, and finally the central muon detector.

In addition, all runs have to be classified by the H1 data quality responsibles as “good” or “medium”
quality, thus ensuring that the data acquisition and central trigger logic worked properly. Runs with
a trigger setup deviating from the standard one are also excluded from the analysis, as well as runs
taken very early during a luminosity fill (so-called trigger-phase 1).

Since the SpaCal calorimeter was only commissioned during the winter shutdown 1994/95, a dedi-
cated run selection [142] was applied for data taken during 1995. For this run selection, the number
of events collected by different triggers (one based on the inclusive electron trigger, one based on the
total energy deposit in the electromagnetic SpaCal) is required to be, for each run, in the range ex-
pected for inclusive deep inelastic scattering. Furthermore, the average energy of scattered electrons
in the SpaCal had to be compatible with the expectation. As a result of this run selection, only runs
with a working SpaCal trigger and a reliable energy calibration enter the analysis. As an example of
the stability achieved in 1995, the average energy of scattered electrons taken with the total energy
trigger is shown in figure 4.1.

From the 1997 data, only those runs are accepted which have been continuously available at the time
of writing; this corresponds to roughly two thirds of the full 1997 data'.
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Figure 4.1: Average energy (E.) of electrons triggered by the total energy trigger in 1995.

4.1.2 Luminosity Determination

The criteria described in section 4.1.1 have been applied to the three data taking periods, and the
luminosity has been corrected accordingly. In addition, a certain fraction of luminosity originates not
from the main bunches colliding at the nominal interaction point z,,,, but from early and late satellite

! Technically, data have been used which were reconstructed online during data taking.



4.2. Decay Lepton Identification 65

1995 1996 1997

[ Ldt prod. by HERA [nb~'] [ 10698 15313 34085

[ Ldt delivered to H1  [nb~'] 9804 14190 32390

[ Ldt H1 on tape [nb='] | 5999 9703 27300

[LdtHIG+Mmns [nb~']| 5381 9426 23723

[ Ldt after un/HV sel. [nb~!] 2402 7899 12045
Sat. bunch correction [%] | 3.7+£2.0 | 7.2+1.2 6.5+2.0

[ Ldt final [nb="] [ 231153 | 7347£132 | 11262+ 315

Table 4.1: Integrated luminosities 1995 to 1997.

bunches, leading to collisions up- and downstream. To a large extent, these events are rejected by a cut
on the z position of the event vertex z,,, , and the loss in luminosity has to be corrected for, depending
on where exactly this cut is placed. For this analysis, a cut |z, — Zuom| < 40cm was chosen.

For 1997, no final values for the satellite bunch corrections were available at the time of writing; a
preliminary value of 6.5+ 2.0 % was used [143]. Also the final offline corrections for the luminosity
were not yet available, therefore the total error on the 1997 integrated luminosity is 2.8 % compared
t0 2.3 % and 1.8 % for 1995 and 1996, respectively.

The final integrated luminosity used amounts to 20920 + 580nb~'. A breakdown of the contributions
from different years is given in table 4.1.

4.2 Decay Lepton Identification

The identification of the J/y decay leptons can be divided into two parts: selection of tracks in the
tracking devices in order to ensure a good momentum and angular measurement, and identification
by corresponding lepton signatures in the LAr calorimeter and the Muon Detector. As the tracking
reconstruction, the lepton identification is part of the H1 reconstruction software and described in
detail elsewhere [144, 145, 146]; here only its main features are described.

4.2.1 Tracks

Track selection criteria are restricted to a minimum, since decay leptons from J/y mesons have
typical momenta of 2 GeV, a regime where the tracker performance is best, and background from

non ep interactions is generally negligible in the analyses discussed here. The cuts imposed are
summarized in table 4.2 and will be explained briefly.

Only tracks reconstructed in the Central Tracking Detector (central tracks) are allowed as lepton
candidates, since the performance of the Forward Tracking Devices varies with the data taking period
under study and is difficult to describe in the detector simulation.



66 Chapter 4. Event Selection and Monte Carlo Simulation

Furthermore, only tracks constrained to the primary event vertex are considered; it turned out that
in addition to the worse resolution for tracks not fitted to the vertex, track multiplicities are badly
described for these tracks. On top of that, tracks are required to start in the inner jet chamber CJC 1,
and to have a minimal radial length of 12 cm.

Track selection

e at least 5 hits in CJC
e primary vertex fit

® Ry < 40cm

® Reng — Rgure > 12cm

Table 4.2: Track selection criteria for decay leptons.

4.2.2 Identification of Muons

Muons with energy greater than about 1.2GeV can reach the Central Muon Detector, and are iden-
tified by reconstructing tracks in the Muon Detector and linking them to tracks found in the inner
tracking devices. For muon momenta above 0.8 GeV this method is complemented by the identifica-
tion of muons as particles leaving the signature characteristic for minimum ionizing particles in the
LAr calorimeter. Requiring either of these signatures, an identification efficiency of typically 80 % is
achieved for muons with energy greater than 0.8 GeV.

Central Muon Detector

The identification of muons in the Central Muon Detector (CMD) is a two step procedure: “iron
tracks” are reconstructed first, using only the information from the Muon Detector itself; these tracks
are then linked to tracks reconstructed in the inner tracking devices.

The iron track reconstruction [16] uses the method of conformal mapping to find hit associations with
a minimum of three wire hits and a minimum length of 15cm. The track candidates are then described
by combining parabolas for each region of approximately constant magnetic field and energy loss.
Three dimensional tracks are obtained by adding the strip information. The pad information is used
to resolve ambiguities in the case that no strips could be associated to a track.

For the linking between tracks found in the inner trackers and in the Muon Detector, only inner tracks
that can geometrically reach the CMD are taken into account by imposing the condition

0.003cm™!

4.1
sin® b

x| <

]

where x and 6 denote the curvature and polar angle of the track measured in the inner tracking
chambers. This translates into a cut on the transverse momentum

pr > 1.16GeV -sin®. “4.2)
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Furthermore, inner tracks and iron tracks have to match in polar angle:
|6 —6cmp| < 0.25rad 4.3)

and azimuthal angle:
T i
= _2-. < Q-sin (¢CMD = (1)) < 0.2, “4.4)

where B¢y p and dcpp are the angles defined by a straight line between the first measured point in the
Muon Detector and the event vertex, and 6, ¢ and Q denote the angles and charge (= £1) measured
in the inner trackers. The second cut is asymmetric in order to take into account the curvature of the
particle due to the magnetic field.

Inner tracks passing this preselection are extrapolated from the active volume of the tracker to the
Muon Detector taking into account energy loss in between and propagating errors. The extrapolated
track and the iron track are compared and their compatibility is tested by calculating a %2, which
is then integrated to obtain a link probability P(x?) with values between 0 and 1. Only links with
P(x?) > 10~ are kept.

For the analyses presented here, a track is said to be identified in the Muon Detector if it is linked
with a probability P()?) > 1073 to any iron track.

LAr Calorimeter

The muon identification in the LAr calorimeter starts from tracks found in the inner tracking cham-
bers. These are extrapolated into the calorimeter as a helix. Around the extrapolated track two
cylinders with radii r, = 15cm and rp, = 30cm are defined (see figure 4.2 for illustration). These radii
are chosen such that the inner cylinder contains all signals of the minimum ionizing muon, while the
outer cylinder contains on average 90 % of the hadronic shower originating from pions. To suppress
noise, only cells with an energy deposit above 10MeV are taken into account.

For each muon candidate, four estimators discriminating muon from pion signatures in the LAr
calorimeter are defined:

Egmc: summed energy in the electromagnetic section of the LAr calorimeter in the inner cylinder;
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Figure 4.2: Schematic illustration of the muon identification in the LAr calorimeter.
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Quantity Lower Cut Upper Cut

Eemc ~ 0.1GeV ~ (0.8GeV
Eion ~ 0.4GeV ~ 2.4GeV
/ ~ 80cm -
Luac ~ 150cm -~

Table 4.3: Cuts for the identification of muons in the LAr calorimeter. The mean cut values for the
central region are given.

E,»: summed energy in the electromagnetic and hadronic section in the outer cylinder;
Lmax: maximum value for the “track length” /; as defined in figure 4.2 in the inner cylinder;

Lgac: sum of the “track length” /; in the hadronic part of the calorimeter for the inner cylinder.

All energies used here are on the “final” scale, that is after dead material correction, topological noise
suppression and reweighting of hadronic energy deposits to compensate for the different calorimeter
response of electrons or photons and hadrons.

In order to be insensitive to changes in the calorimeter calibration and errors in the track reconstruc-
tion, the cuts applied on the above estimators as well as the radii r, and r;, are in practice smeared by
a technique adapted from fuzzy logic. The relative importance of the different quantities is taken into
account. Since the energy deposited by a muon in the calorimeter strongly depends on its momentum
p and polar angle 6, the cuts are chosen p and 6 dependent. Typical cut values are given in table 4.3.

Depending on the compatibility of a muon candidate with the cut values, four muon qualities are
defined: good (Qy = 3), medium (Q, = 2), weak (Q, = 1) and no (Q, = 0) muon. For Q,, = 2 and
0, = 3, the probability to misidentify a pion as a muon is of the order of 5% and 1 — 2 %, respectively.

4.2.3 Identification of Electrons

As for the muon identification in the LAr calorimeter, the starting point of the electron identification
are tracks extrapolated to the calorimeter (see last section). Here, the main estimator to discrimi-
nate electrons and pions is the electromagnetic energy deposit normalized to the track momentum,
Egmc/ p, which is due to the non compensating nature of the LAr calorimeter smaller for pions than
for electrons; the calorimeter response to hadrons is about 30 % below that to electrons of the same
energy. In addition, the more compact shape of electromagnetic compared to hadronic showers is
exploited. Besides Egpc/ p, the estimators used are Egyc, the summed energy in the electromagnetic
section within the inner cylinder, Eyac, the summed energy in the hadronic section within the outer
cylinder, and Lgpyc, the sum of the track lengths /; weighted with the cell energies e; in the electro-
magnetic part within the inner cylinder. Note that for the electron identification the electromagnetic
energy scale of the calorimeter is used everywhere.

A fuzzy algorithm is used to define the compatibility of an electron candidate with the cut values
given in table 4.4; note that the cuts for the electron identification do not depend on the momentum
or polar angle of the electron candidate measured in the drift chambers, as was the case for the muon
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Quantity Lower Cut Upper Cut

Eemc/p 0.7 1.8
Eemc 0.75GeV -
Enac - 0.3GeV
Lemc 8GeVcm 20GeVcm

Table 4.4: Cuts for the identification of electrons in the LAr calorimeter.

identification. Again, four qualities are defined: good (Q,. = 3), medium (Q, = 2), weak (Q, = 1)
and no (Q, = 0) electron; the probability to misidentify a pion as an electron is of the order of 5%
for O, =2 and 1 — 2 % for Q, = 3, comparable to the purity of the muon identification in the LAr
calorimeter.

4.3 Selection of Deep Inelastic Scattering Events

The considerations for the selection of deep inelastic scattering events — summarized in table 4.5 —
are somewhat different for the analysis presented here compared to inclusive measurements like the
structure function F, [40]. While there the focus is on a minimization of systematic uncertainties,
little kinematical bias over a large range in x and Q?, and efficient background rejection, the cuts
imposed here can be much looser: systematic uncertainties of a few percent are well acceptable given
total systematic errors of up to 20 %. The kinematics are much better controlled due to the very well
measured hadronic final state, and background from e.g. non-ep interactions and photoproduction
is negligible. The selection must even be adopted to the special needs of this analysis, in order to
minimize statistical errors for small cross section processes.

Starting point of the selection are clusters in the electromagnetic section of the SpaCal calorimeter,
found by a clustering algorithm that assigns each cell to a local energy maximum. The cluster en-
ergy E is given by the sum of the single cell energies E; inside the cluster. The shower position is
reconstructed by determining the centre of gravity 7, of the cluster from

o 2w(E)r;

-0 4.5

Tcog ZW( Ei) s 4.5)
where the sum runs over all cells  in the cluster, and 7; denotes the position of the i-th cell. In this
analysis, the special shape of the cells in the SpaCal insert is taken into account according to [147].
For the weighting function w(E;) the form w(E;) = 1/E; (square-root weighting) is chosen.

As seen in section 3.1 and figure 3.4, the energy of the scattered electron E, is — due to event kinemat-
ics — in general well above 15 GeV. Misidentified hadrons become only important at lower electron
energies. By imposing a cut E, > 12GeV, the full kinematic range is preserved while reducing the
background from hadrons.

The lateral width of a shower, estimated by the energy-weighted cluster radius R.;, can be used to
discriminate between electromagnetic and broader hadronic showers. It is calculated from

1 Brin,
Rei= Einlri & "cogl, 4.6)



70 Chapter 4. Event Selection and Monte Carlo Simulation

DIS selection

e Most energetic cluster in electromagnetic SpaCal
o E, > 12GeV

e Ry <3.5cm

® Reog > 8.1cm

e Ey; < 2GeV

e 3(E—p,) > 45GeV

Table 4.5: DIS selection criteria.

where the sum extends over all cells / attributed to a cluster. R, is required to be smaller than 3.5 cm.

To ensure full containment of the electromagnetic shower, fiducial cuts are applied: the distance of
the cluster's centre of gravity to the beam in the radial direction, R, has to fulfil R, > 8.1cm,
corresponding to the outer radius of the SpaCal insert module. This value is roughly equivalent to
a polar angle 6, of 177.1° for electrons originating from the nominal interaction point. To reject
remaining events with energy leakage into the beampipe, the summed energy in the four cells of the
veto layer Ey; is required to be below 2 GeV.

These four cuts are illustrated in figure 4.3 using candidate events for exclusive J/y production (sec-
tion 4.5.1) and the DIFFVM diffractive J/y Monte Carlo for comparison; note that the data contain
the full mass spectrum from 2 GeV upwards including non-resonant lepton pair production events,
and therefore need not necessarily agree in every detail with the Monte Carlo. Nevertheless, except in
the case of the radial cluster position R.,,, both in data and Monte Carlo only tails of distributions are
cut away. To describe the cluster radius R,; in the simulation, it has been multiplied by a factor 1.1 in
the Monte Carlo; this correction is necessary because of the inappropriate description of the shower
development in the Monte Carlo simulation [9].

No explicit cut has been applied on the lower limit of the scattering angle of the DIS electron 6,; since
however only electrons in the SpaCal are used, this corresonds to an effective cut 8, 2, 155°.

Note also that no track associated to the scattered electron in the Backward Drift Chamber is required.
The analyses presented here are not affected by non-DIS background, and the spatial resolution of the
SpaCal alone (3.4 mm, [9]) is sufficient. However, if an associated BDC track is found within 3cm
distance from the SpaCal cluster centre of gravity extrapolated back to the BDC plane, its information
on the electron's impact position and scattering angle is used for the reconstruction of the kinematics.
The fraction of events in the final event samples having a BDC reconstructed electron is above 90 %
and well reproduced by the Monte Carlo simulations.

Finally, the difference between the energy and the z-component of the momentum summed over all
particles, denoted as 3 (E — p.), is required to be greater than 45GeV. It is calculated using tracks in
the central tracker and energy deposited in cells in the LAr and SpaCal calorimeter as far as they are
not located “behind” tracks. For fully contained deep inelastic scattering events, X,(E — p;) equals
twice the incoming electron energy, i.e. 55GeV, while losses especially in the backward direction as
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well as initial state radiation (ISR) lower its value. To minimize the corrections arising from ISR, a
high cut on Y (E — p,) is desirable.

4.4 Trigger and Event Classification

The aim of the trigger selection is to define an (almost) stable set of triggers with at the same time
high efficiency. Further criteria are the possibility to determine trigger efficiencies from the data —
therefore requiring that independent triggers to the chosen set exist —, and a preference for triggers
independent of the hadronic final state in order to avoid as far as possible any bias in its measurement.
These considerations led to the selection of SpaCal based triggers for the scattered electron including
weak track requirements.

For a short description of the trigger elements forming the L1 triggers, see section 2.3.6.

The full definitions of the triggers used are given in table 4.6. For data taken in early 1995 s0 is used?,
a minimum-bias inclusive electron trigger Spcle_IET>1 including varying veto conditions of the
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Figure 4.3: Cuts to select DIS events; a) electron energy E,, b) energy in the veto layer Eyy, c)
radial distance from the cluster to the beam axis R..q, and d) energy-weighted cluster radius R,.
The selected area is marked by arrows. The points are candidates for exclusive J |\ production
(section4.5.1, table 4.7), the histograms are DIFFVM Monte Carlo events normalized to the number
of events in the data. For each figure, all cuts except the one shown have been applied.
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Time-of-Flight system. The energy threshold of this trigger is 6 GeV in 1995. For the remainder of
1995 s2 is selected that included additional track requirements: dcr¢_Ta and zvtx_tO0 first, later
on ray_t0 only.

For data taken in 1996 and 1997, a common set of five triggers is used. It consists of three triggers
based on a total energy deposit greater than 12GeV in the electromagnetic SpaCal (Spcle_ToF_E2):
one for the outer SpaCal region, one covering the entire SpaCal, which includes an additional track
requirement ray_t0, and one for the inner SpaCal. The other two triggers are based on the inclusive
electron trigger Spcle_IET>2 in the outer SpaCal region, with a threshold of 6 GeV in 1996 and
1997; one of these includes again the ray_tO0 track trigger element. All triggers mentioned include
additional veto conditions against non ep background.

With respect to the event classification performed during the L5 reconstruction, all selection criteria
imposed in this thesis are customized in such a way that the cuts applied are harder than those per-
formed in the event classification’. Using the Monte Carlo simulation it has been verified that the

3For completeness it is mentioned that the so-called FPACK classes actually used are an 'OR’ of classes 17, 18, 24.

1995, up to run 122397

s0 | Spcle_IET>1 A
(!Spclh AToF_C1l1 A !BToF_BG) A (FToF_IA V ! FToF_BG)
1995, after run 122397
s2 | Spcle_IET>1 Adcr¢_-TaA zvtx_t0 A
(! Spclh AToF_Cl1l A !BTOF_BG) A (FToF_IA V ! FToF_BG)
1996/97

s0 | Spcle_IET>2(outer) A

(!BToF_BG A !VETO_inner_BG A !VETO_Outer_BG) A

(FToF_IA V !FToF_BG) A (PToF_IA V !PToF_BG)

sl | Spcle_IET>2(outer) A ray_t0 A

(!Spclh AToF_El A !BToF_BG A !VETO_inner_BG A !VETO_Outer_BG) A
zvtxmul<7 A (FToF_IA V !FToF_BG) A (PToF_IA V ! PToF_BG)

s3 | Spcle_ToF_E2 A Spcle_IET>2(outer) A

(!Spclh AToF_E1 A !|BToF_BG A !VETO_inner_BG A I VETO_Outer_BG) A
(FToF_IA V !FToF_BG) ;

s4 | Spcle_ToF_E2 A Spcle IET>2 A ray-t0O A

(!Spclh AToF_E1 A !BToF_BG A !VETO_inner_BG A IVETO_Outer_BG) A
zvtx_mul<7 A (FToF_IAV !FToF_BG) A (PToF_IA V ! PToF_BG)

s7 | Spcle_ToF_E2 A Spcle_IET>2(inner) A

(!Spclh AToF_El1 A !BToF_BG A I'VETO_inner_BG A !VETO_Outer_BG) A
zvtx_mul<7 A (FToF_IA V !FToF_BG) A (PToF_IA V ! PToF_BG)

Table 4.6: Full definitions of triggers used. For the (varying) veto conditions, typical settings are
given. The symbols A, V and ! are used for the logical operators 'AND’, 'OR’ and 'NOT".
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event classification is within errors 100 % efficient for events that pass all analysis cuts.

4.5 Definition of Data Sets

In the previous sections, all the ingredients for the selection of Charmonium events in deep inelastic
scattering have been presented. In the following, the data sets used for the analysis will be defined.

4.5.1 Exclusive Sample

The exclusive selection — summarized in table 4.7 — comprises events without activity in the H1
detector except the J/y decay leptons, the scattered electron, and possibly the dissociated proton.
For this purpose, events are required to have exactly two tracks (excluding the scattered electron)
with opposite charge fitted to the primary event vertex; these have to fulfil the track selection criteria
of section 4.2.1, and to lie in the region of high acceptance of the central tracker, 20° < 6 < 160°.
The invariant mass of the two tracks has to exceed 2 GeV. For the muon channel, at least one of the
tracks must be validated either by a high quality muon signature in the LAr calorimeter or by a linked
track in the instrumented iron; for the decay into electrons, both tracks are required to be identified as
electrons in the LAr calorimeter, with one being classified as “good” (see section 4.2).

In addition, the selection of DIS events based on the scattered electron (section 4.3), the run selection
(section 4.1.1) and the trigger criteria (section 4.4) must be fulfilled. The invariant mass spectrum for
the two tracks of events thus selected is shown in figure 4.4 separately for the ™y~ and the e*e™
channel. No event is assigned to both channels. The width of the signals is completely determined by
the experimental resolution, since the natural width of the J/y meson is only a few keV.

Note that there is no physics process that produces a comparable number of like-sign exclusive lepton
pairs as in the unlike-sign case. The mass spectrum of like-sign lepton pairs with otherwise the same
selection criteria is shown for comparison in figure 4.4.

A typical event is shown in figure 4.5.

In order to be able to disentangle the different diffractive production mechanisms, namely elastic and
with proton dissociation, the sample is divided into two non overlapping data sets. Depending on the
presence or absence of activity in very forward detector components, elastic or proton dissociation
events can be enriched. The detectors used here are the LAr calorimeter below 6 = 10°, the pre-toroid
layers of the Forward Muon Detector (FMD), and the Proton Remnant Tagger (PRT); they are partly
redundant, but mostly tag different regions in the mass My of the diffracted system (see figure 5.9).
The cuts on the forward detectors are designed such that accidental tags of elastic events are small. By
requiring either no activity in any of the three forward detectors, or activity in at least one of them, the
data sets forward untagged and forward tagged are defined. The thresholds for forward tagging are
at least 1 GeV summed energy in the forward LAr calorimeter, at least two hit pairs in the pre-toroid
sections of the FMD, or at least one hit in the layers O, 1, 2 or 3 of the PRT. The remaining PRT layers
are either affected by synchroton radiation or badly simulated in the Monte Carlo [149, 148]; in the
FMD, one hit pair is compatible with noise.

In order to ensure a consistent description of the forward detectors in the detector simulation, they
had partly to be excluded from consideration for specific run ranges. For data taken in early 1997
corresponding to an integrated luminosity of 1.7 pb~" the Forward Muon Detector could not be used
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Figure 4.4: Mass spectra of events in the exclusive J | selection; a) y* i~ pairs, b) et e~ pairs.
The curves are fits of a Gaussian plus a power law my;" to describe the non-resonant background.
The arrows denote the mass interval defining the signal region. In addition, the mass spectra of a)
pp~, ptut and b) e"e”, ete’ pairs are shown as black histograms. Ny is the number of J/y
events according to the fit.
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Figure 4.5: A candidate event for exclusive J/y production in the decay channel J/y — e*e™,
shown in the side view (upper plot), radial view of the central tracker (bottom left), and radial view
of the electromagnetic SpaCal (bottom right). The invariant mass of the e* e~ pair is 3.08 GeV,
the et and e~ momenta as measured in the central tracking system are 2.76 GeV and 2.97 GeV
respectively. The scattered et has the energy E, = 24.6 GeV.
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because information from different events was mixed. For several run ranges the Proton Remnant
Tagger was unusable due to either reduced high voltage or several channels being switched off; an-
other 1.7 pb~! of luminosity are affected by this. The number of hits in the PRT and the number of
hit pairs in the FMD have been artificially set to O for the data in all these runs.

Some characteristics of the selected J/y candidate events are shown in figure 4.6. For these plots a
mass window of 250 MeV around the nominal J/y mass has been chosen in order to select a rather
pure event sample; the non-resonant contribution amounts to approximately 12 %. In total 784 events
are selected.

The average energy of the scattered electron is 24.5GeV (figure 4.6a)); E, is always larger than
15GeV, as expected from the kinematics of the process (see section 3.1). The difference between the
energy and the z-component of the momentum summed over all particles (3(E — p,), figure 4.6b))
peaks nicely at the expected value of 55 GeV, proving the good knowledge of the absolute energy

e > 1 muon with Q,, = 3 identified in LAr
> 1 muon identified in Muon Detector or
2 electrons (one with Q, = 3, one with @, > 0)

e Run selection (section 4.1.1)

Tracks

e exactly 2 tracks in CTD according to table 4.2 with
invariant mass M > 2GeV

®20° < 6 < 160°

e opposite charge, p;, > 0.1 GeV

® |Zyx — Znom| < 40cm

e possibly one additional track associated to scattered electron

DIS selection

e Electron in SpaCal according to table 4.5

e Trigger (section 4.4)
e Y (E—p;) >45GeV

forward untagged forward tagged
E}Y < 1GeV and | E}® >1GeV or
Nprr =0 and Nprr >0 or
Nemp < 2 Nemp > 2

Table 4.7: Selection of elastic and proton dissociative J |\ candidate events.
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scale of the SpaCal. A Gaussian fit to the peak region results in a mean of 54.9GeV and a width
of 1.8 GeV. Towards smaller values of Y,(E — p,), the tail originating from events with initial state
radiation is visible. The Q? distribution (figure 4.6c)) is steeply falling towards larger 2, and exhibits
large acceptance losses for 0252 GeV? (first bin) due to the requirements on the scattered electron
to be well contained in the HI main detector. Also the W spectrum (figure 4.6d)) is falling, with
acceptance losses in the small and large W regime, caused mainly by the angular cuts on the decay
leptons.

The ratio of Q> measured with the double angle method 03, to the electron measurement Q2 is shown
in figure 4.6e); it is sharply peaked at 1.01 with a width of 5 %, another confirmation of the SpaCal
energy calibration. Finally, the momenta of the J/y decay leptons are displayed in figure 4.6f), with
a mean of 2.4 GeV, and in a region where the central tracker has excellent momentum resolution.

2 T S 2
© 100 - 3 4 @ 100
i .
0.......;.1:&4.!}!'1 I ! ?'.._l O s
20 30 60
E. [GeV] Y(E—p,) [GeV]
5 g T L ey OF G ‘I"’{;}i]“"l"
c —3— c 100 |- -
()] ()]
0 e 2% ) e |
g 50 |- Fhy
—— P j i H h
51 23
O 111|||1|1111x'1_?_|!-1 O 111141[:1111!-‘1'.'
- 1.5 50 100 150
o 10g40 Q7 [GeV?] 9 Wou [GeV]
2 EL - e ol gbudole |1 ©
o C L .I. J
2 412 ‘FHH
o 100 | 4 % =
L 3
i O e |- vz B (SIS
0.8 1 2 0 2 4 6
Tl Piep [GeV]

Figure 4.6: Some properties of exclusive J |y candidate events with |M; — My| < 250 MeV.
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Figure 4.7: Yield of exclusive J |y candidate events as a function of the accumulated luminosity.

The stability of the yield of events has been checked by plotting the number of events as a function of
the accumulated luminosity (figure 4.7). Here the kinematic region in W and Q? has been restricted
to the one that is finally used for cross section calculation (section 5.1.2):

2 < Q% < 80GeV? and @.7)
40 < W < 160GeV. (4.8)

In general, the event yield — in average 37.1 % 1.4 events per luminosity interval — is stable within
statistical fluctuations (x?/nd f = 14.4/17). The average number of events per bin for the three data
taking periods 1995, 1996 and 1997 is 33.14+4.1,36.6+2.3 and 38.6 £ 2.1 respectively, with values
for x2/nd f of 0.73, 0.61 and 1.06. The relatively low event yield in 1995 can be explained by the
trigger inefficiency of around 10 % in 1995 due to track trigger requirements (see section 5.1.3).
Since for the 1997 data only preliminary values with global (not time dependent) corrections for the
luminosity have been available, fluctuations with a consequently worse %2 than in previous years are
observed; nevertheless the absolute normalization of all three data sets is compatible.

Very recently two systematic effects concerning the H1 luminosity measurement mainly in 1997 have
been discovered [151]:

e Due to a difference in the counting of events in the online luminosity measurement and the
events accepted by the central trigger logic, the 1997 luminosity used here is estimated to be
2.9 % too low. Taking this into account would lead to a better agreement in the number of
events per bin averaged over the whole year.

e A so far unknown time dependence of the luminosity measurement during each HERA lumi-
nosity fill was discovered. For a typical luminosity fill, the luminosity is underestimated in the
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beginning by about 5 % and overestimated towards the end by about 5 %. This could explain
part of the structure observed in the 1997 event yield, since the turn-on of the triggers used here
varies throughout the year due to changing background conditions.

Given that these two effects are only known since very short time, and that the overall event yield is
observed to be rather stable, these two effects are not taken into account.

452 y(2S) — J/yntn~ Sample

The selection of y(2S) candidates (table 4.8) is designed to provide two data sets with almost identical
experimental systematic uncertainties, one for y(25) — J/yn*n~, where the J/\y decays either in
two electrons or two muons, and one for J/y decaying in two electrons or two muons. Otherwise the
cuts follow the scheme already discussed in the previous section. The criteria for the decay leptons

e 2 muons (Q, > 2 or identified in Muon Detector) or
2 electrons (Q, = 3)
e p; > 0.8GeV for both leptons, oppositely charged

e Run selection (section 4.1.1)

Tracks

e exactly 4 tracks with charges + — +—
® Izvtx - Znoml <40cm
e possibly one additional track associated to scattered electron

DIS selection

e Electron in SpaCal according to table 4.5
e Trigger (section 4.4)
e Y (E—p,) >45GeV

loose selection tight selection

all 4 tracks within 10° < 6 < 162° all 4 tracks within 20° < 6 < 160° and
track selection (table 4.2) for all 4 tracks and
pr > 120MeV for ntn~

J /v reference selection

e all cuts as for y(2S) except for the t*n~

Table 4.8: Selection of W(2S) candidate events.
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are slightly tightened with respect to the exclusive selection, especially their transverse momenta are
required to exceed 800MeV. The two data sets will allow to determine the cross section ratio of
y(2S) to J/y with a minimal systematic error.

In the case of (2S), exactly four tracks must be reconstructed in the Central Tracking Detector, of
which two have to be identified as electrons or muons, while for the J/y exactly two tracks identified
as electrons or muons with the same selection criteria as for y(2S) are required.

Two cut scenarios are defined: a data sample with loose cuts especially on the ¥~ pair which max-
imises the available statistics, and another one with tighter cuts to be in a region of well understood
tracker performance. All cuts are summarized in table 4.8, and a y(2S) candidate event is shown in
figure 4.8.

4.5.3 Inclusive Sample

The inclusive J/y selection — summarized in table 4.9 — is designed to provide a clean sample of
J/y candidate events irrespective of the production mechanism, i.e. the same criteria are used to select
exclusive production and J/y procuction where much hadronic activity is present in the event. For
this purpose, the conditions required for the decay leptons are tightened with respect to the exlusive
selection. In addition to a cut on the transverse momentum of the leptons, p; > 0.8 GeV, both leptons
have either to be identified as “good” electrons in the LAr calorimeter, or by a muon signature in the

AP Run 195389 Event 26254 Run Date 19/7/1997
1 0? = 26.8GeV?
L EE : W =95.2GeV
o L mm i
: P ]t}
Y
R

¢

Figure 4.8: A candidate event for y(2S) production in the decay channel y(2S5) — J/yn*n~,
J/y = ptp~. The pty~ invariant mass is 3.21 GeV, the mass difference between the four-prong
mass and the u* y~ mass is Am = 0.57GeV, and the particle momenta are 3.53GeV (u*), 1.85GeV

(1), 0.41 GeV (nt) and 0.43GeV (1™ ). The energy of the scattered e* is E, = 25.4 GeV.
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LAr calorimeter or a linked track in the Central Muon Detector. The remaining criteria — regarding
the selection of DIS events, the run selection and the trigger criteria — are identical to the exclusive
J/y selection.

To provide the purest possible data sample — for example at small z, where charged particle multi-
plicities and the background level are high — an additional, even tighter selection for the muon decay
channel is defined.

Events in the inclusive selection are forced to have exactly one J/y candidate; this is accomplished
by selecting — in the case that more than two unlike-signed muons or electrons are found — one J/y
candidate with the following priorities, and rejecting remaining candidates:

e Muon pairs are preferred to electron pairs.

e Muons/electrons are sorted by p,, and the muon/electron with the highest p, is combined with
the unlike-signed muon/electron that has the next highest p;.

A typical inelastic event in the J/\y mass region that passes the inclusive selection is shown in figure
4.9.

e Muon channel: > 2 muons (Q, > 2 or identified in Muon Detector),
> 1 muon with @, = 3 or identified in Muon Detector

e Electron channel: > 2 electrons with O, = 3

e p, > 0.8GeV, oppositely charged

e Run selection (section 4.1.1)

Tracks

e 2 lepton tracks in CTD according to table 4.2 with
®20° < 6 < 160°

® |Zyix — Znom| < 40cm

e possibly additional tracks

DIS selection

e Electron in SpaCal according to table 4.5
e Trigger (section 4.4)
e Y(E—p,) >45GeV

tight selection for muon channel

e Muons identified in LAr: use only O, = 3
e in Muon Detector: at least 9 of 16 wires hit for & < 30° and 6 > 130°

Table 4.9: Selection of inclusive J |\ candidate events.
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dB»H Run 193309 Event 35047 Run Date 26/6/1997
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Figure 4.9: A candidate event for inelastic J |y pfoduction in the decay channel J/\y — u*u.
The invariant mass of the y*u~ pair is 3.13GeV, the muons have momenta of 2.50GeV (u*) and
2.01 GeV (u~ ) respectively. The scattered electron's energy is E, = 21.6 GeV.

4.6 Monte Carlo Generators and Data Sets

Four Monte Carlo generators have been used: DIFFVM for the simulation of elastic and proton disso-
ciative J /y and y(2S) production, HITVM, simulating high |¢| J/y production with proton dissocia-
tion, EPJPSI for J /y production within the Colour Singlet Model, and LPAIR, which simulates QED
lepton pair production, for studies of non-resonant background to Charmonium production. In the
following sections the underlying physics will be outlined and the data sets used will be summarized.

4.6.1 DIFFVM

DIFFVM [150] is a Monte Carlo generator originally written to simulate diffractive vector meson
production in ep scattering at HERA based on Regge theory, the Vector Meson Dominance Model
VDM (see section 3.2.1), and helicity conservation in the s-channel. The elastic productionep — eV p
of a vector meson V and the process ep — eVX where the proton diffractively dissociates can be
simulated. Many parameters can be adjusted freely, therefore DIFFVM can be viewed as a largely
model independent tool describing diffractive vector meson production which uses the basic ideas
and terminology of Regge theory.

The emission of the photon from the incoming electron is treated within the equivalent photon approx-
imation. Emission of additional photons from the initial or final state electron is not implemented.
The transition to the virtual vector meson is modelled according to VDM as follows.
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The cross section for transversely polarized photons G;. p falls with Q? like

= I - n (4.9)
Yr Y 1+% ) g

where n and A are free parameters, and Gy, is the photoproduction cross section; within VDM, n = 2
and A = my, where my is the mass of the produced vector meson. For photons with longitudinal
polarization the cross section 0’;. p 1s parameterized as

o} %
R(QY) = fr - 4 = (4.10)
GYI’ 1 +X§ A2
where & is a constant factor of order 1. For A = my and = O this reduces to
2
R =, @11
Ity

and the cross section ratio is proportional to Q2. y is a purely phenomenological parameter; for
Q%> A? it limits R to the asymptotic value 1/y.

The dependence of the cross section on W and ¢ is parameterized as follows. According to Regge

theory,
do do blt| W -
€94 58 Pl f e (4.12)
dt dt l=0,W=W() W()
with
-y
1b(W)| = |b(Wo)| + 20/ In (m) . @.13)
0

The slope parameter b at some specific value of W = W,, the photoproduction cross section Gy, at
W = W), as well as €, the intercept of the pomeron trajectory minus one, and its slope o, are adjustable
parameters within DIFFVM. In Regge theory, the values € ~ 0.08 and o ~ 0.25GeV~2 determined
from inclusive hadron-hadron scattering experiments are expected to be applicable also for elastic
vector meson production.

In the case of vector meson production with proton dissociation, the cross section is proportional
to 1 /M)2,(|+8) ~ 1/M%, where My is the mass of the dissociated proton system. For masses My <
1.9GeV, the system is treated as one of the nucleon resonances N(1440), N(1520), N(1680) or
N(1710) which subsequently decay according to [30], while for larger masses a quark and a diquark
are fragmented according to the Lund string fragmentation within the JETSET Monte Carlo program
[138].

The steering parameters in use for the files used here are given in table 4.10.

4.6.2 HITVM

HITVM [152] is a Monte Carlo program simulating the reaction ep — eV X for high |¢| (|| > A2QCD,

i.e. [t| 2 1GeV?), where V is one of the vector mesons p, ®, ¢, J/y or Y, and X denotes the hadronic
state originating from the dissociation of the proton. It is based on a calculation by J.R. Forshaw,
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Produced b[GeV~?] | b[GeV?] | |
vector meson e " o 5 X (elastic) (p-diss.) "

J/y 0.225 1 3.0 my 1.0 | 0.0 4.8 1.6 0.0

y(2S) 0.225 | 2.5 | myp25) | 1.0 | 0.0 4.0 20 0.0

Table 4.10: Important steering parameters for DIFFVM. See the text for further explanations.

M. Ryskin and others [153] where the exchanged pomeron is calculated as a gluon ladder in the
BFKL formalism [154]. The high cross section — compared to the predictions of diffractive models
— expected by [153] is considered to be one of the distinct signatures for the significance of BFKL
resummations.

The differential cross section for transversely polarized photons in terms of ¢ and the fraction of the
proton momentum carried by the struck parton x, is written in leading order as [153]

d*s" (yp > VX) _ 16 ) n(al0)* .
iy 3} rivie G("w‘)+§;(4(xg»t)+q(xg,t)) i apon I8 O

where G, g and g represent the gluon, quark and antiquark densities respectively, and ¥ is the product

of the two-gluon scattering amplitude and the form factor associated with the YV vertex. The cross

section for longitudinal photons is assumed to follow R := o’ /c” = % The only free parameter
v

in this model is the value of the QCD coupling constant, ot°. Its value should be of the order of
the value of o at the scale of the mass of the vector meson, my, or of \/m if this is larger. Note
that the current results of the calculation are in leading order perturbation theory, while the parameter
00 used in the model can only be identified with the strong coupling constant at a certain scale once

next-to-leading order calculations become available.

For the hadronization of the proton remnant HITVM is interfaced to the JETSET Monte Carlo pro-
gram [138].

The HITVM data sets used have been generated with the value of a9 found to be in accordance with
J/y photoproduction at large |¢| (Jt| > 1 GeV?) measured by H1 [155], ok = 0.207; note that the
magnitude of the cross section is extremely sensitive to the input value of ot such that the cross
section can change by a factor of 20 when changing the value of a%? from 0.2 to 0.3. The parton
distributions used are GRV(HO) [112].

4.6.3 EPJPSI

The EPJPSI generator [156] has been written to simulate J/\y meson production in a variety of pro-
cesses in ep, up, Yp, pp and pp collisions. It is used here to generate events according to the Colour
Singlet Model (see section 3.3.2) in leading order including relativistic corrections to the ¢¢ bound
state [157]. The hadronization is done with the LUND string fragmentation in JETSET [138].

The matrix element used in EPJPSI is for photoproduction of J/y mesons, i.e. yp — J/yX. Virtual
photons with longitudinal polarization are not taken into account. The cross section for ep — eJ /y X
is obtained with the equivalent photon approximation [158]-[161]

d*cep(x,0%)

= Dy iy, 4.15
dde2 s ( )
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where the flux I'r of transversely polarized photons is given by

o 4
st ———a ol ekl — 3)é — 2= 4c
T 21tyQ2 ( +( y) 2me Qz) (4.16)
The Q? dependence of the cross section has also been exactly calculated within the Colour Singlet
Model [163, 164], but the result is not implemented in EPJPSI.

The files used here have been generated with the MRSA' parton distributions [162] as implememted
in PDFLIB [165]. Only direct virtual photoproduction is simulated.

4.64 LPAIR

The LPAIR generator [166] simulates electromagnetic lepton pair production (ete™, utu~ or1t17)
via two photon exchange in the ¢ channel. In the case of exclusive electron and muon pair production,
this process is the dominant background contribution to the two lepton invariant mass spectrum in the
J/y mass region. Furthermore the cross section is steeply falling with |¢| and therefore potentially
affects the measured |¢| distribution for J/y production.

4.6.5 Summary of Monte Carlo Data Sets

A list of all Monte Carlo files used in this thesis is given in table 4.11. Files marked as “DIS” are gen-
erated with a lower Q cut of 1 GeV? (HITVM: 1.5 GeVz). All files are from different generator runs,
i.e. those produced with the 1995 and 1996 detector simulation. Table 4.11 also includes estimates of
the integrated luminosity the files correspond to, as calculated by the generators. The numbers given
for DIFFVM are based on H1 measurements using the 1994 data [65]. It should be noted that in the
case of EPJPSI a k-factor of around two on the leading order colour singlet prediction is expected,
which is not included in the numbers given in table 4.11.



4.6. Monte Carlo Generators and Data Sets

DIS elastic J /)y — ptu~

DIS elastic J/y — ete” 10000 135

DIS p-diss. J/\y — ptu~ 10000 i 135

DIS p-diss. J/y — ete” 10000 135

DIS elastic J/y — ptu~ 10000 135

DIS elastic J/y — ete™ 10000 135

DIS p-diss. J/y — utu~ 10000 e 135

DIS p-diss. J/y — ete” 10000 135

| all @2 elastic y(25) = p*p~X | 20000 175
- | all Q? elastic y(2S) — e*e~X | 20000 175
| all @ p-diss. y(25) — ptp~X | 20000 i 175
| all Q? p-diss. W(2S) = e*e™X | 20000 175
DIS p-diss. J/y — ptu~ 1000 52

DIS p-diss. J/y — ete” 1000 - 52

all Q®> J/y — ete” 10000 15

all Q? J )y — ptu 20000 e 29

v all Q? J )y — ptu~ 20000 1996 29

| DISJ/y — ete™ and — p*u~ | 12000 1996 119
elastic pt ™ 38400 20

inelasticy pfy’ 13600 s 20

Table 4.11: Summary of Monte Carlo data sets. The y(2S) files include direct decays and also those
via J /.
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Chapter 5

Diffractive J/y Production

In this chapter, results on the diffractive production of J/y mesons in deep inelastic scattering will
be derived and discussed. In the first section the procedure to correct the data for acceptance and
efficiency losses as well as the separation of the elastic and the proton dissociation contribution will
be developed. Extensive comparisons between the Monte Carlo simulation and the data are presented.

Results on cross sections as a function of W and Q? are derived next. They are interpreted within the
pQCD based models of Ryskin, Frankfurt and others. The |¢| distributions are extracted and slope
parameters determined. Finally, a first study of the helicity structure of exclusive J/y production is
presented. The chapter closes with a discussion of the results.

5.1 Acceptance and Efficiency Determination for Diffractive J/y Pro-
duction

In order to derive differential and total cross sections, the data have to be corrected for acceptance
losses and detector deficiencies. The details of the necessary corrections will be discussed in this
section.

5.1.1 Outline of the Correction Procedure

The procedure in order to derive cross sections as a function of Q% and W is as follows. First, a
region of high acceptance in the W-Q?-plane is selected, in order to be as independent as possible
of the Monte Carlo model used for correction. Then, inefficiencies introduced by the deficiencies of
the detector, i.e. trigger, track and vertex finding efficiency, lepton identification efficiency etc. are
derived as far as possible from the data, and the Monte Carlo simulation is corrected accordingly. The
corrected Monte Carlo is compared to the data.

Finally, the data are binned in Q? and W, and the elastic and proton dissociative events are extracted
by means of a simple unfolding: let N;,, be the number of events which are tagged by the forward
detectors (see section 4.5.1), and Ny the corresponding number without a tag, then the number of
genuine elastic and proton dissociative events, N; and N4, can be derived from

gt pd .
Nuag = €nag-Net +  EniagNpa: G.1)
pd :
Ntag == Ef,,l,g 3 Nel I emg : Np )

87
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where ef(ﬂg, eﬁ,dg and ef,fag, eﬁ,‘f,g include the efficiencies for tagging and non-tagging of elastic and
proton dissociative events as computed from the corrected Monte Carlo, as well as the acceptance
and analysis efficiency.

5.1.2 Kinematical Acceptance

The restriction on the polar angle of the decay leptons (20° < 8; < 160°) and the fiducial cuts on the
scattered electron (R.,, > 8.1cm and 6, 2 155°, see section 4.3) have to be complemented by cuts
on W and Q? in order to derive well-defined cross sections. W is correlated to the polar angle of the
decay leptons, while the acceptance in Q? is determined by the scattering angle of the DIS electron.
As has been shown in chapter 3, the energy of the scattered electron does not limit the kinematical
acceptance (see figure 3.4). The correlation between the acceptance in W and in Q? can be seen
in figure 5.1, both for elastic and proton dissociation events using the DIFFVM Monte Carlo. As
naively expected, no difference between the two plots is visible. However, there is an indication that
the acceptance plateau in both cases tends to be at higher W for higher Q. Because of this it is crucial
that the Monte Carlo simulation describes both the W and the Q? dependence observed in the data
very well.

The kinematic region used for this analysis is shown in figure 5.2. Here, the same cross section
is assumed for the elastic and proton dissociation process, and the Monte Carlo samples have been
mixed accordingly. The cut in Q% is motivated by the requirement of an almost flat acceptance, since
the event rate falls steeply with Q:

2 < Q% < 80GeV>. (5.2)

The acceptance is everywhere above 60 %. In W, the acceptance should be above 40 %, in order to
avoid regions of phase space with large acceptance corrections; therefore the cut

40 < W < 160GeV (5.3}

has been chosen.

5.1.3 Trigger Efficiency

The efficiency of the selected trigger mix for J/y events has been determined almost completely
from data. From the description of the trigger selection (section 4.4) it is obvious that the efficiency
consists of three contributions, namely the SpaCal, the track trigger condition ray-t0, and further
vetoes against non-ep background:

€trig = Espacal * Etrack * Ev- 54)

Using events which have been triggered by SpaCal independent triggers, €spaca can be determined.
For this purpose, a dedicated data sample consisting of two-prong events has been selected, which
fulfil this criterion and furthermore the selection outlined in section 4.5.1 with somewhat weaker
cuts with respect to lepton identification. The efficiency of the selected trigger mix in relation to the
SpaCal independent triggers is shown in figure 5.3. Small losses are observed especially for small
Q?, although these are not significant. For this study, 239 events from the data taking period 1996 and
245 events from 1997 were available.
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Figure 5.1: Acceptance due to the fiducial cuts on the decay leptons and the scattered electron as a
function of W and Q? for a) elastic and b) proton dissociation events.
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Figure 5.2: Kinematic acceptance for diffractive (elastic and proton dissociation) J |\ production
as a function of a) Q* and b) W. In b) the cut marked in a) has already been applied and vice versa.



90 Chapter 5. Diffractive J /y Production

The lost events — 6 in 1996 and 4 in 1997 — were individually scanned and investigated. All events
were found to be ep scattering events, and in all of them the high threshold SpaCal trigger elements,
Spcle_IET>2 and Spcl_eToF_E2, fail to fire. This number of lost events translates to a trigger
efficiency

€spacal = 97.5£1.0% (1996), Espacal = 98.410.8% (1997). (5.5)

Since the SpaCal trigger is almost independent of the hadronic final states investigated in the analysis
presented here, these efficiencies can also be applied for the acceptance correction in the case of
inelastic J/y and y(2S5) production.

The efficiency of the tracking trigger element ray_tO is determined using minimum bias SpaCal
based triggers. Exclusive J/y candidate events are selected to check whether the Monte Carlo sim-
ulation of the zvtx_tO0 trigger element is reasonable. The ray_t0 consists of the logical “OR” of
zvtx_t0 and fwd_ray_t0. However only leptons in the central region of the H1 detector are used
here, hence the fwd_ray_tO0 is of minor importance. Simulation and data agree well, as can be seen
in figure 5.4; therefore the Monte Carlo simulation will be used to correct for the ray_tO0 ineffi-
ciency, and the difference between data and Monte Carlo of 4 % will be attributed to the experimental
systematic uncertainty.

For the data taken in 1995, a dedicated analysis of the trigger efficiency had already been carried
out earlier [85] and was cross checked in [167]. Using p, ¢ and J/y candidates in deep inelastic
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Figure 5.3: SpaCal trigger efficiency determined from SpaCal-independent triggers as described in
the text. The efficiency is given as a function of electron energy E, for 0%>3 GeV?, asa function of
Q? for E, > 10GeV, and as a function of the radial distance Rc,g of the cluster's centre of gravity
to the nominal beam position for 0% > 2GeV? and E, > 10GeV, for the data taking periods 1996
and 1997.
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scattering, the SpaCal trigger efficiency including timing vetoes was determined to be 96 +4 %. For
a fraction of the data corresponding to 1.1 pb~!, or about 5 % of all data, the triggers used included
the track condition dcr$_Ta. The Monte Carlo simulation is used to correct for the inefficiency
introduced; the dcr¢_Ta efficiency for diffractive and inelastic Monte Carlo data sets as a function
of the number of central tracks fitted to the primary event vertex with p; > 0.1GeV and 6, /p; < 0.5
is shown in figure 5.5. The good agreement between data and simulation has already been shown
before, see for example [167]. The error deduced there on the single track efficiency (3 %) is also

£ L e e e e e e e e

20 40 60 80 100 120 140 160
C TP |
Figure 5.4: zvtx_tO0 trigger efficiency as a function of the polar angle 8 of leptons from exclusive

J /¥ candidate events, determined from SpaCal minimum-bias and kinematic-peak triggers. The dots
are for 1995 to 1997 data, the histogram is determined using the DIFFVM Monte Carlo generator.
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Figure 5.5: Efficiency of the dcr{_Ta trigger as a function of the number of good central tracks as
defined in the text, for different Monte Carlo data sets.
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used here.

Finally, all triggers used include veto conditions against non-ep interactions. These are usually set
up to be more than 99 % efficient for genuine deep inelastic scattering events. Furthermore, the
combination of different subtriggers with different veto conditions as used in this analysis reduces
the probability of rejecting events accidentally. In studies using partly independent triggers, no losses
have been found. Since, however, the independent data samples are only of the order of 100 events,
quantitative statements are difficult to derive; therefore an efficiency of €, = 100 % is used, allowing
for an experimental uncertainty of —3 %.

5.14 Efficiency for Vertex Finding and Track Reconstruction

The efficiencies for hit finding, track reconstruction and vertex finding have been determined from
the Monte Carlo simulation. The combined efficiency per track according to the simulation is 96 %
without taking into account the inefficient regions mentioned below. A conservative systematic error
on the single track efficiency of 4 % is assumed.

The efficiency of the track link to the vertex has been independently cross checked from the data for
the 1997 data taking period [168]. By selecting decay leptons from J/y candidate events independent
of the vertex fit, the efficiency was determined to be above 99 %.

During most of the 1997 data taking period, almost 3 cells of the CIC 1 have either been operated
with reduced high voltage or been disconnected completely. Since no Monte Carlo simulation of this
situation was available at the time of writing, a simple method was chosen to simulate the inefficient
region of CJC 1: reconstructed tracks pointing to the affected region have been discarded, thus achiev-
ing a reasonable description of the ¢ distribution of tracks (figure 5.16 b)). Note that tracks passing
through the inefficient cells could not be recovered for the analysis, because the event classification
on L5 already requires hits in CJC 1 for lepton tracks.

5.1.5 Lepton Identification

The correction of the data for inefficiencies of the identification of decay electrons and muons (section
4.2) is performed using the detector simulation. On the following pages, a data sample of minimum
bias J/y candidates is used to determine these inefficiencies directly from the data, and the simula-
tion is corrected accordingly. The J/y sample consists of events accepted by criteria similar to the
exclusive J/y selection (section 4.5.1), with some exceptions:

e both for the electron and the muon channel, only one lepton is required to be identified;
e no scattered electron is required;

e only events accepted by a level one trigger independent of the LAr calorimeter and the Muon
Detector are used (SpaCal based triggers and the topological J/y trigger that makes use of the
proportional chambers).

It was found that the detector simulation overestimates the efficiency for muon and electron identi-
fication in the LAr calorimeter, while the Muon Detector is described sufficiently well. This will be
detailed in the following. Furthermore, no significant differences with respect to the identification
performance were found between the three data taking periods used.
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Figure 5.6: Efficiency for the identification of J |y decay muons in the Muon Detector as a function
of a) the muon polar angle 6,, and b) its momentum p,,.

Muon Identification

The identification efficiency for muons in the Muon Detector as a function of the muon's polar angle
6, and its momentum p,, is shown in figure 5.6. It includes effects of geometrical acceptance in the
Muon Detector, limited chamber and reconstruction efficiency — e.g. muon track segments that cross
subdetector boundaries are not linked to each other —, and also inefficiencies in the linking of central
tracks to muon tracks.

The efficiency as a function of 6, is well described by the simulation. In the central region it is low
due to the large amount of material in front of the Muon Detector (LAr calorimeter and magnet coil)
and the relatively small momenta of the muons, while it rises strongly for 6, 2, 130° due to much
less material that has to be traversed by the muons. For small polar angles 6, < 30° the efficiency
increases, since here the momenta of J/y decay muons are larger. As a function of p, data and Monte
Carlo simulation generally agree sufficiently well.

The results for the muon identification efficiency in the LAr calorimeter are summarized in figure 5.7.
Shown is the efficiency as a function of the muon polar angle 6, and its momentum p,, for finding
a muon of quality O, > 2. Note that the drop at large 6, is due to the limited geometric acceptance
of the hadronic section of the LAr calorimeter; this is however the region where the efficiency of the
Muon Detector is high.

Obvious discrepancies, most pronounced in the forward region, can be seen in both figures. In order
to correct for this, the efficiency in the simulation was corrected by a 6, dependent factor that was
determined from a 2nd order polynomial fitted to the ratio of data over Monte Carlo simulation. After
this correction, good agreement both as a function of 8, and p,, is observed (figure 5.7).
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Figure 5.7: Efficiency for the identification of J | decay muons in the LAr calorimeter (Q, > 2)
as a function of a) the muon polar angle 8, and b) its momentum p,. Shown are results obtained
from the data (points), from the DIFFVM Monte Carlo simulation (dashed histogram), and from the
simulation after correcting the efficiency as a function of 0, (full histogram).

Electron Identification

For the electron identification in the LAr calorimeter, the efficiency for finding electrons with quality
Q. =3 is given in figure 5.8 as a function of the electron's polar angle 6, and its transverse momentum
Pre- A small mismatch between data and simulation is visible, which is corrected using the same
method as for muon identification in the LAr calorimeter, i.e. by applying a 8, dependent correction
factor. After applying this correction, again good agreement as a function of p,, and 6, is observed.

Concluding Remarks on the Lepton Identification

The corrections required to match data and detector simulation are of the same order as derived in
previous analyses of, for example, J/y photoproduction [146], however no 6 dependent correction
was applied in the analysis of [146], mainly due to the limited statistics available for efficiency deter-
mination.

It turned out that the effect of the Monte Carlo tuning is surprisingly small in the final cross sections;
as an example, in the seven bins in W and Q? in which cross sections for elastic J/y production
will be calculated (section 5.2.1), the effect is always below 2.5 %. The reasons are on the one hand
that in this specific case only one muon is required to be identified, and on the other hand, even more
important, that the typical momentum of the decay leptons is high enough (figure 4.6f)) — on average
2.4GeV — in order to be rather independent of the muon identification in the LAr calorimeter, which
needs the largest correction.

From the remaining differences between data and Monte Carlo simulation the systematic error of the
lepton identification is estimated to be 5 % per lepton.

——— O
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Figure 5.8: Efficiency for the identification of J | decay electrons in the LAr calorimeter (Q. = 3)
as a function of a) the electron polar angle 8, and b) its transverse momentum p,.. Shown are results
obtained from the data (points), from the DIFFVM Monte Carlo simulation (dashed histogram), and
from the simulation after correcting the efficiency as a function of 8, (full histogram).

5.1.6 Separation of Elastic and Proton Dissociative Events

The separation of elastic and proton dissociative events relies on the so-called forward detectors,
namely the Proton Remnant Tagger (PRT), the Forward Muon Detector (FMD), and the inner forward
LAr calorimeter. The Plug calorimeter is not used in the present analysis. The proton remnant in
proton dissociative events can scatter in the beampipe walls or in the collimators (mainly “C4”, which
is situated close to the Forward Tracking Detector), with the products being detected in one of the
forward detectors. The different thresholds as a function of the mass of the dissociated proton My for
the different detectors is shown in figure 5.9. For My 2 3GeV, a plateau of more than 90 % is reached
for the tagging efficiency of proton dissociation events.

There is a certain probability that also the outgoing proton in elastic J/y production scatters and
produces signals in the forward detectors; it is expected that this probability rises as a function of |z|,
corresponding to a rise in the transverse momentum of the outgoing proton. Using DIFFVM elastic
and proton dissociation Monte Carlo files, the tagging probability as a function of the kinematical
variables 0%, W and |¢| is shown in figure 5.10. For proton dissociation events it is almost flat in
all variables, while for elastic J/y production a strong rise of the tagging probability at high |z| is
observed. This rise is almost completely due to the response of the PRT.

For a fraction of the data the response of the Proton Remnant Tagger and the Forward Muon Detector
is, due to different reasons, not reliable. Affected are 8 % of the total luminosity both for PRT and
FMD. For these data the information from PRT and FMD has been set to zero. In the Monte Carlo
simulation, the information is also set to zero in a corresponding fraction of Monte Carlo events,
chosen randomly.

The response of the forward detectors in data and Monte Carlo simulation is compared in figure 5.11.
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of the Forward Muon Detector; c) number of hits in the Proton Remnant Tagger.

Events from the exclusive J/y selection (section 4.5.1) in a mass window of 250 MeV around the
nominal J/y mass are selected, and for the simulation a mixture of elastic and proton dissociation
DIFFVM Monte Carlo files assuming equal cross sections is used. No correction for non-resonant
bzickground is applied. The first bin of all histograms shown corresponds to the selection criteria for
the forward untagged sample. Two things are to be noted in figure 5.11. Firstly the distributions
agree for each subdetector separately between data and Monte Carlo, and secondly there is good
overall agreement between PRT, LAr and FMD using one and the same mixture of elastic and proton
dissociation Monte Carlo events.

The systematic error on the cross sections due to the separation of elastic and proton dissociation
events is taken to be 10 %, inspired by previous investigations on J/y photoproduction [65, 146] and
p meson production in deep inelastic scattering [78]. Some cross checks have been made in order to
ensure its applicability to the current measurement:

e Variation of the My dependence of the cross section in the proton dissociation Monte Carlo;
variation of the My dependence of the cross section (see section 4.6.1) between 1/ M,z,"'08 and

1/M2° 198 decreases the elastic cross section by 5 %, the proton dissociation cross section by
3%.

e Variation of the forward detectors used for tagging; the cross sections have been alternatively
evaluated using only the LAr calorimeter and the Forward Muon System to tag proton dissoci-
ation events. Changes are of the order of 5 %.
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Figure 5.12: Tuning of the Monte Carlo simulation with respect to the ratio of elastic to proton
dissociative events by comparing the forward detector response of the data and the simulation. The
probability for the data and the Monte Carlo simulation to come from the same parent distribution is
shown as a function of the fraction of the elastic cross section over the sum of the elastic and proton
dissociation cross sections. The curves are for each forward detector alone and the average of all
three.

e For the analysis of 1994 data [78], the acceptance of the forward detectors had been varied by
50 %; also here the effect on the elastic cross section was well within the 10 % systematic error
quoted.

A word of caution has to be made on the interpretation of the proton dissociation cross sections. The
cross section calculation is based on the assumption of a diffractive production mechanism. Signifi-
cant non diffractive contributions, leading e.g. to a much flatter My dependence of the cross section,
can have large effects on the results; using for example an My dependence ~ 1/My — which is exper-
imentally excluded for proton diffractive dissociation [59, 60] — can easily increase the cross section
results by 50 % in some kinematic regions. Note however that no such model dependencies have been
found for elastic J/y production.

Finally, a complementary method to cross check the response of the different forward detectors and
to determine the ratio of cross sections for elastic processes and proton diffractive dissociation is
presented. Instead of unfolding the different contributions as described in section 5.1.1, one can vary
the ratio of elastic and proton dissociative cross sections in the Monte Carlo simulation, and compare
the resulting spectra in the forward detectors with the one observed in the data to find the ratio that
gives the best description of the data. The result of applying such a method is shown in figure 5.12.

For figure 5.12, events in a mass window of 250 MeV around the nominal J/y mass are selected,
and the full data sample of forward tagged and forward untagged events is used. The distributions
of Ea,, Nprr and N p are then statistically compared with the Monte Carlo simulation, applying a
Kolmogorov test [169] to obtain a probability for the compatibility of data and Monte Carlo simula-
tion; this procedure is repeated for different values of the ratio of the elastic to the proton dissociative
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cross section in the simulation. The result for the “optimal” description of the data is within 10 % re-
produced by each single forward detector. It is also in excellent agreement with the ratio of elastic to
proton dissociative cross sections that will be derived with the unfolding method described in section
=K B 5

5.1.7 Comparison to the Monte Carlo Simulation

The forward untagged and the forward tagged data samples have both been divided in 7 bins in W
and Q?, with a binning such that clear J/\ signals are observed everywhere. The distribution of
the J/y candidates in the data as a function of the kinematic variables x and Q? can be seen in the
kinematic plane shown in figure 5.13. The observed mass spectra in each bin are shown in figure 5.14
for the forward untagged sample and in figure 5.15 for the forward tagged sample; also the kinematic
boundaries in W and Q? are given there.

Before calculating cross sections, some comparisons between data and Monte Carlo simulation will
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Figure 5.13: J/y candidate events in the kinematic plane of x and Q. All cuts except those on W
and Q?* have been applied. The binning of the data is indicated by full lines.
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be shown, including properties of the J/y decay leptons, kinematic variables, and key distributions
for the scattered electron. For these figures events in a mass window of 250 MeV around the nominal
J/y mass are selected, and elastic and proton dissociation DIFFVM Monte Carlo files are mixed
assuming equal cross sections for both processes. Again, no correction for non-resonant background
under the J/y signal is done.

In figure 5.16, the polar angle 6;, the azimuthal angle ¢;, the momentum p; and the radial track
length R.ns — Ryar: of both decay leptons are compared with the simulation. The overall agreement is
sufficient. There are however some differences between data and Monte Carlo. In the 6; distribution
an excess of the data is visible in the region around 35°. The reason for the excess is unclear, but it
is correlated with the slightly different p; distributions for data and simulation. Since mass spectra
and all histograms shown in this section have been investigated without success especially for events
with a lepton in the 6; region concerned, the most likely explanation for this anomaly remains a
statistical fluctuation. The ¢, distribution shows good agreement between data and Monte Carlo, and
the radial track length is in most cases large, therefore ensuring a precise track reconstruction. The
small peak around R,,s — Ryqr =~ 20cm has its origin in tracks only traversing the inner Jet Chamber
CIC 1, either due to the limited angular acceptance of CJC 2 for small and large polar angles, or due
to inefficient sectors in ¢.

The distribution of the position of the event vertex in z, shown in figure 5.17, agrees well between
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Figure 5.16: Comparison of data and Monte Carlo simulation for exclusive J/y candidates; a)
polar angle 0, b) azimuth ¢;, ¢) momentum p; and d) radial track length R.,q — Rgan of the decay
leptons. The Monte Carlo histograms are normalized to the data.
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data and Monte Carlo; the peak position is only slightly shifted in the simulation with respect to the
data, and both distributions have a width of 10.9 cm. The systematic uncertainty of the cross section
measurements due to different vertex distributions in data and Monte Carlo simulation is estimated
by varying the cut on the z-position of the event vertex by 2cm in the simulation; the result for the
cross section changes at most by 2 % in all analysis bins.

Kinematic variables of the selected events are displayed in figure 5.18. Q% and W measured with the
double angle method agree well between data and Monte Carlo. For the high || region, DIFFVM
fails to reproduce the data; the impact of this on the total cross sections is small since most of the
data are concentrated at small |¢|, but care will have to be taken when measuring the |¢| dependence
of the cross sections in this regime. The agreement of the 3,(E — p,) distributions is sufficient, given
the fact that the only non negligible impact of the SpaCal energy scale on this analysis is through the
cut on Y(E — p,) > 45GeV. The width of the 3(E — p,) distribution is well simulated, and the tail
towards small values of 3 ,(E — p,) is due to initial state radiation which is not included in the Monte
Carlo simulation.

Properties of the scattered electron are shown in figure 5.19. In general good agreement between data
and simulation is observed.

5.1.8 Correction of the Data

The following procedure has been used to extract the number of signal events, and subsequently the
“true” number of elastic and proton dissociation J/y events:

e All events in a region £250MeV around the nominal J/y mass are counted as J/\y candidates.

e The number of background events contributing to the J /y peak is determined by fitting a Gaus-
sian to the signal plus a power law m;;" for the background to the mass spectrum in each analy-
sis bin separately, and integrating the exponential from my, — 250MeV to my, +250MeV. This
rjumbg:r is subtracted from the number of J/y candidates.

¢ The resulting event numbers Nyqp and Nyq, are translated for each analysis bin separately into
numbers of elastic and proton dissociation J/\y events, N, and Np4, using the elastic and
proton dissociation DIFFVM Monte Carlo data sets and the method described in section 5.1.1,
equation 5.1. The total acceptance for a bin W; < W < W, and 0% < Q% < Q3 is calculated from

S il Nrec(W) < Wpa < W1, 0% < 03, < 03)
aag Ngen(Wl < Wgen < WZ)Q% < QZ'en = Q%)

(5.6)

and correspondingly for the other acceptances needed; W, and Qﬁe,, denote W and Q? as
generated by the Monte Carlo, while Wp, and Q% , are the reconstructed quantities using the
double angle method. In the denominator all events generated in the given limits are counted
(Ngen), whereas only those that pass all analysis cuts enter the numerator (N,.). As has been
shown in section 3.1.4, the resolution in W and Q? is more than one order of magnitude better
than the bin size chosen here; the bin-by-bin acceptance correction is therefore appropriate.

The total acceptances thus obtained are given in table 5.1. They include the acceptance due
to angular cuts on the J/y decay leptons and fiducial cuts on the scattered electron as well as
the trigger, reconstruction and selection efficiency. The W and Q? dependence of the given
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Figure 5.17: Comparison of the distributions of the event vertex z position z, in data and Monte
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¢) xy-coordinates of the scattered electron in the SpaCal (only data), d) distance dppc to the closest
BDC track.
0? interval W interval 0 ) I 0 3 R Yoo 3 N > )
40<W<80GeV |42.6+08 3.840.3 89+0.5 34.0%0.8
2<0*<6GeV? | 80< W < 120GeV | 47.340.9 4.3+04 7.2+04 31.440.8
120'< Wi<'160GeV:'] 122940.9 »716::0.39 3:4:H0:3 25152507
40<W<80GeV |428+1.2 514+0.6 9.7+09 383+1.4
6< Q*<18GeV? | 80< W < 120GeV | 54.84+1.5 43405 9.74+0.8 39.9+1.4
120 <W'<160GeV 33.6 L 1:0""2:8:10:57" 6.0-07542318 114
18<Q2<80GeV2 40< W< 160GeV | 48.6+1.4 4240.7 86+1.2 40.1+£2.0

Table 5.1: Total acceptance for elastic and proton dissociative J /\y production. The given errors

are from Monte Carlo statistics.
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Figure 5.20: Breakdown of the total acceptance for elastic and proton dissociative J |y production
into geometrical acceptance (histogram) and analysis efficiency.

numbers is mainly due to the geometrical acceptance. This can be seen in figure 5.20, where
the contributions from the geometrical acceptance and remaining analysis cuts to the total ac-
ceptance are shown separately. Note that the total acceptances are always smallest for high
w.

Tables comprising the acceptance in the electron and muon decay channels separately are given
in the appendix.

The systematic error introduced by the method used for the determination of the number of signal
events was estimated to be 4 % by changing the functional form of the background shape from a
power law to an exponential.

5.2 Results on Elastic and Proton Dissociative J/y Production

In this section cross sections for elastic and proton dissociative J/y production will be derived and
discussed in the light of available models. The first part includes an evaluation of the Q? and W
dependencies, followed by an analysis of the |¢| spectra. Finally the helicity structure of exclusive
J/y production will be investigated.

5.2.1 Elastic and Proton Dissociative Cross Section as Function of W and Q?

This section is organized as follows: first the calculation of the integrated cross section for ep scat-
tering is presented, and remaining backgrounds in the event samples are discussed. These ep cross
sections, both for elastic and proton dissociation J/y production, are then converted into virtual pho-
ton proton cross sections at fixed values of Wy and Q(Z). A breakdown of systematic errors follows,
before finally the W and Q% dependence of the y* p cross sections is discussed.
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Calculation of e¢p Cross Sections

The bin-integrated cross section for elastic and proton dissociation J /y production, 62 and oL’,‘,i, can

2] e’)
be calculated from
! 0 Nel'(l_fw(zs))'(l+fnoise) and
(14 8ke) -BR-/Ldt

5.7)

o-”d - Nl’d : (I _fw(ZS)) 4 (] —fnoise)
(1+8Rc)-BR-/Ldz

where N,; and N, are the “true” numbers of elastic and proton dissociation events in each bin after
acceptance and efficiency correction, obtained from the measured numbers as described in section
5.1.1, fy(2s) is the contamination from decays of the y(25) meson, (1 + fuoise) and (1 — froise) are
factors taking into account noise in the Forward Muon Detector. dgc is the correction to the Born cross
section necessary due to initial state radiation (section 3.1.6), and [ Ld is the integrated luminosity
as given in section 4.1.2. Finally, BR is the branching fraction for the J/y meson to decay into u* ™~
or ete™ [30]:

BR = (12.03+0.38) % (5.8)

with almost equal contributions from the y* ™~ and the e* e~ decay channel.

Background from y(2S) Production

y(2S) mesons decay predominantly via channels which include a J/y meson: BR(y(2S) — v+
anything) = (57 +4) % [30]; therefore y(2S) production can be a major source of background to
direct J/y production. The ratio of cross sections for y(2S) and J/y production has been measured
by HI in the photoproduction regime in a comparable range of W to this analysis to be (15.0+
3.5) % [170]. In the forthcoming chapter 6, this ratio will be determined for higher values of Q?; this
measurement is used to subtract the y(2S) contribution to the J/y sample.

The only decay channels which contribute significantly are

y(2S) — J/yn’n®,
y(28) — J/yn and (5.9)
y(2s) — J/yxn'

with a total branching fraction of (20.4 £ 3.0) % [30], including only the neutral decay modes of the
1 meson. Other decay modes of the y(2S), especially the most prominent one y(2S) — J/yntn,
are neglected since usually at least one of the charged pions is reconstructed in the jet chambers, and
the event does not enter the J/y data sample.

The background from y(2S) decays thus estimated varies in the Q? range used here between Svas) =
(4.241.2) % for low Q? and (11.5 8.0) % for high Q. It is subtracted from all cross sections for
elastic and proton dissociative J /y production.

Noise in the Forward Detectors

In previous diffractive analyses using data taken in 1994 (for example [78]) a correction was applied
in order to take into account spurious hits observed in the drift chambers of the forward muon system,
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Fraction [%]
1995 1996 1997

Proton Remnant Tagger 0.1£0.0 0.1£0.0 0.2+0.1
Forward Muon Detector 5.7+1.2 4.8+09 7.2+1.1

Table 5.2: Fraction of events with noise in the forward detectors, leading to the classification as
“forward tagged”. The numbers are determined from randomly triggered events. Note that for each
year only a short period of data taking was investigated, thus fluctuations within one year are not
taken into account.

which are not present in the Monte Carlo simulation. From the obervations in section 5.1.6 there is
an indication that also in the data used here noise hits in the FMD are present, since the FMD is the
forward detector which predicts the smallest amount of genuine elastic events. Therefore the elastic
cross sections are increased by 2 %, while the proton dissociation cross sections are decreased by 2 %.
The systematic errors due to noise in the forward detectors are already covered by the studies made
in section 5.1.6.

A dedicated analysis has been performed to check the noise level in the FMD and PRT. Randomly
triggered events taken during normal luminosity running are used to estimate the fraction of events
accidentally classified as forward tagged. The results for the three data taking periods are given
in table 5.2; noise in the PRT is generally negligible, while the noise level in the FMD is slightly
higher than the correction of 2 % mentioned above that is actually applied. Note that due to random
coincidences of noise and true hits the necessary correction of the cross sections is smaller than the
measured noise level. Since about 40 % of all events are in the forward tagged sample, a noise level
of 6 % corresponds to a cross section correction of about 3 %. Since the difference of this value to
the 2 % correction actually applied is well within the systematic error due to the separation between
elastic and proton dissociation events, no further correction is applied.

Calculation of y*p Cross Sections

2
In the Weizsicker-Williams-Approximation [158]-[161] the Born cross section gy—:g; factorizes into
the equivalent flux of transversely polarized virtual photons I'7 times the total photon proton cross
section Gy, := Oy, , + 0. , (see section 3.1.1):

d>6ep(y,0%)

T
kO [L-Gy,+Tr -0y, 0)
= Ir-op,-(1+€R) (5.11)

1+¢€R
= FT-ch-m— (5]2)
~ Tr-0ypp, (5.13)

where 67, , and G , are the transverse and longitudinal photon proton cross sections, R := O} /Oy ps
I, is the flux of longitudinal photons, and the polarization parameter € := I', /T'r denotes the ratio of
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the longitudinal to the transverse photon flux:

78 l1—y

= e 5.14
I'pey 1-y+7§3 s
In the kinematic region of this analysis € varies between 0.95 and 1 with an average of 0.99. I'r is

given by
By Sar i 1+(1—y)2-2m2£ (5.15)
2y Q2 fgty!

where o is the electromagnetic coupling and m, the electron mass. Note that this is an improved form
of the Weizsicker-Williams-Approximation where terms of the order of m2/Q? are included [161].
Integrating over y and Q? one obtains

Ymax sza: .
o= [ dy /Qz_ dQ*Tr(y,0%) Gyp(y,0%) with (5.16)
y2
Orin = Mg T o (5.17)
Defining

YIna( leﬂﬂ‘
Sk dy/Q2 dQ*Tr (v, 0Y), (5.18)

Ymi min

a point (yo, Q3) — or equivalently (Wy, 03) — can be found for which
Cep = F Oy p(Wo, 05) (2:19)
holds. Equation 5.19 is used to convert the cross section for electron proton scattering integrated over

a specific analysis bin into a cross section for virtual photon proton scattering at a point (W, Q(z,). The
bin centre (Wp, Q3) is determined by requiring

1 "Ymax sz W 4 m2+Q2 n
= 2 G b v T <0
T—/ymm dy /% dQ"Tr(y, Q%) (Wo) (——m\vaer (5.20)
assuming
W4e
O'Y'P(Wvgz) (5.21)

MCErag

i.e. the plain integrated photon flux is required to be equal to the one weighted with the expected Q°
and W dependence of the photon proton cross section. Due to the choice of € and n an additional
systematic error is introduced; it can be estimated by varying € and n within reasonable values. For
the results given below, € = 0.25 and n = 2 have been chosen, and the change in W, and Q3 under
variation of € between 0.1 and 0.4, and n between 1.5 and 2.5, have been translated into an error on
the cross section normalization; it is generally smaller then 2 %, with the exception of the highest Q?

bin, where the uncertainty reaches fgg due to the very large range in W covered by this bin.



110 Chapter 5. Diffractive J /\y Production

Source Amount [%] see section

trigger efficiency (%) 5 5.13
lepton identification 6 5.1.5
track and vertex efficiency 5 5.14
z-vertex distribution 2 ST
e*t angular resolution 5 5.2.1
radiative corrections 3 3.1.6
non-resonant background shape 4 5.1.8
separation elastic—p-dissociation 10 5.1.6
y(2S) background (%) 4 521
bin centre determination (%) 2 5.2:1
J /y branching ratio 3.2 5:2:1
luminosity (%) 2.8 4.12

Total systematic error (%) 17

Table 5.3: Summary of systematic uncertainties for elastic and proton dissociative J /\y production.
For lines marked with (%), the error varies with W and Q?, or with the data taking period; in these
cases averages are given.

Summary of Systematic uncertainties

All known experimental systematic uncertainties are summarized in table 5.3, together with a ref-
erence to the section where they are discussed. Adding all contributions in quadrature, the total
systematic error of the cross section measurement amounts to typically 15 %. Note that the uncer-
tainty arising from the limited statistics of the Monte Carlo data sets is absorbed into the statistical
error; its size is about 1% for small Q2 and rises to 4 % in the high Q2 bin.

Except for two relatively small contributions, namely the error on the J/y branching ratio and the
luminosity, all errors not only affect the absolute normalization, but are potentially dependent on 0?
and W.

The SpaCal energy scale uncertainty does not contribute significantly to the total systematic uncer-
tainty, since the measured electron energy is only used for the calculation of ¥(E — p.); a shift in
Y(E — p;) of 2GeV affects only the amount of the radiative corrections by less than 1 % of the cross
section. The error due to the limited angular resolutgm for the scattered electron has been estimated
by varying its angle up and down by 2 mrad in the case that no BDC track is associated to the electron,
and by 0.5 mrad otherwise, and taking the change in the cross section as systematic error.

In table 5.4 numbers of observed events and ep and y* p cross sections both for the elastic and proton
dissociation case are summarized. The electron and muon decay channels as well as the three data
taking periods have been combined here; the separate contributions are detailed in the appendix.
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111

109.3--11.5 100.4+10.9 42.1+7.0
62.1+8.6 50.5+£7.8 10.6+£3.7
223.6+28.5 192.14+24.1 17614322
880+ 11.2:E1441, |, 75.69.5442.1 6931274 11.1
0.003408 0.001858 0.001187
25.8+3.3%+4.1 40.7+5.1£6.5 58.4+10.7+£9.3
575 98.4 138.6
35 35 325
170.2+£25.6 147.24+25.2 65.5+24.3
64.44+9.74+10.3 958, 7:95+8.9 27.24+10.0t4.4
189+2.84+3.0 30.0+5.1+4.8 22.9-18.3 1 3.6

29. 74516

32.3::6:1

26.8+5.8

32.5:£6.1 40.41+6.7 17.8+4.7
52.4+14.1 41.5+£11.9 68.3+18.4
20,6554 37 16.4+4.7+£3.0 26.8+7.2+4.8
0.003398 0.001859 0.001188
6.05+1.62+1.09 | 8.80+2.50+1.65 22.54+6.1+4.0
57.5 98.4 138.6
10.1 10.1 10.1
80.2+16.1 989:17.2 73.1+£20.0
30.2+6.0+t5.4 37.22: 6.56.7 27.5+7.6+4.9
20.0+£3.5£3.6

22,7 8.2
89+4.0

23.2:4:6.34+4.2

43.0+11.2
16.0+4.1+£3.2
0.008675
1.84+0.48+0.37
84.4
33.6

20.4+10.1
8.0+£4.0+1.6
0.921+0.461+0.19

Table 5.4: Summary of elastic and proton dissociation cross sections.
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Cross Section as a Function of W

The cross sections measured for elastic J/y production are displayed as a function of W in figure
5.21, together with other measurements perfonned at HERA [78, 66, 85, 86] both in photoproduction
and at high Q2.

Fits of the form ~ W?® have been performed to the data separately for 0% = 0, 3.5 and 10.1GeV?,
with the results also shown in figure 5.21. The values obtained for d are

§= 099 + 0.15 for 0?=0GeV?,
8= 082 + 038 for Q?>=3.5GeV?and (5.22)
8= 142 + 055 for 0% =10.1GeV?,

where full systematic errors have been included in the fits. The cross section rises strongly with W,
with some indication for an even stronger rise at high Q? than in photoproduction. For all Q?, the rise
is stronger than expected in “soft” Pomeron models (section 3.2.1), ~ wo-2-032

A comparison with results from fixed target experiments is done in figure 5.22. Data on elastic J/y
production at Q2 values comparable to this measurement are sparse. The only measurements avail-

¥ This analysis e A - ZEUS
' Y O H1 prel. A ZEUS prel.
= I AV e LIS 5 B AR SN
< - 1 ]
S jp2) @*=006eV : 3.5GeV |
pe.. i 1 - T
o1 o ! ]
AQ- ———"— —
ot e & E3 .
o - 10.1 GeV* T :
o T 33.6 GeV?
p — FitwW T g
1 1 1 1 . l 1 1 ! 1 jie hpE-y l 1

10° 10°

W [GeV] W [GeV]

Figure 5.21: Cross sections measured at HERA [78, 66, 85, 86] for elastic J/y production as a
function of W in different domains of Q%, on the left for photoproductionand Q* = 10.1 GeV?, on the
right for Q*> = 3.5 GeV? and 0* = 33.6GeV?. The inner error bars are statistical, while the outer
ones include statistical and systematic errors added in quadrature. The lines are fits to the data of
the form ~ W3, the W range of the measurements is indicated by the full lines.
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able, from the EMC collaboration [38], do not explicitly separate elastic and proton dissociation J /y
production. A comparison between different fixed target experiments reveals that in photoproduction
the EMC measurements would be too high compared to other fixed target experiments if they were
interpreted as elastic cross sections. Despite this problem, extrapolating the fits through the HERA
data back to fixed target energies as done in figure 5.22 gives good agreement between the extrapola-
tion and the EMC results for 9? = 3.5GeV?; at 0> = 10.1 GeV?, EMC results are too high compared
to the extrapolation.

Within calculations that model elastic J /y production with the exchange of gluons (see section 3.2.2)
the rise of the cross section with W is connected to the rise of the gluon density in the proton towards
smaller x. Later in this section, the measured cross section will be interpreted as a measurement of
the gluon density within the Ryskin approach (see section 5.2.2).

In figure 5.23, the cross sections measured at HERA and in fixed target experiments are compared

, . ® HI X EMC
¥ This analysis O H1 prel. * FTPS
A ZEUS ¢ E401

Fit W* A ZEUSprel. ¢ E687

T

T T

3.5 GeV?
& 1./5

10.1 GeV?
x 1/50

o (¥%p — J/¥p) [nbl

33.6 GeV?
x 1/100

10

W I[GeV]

Figure 5.22: Cross sections measured at HERA [78, 66, 85, 86] and in the fixed target experiments
FTPS (E516)[171], E401 [172], E687 [173] and EMC [38] for elastic J /y production as a function
of W in different domains of Q*. Data at Q> > 0GeV? have been scaled as indicated on the plot.
The lines are fits to the HERA data of the form ~ we equation 5.22), with the errors from the fit
indicated as bands.
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to calculations of Frankfurt, Koepf and Strikman [68] (see section 3.2.2) for different parton distri-
butions. For the theoretical predictions, the charm quark mass has been set to m = 1.5GeV and a
logarithmic potential for the c¢ was used. The HERA data are rather well described both in shape
and normalization, while the model is not able to describe low energy fixed target results. It should
be noted that also other models predict a strong rise of the cross section with W, most notably the
colour dipole approach employing the generalized BFKL equation by Nemchik, Nikolaev, Zakharov
and others [46]-[49]; thus such an inclusive quantity as the total cross section is not well suited to
distinguish different models for elastic J/y production.

As described in section 3.1.1, the total photon proton cross section is directly related to the structure
function F5:

4o
e g B (5.23)
® H1 X EMC
¥ This analysis c: ;;Upsrel. ; 2231
A ZEUS prel. ¢ E687
~ B - - r . — 2 :
€ | — GRV(HO) i
= 1 O 205 =T MRSR2
a + == ClEORE.... . a8 . .
+
o 13.5 Gev?
T x1/5
a
:?; 110.1 GeV?
b x 1/50
33.6 GeV?
x 1/100

W [GeV]

Figure 5.23: Cross sections measured at HERA [78, 66, 85, 86] and in the fixed target experiments
FTPS [171], E401 [172], E687 [173] and EMC [38] for elastic J/y production as a function of
W in different domains of Q*. Data at Q* > 0 GeV? have been scaled by factors 5, 50, 100 as
indicated. The lines are results of calculations from Frankfurt, Koepf and Strikman [68] for several
recent parton distributions, GRV(HO) [112], MRSR2 [174] and CTEQ4M [108].
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Figure 5.24: Elastic J |y production cross sections expressed in terms of a structure function FZD ()
as a function of x at three values of Q*. Note the scale factor of 1000. A parameterization of the
inclusive structure function F, (without this scale factor) is shown for comparison (equation 8, table
3 from [40]).

Using an equivalent expression for J/y production

4o
e D(y)
Opp = 2 J (5.24)

the J/y production cross section can equivalently be expressed in terms of a structure function FZD(W)

shown in figure 5.24 for elastic J/y production. As the inclusive F, FZD("’) rises strongly towards
smaller x. The ratio FZD(W) /F, is of the order of 103 for the kinematic range analyzed here.

)

The cross sections measured for J/\y production with proton dissociation are displayed as a func-
tion of W in figure 5.25, together with the H1 measurement [65] in photoproduction and cross sections
for elastic J/y production for comparison. Note that the given proton dissociation cross section are
for My S 15 GeV according to the Monte Carlo simulation implemented in the DIFFVM program.

As in the elastic case, the cross section rises strongly with W, with a slope that is compatible between
photoproduction and Q% > 0. A simultaneous fit of the form ~ W? has been performed to the data
on proton dissociation displayed in figure 5.25, with the results shown as full lines. Including full
system:atic errors, the value obtained for d is

5= 1.05+0.20, (5:25)

which is comparable to the elastic J/\y results.

Cross Section as a Function of Q?

The cross sections measured for elastic J/y production at Wy = 90 GeV are displayed as a function
of Q*+ mﬁ, in figure 5.26, together with other measurements performed at HERA [78, 65, 66, 86]
both in photoproduction and at high Q. The HERA data can be well parameterized with a function
~ (Q? +m§,)‘", a fit through all data shown' yields n = 2.24 4 0.19. This can be compared to the

YHI 1995 preliminary results have not been used for the fit since the data taken in 1995 are included in the results
derived here.
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lower energy EMC results [38] at W ~ 15GeV, where n = 1.7 4+0.1 [78]. The Berkeley-Princeton-
FNAL collaboration reported a 9% dependence compatible with 1/(Q? -i-mfv)2 for W in the range
from 8 to 16 GeV [37].
The Q? dependence expected in the pQCD calculations of Frankfurt, Koepf and Strikman [68] for
different parton distributions is also shown in figure 5.26; data and theory agree rather well. Note that
for high Q% 2 10GeV? the prediction of Frankfurt et al. is is roughly ~ (Q?+m2)~3, which is also
the expected Q? behaviour in the Colour Dipole Model of Nemchik et al. [48].
The observed Q? dependence of the cross sections can also be interpreted in terms of Vector Meson
Dominance and Regge theory. In this case, a behaviour like

.

1 2

Gypp=0y, | —— | -(14+&R) with R=E= (5.26)

TP P 1+ Q; m%,
mv

is expected (see section 4.6.1), where € is known and close to 1, and & positive and of the order 1;

for £ = 1, oy, ~ 1/(Q*+my,) (see figure 5.26). A fit of equation 5.26 to all data shown yields

o
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Figure 5.25: Cross sections for J |\ production with proton dissociation as a function of W in
different domains of Q*. The lines are the result of a simultaneous fit to the photoproduction data
[65] and the results of the present analysis of the form ~ W3, For comparison, the results for elastic
J |y production — from [85] for 0? = 0 and this analysis for Q* > 0 — are shown as open symbols,
at slightly shifted values of W to increase readability.
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€ = —0.09+0.07, i.e. the cross section for longitudinally polarized photons is constrained to be very
small; this is in contradiction to the decay angular distributions that will be extracted in section 5.2.5,
and therefore indicates that VDM and Regge theory are not able to provide a consistent description
of elastic J/y production. Measurements of R = o’ /o’ for different vector mesons indicate a value
of & ~ 0.3 (see figure 5.37).

The cross section for proton dissociative J /y production is found to have a similar 9 dependence as
for elastic production. Again, a fit ~ (Q®+mg) ™" to the data including H1 photoproduction results
[65] has been performed; the result, as shown in figure 5.27, is n = 2.6 + 0.3, compatible with the
above result for elastic J/y production.

5.2.2 The Gluon Density in the Proton

In the pQCD calculations of Ryskin et al. (see section 3.2.2) the elastic J/y virtual photoproduction
cross section is directly related to the gluon density in the proton xg(x). The leading order result for
xg(x) is

Q8 5 -1
[xg(x,Qﬁﬁc)]2=FL§:t3-b"’-o i-(wg—) (5.27)
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Figure 5.26: Cross section for elastic J/y production at W = 90 GeV as a function of Q* + m\z',.
The full line is a fit of the form (Q* + m‘z',)"‘, n=224+40.19. The dashed and dotted lines are
predictions within the model of Frankfurt, Koepf and Strikman [68] for different parameterizations
of the gluon density in the proton, GRV(HO) [112] and MRSR2 [174]. The dash-dotted lines are
VDM predictions, the upper one witht = 1, ~ 1/(Q* + m‘zv) the lower one with & = 0.27.
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Figure 5.27: Cross section for J |y production with proton dissociation at W = 90GeV as a func-
tion of Q% + mﬁ,. The line is a fit of the form (Q* + m%,)"’, n= 26203,

with

2 2 40?
Qﬁﬁ:@ and x=—2. (5.28)

Corrections beyond the leading InQ? approximation have been estimated [67]; they have been found
to predominantly change the absolute normalization of the result, with little impact on the shape. It
should however be noted that these calculations are controversial and still not settled (see e.g. [68]).

Nevertheless, a gluon density extracted from the data using equation 5.27 is shown in figure 5.28.
Note that the normalization of the experimental J/w results is arbitrary but the same for all four
values of Qiﬁp Fixed target measurements of J/y production have also been included, although

equation 5.27 has been derived for W2 >> my,.

The gluon density extracted from elastic J/y production rises stronger with Q? than predicted by the
evolution of any of the parameterizations shown in figure 5.28. A possible interpretation is that the
Q? dependence of the cross section used by Ryskin, ~ (Q?+ m%,) =3, is too steep compared to the data
at least for small Q? (see figure 5.26). It is noted here that Frankfurt, Koepf and Strikman come as a
result of their calculation to the conclusion [61, 68] that the Q% spectrum of elastic J/y production is
harder than ~ (Q? + m%,)‘i‘, and that the effective scale Qﬁﬁr at which the gluon density is probed is

2 2
significantly larger than the value Qg = Q—j—m“i proposed by Ryskin.
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Figure 5.28: The gluon density in the proton within the Ryskin model. HERA and fixed target data
are compared to different parameterizations of the gluon density, from top to bottom: GRV(LO)
(dotted line), GRV(HO) [112] (full line), MRSA low Q% [175] (dash-dotted) and MRSR2 [174]
(dashed). For comparison, the gluon density at Q* = 1.5GeV? and higher x extracted by the NMC
collaboration from inelastic J [\ production [176] is also included. The normalization of the HERA
data with respect to the model is arbitrary but fixed for all Qéff.
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5.2.3 The Distribution for Elastic and Proton Dissociative //y Production

For diffractive scattering, the differential cross section do/d|t| is expected to fall exponentially ~ /!
for not too large |t|, and the slope b is related to the radii of the scattering objects (see section 3.2.1).
Since the |¢| distribution is steeply falling, special care must be taken of all possible background
contributions in order to derive reliable measurements of b.

For the measurement of the b parameter for elastic J/y production the forward untagged data sample
has been used, and that for J/y production with proton dissociation has been derived from the forward
tagged sample.

The ¢ Distribution for Elastic //y Production

Firstly, the slope of the non-resonant background contribution within the J/y signal has been deter-
mined. A data set consisting of events from the sidebands of the two lepton mass spectrum has been
selected (2.2 < my+)- < 2.8GeV and 4.0 < my+- < 8.0GeV, avoiding the y(2S) mass region). A
reasonable description of the acceptance corrected forward untagged data is accomplished by fitting
a sum of two exponentials with slopes 57" = (—25.0+5.8) GeV~2 and by = (—=2.2240.57) GeV~2
(figure 5.29a)). The source of the non-resonant background is mainly QED lepton pair produc-
tion; using a sample of Monte Carlo events (LPAIR, section 4.6.4), a compatible |¢| distribution
was found. The same procedure was carried out for the forward tagged sample, yielding b3 =
(=7.64+2.6) GeV~2 and b = (—0.67=40.28) GeV~? (figure 5.29b)), and again agreement with
the LPAIR Monte Carlo was found.

Secondly, background from proton dissociation events must be taken into account. Its size amounts
according to the Monte Carlo simulation to 16 %, almost independent? of W and Q2. Its slope b is
approximated by fitting the acceptance corrected dN/d|t| distribution of the forward tagged sample
with a single exponential function up to |t| = 1.5 GeV?, plus the two exponentials describing the
non-resonant background (figure 5.29b)) with the normalization fixed to the amount of non-resonant
background in the forward tagged sample as determined from the mass spectrum (12.9 %), yielding
bP? = —1.4140.30GeV 2.

Finally, the elastic slope parameter is determined by fitting the sum of the three contributions with
fixed relative normalization up to |¢| = 1.2 GeV*:

e the sum of two exponentials with slopes b}" and b3" describing the non-resonant background,
and contributing 11.7 % according to the mass spectrum of the forward untagged sample;

e one exponential with a slope b, contributing 16 %, to describe the proton dissociation back-
ground;

e one exponential with a slope b/ that describes elastic J/y production.
The result of the fit is shown in figure 5.30, the slope parameter thus determined is
be! = —3.9793 (stat) ¥ (syst) GeV 2 (5.29)

at amean W of 96GeV and a mean Q? of 8 GeV?. The systematic error quoted here was estimated by
varying the fit range by one bin in each direction, changing the amount of non-resonant and proton

2|t increases slightly towards lower W (up to 22 %) and higher 0? (up to 18 %).
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Figure 5.29: Distribution of dN /d|t| for sidebands of the J |y mass spectrum; a) forward untagged
sample, b) forward tagged sample. The lines are results of fits of the form a - e\l 4 b . eb2l],

2 < Q* < 80 GeV?
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Figure 5.30: Distribution of dN /d|t| for forward untagged events. The full line is the fit to the data,
consisting of a sum of four exponentials with fixed relative normalizations as described in the text.
The dashed line is the contribution from elastic J /\ production.
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dissociation background between 5% and 16 %, and 5% and 28 % respectively, and changing the
slope parameter for proton dissociation between —0.8 GeV~2 and —2.0 GeV~2. The result for b is
compatible with those obtained by H1 [65] and ZEUS [66] for photoproduction of J/y mesons at
similar values of W: b*/ = —4.4+0.3GeV~2 (H1) and b*' = —4.6 +0.6 GeV~2 (ZEUS).

An attempt has been made to observe a possible Q? or W dependence of the slope parameter. For
this purpose, the data have been divided in two bins in Q? for the full W range, 2 < Q% < 8 GeV?
and 8 < 0? < 80GeV?, and alternatively in two bins in W for the full Q2 range, 40 < W < 100 GeV
and 100 < W < 160GeV. The four fits are shown in figure 5.31, and the resulting slopes are given
in table 5.5. Within the very limited statistics no dependence could be found. It should be noted
however that the sensitivity is not sufficient to detect a dependence as predicted within conventional
models: within Regge theory (section 3.2.1), which predicts a logarithmic increase of |b¢| with W?
(shrinkage), a change of b by 1.4GeV~2 within the range W = 40GeV to W = 160GeV is expected,
assuming a slope of the Pomeron trajectory of o = 0.25GeV~? [58]. This effect is even diluted by
the large binning in W, with the consequence that the precision of the measurement is insufficient to
make any statement on shrinkage. The data in table 5.5 disfavour the value o = 0.25GeV~2 at the
level of 1.5 standard deviations, including statistical errors only. Models based on perturbative QCD
predict smaller W dependences of b¢'.

The ¢ Distribution for J/y Production with Proton Dissociation

Three contributions affect the dN /d|t| distribution for forward tagged events: the non-resonant back-
ground, elastic J/y production with a tag in the forward detectors, and finally J/y production with
proton dissociation. Since the shape of the dN/d|t| distribution for proton dissociation cannot be
described by a single exponential, a slightly different approach than in the elastic case was chosen to
derive slope parameters for proton dissociative J/y production. First the non-resonant background
and the contribution from elastic J/y production is subtracted bin-by-bin; the resulting spectrum is
then fitted to a sum of two exponentials to describe proton dissociative J/y production.

For the background subtraction, the data are divided in appropriate bins in || to allow a reasonable de-
termination of the non-resonant background from the mass spectrum (figure 5.32). The non-resonant
background varies between 26 % and 10 %.

The elastic contribution is subtracted using the Monte Carlo which gave a good description of the
small |z| region (figure 5.18 d)). It amounts to 12 % of the proton dissociation contribution, and has
little impact on the fit results.

The resulting fit is shown in figure 5.33, the corresponding values for the slope parameters are
b =-3241.1GeV2 and b}? = —0.54£0.06GeV~>. (5.30)

Note that the given errors already include the effect of a variation of the elastic contribution between 6
and 16 % as well as the statistical error on the non-resonant background. A fit to a single exponential
up to |t| = 1.