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The deep inelastic diffractive cross section, d(J~:p-+x:v/ di\! x, has been measured in the
mass range Mx ::; 15 GeV for "(p center of mass energies 60 < W < 200 GeV and
photon virtualities Q2 = 7 to 140 GeV2. For fixed Q2 and Mx, the diffractive cross
section is found to rise rapidly with W. Parameterizing the HI dependence by the form
dCT!;.-tXN/dMx ex (W2)(20iP-2) the data yielded for the i-averaged Pomeron trajectory a
value of alP = 1.135 ± 0.008(siai)~g:g~b(syst). This value for the Pomeron trajectory is
larger than alP extracted from soft interactions. The IV dependence of the diffractive cross
section measured in this analysis is found to be the same as that of the total cross section
for scattering of virtual photons on protons. From the measured diffractive cross section
the diffractive structure function of the proton F2D(3)((3,XlP , Q2) has been determined. \Ve
find the data to be consistent with the assumption that the diffractive structure function
Ff(3) factorizes according to XlP F2

D(3) (:J.:lP ,3,Q2) = (xo/xlPtF!(/3,Q2). They are also

consistent with QeD based models which incorporate factorization breaking. The rise of
XlP F2D(3) with decreasing XlP and the weak dependence of F! on Q2 suggest a substantial
contribution from partonic interactions.
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It has been suggested that the Pomeron strncture could he probed with a virtual
photon at HERA [8, 9, 10]. By requiring the scale governing the interaction to be large,
through the large photon virtuality, the dynamics of diffraction can be investigated and
compared to perturbative calculations. The experimental signature of a Pomeron ('x-

change would consist of a large rapidity gap in the hadronic final state, located between
the photon and the proton fragmentation regions. This is in contrast to the dominant
mechanism of Deep Inelastic Scattering (DIS) in which the color transfer between the
struck quark and the proton remnant is responsible for populating the rapidity interval
between them with hadrons.

The observation of events with a large rapidity gap in the final state produced in deep
inelastic electron proton interactions reported by the ZEUS Collaboration [l1J and III
Collaboration [12] has thus opened a whole new area of studies in QCD. Large rapidity
gap events have been also observed at IIERA in the region where the photon emitted
from the electron is almost real and known to behave like a hadron [13, 14].

The discovery of large rapidity gap events at HERA has steered much interest among
theoreticians and renewed their activity in the field. Since then many workshops were
organized with the aim to discuss the basic theoretical ideas and predictions for diffractive
phenomena within the QCD framework and to improve the understanding of [[ERA data.

Diffraction was extensively studied in hadron-hadron interactions approximately thirty
years ago. Many properties of the diffractive scattering and in particular the observed
factorization properbes find a natural explanation ifit is assumed that diffractive processes
are indeed mediated by an exchange of the universal Pomeron trajectory. The universality
of the exchanged trajectory has been proposed originally by Gri bov and Pomeranchuk [15J
and is usually referred to as Regge factorization.

The experimental program to study the properties of diffractive processes in the pres-
ence of a large scale has only recently started. From the theoretical point of view it
becomes essential to analyze various processes in terms of which type of Pomeron could
be probed. The QCD picture of the Pomeron points to its non-universal nature. There is
general consensus that an understanding of the Pomeron nature can establish the missing
link between the short-range and long range strong interactions.

130th HERA collideI' experiments, ZEUS and HI have studied photon diffractive dis-
sociation in the photoproduction regime [16, 17], in which the electron is scattered un-
der a small angle and the interaction can be thought of as proceeding through a beam
of quasi-real photons scattering on a proton target. The energy range covered by the
HEllA experiments is an order of magnitude larger than for the fixed target experiments.
From these measurements it was concluded that photon diffractive dissociation in pho-
toproduction follows a similar pattern as single diffractive dissociation in hadron-hadron
interactions.

The measurements of dirfractive properties in deep inelastic scattering have also been
performed by ZEUS [18, 19] and 1Il [20,21]. These early results were compatible with
the Regge factorization, however the values of the Pomeron intercept determined from
the energy dependence of the diffractive structure function were inconclusive as to the
nature of the Pomeron probed in deep inelastic scattering. This was one of the many
open questions at the start of the analysis presented here. The main issue was whether
the Pomeron probed in DIS is "soft", by which it is generally meant that the intercept is
the same as measured in hadron-hadron or photon-hadron interactions, or whether it is
"hard", which corresponds to expectations of perturbative QCD models.

Quantum Chromodynamics (QCD) has proven to be a very successful theory in describ-
ing the world of strong interactions. QCD explains strong interactions as being due to
exchange of gauge bosons (gluons) between gluons and quarks (partons) which are part
of the fundamental constituents of matter. The confrontation of QCD with experiment
can only be tested in hard particle interactions occurring at short distances for which
the coupling constant of strong interactions becomes small. This latter property of QCD,
called asymptotic freedom, is the foundation for the Quark Parton Model (QPM) in which
partons are believed to act as free point-like particles.

One of the most important aspects of strong forces is confinement of colored par tons
within hadrons. It is believed to be a property of QCD but has never been proven
rigorously, as perturbation theory is not applicable in the region of long range forces
responsible for confinement.

In this non-perturbative region some global aspects of soft interactions are successfully
described by llegge theory [1]. In Regge approach, interactions between hadrons occur
through exchanges of the Regge trajectories which, with one exception, correspond to real
observable particles. The Ilegge trajectory which carries the vacuum quantum numbers
is called Pomeron and has no corresponding known particle.

Despite the wealth of data [2], the nature of the Pomeron remains elusive. The concept
of the Pomeron has been studied in terms of perturbative QCD by many authors [3]. The
ideas about the nature of the Pomeron range from a simple diagram with two gluon
exchange [4, 5] to a coherent Pomeron [6] which initiates the hard scattering as if it
were a point-like particle, from a soft Pomeron to a Lipatov Pomeron, from a universal
structure of the Pomeron to a non-universal one.

The most promising laboratory for investigating the Pomeron is diITractive scattering
in particle interactions. The best example of a dirfractive reaction is the process of elastic
scattering of two particles, hh' --+ hh', in which no quantum numbers are exchanged. In
addition to the elastic scattering, there are inelastic diffractive processes. These include
the single dissociation, hh' --+ hX, and the double dissociat.ion, hh' --+ Y X, reactions in
which the beam and/or the target particles are excited into states witb the same internal
quantum numbers as those of the incoming particles. Typical of known properties of
diffractive processes is a weak dependence of the cross section on energy and factorization
properties suggested by a fairly independent ratio of the diffractive to the total cross
section [7]. Another characteristic of bigh energy elastic and diffractive scattering is the
exponential suppression of tbe cross section as a function of the square of the momentum
transfer, t, between the two hadrons. As this property is reminiscent of the diffraction
of light by a circular aperture, the diffractive scattering in strong interactions derives its
name from the optical analogy. In general a process is called diffractive if it proceeds via
Pomeron exchange, an exchange which carries the quantum numbers of vacuum.



Two major difficulties arise when studying diffractive scattering at 1f8HA The first
difficulty is encountered in the selection of the diffractive sample. At lIERA, the highly
sophisticated detectors cover predominantly the photon fragmentation region, leaving out
for precise measurements most of the proton fragmentation region. The second difficulty
arises because not all events which have topological properties typical for diffractive dis-
sociation are due to Pomeron exchange. This thesis reports on the continuing efForts
to understand, control and improve reconstruction and selection of dilfractive events in
inclusive ep deep inelastic scattering collisions at HERA with the ZEUS detector.

This thesis presents details and improvements of the analysis for the measurement of
the diffractive cross section in deep inelastic neutral current scattering. The extraction
of the diffractive contribution 'Y'p --t X N is performed with the 199" data using the
method developed in [19]. A factor of about five increase in luminosity combined with
improved detector performance, off-line reconstrudion procedure and better Monte Carlo
event generators permits to extend the Q2 region from previous 10 - 56 Gey2 to 7 - 140
Gey2 and to reduce statistical and systematical errors.

In the first chapter a brief overview of deep inelastic scattering is presented, followed
by a review of those aspects of diffractive scattering addressed with the data discussed
here. The second chapter gives a description of the HERA collider and tbe ZEUS detector
with emphasis on those components which are relevant for this analysis. A description of
the Monte Carlo generators used to simulate deep inelastic and diffractive processes, as
well as, the ZEUS software chain is presented in the third chapter. Chapter four describes
the preselection of the data sample using the ZEUS three-level trigger system. The event
reconstruction which is the main new feature of the analysis is described in chapter five.
Particular emphasis is put on a new reconstruction algorithm for the hadronic final state,
identification of the scattered electron, and energy corrections which improve the quality
of the data. Chapter six gives details about selection cuts applied in order to obtain
the fina.l neutral current deep inelastic event sample. The extraction of the diffractive
sample is described in chapter seven. The measurement of the diffractive cross section
and the corresponding structure function Fp are presented in chapter eight together
with a detailed discussion of systematic uncertainties. A discussion of the results and
comparison with representative theoretical approaches then follows.

Chapter 1

In this chapter we will first describe the kinematics of Deep Inelastic (DIS) and Diffraetive
Scattering. The theoretical framework of DIS will be presented, followed by a discussion of
the physics at small x. The overview of models proposed to describe diffractive scattering
will be presented next. In the end the methods used at HERA for kinematic variable
reconstruction are reviewed.

The basic quantities used for the descript.ion of inclusive deep inelastic scattering In the
process

-l = -(k - k')2
Q2

2p· q ,
p.q
p:k'
Q2(1 _ x) Q2
---- + m; ~ - for x «1 ,

x x

where k and k' are the four-momenta of the initial and final state leptons, p is the initial
state proton four-momentum and mp is the proton mass. The four-momentum transfer
squared Q2 gives the transverse resolving power of the probe with wavelength ,.\ = I/Q
(we set Ii = c = 1). x is the Ujorken scaling variable. In the parton model x can be
interpreted as the proton momentum fraction carried by the struck quark. The variable y
is the fractional energy transferred from the lepton to the proton in the proton rest framc.
W is the 'Y'p center of mass (c.m.) energy. For the range of Q2 and W considered here,
W2 ~ y. s, where s = "E,Ep stands for the square of the ep c.m. energy, ..;s = 300 GeY.

The large c.m. encrgy gives access to the kinematic regions both at very small x and
at large Q2. The Q2 range at HERA varies from about zero up to 105 Gey2. The very
low Q2 region corresponds to interactions with an almost real photon, while the large Q2
region allows to probe the proton down to distances of 10-16 cm.



The nwthod proposed by Jacquet and 13l0ndel [72] permits evaluation of the kinematic
variables entirely with the hadronic system. The Jacquet-Blondel (JI3) equations arc:

we use X to denote the final state corresponding to the photon dissociation and by pi
the final state proton. If the proton dissociates we denote its state by N to indicate that
it is still separated from the state X.

To describe the dim'active final states new variables are introduced. We define the
square of the momentum transfer at the proton vertex,

Eh - Pzh ( 1.5)Yjb ---
2E.

Q;b
P;h + P~h ( 1.6)

1 - Y]b

Xjb = Q;b (1.7)
SYjbwhere P' is the 4-momentum of the outgoing proton. In the case of proton dissociation pi

should be replaced the 4-momentum of the outgoing system N.
The fraction of the proton momentum carried by the Pomeron is defined as

(p - pi) . q M1 + Q2 - t
Xp = = ,

P . q W2 + Q2 - m~

Here Eh, Pxh, Pyh and Pzh denote the 4-vector components of the hadronic system, which
are calculated as the 4-momentum sum over all final state hadrons h. The sums run
over all final state hadrons. Jacquet and Blondel have shown that the contribution from
hadrons lost in the beam pipe is insignificant.

where Mx is the invariant mass of the hadronic system produced as the outcome of photon
dissociation. For large Q2 and W2 the inliuence of t and mp on Xp is negligible. It should
be noted that the subscript IP may not always be adequate, although it still make sense to
talk about the fraction of proton momentum vested in the interaction. This is particularly
true for models in which large rapidity gap formation does not involve the notion of the
Pomeron.

In analogy to x we define (3 as the Bjorken variable related to the Pomeron,

The Double Angle Method

In the Double Angle (DA) method [73], the event variables x, Y and Q2 are reconstructed
from the angle of the final state electron, O~, and the angle, 'YI" that characterizes the
final state hadronic system. The angle 'Yh is determined from the hadronic energy liow
measured in the detector using the equation

Q2 X
(3 = 2(p - 11) . q Xp

Here again t is only included for completeness. Note that :t = (3. Tp.

At HERA the kinematic variables can be determined either from the electron alone, or
from the measured hadronic system alone, or from a combination of both. The hadronic
measurement relies mostly upon the calorimeter. At medium to large Y the precision of
the hadronic method can be improved by momentum measurements in the trackers.

In the nai've quark-parton model 'Yh is the scattering angle of the struck quark. The DA
kinematic variables can be calculated from 'Yh regardless of its interpretation:

E2 sin 'Yh (1 + cos O~)
4 '.' . 0" . (0' )sin • + sin 'Yh - S111 • + 'Yh
E. sin O~+ sin 'Yh + sin(O~+ ~Ih)
Ep • sin O~+ sin 'Yh - sin(O~+ 'Yh)

sin O~(1 - COS"{h)

sin O~ + sin 'Yh - sin(O~+ 'Yh)'
The kinematic variables are calculated from the energy E~ and the angle O. of the scattered
electron (measured with respect to the proton direction) as follows:

E'
1- -' (1- cosO')2E. •
2E.E~(l + cos O~)
E. E~(l + cos O~)
Ep 2E. - E~(1 - cos O~)'

wl"lere E. and Ep are the electron and proton beam energies, respectively. Although the
simplest method, requiring only a single particle measurement, the electron method has
intrinsic difficulties. A small deviation in the measured electron energy, at low Y, result
in large uncertainties in the determination of x.

(1.2)

(1.3)

(1.4) where X denotes the hadronic system observed in the detector and !"est the particle
system escaping detection through the beam holes. The mass Mx of the system X is
determined from the energy flow objects according to:



Chapter 1. Theoretical Review

By writing the noss section for electron-proton scattering in terms of parton density
functions, a relation between these functions and the structure functions F1 and /'2 mny
be identified,The differential cross section ep -t e'X can be expressed in terms of two 1 independent

structure functions F1 and F2, which describe the coupling of the virtual photon to the
proton and are functions of two variables, x and Q2,

where aem is the electromagnetic coupling constant. Here we have expressed the cross
section also in terms of the longitudinal structure function FL and the ratio fl, def1ned as

R=~=aL.
F2 - FL aT

1
and F1(.T) = 2x F2(x), (1.15)

where ej is the charge of the parton and Jj(x)dx is the probability to find a parton i in
the momentum interval between x and x + dx. Equation 1.15, known as the Callan-Gross
relationship [25], is a direct consequence of the spin-t nature of partons; for spin zero
partons the ratio ¥ would be zero.

Scaling was ind~ed observed at the Stanford Linear AcceiPrator in 1969 [26], and
measurement of the ratio ¥ at the same experiment confirmed the spin-t nature of the
point like partons. Since the'SLAC results confirmed the Callan-Gross relation F'eynman's
par tons were identified with Gell-Mann's quarks and the model was called the Quark-
Parton Model (QPM). The fractional charge of the partons was later confirmed using
neutrino-nucleon scattering and the postulated number of 3 valence quarks (uud/ddu) in
the proton/neutron was experimentally confirmed using the Gross-Llewellyn-Smith sum
rule [27J.

If the proton consisted only of charged quarks, their momentum would be expected to
add up to the proton momentum,

fl can be interpreted as the ratio of the cross sections aL and aT for the a;bsorption of
longitudinally and transversely polari7,ed virtual photons on protons, with aiot = ai, +a'l'.
The relation between the structure functions and the virtual photon, ,., cross sections
can be expressed2 as,

Ll dxxJi(x) = 1.
i 0

where in the approximate expressions small x was assumed.
The experimental program is to measure the structure functions and to understand

them in terms of a more microscopic picture of the proton. This is first addressed by re-
viewing brieRy the quark-parton model, and then turning to our current theory describing
the strong interactions, Quantum Chromodynamics (QCD).

However, experimentally a value of ~ 0.5 was fonnd [28], implying that about half of the
proton's momentum is carried by neutral partons. Direct evidence for the existence of
these partons, called gluons, was provided in 1979 at DESY via the observation of three-jet
events in e+e- annihilntion [29J. Furthermore, later experiments demonstrated that scale
invariance is approximately true for x ~ 0.15, nnd that the significant variations of the
structure function F2 with Q2 are observed n,t higher and lower values of x, see figure 1.1.
These deviations from the expectations of the quark parton model are explained by the
theory of Quantum Chromodynamics.

Iin this thesis we only consider small to moderate Q2, so that the exchange of the Z boson has been
neglected (a 1% correction for Q2 '" 1000 Gey2), and the structure function F3 thus been omitted.

2We use t.he lland cOllvention[22] for t.he definition of the virtual photon flux.

The Quantum Chromodynamics (QCD) field theory was developed in the 1970's to de-
scribe the physics of strong interactions. QCD is a non-abelian gauge theory based on the
SU(3) color symmetry group. In QCD, the quarks are not free, but interact through the
gauge bosons called gluons. As a consequence of the Ilon-abelian structure of QCD the
gluons also carry color charge themselves and therefore couple to each other. This self
coupling of the gauge bosons in QCD is the main difference to QED. In QED, the effec-
tive charge coupling increases at very small distances, whereas in QCD the color coupling
decreases at short distances.

The scale dependence of the strong coupling constant as in leading order perturbation
theory is given by

2 1271'
as(Q) = (33-2n!)ln(~)

According to Feynman's parton model [23J, the proton is assumed to be composed of free
point-like constituents, called par'tons. In this model the deep-inelastic ep cross section
can be viewed as the incoherent sum of a two body elastic electron parton scaLLeringcross
sections weighted by the parton distribution fundions fi(x).

A consequence of the assumption that the proton consists of point-like constituents
and that electron-parton scattering is point-like, is that these parton density functions
should only depend on x, thaL is, be independent of Q2, or "scale invariant", as x contains
no scale of mass or length. This is the Bjorken scaling hypothesis [24].
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sities, and thus the 1'2 structure funcLion acquire a Q2 dependence. The mechanism of
these scaling violations is formalized in the evolution equations, and is desC[ibed in mor
details in the nexL section .

Due to the presence of non-perturbative efrects tbe calculation of the inclusive cross section
(lep from first principles in QCD is not possible. However, the QCD factorizaLion theo-
rem [301 addresses this situaLion and allolVs to write the cross section for ep scattering
symbolically as

10000

0' (GeV')

see figure 1.2a. The (lei cross section denotes the short distance interaction. It is inde-
pendent of long distance effects and is computable in perturbative QCD (pQCD). The
parton distribution functions fi/p are 1I0tcalculable in pQCD. They have to be determined
experimentally. They depend on the type of ha,dron, but not on the particular scattering
process considered. Thus they are a universal description of the partons and their soft,
long range interacLions.

The separation of the scattering process inLo short-distance dependences calculable
in pQCD and into long-distance dependences which need to be taken from outside Lhe
theory is called facto'rization. The separation is set by a factorization scale j.lF. The
cross section (lep is a measurable quanLity and Lherefore cannot dependent on the choice
of the factorization scale. Often one chooses /.l} = Q2, because then (Tei reduces to the
Born graph (here ei -+ ei by 'Y exchange, figure 1.2b). In Lhe parton picture fi/p(Q2) is
then interpreted as the parton density in the proton as seen by a photon with virtuality
(resolving power) Q2.

Figure l..l: The stl'ucture function F2(x, Q2) as a function oj Q2, fOI' fixed x values.

where n/ is the number of quark flavors. The QCD scale parameter A represents the energy
scale at which the strong coupling constant becomes large and pnturbaLion theory breaks
dowlI. At a huge energy scale as vanishes logarithmically. This behavior of as is known
as asymptotic Feedom. Within the framework of QCD the quark parton model appears
only in the asymptotic limit as Q2 -+ 00.

QCD, as discussed so far, modifies the conclusions drawn from the QPM. The mod-
ificaLions to the QPM result from dynamics among the partons via the gluon as the
mediating gauge boson and permit a simple interpretation of tbe violation of the scaling
hypothesis. In QCD the quarks may radiate (and absorb) gluons, wbich in turn may split
into quark-antiquark pairs or gluon pairs. More and more of these fJuctuations can be
resolved with shorter wavelength of tbe photonic probe,'\ = I/Q. With Q2 increasing we
have a depletion of quarks at large x and corresponding accumulation at lower x. This
means that at high values of x, F2(x, Q2) should decrease with increasing Q2, whilst at low
value of x it should increase. In fact, at small x it is the gluon content with distribution
function g(X,Q2) that governs the proton and gives rise to the DIS cross section via the
creation of qq pai rs.

In the QCD improved parton model the main result obtained is tbat the parton den-

~ ~i±. r
I' a) b)

Figure 1.2: a) Deep Inelastic Scaltel'ing. The ep CI'OSSsection is fact01'ized into elect1'On-
paTton CI'OSSsection (lei and pal'ton density fi/p with the Jactol'ization scale j.lF· b) The
lowest ordeT diagmm contTibution to (l,i in a).

Since (lei(j.l~.) can be calculaLed perturbatively for any scale, one can also calculate the
change of the parton distribution functions with a change of scale, These are the evolution
equations. For the derivation of the evolution equations, one has to perform the perturba-
tive calculation of (l,i, taking into account all contributing graphs, see figure 1.3. In order
to carry out the calculation in practice certain approximations need to be applied. Such



approximations are then valid in regions of x and Q2 where the selected contributions are
dominant.

first. This is called a leading log approximation (here in InQ2), since each power n ill CiS

is accompanied by the same power of In Q2.
This approximation is valid whcn Q2 is large, but x is not too small in order not to

produce also large logarithms,

2 1 (2 2Cis(Q ) In- « as Q ) In Q ~ 1.
x

In this approximation, the evolution equations for the quark density qi for fhvol' i and
gluon density 9 are

In a "physical" gauge, in which only the physical transversc gluon polarization states
need to be taken into account, the individual contributions of the perturbation series can
be represented by so-called ladder diagrams, see figure 1.4. In the figure the transverse
momenta of the emitted quant.a are denoted with PTi. Similarly, the transverse momenta
carried by the quanta that constitute the side rails of the ladder are kTi. The longitudinal
components are given in fritctions of t.he proton energy Ed Bp and are labeled with ~i for
the emitted quanta and with Xi for the internal quanta. Energy-momentum conservation
requires Xi = Xi+1 + ~i, and therefore Xi> Xi+\·

dqi(X,Q2)
dlnQ2

dg(X,Q2)
din Q2

as 1\ dz [ 2 X 2 ? X]-2 - qi(Z,Q )Pqq(-)+g(z,Q )Jqg(-)
1r x Z Z z

as 11dz [ 2 X '\' 2) X)]-2 - g(z,Q )Pgg(-)+ LJqi(Z,Q Pgq(- .
1r x Z Z i Z

These are the famous DG LAP equations, describing the scaling violations of the structu re
functions. They involve the calculable Altarelli-Parisi splitting functions Pij(O. The
split.ting functions Pij(O represent the probability per unit of In Q2 for parton branching
q -t qg, 9 -t gg and 9 -t qq, where the daughter parton i carries a fraction 1 - ( of the
mother's j momentum.

The solutions of the DGLAP equations give the parton distributions for any value of
Q2 and x > TO, once they are known at a particular value Q5 for x > Xo. The latter at
present cannot be calculated but have to be determined experimentally.

A special case for which the DGLAP equations can a.lso be solved analytically [32J
occllrs when in a.ddition to the above conditions also strong ordering in x is required,
Xo » XI »...» .Tn » x. The large logarithmic terms arising from the integration are
then of the form ex (as(Q2) In Q2ln ~t,which need to be resummed. This is the double
leading log approximation (DLL). It is expected to hold when the DLL terms dominate
over the others,

as( Q2) In Q2 } 2 2 1
(Q2)11 «as(Q)lnQjn-~Jas n;; x

In the following, evolution equations will be discussed which differ in their approx-
imations, and therefore in their x, Q2 regions of validity. Always, in order to allow
perturbation theory to be valid, as( Q2) « 1 is requi red.

This is the case for large Q2 and small x. At· small x the parton content of the proton is
expected to be dominated by gluons, because Pij( 0 is largest when gluons are being pro-
duced. When quarks are neglected, and Pgg = ~ is approximated, t.he DGLi\.P equations
can be solved to yield the DLL solution for the gluon density [33]

1.6.1 The DGLAP Equations
In the approximation leading to the DG LAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi)
equations [31] all ladder diagrams are summed up, in which the transverse momenta along
the side rails of the ladder are "strongly ordered", Q~« k}t « ... «ki-n «Q2.

With strong kT ordering, the nested integration over all n rungs in the ladder can be
carried out. The integration yields large logarithms which compensate the smallness of as.
The result is an expression ex (as In Q2t. Clearly, since as decreases only logarithmically
with Q2 and is compensated by a logarithmically growing term in Q\ in a perturbative
expansion all graphs need to be summed up. Often the expression "re-summation" is
used, because the perturbation series is re-arranged sucb that tlte largest terms come

provided the starting gluon density is not too singular itt small x. At small x a fa.st rise
of the gluon density with decreasing x is titus predicted. That is, xg increases faster
than (In ~)>., but slower than (~)>" for any powers A, A' > O. Apart from these shape
restrictions the actual ritte of the growth is not predicted, it depends on the "evolution
length" from Q~ to Q2 Numerically this expression yields at Q2 of about 20 GeV2 and low
x, x ~ 10-4 - 10-3, power law behavior in x, xg(x, Q2) ~ x->., with a va.lue of A ~ 0.35.
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1.6.3 The CCFM Equation
vVhen x is small, but Q2 not large' enough to reach the D1,1,regime, the DGLAP itpprox-
imations cease to be valid. For the limit l!x large and Q2 finite and fixed the ]3F'KL
(Balitsky-Fadin-Kuraev-Lipatov) [34J equation has been derived. It takes into account
diagrams in which the Xi are strongly ordered, Xo » XI » ...» Xn »x. No ordering
on kTi is imposed. Large logarithms <X (as In ~)n are thus generated that need (.0 be
resummed, leading to the leading log approximation in In~. The region of validity is

1as( Q2) In Q2 «as(Q2) In - ~ 1.
X

The BFI<L equation is expressed in terms of the "unintegrated" gluon density f(x, q),
which is related to the usual gluon density by

2 faQ1 dk} 2
:rg(x,Q ) = -k2 f(x,kT).o T

The DFKL equation is an evolution equation in x. It does not discuss the Q2 evolution.
It is formulated only for gluon distribution which dominates at small X

fJ f(x, kj.) = J dk'? f«(k':. k:?) . f(x k2)
fJln(l!x) 1 1'1 , T,

where J( is the BFKL kernel. f(:r,k}) can be calculated for any (small) x, once it is
known at some Xo for all k}.

Characteristic of the DFKL equation is "kT diffusion", in contrast to kT ordering for
DGLAP. kT dilTusion poses a difticulty for the application of the DFKL equation, because
kT may diffuse into the infrared region (kT < Q5) where perturbation theory cannot be
ap plied. Therefore, a lower cut-off for the kT integration is usually introduced and the
dependence of the result on that cut-off is studied.

In the large kT regime and for a fixed as the equation can be solved analytically. The
result is

The CCFM (Catani-Ciafaloni-Fiorani-Marchesini) equation [39J developed in recent years
unifies the I3FKL and DGLAP approaches and takes into account coherence effects by
angular ordering. It gives the DFKL solution at low X and the DGLAP solution at high
x. The CCFM approach, for the BfKL case, leads to a reduction of the expone'nt A and
the reduction of the kT diffusion [40J.

In figure 1.5 the regions of validity of the different evolution equations are sketched. They
are not predicted precisely by the theory, but have to be explored experimentally.

With DGLAP evolution a parton density f(x, Q5) known for x E [xo, I] can be evolved
to any value of Q2 for x E [xo,l]. The behavior for x < Xo cannot be predicted with
DGLA P. Similarly, with DFKL evolution a parton density f(xo, k}) known for 0 < k} <
00 can be evolved to any value of x. The new feature, orthogonal to the DGLAP evolution,
is that the low x behavior is predicted by the theory. In principle DGLA P and I3FJ<L
evolution together could be used for a Munchhausen trick (bootstrapping), to predict
the structure of the proton for all x as long as Q2 > Q5, above the cut-off to avoid the
non-perturbative region.

12asxg(x, Q2) <X f(Q2) . X-A with A = --In 2 ~ 0.5.
11"

However, the running of as and higher order corrections decrease the value of A [35J.
The BFKL power law behavior leads to a violation of unitarity in the limit x -t O.

The rise of the gluon density at small values of x and therefore in ui:t is limited by the
Froissart bound [36]:

~t
'"u-u

0_-. -
I

""t'p 11" ( S)2
Utat ~ ~ In-

m. So

where m. is the mass of the pion and So is an unknown scale factor. It is therefore
expected that the rise of ui:t with decreasing x must be dampened by some mechanism.

At small values of x, the density of gluons becomes very large and gluons may annihi-
late, or recombine to gluons. The recombination of gluons at high densities will eventually
limit their increase. In order to take the recombination of gluons gg -t 9 into account
Gribov, Levin and Ryskin added a quadratic correction to the evolution of the gluon
distribution, yielding the so-called GLR equation [37]:

~xg(X,Q2) = 3as ( Q2) _ 8JaHQ2)[ ( Q2)]2
dlnQ2dln! 11" xgx, 16R2Q2 xgx, .

x

figure 1.5: Range of validity for various evolution equations. Incl'easing Q2 leads to a
bettel' spatiall-esolution (DGLAP). Smaller values in x yield an incl-ease in the parton
density (BF[(L). The l'egion of high pal-ton density is the region whel-e satumtion effects
an expected to diminish the rise of F2 with decl'easing x.

Recombination effects become important at :r;g(x,Q2) ~ 6Q2 Gey2 which is well outside
the scope of HERA and could be only reached at much sma.ller values of x [38].

The previous section ha.ve detailed some successes and shortcomings of QCD. The short-
comings - inability to make predictions involving non-perturbative eft'ects - has led to a
revival of llegge theory. The foundation of the llegge theory rests on general properties
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of the S-matrix, unitarity and analyticity. The domain of llegge theory includes predic-
tions for the energy dependence of hadron-hadron scattering cross sections and predictions
about leading particles in the hadron-hadron collisions.

The interest in the region of large values in W (equivalent to the small x region)
accessible at HERA is connected with the cross section for hadron-hadron scattering in
the high energy limit within the Regge approach. This motivates why Regge theory is
still of significant interest in particular for the transition region.

Before we can make the point, we need to make an excursion to Regge theory. POl'

introduction into this field, see for example [41] as a review related to HERA physics.

Regge theory

In order to understand how Regge theory is applied, consider the clastic scattering of
hadrons a and b, ab --t ab, as depicted in figure l.6a. Their 4-momenta are denoted with
a, b for the initial and a', b' for the final state. The cross section can be expressed as a
function of the Mandelstam variables 05 = (a + b)2 and t = (b - b')2. It is the squared sum
over the scattering amplitudes due to the quanta X (conventionally mesons) that can be
exchanged,

d;;1. = 16~S21;;:M~(S,t)12

In llegge theory, where the mesons are connected via a so-called Regge trajectory (ex-
plained below), the sum yields

Figure 1.6: a) The elastic scatle1'ing of hadl'Ons a and b, mediated by the exchange of a
quantum X. The..( -vectors before and afte1' the scatle1'ing are a, & and a', &'. b) Regge tra-
jecl.01'ies. The trajeet01'ies for the p, w, h and the a2 1'esonances almost coincide; they are
1'ep1'esented he1'e with a solid line. The indicated 1'esonances are the p(770), the w(782), the
h(1270), the a2(1320), the ('3(1690) and the w3(1670). The Pomel'On traject01'y (dashed
line) is shown togethe1' with fhe l(JPC) = 0(2++) state X(1900) obse1'ved by WA91 (42).

to predict the behavior of the total hadron-hadron scattering cross section

I:M~'(s,t) = Mm(s,t) ex ,6(t)~(a(t))s"(t).
x

The region of small values in x which is equivalent to the high-energy limit (05 » Q2), is
defined to be the Regge limit.

The total cross sections for pp, pji, IP and II reactions are plotted as a function of the
c.m. energy ..;s in figure 1.7. Their behavior is surprisingly similar (and also for other
hadron-hadron scattering cross sect;ions like 1rp, J(p etc. that are not shown in figure 1.7
[43]). They fall at small c.m. energy ..;s ;:;;,10 GeV, and rise towards large energy. All
these cross section can be parameterized with the universal ansatz [44J

,6(t) is the residue function which parameterizes t!le couplings at the hadron vertices and
~(a(t)) is the complex phase factor. The Regge trajectory a(t) gives the relationship
between the mass m and the spin J of the exchanged mesons, J = a(m2), see figure 1.6b.

Empirically, Regge trajectories can be parameterized as straight lines with

ao is called the intercept and a' the slope of the trajectory. As an example, a H.egge
trajectory for mesons is shown in figure 1.6b. Due to the confinement problem, meson
trajectories (hadron masses) cannot yet be calculated from first principles in QCD.

A and B are process dependent parameters which are a priori unknown and need to be
fitted to the data. The value of an (0) was fixed to the average value of the Reggeon
intercept ~ 0.45 and the value of ap (0) ~ 1.08 was obtained from a global fit to all
existing total hadron-hadron cross section data.

Starting from the elastic cross section (in principle one has to sum over all Regge trajec-
tories whose resonances can be exchanged in the reaction)

The fall off at small energies is readily interpreted as due to meson exchange, whose Regge
trajectories have an intercept an (0) < I (compare figure 1.6b; here only tra.jectories that
dominate high energy scattering are shown; other meson trajectories have smaller inter-
cepts and therefore do not contribute much to high energy scattering). Correspondingly,
the rise at high energy is attributed to an exchange described by a Regge trajectory
with intercept ap (0) > 1. There exists however no established set of particles with such
a llegge trajectory. Nevertheless, the Regge ansatz gives a successful parameterization
of the scattering process. Therefore a hypothetical object, the Pomeron (JP ) is postu-
lated, which has the quantum numbers of the vacuum (electrically and colour neutral,

we can use the optical tlleorem, relating the total cross section to the forward scattering
amplitude

J
O'tot = -Im/vlei(s,t = 0),

05
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The (La) BFl<L expectation for the small x behavior of F2 is F2 ex (1/3:)°·0. This power
growth is faster than the growth expected from eq. 1.22, the DLL approximation .

This situation is very interesting. The experience from total cross sections at, high
energies would suggest that (7io·t (or 1'2) should rise ex (1./X)O.OB at small x, a behavior
long known and parameterized with the Pomeron, but whose origin is not understood from
QCD. On the other hand pQCD does make a prediction for small x, which is different
from the past; experience: F2 should rise much faster, ex (1./x)0.5, in the BFI<L approach.
The DLL expectation is in between. The slow rise is often said to be due to the "soft"
Pomeron or the "non-perturbative" Pomeron, or the "Donnachie-LandshofP' Pomeron.
The fast rise would be attributed to the "hard", or "perturbative", or "Lipatov", or
"DFI<L" Pomeron, if one still wants to use the Regge language (see figure 1.8).

Figure 1.8: The exchange oj a (BFJ(L) Pomeron in the Regge language is equivalent to a
sum over graphs with g{uon {addel's between the interacting particles in pertm'bative QeD.

Figure 1.7: The total Cl'OSSsection J01' pp (or PIl), IP and II interactions as a Junction
oj the total CM energy ,jS = ECM US}. ZEUS and [{f meaSU1'e (7'YP in ep scattering
with Q2 ~ 0 (photoproduction). The CUl'1JeSrepresent the DL parametel'izations with C'Jp
=1.0808 (solid), =1.112 (dashed) and =1.088 (dotted).

isospin 0 and C parity +1), and whose exchange is described by the Pomeron trajectory
alP (I) ~ 1.08 + 0.25 . t, see fig 1.6b. The object is suspected to be of gluonic nature,
perhaps a glue ball. A possible glue ball candidate with JPc = 2++ in fact would fall on
the Pomeron trajectory, see figure 1.6b. Because all' (0) > 1, physical states with J = 0,1
belonging to the Pomeron trajectory cannot exist.

This is one of the reasons why ep scattering at HERA at small x is so interesting, that
is as x decreases, for fixed large Q2 there should be a transition between the hard short
distance physics associated with moderate values of x and the physics of the "Pomeron"
which is widely believed to dominate at very small x. Under which conditions will we
see which behavior? How about the transition region? Do Tl8RA data extend into a
kinematic regime where the steep rise predicted by BFl<L can be seen? And if a steep
rise is to be seen, is it really to be attributed to I3Fl<L dynamics? It is a theoretical and
experimental challenge to establish whether events where Pomeron is being exchanged
in ]) IS in the HERA range are governed by hard or soft processes or whether they are
actually a mixture of both and to shed light on the long standing problems on the origin
of the Pomeron. Some of the answers will be given by the HERA data presented in this
thesis.

Ultimately the hope is that the QCD predictions for color coherent phenomena -
a result of nontrivial interplay of hard and soft QCD physics specific for high energy
processes - will provide an important link between the well understood physics of hard
processes and the physics of soft processes which at present is mostly phenomenological.

In the high energy limit W2 -+ 00, Q2-fixed, and thus x -+ 0 one is approaching the
regime of Regge phenomenology. In this regime, the so-called Regge limit, all hadronic
total cross sections are expected to be mediated by Pomeron exchange and to exhibit the
same energy behavior. This expectation is born out from the data.

Scattering of virtual photons and protons at small x corresponds to the Regge limit
of this subprocess (W2 » Q2). It is natural to ask if the total cross section behavior
(7101 ex SO.08 found for hadron-hadron and photon-hadron scattering continues to hold
for virtual photon-hadron scattering, i.e. we expect (7'Y.p to rise as (7'Y.p ex (l/X)O.OB with
decreasing x.

However, as was shown earlier, the pQCD prediction for the (7io·t (or F2) at small x
wi 11 be determined by the dominant gluon content of the proton, because the quarks to
which the photon couples are pair created by the gluons. The BFKL prediction for small
x was

F () (
1) oX 'Y.p oX

'2 ex xg x ex ;;; =} (7101 ex S .

The notion of diffraction in high energy physics is not easy to define. The dictionary
defines it as "a modification which light undergoes in passing by the edges of opaque
bodies and in which the rays appear to be deflected and to produce fringes of parallel
light and dark bands; also: a similar modification of other waves (as quantum mechanical
matter waves)".

We will start with a short overview of what is mea.nt by diffractive scattering ill soft
hadron-hadron interactions after which we will make the connection to Regge theory
and to the Pomeron which is the dominant trajectory exchanged in diffractive process.



This sets up the language which is used in studying diffractive phenomena. At the end
properties of diffractive rea.ctions in the photoproduction regime at IIERA are reviewed. L ,Bhk(O),Bh'k(O)S",(Oj-l

k

L ,B~k(t)(3~'k(t) s2"dt)-2

k 16rr

L ,Bhk(O),B~'I(t)gkll(t) (-;)2,,/(1) (M~)"'(0)
k,l 16rrs Mx

d hh'
~

dt
The best example of a diffractive reaction is the process of elastic scattering hh' ----+ hh' in
which no quantum numbers are exchanged. In addition to the elastic scattering, there are
inelastic diffractive processes. These include the single dissociation, hh' ----+ X h', and the
double dissociation, hh' ----+ XY, reactions in which the beam andlor the target particles
are excited into states with the same internal quantum numbers as those of the incoming
particles. Some examples of inelastic diffriLctive processes are: rr-p ----+ rr- N* (SO) and
rr-p ----+ a, N* (DD).

Typical of known properties of diffractive processes is a weak dependence of the cross
section on energy and factorization properties suggested by fairly independent ratio of
the diffractive to the total cross section [7J. Another characteristic of high energy elastic
and diffractive scattering is the exponential suppression of the cross section as a function
of the square of the momentum transfer, t, between the two hadrons. As this property
is reminiscent of the diffraction of light by a circular aperture, the diffractive scattering
in strong interactions derives its name from the optical analogy. In general a process
is called diffractive if it proceeds via Pomeron exchange, an exchange which carries the
quantum numbers of vacuum.

In addition to all the a.bove mentioned characteristic behaviors a single dissociation
diffractive reaction of the type hh' ----+ Xh' has a cross section which falls with the mass
of X like, 11MI. In such diffractive reactions the 'absorbing' hadron should preserve its
identity. This constraint leads to the so called coherence condition and limits the invariant
mass of the diffracted state. This limit can be obtained using a geometrical argument.
From the uncertainty principle the coherence of the absorbing hadron of radius n will be
preserved if

where the functions ,B and 9 are vertex functions and a is the Regge trajectory. The last
formula ( l.39) is based on MueHer's generalization of the optical theorem [~6J, which
relates the total cross section of two-body scattering with the imaginary part of the
forward clastic amplitude for the three body scattering. The term gkl/ is called the triple-
Regge coupling.

The above expressions can be illustrated with the following diagrams:

h hhHh ~= = a(O)
h' h'

h' h'

ILhi
d(J~'t

dt

h h

:E
M2 1-L< _

s - 2mh,jl"

h 2

];
h' h'

The above formulae have been written in a way that allows for Reggeon contributions
other than the Pomeron. In order to describe the properties of diffradive scattering ld
us iLssume that at high energy only the Pomeron exchange contributes. The Pomeron
tmjectory was determined by Donnachie and Landshoff [44] and is given by

As mentioned previously the energy dependence of the cross sections for hadron-hadron
interactions is well described by tbe exchange of Regge trajectories of which the Pomeron
trajectory dominates at high energy [44J. Many properties of diffractive scattering iLnd
in particular the observed factorization properties find a natural explanation if it is as-
sumed that diffractive processes are indeed mediated by exchange of a universal Pomeron
tmjectory. The universality of the exchanged trajectory has been proposed originally by
Gribov and Pomeranchuk [15] and is usuiLlly referred to as Regge factorization.

Regge theory supplemented by Regge factorization provides a framework on the basis
of whicb many features of high energy hadronic interactions can be described. In the
Regge limit defined as that where t is small and W ----+ 00, the total, elastic and inelastic

x
diffraction cross sections formulae for the interaction of hadrons hand h' can be written

where c = 0.085 and et' = 0.25 GeY-2.
The above formulae can be written in the region of Pomeron dominance as follows:
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Since the t distribution in the elastic scattering to a good approximation is exponen-
tial, let us assume that /3hp (t) = /3hlP (O)·exp(bht) where the effective slope parameter
bh is proportional to the interaction radius square. Thus, for the differential cross
section of elastic scattering we get the sharp diffractive peak,

USA·USSR ]
",_irno¥C!OI 5-100
RUTGERS-IJ.1PCOLL :
40ttlOI

O} CARNEGIE·~LLCN s· 40 _
o end BNL S= 20 ~
• Elels1tin !!!Ol S- 1,3

We have assumed that the scale in the logarithmic expression is So = IGeV2. The
phenomena of the increase of the slope with energy is called shrinkage.

• The inelastic single diffraction differential cross section, assuming that at small t we
can make the same approximation as in the elastic case, can be written as
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Figure 1.9: The dijJe1'entiai C1'OSSsection Jar the inelastic dijJmctive 1'eaction PI' --+ Xl' as
function of the scaled di.fJmctive mass Ml / s.

different parameterizations differ by less than factor 2 in overall normalization, and 301]

resemble the basic behavior fp W(xlP' t) <X Xp 1-2O'IP (I).

All hadronic reactions show an appreciable contribution of diff'ractive processes to the
total cross section (~ 25-40%), including double dissociation, The dominant process in
diffractive scattering is single dissociation and has at high energies a very characteristic
signature. One of the incoming particles emerges from the collision with a very small loss
of its initial energy and is well separated in phase space from the other particle which
dissociates into a multi-particle state. lJiffractive events are thus characterized by a large
rapidity 3 gap between the quasi-elastically scattered proton and the rest of the final state,
where the rapidity is defined as

bSD = 2bh + 20'1 In -;- .
Mx

It is usually assumed that the t dependence of the tri ple-Pomeron coupling, gP PIP,

is mild compared to the t dependence of the elastic form-factors of hadrons, If
we take ( = 0, we recuperate all the properties assigned to diff'raction, i.e. an
exponential slope in the t distribution, shrinking with s, and l/M,~ dependence
on the dissociated mass. This last behavior can be seen for the differential cross
section of the inelastic diffractive reaction pp --+ X p shown in figure 1.9 for different
s values. As s increases and we approach the Regge domain a clear 1/Ml behavior
of the cross section can be seen.

(}
1) = -In tan 2' (1.50)

where (}is the polar angle relative to the initial direction of the incoming particles.
Large rapidity gap events have been also observed at HERA in the region where the

photon emitted from the electron is almost real and known to behave like a hadron [13, J 4].
Before embarking on a more detailed discussion of diffractive scattering in DIS at HERA,
it is of interest to see whether diffractive dissociation initiated by a real (or quasi-real)
photon follows the properties observed in hadron-hadron interactions.

The factorization properties allow to rewrite the triple-Regge formula. The diffractive
differential cross sectioo can be expressed as a product of two terms, a flux JIP Ih' which
parameterizes the emission of IP from hI and a total cross section for hIP scattering.
Symbolically tbe cross section ,can be written as,

In diffractive photoproduction reactions at II ERA the electron is scattered under a small
angle and emits a quasi-real photon. The interaction of the photon with the proton is
then assumed to proceed in two stages. First, the photon fluctuates into a virtual vector
meson, whicb then interacts with the target proton via Pomeron exchange. With tbis inwhere Xp = M} / s. The separation into tbese terms is arbitrary as far as constant factors

al'e concerned as IP is not a real particle. Various parameterizations for fp W(xp, t) exist,
based upon fits to hadron-hadron data and are described in more detail in chapter 3. The
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It has been suggested that if the Pomeron has partonic structure, then such structure
could be probed in diffractive hard scattering interactions [8,9, 10]. I3y hard sca tering
we mean that there is at least one large scale in the problem that gives the possib ,lity of
applying pertllrbative QCD. In the case of diffractive DlS this is the photon virtuality,
Q2. Requiring the photon virtuality in the interaction to be large the dynamics of diffrac-
tion can be investigated and compared to perturbative calculations. The experimental
signature of a Pomeron exchange would consist of a large ra.pidity gap in the ha.dronic
final state, located between the photon fragmentation region and the proton.

The observation of events with a large rapidity gap in the fina.l state produced in
deep inelastic ep interactions reported by the ZEUS [11J and III [12J Collaborations has
thus opened a whole new area of studies in QCD. Since then many workshops were
organized with the aim to discuss the basic. theoretical ideas and predictions for diffractive
phenomena within the QCD framework and to improve the understanding of IJERA dat.a.

In the following we will concentrate on discussing single difrractive dissociation phe-
nomena and in particular the dissociation of the virtual photons on a proton target in the
presence of at least one large scale. The interpretation of these inclusive reactions as D1S
on Pomeron in the language of QPM and QCD are presented and discussed.

I30th HEIlA collider experiments, ZEUS [16] and H1 [17], have studied photon diffrac-
tive dissociation in the photoproduction regime. The measurements were performed at a
C.m. energy over an order of magnitude larger than in fixed target experiments [47J.

The ZEUS experiments studied the Mx distribution at a fixed value of W = 200 GeV
and obtained a Pomeron intercept value of

in good agreement with the value from hadron-hadron data. The percentage of inelas-
tic photon dissociation above the </> mass in the total cross section was found to agree
with expectations of Regge factorization. In addition the Leading Proton Spectrometer
detector of ZEUS was used to measure the t distribution associated with photon dissoci-
ation [48J. The measured t distribution was found to exhibit an exponential behavior. In
the energy interval 176 < W < 225 GeV and for masses 4 < Mx < 32 GeV, the slope of
the exponential t distribution was found to be

In the QPM there is no mechanism of producing large rapidity gaps, other than by
fluctuations in the hadronization process. Therefore, in the QPM diffractive dissociation
as such has to be introduced by hand.

The HI experiment has performed a measurement of single photon dissociation at
two energies, W = 187 and 231 GeV. From the study of the energy dependence of the
differential cross section which included the results of Chapin et al., [49] and from the
Mx dependence they find that the triple-llegge formalism describes the data well. The
extracted value of Pomeron intercept

The presence of diffractive dissociation in D1S was predicted by Bjorken based on the
aligned-jet model (AJM) [50]. In the AJM, virtual-photon proton scattering at high
energies (small x) is considered in the proton's rest frame. In this frame the virtual
photon, whose energy, qo, is the largest scale, fluctuates into a qq pair at a large distances,
Ie = 1/2Mpx = qolQ2, from the proton. For the BEllA energy range this 'coherence
length' can be as large as 1000 fm. The transverse size of the pair on arri val at the proton
is b} ~ 11ki-.

If any configuration of the virtual-photon fluctuation were to contribute to the total
cross section in a universal manner, as in hadron-hadron scattering, the cross section for
,'p interaction would violate scaling properties of the structure function F2• Bjorken
solved this puzzle by postulating that only certain configurations of the virtual-photon
fluctuation were allowed to contribute to the cross section while the others were not.

In the allowed configurations, in which one of the quarks canies most of the momentum
of the photon a large transverse distance develops between the fast and the slow quark
by the time they arrive at the proton. This large system, in which the pair is initially
'aligned' along the direction of the original photon, essentially interacts with the proton
like a hadron. The latter interaction, being of hadronic origin, can proceed through
difTractive dissociation. This wilJ happen only if the qq lives long enough to evolve into
a hadronic state - that is at high energies. Since the slow qnark is almost on shell, the
AJM is similar to the parton model. Therefore Bjorken was able to predict that at high
energy, even in the QPM pictme diff'raction will reappear.

was found to agree with tbe value obtained from hadron-hadron interactions.
From these measurements it can be concluded that photon diffractive dissociation in

photoproduction exhibits a similar pattern of behavior as observed for single diffractive
dissociation in hadron-hadron interactions.

As discussed above many features of high energy hadron-hadron and photon-hadron
diffractive interactions are successfully described by the trip.le-Regge formalism and lend
much support to the hypothesis of factorization. However, Regge formalism, which de-
scribes global aspects of soft interactions, offers no insight into the microscopic structure
or identity of the Pomeron. In the language of QCD we can imagine Pomeron as a color
singlet combination of partons such as a pair of gluons, but in order to probe its contents
a hard scattering is necessary.



[n the AJM, diffractive scattering remains a soft phenomenon and thus the Regge
phenomenology applies as in the hadron-hadron scattering, corrected for the presence of
a virtual photon.

assumed that their density can be dynamically generated by QeD evolution. Obviously
the issue of the strange and heavy quark component depends on the real nature of the
Pomeron, a subject which is discussed in the next section.

II. Formalism of Diffraetive DIS in QPM

In analogy to the DIS cross section, the four-fold differential cross section for ep scattering
can be written as

d4 D 2 2
0' _ ~ [ _ )2] pD(4J( 2

dXl'dldQ2dx- XQ4 1+(1 Y 2 x,Q,xp,t),

Some properties of diffractive dissociation make it a very interesting study ground lor
QCD. Diffractive processes lead to the presence of large rapidity gaps in the final states
while in QCD, in which fragmentation is driven by parton radiation, large rapidity gaps
are exponentially suppressed, see figure 1.10. To understand diffraction in QCD one has
to invoke new coherent phenomena.

where for the sake of simplicity we have omitted the contribution from the longitudinal
structure function. The superscript D denotes the diffra.ctive process and thus the cross
section described is no longer totally inclusive.

Inglcman and Schlien [8] suggested on the basis of expectations from llegge theory
that the difl'ractive structure function could be factorized as follows:

a: ~article now
e+

~

* Ql. x } '--;:, currentjel

W ~olourflow
P proton2 remnant

particle now

burrenljet

no colour llow

~ p -> beam pipe

where II' /p(XI' , t) is the PomerolJ flux factor and parameterizes the emission of lP from the
proton vertex and the second term FJt((3, Q2) is caLled the Pomeron structure function.

In the IngeJman-Schlein approach the deep inela.~tic ep diffractive scattering proceeds
in two steps. First a Pomeron is emitted from the proton and then the virtual photon is
absorbed by a constituent of the Pomeron. This is depicted schematically in the foLlowing
diagritm:

In QCD the concept of the Pomeron still remains mysterious. The ideas about the
nature of the POll1eron range from a simple diagram with two gluon exchange [4, 5J to a
sophisticated gluon exchange whose properties depend on the nature of the interaction.
The BJ<FL Pomeron [3~], called sometimes hard or perturbative Pomeron, would con ist
of a ladder of (reggeized) gluons. From the theoretical point of view it becomes essential
to analyze various processes in terms of which type of 'Pomeron' could be probed. The
QCD picture of the Pomeron points to its non-universal nature.

There is a consensus that understanding of the nature of the Pomeron will help to
establish the missing link between the short-range and long range strong interactions.
Diffractive scattering is the ohvious laboratory to study the properties of Pomeron ex-
change.

I. Interplay of soft and hard physics

Together with the high-parton density physics of the low x regime of ep scattering at
HERA, came the realization that the hard physics studied till now is the result of an
interplay of hard and soft phenomena. In case of deep inelastic scattering the unknown
soft physics is hidden in the initial parton distributions which are parameterized at a
relatively low scale Q~ ~ IGey2. In particular it is not clear whether the fast rise of F2

with decreasing x is due to the QCD evolution or to the presence of a large parton density
at a low scale.

The ability to separate clearly the regimes dominated by soft or by hard processes
is essential for exploring QeD both at a quantitative and qualitative level. A typical
example of a process dominated by soft phenomena is the interaction of two large size
partonic configurations such as two hadrons. A process which would lend itself to a fully
perturbative calculation, and therefore hard, is the scattering of two small size heavy
onium-states each consisting of a heavy qq pair [51].

Under the assumption of factorization it is natural to treat the Pomeron as an effective
hadron, that is an object containing partons. llowever, it is unclear whether the partons
within the Pomeron should obey the momentum sum rule. The partonic interpretation of
a factorizable Pomeron leads to the identification of FJt((3, Q2) with the parton density
functions in the Pomeron, fi/I' ((3, Q2), such that

wbere the sum is over all the different partons. Because the Pomeron is self-charge-
cOlljugate and an isoscalar the density of any Havor of q is expected to be equal to the
density of the corresponding ii, i.e. fi/I' = It/I' .

It would be natural to assume that the strange quark density is the same as that
of the u and d quarks. However, the f( p total cross section is smaller than the 7r]J cross
section, suggesting a possible suppression of strange quarks. POI' heavier quarks, it may be



In deep inelastic scattering the partonic fluctuations of the virtual photon can lead to
configurations of difFerent sizes. The size of the configuration will depend on the relative
transverse momentum kT of the qq pair. Small size configurations (large kT ~ Q/2) are
favored by phase space considerations. In the QPM, in order to preserve scaling, it was
necessary to suppress their presence by making them sterile. In QCD there is a simple
explanation for this suppression - the efFective color charge of a small size qq pair is small
due to the screening of one parton by the other and therefore the interaction cross section
will be small. This phenomenon is known as color transparency.

The essence of color transparency is expressed in the formula for the interaction cross
section of a qij with a hadronic target T [52J which follows from the factorization theorem
for hard processes in QCD,

at the level of a plausible assumption. Only recently the QCD factorization tlleorem
was proven to hold for the leading twist difl'ractive structure function of the proton in
DJS [53], giving support to this approach. The H.e~e ractorization of these diffractive
parton densities is an additional assumption and leads to their universal description.

A large group of physicists have explored such an approach [9,54,55,56,57,58,59,60].
They differ in the way one of the three major ingredients are treated: the Pomeroll flux,
the evolution equation and the initial parton distributions.

• Pomeron flux:
In most models the Pomeron flux parameterization is assumed to be given by the
Regge-inspired fits of pre-HERA data [9]. One notable exception is the approach of
Capella at al. [56]which postulates that the bare Pomeron flux has to be determined
at large Q2 when screening corrections are unimportant. TllPrefore aU' (0) is Q2
dependent and increases from ap (0) ~ 1.08 at Q2 = OGey2 to ap (0) ~ 1.2 at
Q2 ~ IOGeV2 as determined from fits to the inclusive 1'2 measurements.

where b is the transverse separation between the qij system and GT stands for the gluon
distribution in the target. At small x the smallness of the cross section is compensated
by the large gluon density. The dominant mechanism for diffractive scattering of a small
size qij pair is two gluon exchange and the cross section can be calculated in perturbative
QCD. For large size configurations, as noted previously, one expects the regime of soft
interactions, modified by the typical QCD evolution. Here the Ingelman-Schlein type
model would be applicable.

This qualitative picture based on QCD considerations leads to a picture of diffraction
very different from the one expected from the QPM. The origin of a large rapidity gap
may be either of perturbative natlll'e or due to soft processes. The Pomeron exchange is
non-universal and exhibits very different energy dependences for different initial photon
configurations. Processes dominated by hard scattering are expected to have a faster
energy dependence than those dominated by soft processes. The establishment of the
validity of this approach has important consequences for the theoretical understanding of
QCD.

• QCD evolution:
Two groups [59, 57] have explored the possibility that the Pomeron is a photon-
like particle and the DGLAP evolution equation acquires an extra tp.rm in which
the Pomeron couples to quarks with a point-like coupling. The presence of this
term leads to an enhancement of large (3 for the Pomeron structure and its log Q2
increase at all (3 values, contrary to the standard DGLAP evolution in which, due
to radiation, the large (3 partons are depleted at the expense of an increase at lower
(3 values.

II. QCD inspired models of LRG production

Since the first results of 11l~RA were presented, the scientific community is burgeoning
with ideas about the possible origin of hard diffraction and probable consequences. It is
therefore not possible to give a complete and fair review. lnstead we will present a broad
classification and concentrate on discussing in more details the most popular approaches.

• Initial parton distributions:
In the early days the parton distributions were assumed either to have a hard dis-
tribution (3(1 - (3) [9, 8J compatible with a purely qua.rkonic Pomeron or it. very
soft one (1 - (3)5 [54, 8J derived from the gluon distribution in the proton. The
first data available showed the need for a combination of the two [61]. In one of
the recently proposed models [60J, the parton distributions are calculated ass\lming
that a scalar Pomeron couples in a point-like manner to two quarks and two gl uons.
1n the remaining approaches the distri bution of quarks and gluons is obtained from
QCD nts to the data.

a. Regge factorization and QCD
There is a class or models which follow the original idea of Ingelman and Schlein [8]. The
cross section for difrractive scattering is assumed to factorize into a Pomeron flux a.nd the
Pomeron is assumed to consist of partons whose densities have to be determined directly
from the data.

This approach has led to a plethora or theoretical papers in which the parton content
of the Pomeron at some smal1 starting scale, Q6, is treated in various physically motivated
ways. The DGLAP [31J equations of pQCD are then used to investigate the evolution
with Q2 of these parton densities.

OriginaJly the use of the DGLAP equations was believed to be inapplicable for the
description of diffractive structure function because the presence of the gap makes it
impossible to sum over all possible final hadronic states. Their use in this context was

b. Color dipole interactions
Since in low :t interactions it is rather the qq fluctuation of the photon which interacts
with the target proton, it is natural to view the interaction as that or a color dipole with
the proton. Originally this approach was advocated by Nikolaev and collaborators [62].
For leading twist contributions the concept of color dipole can be extended to more
complicated hadronic states [63].

For diffraetive scattering the dipole interacts with the proton through two-gluon ex-
change. The models differ in the way the two-gluon exchange is handled in QCD [64, 63J.
Since there is no guarantee that the approach can be fully perturbative, the uncertain-
ties are absorbed into effective parameterizations, whose parameters are derived from the
inclusi ve DIS scattering.

Bialas and Peschansky [65J have extended the dipole approach assuming that the
proton also consists or color dipoles. The ,'p interactiotls are viewed as quasi-on ium-



onium scattering. The BFl<L dynamics is used to describe the interaction of dipoles,
with numerical estimates tuned to describe the F2 measurements of the proton.

In these models the Pomeron is non-universal and cannot be represented by a sin-
gle flux. Common to this approach is the prediction of a dominant contribution of the
longitudinal photon to the large (J spectrum. The low (J spectrum is populated by a
qqg configurations of the photon, while the qij configuration of the transversely polarized
photon populates the intermediate (J region.

c. Perturbative QeD approach
In the perturbative QCD approach diffractive scattering is modeled through the coupling
of t-channel gluons in a color singlet state to the photon [66, 67, 68]. For small mass
difl"raction the final state consist of a qij pair, while large mass diffraction includes an
additional gluon in the final state, qqg. The dynamical content of these models differ in
the treatment of QCD corrections and in the choice of the gillon density. In many respects
the results are similar to the results obtained within the dipole approach.

In deep inelastic electron-proton scattering, e+r -r e+Clllything, a new class of events was
observed by Z8US[16] and HI [17J, characterized by tlw presence in the detector of a large
rapidity gap in the fragmentation region of the proton. The properties of these events
were found to be consistent with a difTraet.iveproduction mechanism, which is described
by the exchange of a colorless object with the vacuum quantum numbers, generically
called the Pomeron (LP).

One of the features of this exchange in hadron-hadron collisions, usually considered
as processes with one soft scale ~ 1 fill, is the Pomeroll pole factorization. This means
that the higb energy dependence of any hadronic cross section sbould be dominated by
a universal Pomeron trajectory. This universal Pomeron trajectory, indeed provides a
reasonable phenomenological description of the energy dependence of all total badronic
cross sections with a" (0) = l.08 and at = 0.25 GeV-2 as determined by global fits in [44].

In contrast to soft hadronic collisions, diffraetive processes in deep inelastic scattering
are determined by two different scales. The hard scale is supplied by the virtuality of
the photon Q2 and the soft scale on the proton side is determined by its size ~ 1. fm.
The predicted feature of two scale processes is the violation of the Pomeron pole fac-
torization. Thus, in bard diffraetive processes at high energy one may expect different
energy dependence for cross sections and that, the energy dependence may change as Q2
III creases.

HERA offers a unique opportunity to test these different features of soft and hard QCD
diffractive processes, and in particular to measure the value of the Pomeron intercept
ap (0).

The results presented in this thesis are based on data collected using the ZEUS detector
during 1.994running period. In this period lIEIlA collided 27.5 GeV positrons with 820
GeV protons.

d. Semi-classical approach and soft color interactions
The physical picture is very similar to 13jorken's aligned-jet model. As in thc AJ 1\1,
the dominant process is the fluctuation of the virtual photon into difl"erent kinematical
configurations of partons which then interact with the proton target. The basic idea of the
semi-classical approach is to treat the proton at small values of x as a classical color field
localized within a radius 1/ AQCD [69, 70J. The deep inelastic scattering is then viewed as
a scattering of the system of fast quarks and gluons off the classical color field. If, after
the interaction, the partonic configuration is in a color singlet state, a diffractive fina.J
state with a large rapidity gap is produced. Otherwise, an ordinary non-diffractive final
state is produced.

The approach has features similar to the more phenomenological model advocated
in [71], in which dirfractive events are kinematically dominated by single gJuon exchange
and non-perturbative soft color interactions (SCI) allow the formation of a color singlet
final state. The main point is that diffractive and non-dilfractive events difl"er only by
SCl.

In the semi-classical approach to diITractioll the notion of Pomeron does not really
appear. Here, the large rapidity gaps are generated in the final state as a result of color
reorientation of different virtual photon fluctuations into the color singlet state in the
color field of the proton.

e. Summary
To summarize, a tremendous theoretical progress has been achieved since the first obser-
vation of large rapidity gaps in DIS. While the number of models may seem overwhelming,
in fact in many respects they follow the same pattern and their validity is limited to spe-
cific regions. Their variety reflects the problem of tbe interplay of soft and hard QCD in
diffraction, as well as the interplay of leading and higher twist effects.

Many of the presented models have predictions which can be tcsted experimentally,
SLlchas llegge factorization, the Wand Q2 dependence as well as the t dependence. The
characteristics of the final states is another probe for the validity of the presented ideas.



Chapter 2

Parameter

Proton energy Ep

lepton energy E.
center-of-mass energy VS

£-spec (cm-2s-1mA-2)

J £- (pb-I)/year
bunches (ep + e + p)
bunch crossing time

p bunch current
e bunch current

#p/bunch
#e/bunch

I:o,/I;ilo'
Ifod1 ;ilot

In this chapter we will brieRy describe the HERA CollideI' and the ZEUS detector. In
describing the detector we will focus on those components that are of particular relevance
for this analysis. A description of the ZEUS trigger architecture is given at the end of the
chapter.

Design Value

820 GeV
30 GeV

314 GeY
3.2. 1029

30
2LO

96 ns
0.8 mA
0.3 mA

1l.0 .1010

3.6 . 1010

Average 1.994

820 GeY
27.52 GeY
300 GeY
5.5.1029

6.2
(153+1.5+17)

96ns
0.22 mA
0.15 mA
3.1 . 1010

2.6.1010

10.0
10.1

Table 2.1: A compilation of some of the 11EllA design paramete7"s and their actual values
dtL1"ingthe 1994 l'mming period.

In the second half of the '94 running period it was decided to accelerate positrons
instead of electrons in order to achieve longer lepton beam life times. For electrons a
life time of only 2-3 hours could be achieved due to interactions with almost stationary
positively charged ions, most likely originating from the "ion getter" pumps of the HEllA
vacuum system, which tend to defocus the electron beam. For a positron beam the pile-up
of the ions is avoided due to the repulsive electromagnetic force of the positively charged
positrons, thus extending the beam life time to about 8 hours. In the following, electron
is used as a generic expression for the colliding lepton.

During this period HERA operated with 153 ep bunches with typical beam currents of
20-33 mA for electrons and 30-55 mA for protons. Besides these colliding bunches there
were also unpaired (or pilot) 17 proton- and 15 electron-pilot bunches as well as 25 empty
bunches. The pilot bunches can be used to estimate beam related background rates, while
empty bunches allow the estimation of background rates originating from cosmic rays or
to study the noise characteristics of detector components. The design and performance
parameters of the 1-IERA machine are summarized in table 2.1.

The integrated luminos-
ity delivered by HERA
has continuously increased,
from about 30 nb-I in the
1992 data taking period to
almost 37 pb-1 in 1997,
see figure 2.2. In 1994
HEllA delivered 6.2 pb-I.
For about 2.6 pb-1 ZEUS
was operational wi th all
main components perform-
ing nominally. The present
analysis is based on this
data set.

The lIadron Electron Ring Accelerator, HERA, is the first lepton-proton collideI' in the
world. It is designed to accelerate electrons or positrons and protons in the 6.3 km
long ring to 30 GeY and 820 GeV, respectively. The purpose of HERA is to enable
the investigation of DIS in a region of phase space not accessible thus far to previous
experiments.

HERA is located near the main site of the DESY laboratory in Hamburg, Germany.
A view of the HERA layout is depicted in figure 2.1.

In the 1994 data-taking period HEllA operated at a proton energy of 820 GeV and
an electron energy of 27.52 GeY, resulting in a center of mass energy ,fS of 300 GeY.
To reach an equivalent center of mass energy with a fixed target proton would require an
electron beam of 48 TeY.



The design, construction and operation of the ZEUS detector owes its successes to the hard
work of almost 500 physicists and as many members of technical staff". This multinational
collaboration is an assembly of more than 50 institutes corning from 12 different countries.
The main detector, weighing 3600 tones and standing 12 meters in height, is located 30m
underground in the South Experimental Hall of the main IlE1tA ring.

The coordinate system of ZEUS
is defined as a right-handed system
with the origin at the nominal inter-
action point (IP). In this system, the
incoming proton direction, referred
to as the forward direction, defines
the z-axis and the x-axis is defined
to point horiwntally towards the cen-
ter of HERA. Thus, the proton beam
polar angle is 0°, whereas the elec-
tron beam polar angle is 180°. The
azimuthal angle ¢> is measured w.r.t
the positive x-axis (see figure 2.3).

ZEUS is a multi-purpose solenoid detector with a solid angle coverage of > 99.6% of
411"srad consisting of inner tracking detectors surrounded by a high resolution Uranium
Calorimeter and a muon detection system. A longitudinal cross section through the
detector showing the main components is presented in figure 2.4. The asymmetry of the
detector on either side of the interaction point reflects the large momentum imbalance
between the colliding beams.

The complete and detai led descriptions of the ZEUS detector may be found in the
original technical proposal [74J and subsequent status report [75]. The components of the
detector essential for the present analysis are described in more detail in the following
sections. A brief description of the ZEUS detector is given below.

Starting radially outward from the interaction point are the tracking detectors; the
vertex detector (VXD) and a large drift chamber for charged particle identification and
measurement (CTD). The CTn is surrounded by a super-conducting magnet providing
a field of 1.43 T. Forward and rear tracking chambers (FTD and IlTD) provide extra
tracking information in the forward and rear directions. The tracking chambers are sur-
rounded by a high resolution Uranium Calorimeter (UCAL). The UCAL is divided into
three main sections; the FCAL in the forward (proton) direction, the [lCAL a barrel sec-
tion surrounding the central region and the RCAL in the rear (electron) direction. The
UCAL is enclosed by muon chambers (PMUI, BMUI and RMUI) on the inner side of an
iron yoke. The yoke itself serves as an absorber for the backing calorimeter (BAC), which
measures the energy of late-showering particles and also provides the return path for the
solenoid magnetic field flux. On the outer side of the yoke, the outer muon chambers
are installed (FMUO, BM UO and RMUO). Downstream of the main detector in the elec-
tron direction at z = -7.5 m an iron-scintillator Vetowall is used to reject beam-related
backgrounds. The C5 beam monitor, a small lead-scintillator counter, located around
the beam pipe at z = -3.15 m, is used to determine the nominal interaction point and
monitor the proton and electron bunch shapes from timing measurements. Upstream of
the interaction point, the proton remnant tagger (PIlT), a lead-scintillator counter, lo-
cated at z = 5.1 m around the beam pipe provides information about bigh energy charged
particles which are produced at very small angles and leave the main detector through
the beam bole. The leading proton spectrometer (LPS) installed at intervals along the
beam line (20-90 m) and forward neutron calorimeter (FNC) located at about 100 m in
the forward direction detect protons and neutrons scattered through a very small angles,
respectively.

The short time interval of 96 ns between the bunch crossings at BEllA results in a
nominal rate of 10 MHz. ZEUS employs a three-level triggering system to reduce the rate
to a few Hz, a level at which data can be written to tape.

The inner tracking detectors of ZEUS are positioned inside the superconducting solenoid
and are dedicated to charged particle detection and identification. They are comprised
of the Vertex Detector (VXIJ), the Central (CTD), Forward (FTD) and Rear Tracking
Detector (RTD).

The primary tasks of the VXD are the detection of shorted-lived particles and via ad-
ditional hit information the improvement of the momentum and angular resolution of
charged particles measured with the CTIJ alone. The VXD is a cylindrical drift chamber,
covering an angular region from 8.60 to 1650

• The spatial point resolution in tbe r¢>plane
is approxim<ttely 50 f.lm.

Figure 2.4: The longitudinal view of the ZEUS detector. The main components are labeled
and the directions of the incoming beam electrons and p7'Otonsare also shown.



II. The Central Tracking Detector

The CTn [76] provides the direction and momentum information of charged particles
with high precision and estimates the energy loss df!)/dx used for particle identification.
It is a cylindrical drift chamber, covering an angular region from 15° to 164°.

The chamber is organized radially into 9 superlayers. The odd-numbered superlayers
are axial layers and have their sense wires parallel to the CTO axis, whereas the even-
numbered superlayers are stereo layers and have their wires inclined at a small angle
(±5°) to the chamber axis. With the '94 calibration of the chamber, the resolution of
the CTD is around 230 {tm in r</>,resulting in a transverse momentum resolution of
f7p,/p, = 0.005p, EI70.016 for 9 superlayer tracks, where p, is in GeV.

Figure 2.5: The view of the CAL geometry (left) and FCA L face seen [!'Om the IP (l·ight).

The RCA L covers polar angles between 129.1° to 176.5°. In the outer region of the F-
and RCAL are the HACO cells. There is no need for a finely segmented EMC sections
there, as these regions are shadowed by the BCAL. The view of the UCAL geometry and
FCAL face seen from the IP are shown in figure 2.5.

The BCAL covering the angles between the FCAL and the RCAL, consists of 32
wedge-shaped modules and has one EMC and two HAC sections. The modules are tilted
2.5° in </>. Each module is divided into 14 towers along the z-axis. The four EMC cells of
each tower are projective in (J, where the HAC sections behind them are not projective.

Each calorimeter cell is read out on opposite sides by two photomultiplier tubes
(PMTs) coupled to the scintiJlators via wavelength shiners. Comparison of the two PMT
signals allows the determination of the impact point of the particle within a cell.

The calorimeter is calibrated on a channel-by-channel basis using the natural radioac-
tivity of the depleted uranium, which provides stable and time independent reference
signal. This calibration procedure is good to 1%. The PMTs can be calibrated via
light emission of known intensity from LEDs. The rest of the electronic readout chain is
calibrated using test pulses.

The caJorimeteralso provides accurate timing information with a t.ime resolution better
than about 1 ns for energy deposits greater t.han 4.5 GeV.

III. The Forward and Rear Tracking Detectors

The FTD is designed to extend the accept.ance of VX 0 and CTD in the forward direction
from 28° to r. In '94 running period it was only partly equipped with readout electronics
and therefore it is not used in the present a.nalysis.

The RTD consists of a single planar drift chamber covering polar angle between 160°
and 170°. Its main task is to measure the direction of the scattered electrons in low Q2
events.

The Uranium Calorimeter (UCAL) [77J is one of the most essential detector components
at ZEUS for the reconstruction of ep-scattering events and plays a crucial role in the
present analysis. The UCAL is a sampling calorimeter, consisting of alternating layers
of depleted uranium as absorber and scintillator as active material for readout purposes.
The thickness of the plates (2.6 mm scintillator and 3.3 mm = 1 Xo uranium) has been
chosen such that the calorimet.er response to electrons and hadrons is the same (e/h =
1 ± 0.02) over a wide range of energies, or in other words the calorimeter is said to
be compensating. The compensation characteristic is particularly important for energy
resolution of hadrons as hadronic showers have a statistically fluctuating electromagnetic
component. The energy resolution of the ZEUS calorimeter, measured under test beam
conditions, is f7(E)/ E = 18%/.JE (fJ 1% for electrons and f7(E)/ E = 35%/ IE EI72% for
hadrons, where energy is measured in GeV, and EI7means summation in quadrature.

The calorimeter is divided into three parts, the Forward (FCAL), the Barrel (BCAL)
and the Rear (RCAL) (see figure 2.4). The depth of the calorimeter is determined by
the maximumjet energy it needs to absorb, requiring 99% energy containment [74J. This
energy is a function of polar angle, ranging from about 800 GeV in the forward direction,
to about 30 GeV in the rear. The containment of very energetic jets is achieved by
surrounding the uranium calorimeter by a much cheaper iron backing calorimeter.

The FCAL, covers polar angles from 2.2° to 36.7°. It is divided into 24 modules
numbered with increasing x, each module is further segmented into 20 x 20 cm2 towers
numbered with increasing y. The towers are segmented in dept.h into an electromagnetic
section (EMC) and two hadronic (lIAC) sections. Each of the badronic sections of a tower
is identified as a calorimeter cell. The EMC section, however, is divided vertically into
four 20 x 5 cm2 cells. The structure of the RCAL is very similar. However, the EMC
section has two 20 x JO cm2 cells instead of four and there is only one hadronic section.

2.2.3 The Small Angle Rear Tracking Detector

The SRTD, has been implemented and installed at the beginning of the 1994 wit.h three
goals in mind.

• To provide a rejection based on timing at the FLT level.

SRTD is a scintillator strip detector at the face of the RCAL (z = -148 cm) and
covers an area of 68 x 68 cm2 around the RCAL beam-pipe hole [78J. In this region
inactive material (cables, flanges, ete ... ) causes particles to preshower and lose energy
before reaching the calorimeter. The energy deposited in the SnTO can thus be used
to correct for energy losses in inactive material, or in other words the Sn:rD serves as a
presampler.



Figure 2.6 shows a schematic dia-
gram of the detector layout. Charged
particles are detected by two planes
of orthogonally arranged (x, y) strips
with a 1 em pitch which provide posi-
tion and pulse height information via
an optical fiber-photomultiplier read-
out. Each plane is divided into four
quadrants as shown in the figure.

SIlTD hit information is used in
conjunction with hits from the CTD
for track reconstruction. The SRTD
is a.lso used for background rejection
by providing a fast timing measure-
ment (<7t ~ 2 ns) to the trigger, com-
plementing the rejection provided by the C5 and VETOWALL counters at the FLT leveL

The precise measurement of the time-integrated luminosity is a crucial aspect of all cross
sections. The cp luminosity at HERA is measured by the luminosity monitor using the
rate of hard bremsstrahlung photons, ep --+ e'n from the Bethe-Heitler process [79J. The
cross section for this process is high and is known from theoretical calculations to an
accuracy of 0.5%.

The luminosity monitor [80] consists of two calorimeters, the electron calorimeter
(LUMI-e) and the photon calorimeter (LUMI--y).

The LUMI-c is a .Iead-scintillator calorimeter. It is located at z = -34 m and detects
electrons that have lost part of their energy via bremsstrahlung and are deflected from
the nominal beam orbit by the magnetic field of HERA. The geometrical acceptance is
limited to the detection of electrons with 0.2· Ebe•m < E; < 0.8 . Ebe•m. The energy
resolution is <7(E)/ J:) = 18%/ VE with E measured in GeV.

The LUIvIl--yis a lead-scintillator calorimeter situated at z = -104 m and is protected
against synchrotron radiation by a 3.5 Xo carbon/lead filter. The energy resolution which
under test beam conditions is I8%/VE, where E is in GeV, is reduced to 25%/..JE by
the filter.

The measured luminosity uncertainty in '94 data taking period was found to be about
2%, where the dominant sources of errors are due to energy scale uncertainties, cross
section calculation, acceptance correction and beam gas background subtraction.

The First Level Trigger (FLT) is a hardware trigger, designed to reduce the input,
rate below I kHz. Each detector componE'nt has its own FLT, which stores the data in a
pipeline, and makes a trigger decision within 2 !J.S after the bunch crossing. The decision
from the local FLTs are passed to the Global First Level Trigger (GFLT), which decides
whether to accept or reject the event.

If the event is accepted, the data are transferred to the Second Level Trigger (SL'l'),
which is software-based and runs on a network of Transputers. It is designed to reduce
the rate below 100 Hz. Each component can also have its own SLT, which passes a
trigger decision to the Global Second Level Trigger (GSr;f) [83]. The GSLT decides then
to accept or reject the event. If GSLT accepts the event then it is passed to an Event
Builder.

The Event Bui.lder [84] collects data from all detector components into a single event
record and transfers it to the Third Level Trigger (TLT), which makes a decision based
on the complete information. The TLT is software-based and includes parts of the offline
reconstruction code. It runs on a farm of Silicon Graphics computers and is designed to
reduce the rate to a few Hz.

Events accepted by the TLT are written to tape via a fiber-link (FLINK) connection.
The si7,e of an event is typically 100 kBytes. From here on events are available for full
offline reconstruction and data analysis.

The trigger logic used for the online selection of DIS events, on which the present
analysis are based, is described in chapter 4.
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The short bunch crossing time at HERA of 96 ns, equivalent to a rate of approximately
10 Mllz, is a technical challenge and puts stringent requirements on the ZEUS trigger
and data acquisition system.

ZEUS employs a sophisticated three-level trigger system in order to select ep physics
events efficiently whi.le reducing the rate to a few Hz [81, 82]. A schema.tic diagram of the
ZEDS trigger system is shown in figure 2.7.
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the squared charge of the involved particles, than the contributions of photons radiated
off the electron line.

Chapter 3

The Monte Carlo (MC) method provides approximate solutions to a variety of mathemat-
ical problems by performing statistical sampling experiments on a computer. The method
is called after the city in the Monaco principality, because of a roulette, a simple random
number generator. The name and the systematic development of Monte Carlo methods
dates back to the beginning of this century.

With the advent of high energy colliders and modern, highly complicated detectors
the use of Monte Carlo technique for event generation and detector simulation became
indispensable. Now-days, Monte Carlo simulations in high energy physics, are seen as
an easy and flexible procedure for experimentalists to compare data and theory, in a way
that allows arbitrarily complicated cuts to be applied to the data. Furthermore, and most
importantly, Monte Carlo detector simulations are the only reliable way to understand
detector responses and determine acceptances in todays experiments.

The MC simulation of the physics events in the ZEUS experiment consists of two
main parts. In the first part, the ep-scattering process is simulated, focusing on the event
kinematics and the final state event topology. The second part simulates the detector
and trigger response to the constellation of outgoing particles according to the detector
geometry and test beam results for different components.

In the following, the main concepts of the different simulation stages and their imple-
mentation in software packages are described.

Figure 3.1: The lowest ode!" Feyman graphs for radiative events. This corrections can be
classified into (a) initial and (b) final state b7·emsstrahlung. Virtual CO!Tections at lepton
vertex and the so-called self energy term aI"e shown in (c) and (d).

In the second stage, the LEPTO program is uSl:'d to simulate the hard scattering
reaction, which is fully implemented in leading order, " + q -+ q. QCD corrections using
exact first order matrix elements for boson-gluon fusion (HGF), " + 9 -+ q+ ii, and QCD
Compton scattering (QCDC), ~( + q -+ q + g, are also included, and higher orders in
leading log Q2 are treated using the parton cascade approach (sometimes referred to as
'Matrix Element plus Parton Shower' (MEPS) model). Alternatively, the QCD cascade
can be described by the color dipole model (CDM) [90], including boson-gluon fusion
(HGF), as implemented in the AIUA DNE program. The implementation of the [lGi"
process is particularly important at HERA, due to the fast rise of the gluon density at
low-x.

The CDM differs from the MEPS model in its approach of describing the par tonic
final state. It correctly treats most QCD coherence effects by describing the gluon
bremsstrahlung in terms of radiation from color dipoles between partons, instead of treat-
ing partons as independent emitters.

In the last stage, the final QCD cascade partons need to be hadronized. This can-
not be described by perturbation theory, since the strong coupling constant a. becomes
large. Thus the hadronization has to be described by a phenomenological procedure. The
JETSET program following the LUN D [91J string fragmentation model is therefore used
to perform the hadronization of cascade partons and obtain colorless hadrons in the final
state.

Figure 3.2 illustrates the partonic processes of the event simulation in an inelastic
lepton nucleon scattering, leading to the hadronic final state. When a quark is scattered
out of the proton, it leaves behind a colored remnant, since the struck parton itself carries
color. Thus there are color strings between the partons of the hard interaction and the
proton remnant. This picture of deep inelastic lepton nucleon scattering is being referred
to here and in literature as standa!"d deep inelastic scattering or non-dijJmetive DIS.

In order to estimate the contamination and understand the migration effects of non-
diffractive events in the diffractive sample, we have generated non-diffractive DIS events
with Q2 > 3 Gey2. The CDM+BGF model was used to simulate QCD parton cascade.
This model at present provides the best description of the hadronic final state, as was
observed in [92J. The parton densities of the proton were chosen to be the MRSA [93J
set, which adequately represents ZEUS structure function results.

In the present analysis, the DJANG06 [85Jevent generator was used to simulate deep in-
elastic ep -+ eX scattering, including both QED and QCD radiative effects. DJ ANG06 is
an interface of the Monte Carlo programs IIERACLES [86], LEPTO [87], ARIADNE [88J
a.nd JETSET [89].

In the first stage, I-IERACLES generates underlying kinematics based on the standard
model electroweak cross sections, and takes into account contributions from a whole set
of electroweak radiative processes. Figure 3.1 shows the lowest order Feyman graphs
for emissions from the electron line. These contributions are the source of the largest
corrections. In the diagrams (a) and (b) the simplest graphs for real photon emission at
the leptonic vertex and in (c) and (d) the contributions from virtual photons associated
with the leptonic vertex are shown. The radiative corrections coming from the hadron line
(not shown) are less important, since these corrections are small due to the dependence on



radiation nnd boson-gluon fusion are im plemented and higher order QCD cascades <t,re
treated using leading logQ2 parton shower or CDM+BGF approach. The hadronization
is performed using the Lund string model.

To study the acceptance and smearing effects due to the finite resolution of the mea-
surement, two samples of events with Q2 > 3 Gey2 and the CDM+ilGF model for QCD
parton cascades were generated with RAPGAP, The first sample corresponds to the ZEUS
parnmeterization of the Pomeron structure function which was obtained in the previous
analysis [95],
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where c=0,57, This parameterization assumes no Q2-dependence, Furthermore, we as-
sumed that the Pomeron is made of u, d and s quarks with equal strength, which leads
to symmetric parton densities in the Pomeron,

Figure 3,2: A 1'listic illustration of the -(p-scatte/'ing ]J1'Ocess, showing dijJe/'ent stages in
the simulation of the hadronic final state, with q = u, d and ,~quarks, In deriving the above parton densities we did not make an

assumption that the partons in the Pomeron should fulfill the momentum SUIllrule. This
parameterization will be referred to as ZPD93,

The second sample of events corresponds to Hannes Jung's (IlJPl) pammeterization
of the ('ollleran structure function based on the HI preliminary measurement of I994
F2

D(3) The starting parton distributions of the form
Diffractive processes can be described in terms of the exchange of a Pomeron (JP) with
vacuum quantum numbers. These types of processes, as depicted in figure 3.3, nre not
included in the simulation of the hadronic final state, as implemented in standa7'd Monte
Carlo models for deep inelastic scattering. In order to model the DIS hadronic final states
for diffractive interactions where the proton does not dissociate,

e + p -t e + X + 1',
the Monte Carlo event generator RAPGA P [94] was used.
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for the gluon were assumed at an initial scnle of Q~ = 4 Gey2, from which they were
evolved to higher Q2 using the next-ta-leading order AltarelJi-Pnrisi equations in pertur-
bative QCD. In the fit, the momentum sum rule was not imposed. Figure 3.4 shows
parton dellsities as obtained from the QCD fit by II. Jung.

The RAPGAP event generator follows the idea of lngelman and Schlein. The beam
proton emits a Pomeron with a probability fp (p(xp, t), and is assumed to behave as
a (virtual) hadron. The Pomeron, thus, is described by an effective structure function
F.J' ((3, Q2), which is independent of the process of emission, and its constituents then take
part in a hard scattering process with the virtual photon.

The RAPGAP generator is interfaced with HERACLES for simulation of QED radia-
tive processes. The leading order as well as first order QCD matrix elements for gluon

Figu re 3.4: (a) Momentum weighted parton dish'ibutions of qUa7'ks and gluons in fractional
momenta (3q(F' and (3g(p for dijJractive exchange, avemged over Xp and t as extmeted from
the QeD fit at Q~ = 4 Ge V2 j (b) fmetion of the total momentum carried by qua/'ks and
gluons as a function of Q2.
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and is implf'mented in the program ZGANA [99], which nags events with pass/fail as
specified by ZEUS trigger requirements. IVlonte Carlo simulated events and ZEUS raw
data are then processed by the oflline reconstruction package ZEPHYR. From this stage
on, both MC events and data are analyzed in identical fashion with ~AZE, an analysis
shell for user's physics program.

Figure 3.5 illustrates components of the ZEUS MC simulation. reconstruction, and
analysis chain. The paths followed by Monte Carlo simulated events(left) and data(right)
are indicated with arrows.

where Op (t) = 0(0) + o~ t with Op (0) = 1 + E and d = 0.25. The parameter c wa.s taken
to be 0.085 for the first sample and 0.139 for the second. For the Pomeron-proton vertex
the ansatz

Ol'p(t) = opp(O)e-tR~t

was used with o;p(O) = 58.74 GeV-2 and R"fy = 4.0 GeV-2
The low mass region Mx < 1.7 GeV, which is dominated by vector mesons is not

modeled correctly in ltAPG AP. In this region the final partons are assigned (collapsed)
to a random meson state during fragmentation stage in J ETSET, i.e. rro,1]o,W, p, 1)/, ... ,

with equal probability. To improve this situation we have modified routines in H.APGAP
and JETSET such that collapsing into states, i.e. rro,1]0, 1]/, ... , were forbidden and the
ratios for collapsing into allowed vector meson states arc given by VDM model.

For systematic checks we have also used a MC sample generated by POMPYT [96].
POMPYT like RAPGAP, is a MC realization of a faetorizable model for high energy
diffractive processes, within the PYTHIA [97] framework. The initial-state radiation
efrects were handled by PYTH lA, and are based on a next-to-Ieading-order exponentia.ted
description (see PYTHIA manual, p. 81). The probability for finding a Pomeron in the
proton, the Pomeron flux factor, was taken as that of Donnachie and Landsholr [44]

f (X t) = 9/36 [1" (t)]2XI-20'1' (t)pip I' , 4rr2· 1 p

where /30 = 3.24 GeV-2 is the efreetive Pomeron-quark coupling, and the Reggf' trajectory
as above Op (t) with c = 0.085 and the slope 0/ = 0.25. The elastic proton fOl'lll factor
1'\ (t) is given by

4m; - At [ 1 ]2
1"\(t) = -4-m-.~---t- -1---t-/ B-

where mp is the proton mass and A=2.8, B=0.7 GeV-2 are parameters fitted to data.
For the quark momentum density in the Pomeron, the form

All generated events were subjected to the ZEUS detector and trigger simulation program
MOZART. The detector simulation in MOZART is based on the GEANT [98] package and
incorporates our present understanding and knowledge of all ZEUS detector componenl;s
and thei r responses as measured in test beam runs. The GEANT package tracks particles
through the active volumes of the detector, taking into account energy losses and multiple
scattering in inactive material, as well as simulating physics processes such as particle
decays in flight. The ZEUS trigger decision is based on signals from diITerent components
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Chapter 4

Photoproduetion

The main source of background to the DlS sample is due to photoproduction events. In
photoproduction events the electron is scattered at a small angles and ~scapes undetec:ed
down the rear beam-pipe (Q2 ::; 4 Gey2). Most of these events are rejected by requlflng
an electron to be identified in the final state. llowever, sometimes low energy hadrons may
fake the energy deposit of an electron and thus lead to a wrong classification of the event
as D[S candidate. This latter contamination becomes most serious at high VII, but it is
substantially reduced by rejecting events with a [ow energy scattered electron candidate
or by means of the energy-momentum conservation cut described in section 4.3.

The Data Sample

In this chapter we will concentrate on the preselection of Deep Inelastic Scattering (DIS)
events collected during the '94 data taking period. At ZEUS a neutral current DIS event
is defined by the presence of the scattered electron in the final state within the acceptance
of the calorimeter (Q2 ~ 4 Gey2), see figure 4.1. This simple signature thus provides clear
guidance for the design of the trigger and the choice of the preselection cuts.

The DlS events represent only a small fraction of the interactions which occur in the
ZEUS detector. There are numerous other processes, some from genuine ep interactions
and others from non-ep interactions, which occur at a much higher rate and are considered
here as backgrou nd to the DIS sam pIc. For exam pIe the trigger rate due to upstream
interactions of the proton beam with residual gas in the beam pipe is of the order of
10 - 100 kHz, whi Ie the rate of interesting ep physics events in the ZEUS detector is of
the order of a few lIz. Therefore the role of the data preselection is to isolate the interesting
ep processes from the other interactions, and to flag a sample of DlS candidates. This
task is performed by the ZIO:USthree-level trigger system.

In this chapter, we will discuss the backgrounds contaminating the DIS sample, fol-
lowed by the methods used for their recognition and rejection. Then we give a brief
description of the ZEUS trigger logic, followed by a discussion of the resulting reduction
of event rates.

p-gas

Collisions of the proton beam with residual gas in the beam-pipe are responsible for the
so called p-gas background. The p-gas rate is sensitive to the vacuum conditions, the flux
of protons in the beam and the composition of the residual gas. IJ-gas events produce
activity in the detector occur at a rate of about 50 kllz. This background is substantially
reduced by applying the timing cuts and momentum conservation cut. The remaining
contamination from p-gas events is estimated from the rate of events occurring during the
p-pilot bunch crossings and later statistically subtract,ed from the final sample.

e-gas

Collisions of the electron beam with residual gas in the beam-pipe produce the so called
e-gas background. This background is reduced by applying the timing cuts. The re-
maining background contamination is estimated as in the p-gas case from the e-pilot
bunch crossings and statistically subtracted from the final sample. Background from syn-
chrotron radiation is less serious and is effectively reduced by the use of absorbers and
beam collimators as described in [74J.

Beam halo

Protons in the beam halo interact with the beam-pipe wall or other beam-line components
producing secondary particles which travel close to the direction of the proton beam.
Many of these are penetrating muons. This background is very effectively removed by
recognizing the characteristic pattern of energy deposition in the calorimeter, as well as
by using calorimeter-timing information.

The cosmic muon activity in the ZEUS detector has a rate of about 5 kHz. Cosmic muons
can be removed by applying cuts on the timing or on the characteristic pattern of energy
deposition they leave in the calorimeter and CTD. Some of these events may produce
energy deposits in the CAL which might pass all selection cuts and thus enter into the
analysis. This remaining contamination from cosmic muons can be estimated by counting
selected events coming from empty bunch crossings and scaled by the ratio of the number
of empty bunches to the number of colliding bunches.



The time at which an event is seen in different sections of the detector and the pattern of
energy deposits are the key factors used in non-ep background rejection algorithms. The
times are calculated as an energy weighted mean of the times ti of those photomultipliers
(PMTs) that have an energy deposit exceeding 200 MeV. The time offsets for all PMTs
are set such that particles originating from an ep event at the nominal interaction point
are recorded by PMTs at ti = 0, yielding times for CAL sections that are on average zero.

As was mentioned in the introduction to this chapter, the main characteristic of a DIS
event is the presence of the scattered electron in the final state within the acceptance
of the calorimeter. All three trigger stages described below for DIS events are therefore
entirely based on the properties of the electIOn signal in the calorimeter. The timing,
pattern recognition and J-cut are used exclusively for background rejection.

CS or Vetowall hit

AeAL time« 0

IF·RCALItime» 0

E·Pz» 2'Ee

Zvtx «0

First Level Trigger

The FLT triggers required for events to be selected as a DIS candidates are summarized
below:

Halo

C5 or Vetowall htt

ReAL time « 0
• IRCA L-lsoE IThe lsoE [101] trigger flags events with isolated electromagnetic energy

deposit (e-candidate) in the RCAL by searching a group of up to 4 trigger towers
with ESMC > 2.5 GeV that are surrounded by quiet trigger towers.

• I REMCth I The REMCth trigger flags events with a total electromagnetic energy
deposit in the [teAL> 3.75 GeV, including the towers around the beam-hole.

• IREMC IThe REMC trigger flags events with a total electromagnetic energy deposit
in the RCAL > 2.0 (3.4) GeV, excluding the towers around the beam-hole.

• IBEMC I The 13EMC trigger sums the energy deposits from the entire BCA L EMC-
section and flags events that have more than 4.8 GeV.

The signatures for the beam-gas and muon backgrounds mentioned earlier are illus-
trated in figure 4.2. The illustrations show how the times at which particles from back-
ground events hit the detector, and background event topology give rise to their clear and
recognizable identification. The beam-gas and beam-halo backgrounds can be efficiently
removed by a cut on the average CAL section times (IF', la) and on their differences. The
calorimeter is also divided into upper and lower halves providing two additional times
(tup and tdown), which are used in rejection of cosmic muons. The information from C5
and/or Vetowall is also used to remove these backgrounds [lOoJ. A three-fo.ld veto based on information from the C5, Vetowall and SRTD was also im-

plemented. Events satisfying a logical .0R. of the above FLT slots and not firing 111

coincidence with any of the above three vetos are passed to the second level trigger.

An important variable that characterizes an ep event is the conserved quantity J defined
by

Second Level Trigger

At the SLT stage, longer times and more detailed component information are available to
apply more complex and flexible veto algorithms. These algorithms mainly use calorimeter
information and are summarized below:

J=IJE-Pz)i=IJE-pz)! (4.1)
!

where the first sum runs over initial and second sum runs over final state particles. POl' ep
events where all final state particles are detected, J = 2· E •. The measured J distribution
will be broader due to measurement errors, initial state radiation and/or particles escaping
undetected down the rear beam-pipe. The latter two of these will lead to a, long tail
towards smaller J values for the DIS spectrum, Since the positive z-direction has been
chosen to point in the proton di rection, particles which escape down the forward beam-
pipe have E - pz ~ a and therefore give a negligible contribution to the sum.

Different final states measured in the ZEUS detector produce different J distributions;
therefore J is a good discriminator against ba.ckground processes, For DIS events where
the elecl.ron is contained within the calorimeter, we expect J ~ 2, E•. In contrast, p-gas
events occurring inside or upstream of the m~.indetecl.or produce very low or unphysically
high values of J. Photoproduction events where the scattered electron stays in the beam
pipe, but which are selected because a hadronic energy deposit has been falsely interpreted
as the scattered electron, predominantly give low values of J. Therefore, vetoing events
with low or high J values is a very effective rejection procedure against these backgrounds.

• ITiming I The beam-gas and beam-halo backgrounds are efficiently removed by a
loose cut on the average CAL section times and on their differences, see figure 4.3(a).

• liKarks I This veto is used to reject so-called spark events from the FLT sample,
ese events are characterized by a sudden discharge in one of the PMTs. These

events are recognized by a large energy imbalance in one cell while the rest of the
calorimeter remains quite,

• I Cosmics I Cosmic muon events are removed by considering the time difference be-
tween the upper and lower halves of the calorimeter, see figure 4.3(b).

• W This veto is used to reject events with unphysicaUy large values of J, The
maximum J that an ep event may have is ~ 2· E., These events are mainly due to
beam-gas and are vetoed if (E - PzlcAl- > 75 GeV; see figure 4,3(c).



with the trigger words is then written out to a disk in a reduced format, the so-called
mini Data Summary Tape (DST). These trigger words make subsequent selection of events
with desired characteristics very fast and efficient.

Luminosity delivered by HEllA and recorded on tape (gated) by Z8US in the '94
running period is shown in Table 4.1. The less than optimal performance of essential
detector components during data taking further reduced gated luminosity to the so-called
evtake sample. The evtake selection requires that:

Figure 4.3: SLl' dish'ibution for pass-th7'Ough events: (a) tPG;!/- - tRGAL versus tRGAL
times. The peak at the ol'igin which is well sepamted Fom the background contains the
events ol'iginating f7'Om the (P. (b) CAL tup - tdown times. The hatched U1'eashows events
rejected by the cosmic veto cut. (r) J distl'ibution at the preselection level. The hatched
arcas show events !'ejected by SLT D{S flUe!' and J veto.

To select DIS event candidates at the GSLT level, the physics filter uses information from
the calorimeter and LUMI-')' detectors. The filter is simply a cut on J quantity,

After the omine reconstruction phase an extensive Data Quality Monitoring (DQM) is
carried out to check the stability of event rates and various kinematic quantities as a
function of run. Runs which show severe problems in the reconstruction of an important
variable are identified and excluded from the analysis; the remainder form the so-called
distake selection. For analysis presented in this thesis the final integrated luminosity is
2.6 pb-I.

where E; is the cell energy, 0; is the polar angle of the cell from the nominal IP, E~um; is
the energy measured in the photon calorimeter, and the sum is over all calorimeter cells.
The events with an initial state radiation photon, which is seen in the luminosity monitor,
are also flagged as DlS candidates by inclusion of the second term in the nbove equation.
This selection mainly rejects photo production events.

I:- = nb-I

5106.372
3301.972
2949.921
2611.853

HEllA deli vered
ZEUS on tape
evtake
distake

Third Level Trigger

The TLT veto filters take full advantage of more numerous components and more precise
componeut information which are available at this level. The additional information
allows imposing tighter rejection cuts than was possible at earlier levels and, as well, to
apply pattern recognition algorithms to make further background rejection. The physics
filter for selecting DIS events at TLT requires at least ODeof the electron identification
algorithms 'Local' [102J or 'Elec5' [103J to find an electron candidate with R; ~ 4 GeV
and increases the SLT J cut to 25 GeV. This cut further rejects photoproduction events.
The rejected event, if not selected by another physics filter, is discarded; otherwise the
event is written to tape for olRine reconstruction.

The events stored on tape are later reconstructed offline with the ZEUS reconstruction
package, ZEPHYll. During the omine reconstruction complete information for the detec-
tor components becomes available. This information permits stricter selection cuts to be
made and more complex physics filters to be implemented, This was not possible during
earlier stages due to time limitation. The main DIS selection at this level uses the recon-
structed event vertex to compute the J quantity correctly. The information characterizing
the given event is recorded in one of the four trigger words. The event record together



Chapter 5

The standard ZEUS offline event output consists of reconstructed tracks of charged par-
ticles, the primary interaction vertex from the tracks and energy deposits and timing
information for all the cells of the calorimeter which passed a minimum threshold cut.
There are several experimental problems that make the reconstruction of event kinemat-
ics from the above information far from perfect. In this chapter we will describe the
improvements we have made in the reconstruction of the events which minimize biases
and improve the resolution of all the kinematic variables relevant for this analysis.

The depleted uranium of the ZEUS calorimeter provides a very stable and time inde-
pendent signal which is uSf'd for monitoring of the photomultipliers (PMT) and setting
the absolute calibration scale. This signal also leads to energy deposits within the UCAL
which do not originate from ep interactions, which we denote as noise. Typically about
J GeV of energy is deposited within the entire UCAL due to this noise contribution.
l(inematic variables, mainly those which probe the hadronic final state (i.e. /\t1X,Yjb, ... ),
are affected by this component. Therefore, to improve reconstruction of the hadronic
vfl.riables a reduction of the noise contribution is needed. In section 5.1 the details of the
noise reduction procedure are further discussed.

So far, ZEUS diffractive analyzes, as well as many other analyzes, relied mainly on the
high-resolution depleted-uranium scintillator calorimeter. AIJ the variables based on the
hadronic final state were reconstructed assuming that each calorimeter cell contributes as
a massless particle. This approximation is in particular not appropriate for determination
of small diffractive masses, since a typical single particle hadronic shower consists of more
than 5 cells. By combining the cells as massless particles we introduce into the system
a fake mass solely generated by the geometrical granularity of the calorimeter. The way
out is to cluster the cells into calorimeter objects which correspond to single particles or
jets of particles. In this study a new scheme for clustering cells has been developed, based
on both topological and physical properties of hadronic and electromagnetic showers in
the calorimeter. The relevant discussion is presented in section 5.2.

Particles originating from the electron-proton interaction point traverse inactive ma-
terial before reaching the main uranium calorimeter (see figure 5.1). Depending on the
particle types, the measured energy in the UCAL is reduced as particles lose energy due
to preshowering effects within the inactive material located in front of it, one to two radi-
ation lengths on average. Part of this energy can be recovered if the tracking information
is used together with the calorimeter information. In addition, low energy particles which
do not reach the calorimeter can be included in the measmement of the hadronic final
state. The details of track-cluster matching are given in section 5.3.

The major task of selecting deep inelastic events relies on the ability to identify effi-
ciently the scattered electrons in a wide range of energies. There are several experimental

Figure 5.1: Distribution of inactive mate"ial in front of the UCAL as implemented in the
detector simulation package, in units of mdiation length Xo as a function of 0 and <p.
problems that make this task difficult. Particles scattered in the direction of the incoming
electron, a configuration favored by the cross section, h:we low momenta. This configura-
tion is typical for the low-x regime, where the final state electron is accompanied by the
fragments of a low energy recoiling jet (see figure 5.2). As the particle energy decreases, it
becomes harder to distinguish electron from pion showers based on the pattern of energy
deposits in the calorimeter. This task is made even more difficult by the fact that the elec-
trons are not isolated. A previously developed neural network based electron finder was
used in this analysis. However, its efficient pattern recognition does not ensure a proper
measurement of the electron energy which is biased by the overlaping hadronic debris. In
addition, the hadronic energy attributed to the electron distorts the measurement of the
invariant mass in the calorimeter. This problem is addressed in section 5.4.
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Figure 5.2: Schematic ,'epresentation of the opening a.ngle in the LAll fmme between the
scattered electron and the CU1Tentjet fOT various points in the Q2 - x plane.

Dedicated studies of the energy scale of the calorimeter ha.ve shown a mismatch be-
tween the data and the MC simulation of the calorimeter response. The origin of this
mismatch was found to be due to a combination of effects, partly due to the energy scale
in the data and partly due to the MC simulation of showers. The relative normalization
was established by comparing energies in the calorimeter with the corresponding tracking
information. The details of this study are presented in section 5.5.



Figure 5.4: Comparison bet-ween noise conh'ibution Jor data (dots) and Jl;1G(histogram),
in tenlls oj the number of cells that fil'ed and total enel'gy deposited in the VCAL. (a,a')
disl1'ibutions aftel' standm'd noise suppression, (b,b') disl1'ibutions after I'emoving mini
sparks. (c,c') dis17'ibutions aJtel' I'emoving hot cells. (d,d') dis17'ibutions aJtel' 1'emoving
single isolated cells with ene'-gy below 120(160) MeV EMC(llAG).

Mini sparks are due to faulty PMT's, and are identified by observing that an energy
imbalance [mb = E, - Er of the left (E{) and right (Er) PMT is directly proportional
to t.he energy of the cell, Ec•1I = E{ + Er, The striking difference between data and MC
samples can be clearly observed in figure 5.5, where the correlation between the imbalance
and the energy for single isolated cells is shown separately for random trigger and DIS
data and MC samples, respectively. In the data sample we observe a clear correlation

In the final step of the event reconstruction, the calorimeter clusters and tracking
information are combined into physical objects corresponding to a single particle or a jet of
particles with the optimal energy resolution. The strategy of the track-cluster association
is discussed in section 5.6, where advantages of this approach are demonstrated.
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The uranium signal (UNO), denoted as pure noise, can be obtained from calorimeter cali-
bration triggers. The MC noise parameterization is based on this information. Figure 5.3
shows the comparison of the cell UNO signal in the data and in the MC for all RMC,
HACI and HAC2 cells. A very good agreement is observed. The measured energy dis-
tribution of the noise per cell is centered around zero and has an approximate Gaussian
shape, The standard deviations of these spectra are ~ 18 MeV in the EMC sections and
~ 27 MeV for the HAC sections.
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During reconstruction, a standard noise suppression cut of 60 MeV for EMC cells, 100
MeV for I-IACOcells and 110 for HACI/HAC2 cells is applied to the entireUCAL. After
this cut, on average 6 EMC and 2 HAC noise cells per event still remain, from a total of
5918 cells. This remaining noise component will affect the reconstruction of the kinematic
variables which probe the hadronic filial state, in particular the Mx reconstruction of the
low mass diffractive states. Therefore, in order to improve the reconstruction of the
hadronic variables, we need to minimize the noise contribution coming from the ZEUS
uranium calorimeter.

The study of noise reduction is pursued by selecting the so called mndom trigger
events, which are taken during each run and sample the status of the UCAL in between
ep interactions, wherein all energy deposits in the UCAL must be due to noise, The MC
sample for this study was obtained by passing empty events through the ZEUS MC chain.

In figure 5.4 the noise distribution from random trigger events and the MC simulation
are compared in terms of the number of cells which fire and the total energy deposited
in the UCAL, The comparison between data and MC in figure 5.4(a, a'l shows a clear
disagreement, in contrast to the good agreement of the UNO signal for single cells as
shown in figure 5.3. This difference is due to additional sources of noise, such as noisy or
sparking PMT's, which are not simulated in the MC.
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Figure 5.5: Enel'gy imbalance vel'sus cell energy Jor single isolated cells taken Jrom a
random trigger' and DIS event sample, sepamtely Jor data and MG.

between the imbalance and the energy for single isolated cells, which is not present in
the MC sample. This difference is related to the fact that no mini spark simulation is
implemented in the ZEUS detector simulation, In addition, in the MC sample the width of
the imbalance distribution is narrower, indicating a deficiency in the simulation of energy
sharing between the PMT's of individual cells. Mini sparks in data can be removed by
introducing an energy dependent imbalance cut which is only applied to single isolated
cells



The so called hot cells manifest themselves by firing with an unusually high frequency,
well above the 30" threshold cut. This behavior is attributed to cells where one PMT is
dead and the second one is faulty. POI' these cells the energy of the dead PMT is set to
the energy of the faulty one, thus resulting in an imbalance of zero at reconstruction time.
In figure 5.6 the frequency of firing, i.e. the number of events in which a cell fired divided
by the total number of events, for EMC and HAC cells for random trigger events and MC
is presented. The hot EMC( llAC) cells are identified as those for which the frequency of
firing is higher than 0.008(0.002) for FCAL and BCAL, and 0.005(0.002) for RCAL.
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Particles entering the ZEUS calorimeter will shower and deposit their energy in several
adjacent detector cells. The role of a clustering algorithm is then to merge cells which, in
an ideal case, belong to the shower of a single particle. The formed clusters can then be
classifled. This classification is possible [105], since shower properties of electromagnetic
particles are different from those of hadronic particles. Furthermore some clusters can be
matched to charged tracks and replaced by them, thus permitting a broader spectrum of
physics analysis as well as better determination of the kinematic variables.

In this section a two stage algorithm for clustering calorimeter cells associated with a
particle or a jet is introduced. The first stage is based on local clustering with equivalence
relations and leads to cell islands, whereas the second stage is basco on global clusteri ng,
and is used to create the so-called cone islands.

The reason for introducing a two stage algorithm is dictated by the construction of the
ZEUS calorimeter. As mentioned in the detector chapter, the calorimeter is divided into
three, spatially separated main sections FCAL, BCAL and RCAL. This spatial separation
introduces a serious complication for a local clustering algorithm in handling the energy
deposits of a single particle which is not confined to one calorimeter section, since the
energy will be split into two or more clusters. Furthermore, shower fluctuations, as well
as the prcshowering effects, may also split energy deposits of a single particle. To solve
this problem a second stage clustering algorithm was designed! .

The Cell Island clustering algorithm is based on two ideas. The ideas are to consider
clustering in a local neighborhood only and to use an equivalence relation to assign cells
to islands.

Consider each cell and its local neighborhood. If the cell has sufficient energy, it
becomes a candidate to be connected with one of its neighbors. The connections are
made to the highest energy nearest neighbor or to the highest energy next to nearest
neighbor. This procedure is repeated for each cell and produces a unique assignment of a
cell to an island. It is interesting to note that such a simple algorithm comes remarkably
close to what would be done by eye. After all, it is hard to imagine a reason to separate
a cell from its highest energy neighbor2.

The algorithm for clustering with the equivalence relations described above has been
implemented for the ZEUS calorimeter. The cell islands are searched for in a local neigh-
borhoods at the cell level in each calorimeter layer separately (FEMC, FHACI, FlIAC2,
BEMC, 13HACl, BHAC2, REMC, RHAC). This is the so called 2-d mode. The code
provides two separate definitions of a local neighborhood, a set of physically nearby cells.
In the flrst definition, a local neighborhood of each cell is comprised of its eight neighbor-
ing cells. In the second definition, a local neighborhood of each cell is comprised of only
its nearest neighbors. CeJJs whose energy values are higher than its neighbors, are called
"local maxima". The requirement that a cell should be connected to one of its highest
energy neighbors, thus defines the rule for the connection. The algorithm implementation

Figure 5.6: ';1'equency of fil'ing for EMG and HAC cells in selected mndom triggel' data
and empty MG. Gleady seveml cells in data fil'e at unusually high jl-equency (hot cells).
The solid lines indicate diffe1'C11t thl'esholds chosen to identify hot cells.

After rcmoving mini sparks, fig. 5.4(b,b'), and in addition hot cells, fig. 5.4(c,c'), t.be
agreemcnt between the random trigger sample and the empty MC is dramaticaJly im-
proved. Still, the average amount of noise contribution to an event is around 600 MeV.
Therefore, a further reduction of noise contribution is needed. This is achieved by remov-
ing single isolated cells, in addition to the above 2 cuts, with energy below 120(160) MeV
in EMC(HAC) sections. A further improvement is obtained as shown in figures 5.4(d,d').

To summarize, the foJlowing noise suppression cuts are applied to both data and MC:

It; is important to point out that the mini spark and hot cell suppression cuts do not affect
the MC simulation.

lThe sLraLegy and Lhe realizaLion are due LOAllen Caldwell.
'The shower profiles can be wiLh good accuracy approximaLed by an exponential fall ofT frorn Lhe

shower maximum.



is shown schematically in figure 5.7 for two separate definitions of a local neighborhood,
where arrows indicate the connection to t.he highest energy neighbor.
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Figure 5.8: The probability assigned to an angular sepamtion as a function of the angulal'
sepamtion between the celllsiands (in radians).

5.2.3 Cluster Position Reconstruction
Figure 5.7: Schematic l'epresentation of the cell island clustel·ing.

The global, detector dependent problem has been replaced by a simpler question of
which connections to make in a specified local neighborhood. The detector dependence
is essentially hidden in the definition of a local neighborhood. For the sake of simplicity
the clusters thus formed will be called cellJslands in what follows.

As was mentioned in the introduction, the energy deposit of a single particle can often be
split by the local clustering algorithm. Therefore, a second pass, the cone island clustering
algori thm, has been suggested to collect the celllslands which belong to a shower of a single
particle or a jet of particles.

The cone island algorithm takes as input the cellIslands and performs a clustering in
the ° - <p space. The matching of celllslands starts from llAC2 celllsiands and works
inwards. For each [-IAC2 celllsland, the angular separation to all HACl celllslands is
determined. This angular separation is translated to a probabi lity according to a distri-
bution determined from a single pion MC. The probability as a function of an angular
separation is shown in figure 5.8. A link is ma.de from the I-IAC2 cellIsland to the HACl
cellIsland giving the highest probability, provided this proba.bility is larger than a user
supplied cut. If no valid link to a HACl ceilisiand has been found, an attempt is made
to link the HAC2 celllsland directly to an EMC celiisland. In a second step, a similar
procedure is performed over HACl cellisiands and a valid link to an EMC celllsland is
searched for. In a third step, EMC celllslands can be connected to other EMC celllsiands.
A difrerent probability cut can be applied for mat.ching EMC celllsiands t.o each other.

Once the linking of celllslands has taken place, the coneIsland inrormation is generated
by combining all calorimeter cells which point to the same EMC coneIsland. In the case
of several EMC celllslands being joined together, the seed celllsiand is the highest energy
EM C celllsiand. The possible links are HAC2 -+ HACl -+ EMC, lIAC2 -+ EMC, HACl
-+ EMC, and EMC -+ EMC.

The two probability cuts for linking IIAC2 -+ HACI (0.1) and HAC2 -+ EMC, HACl
-+ EMC, and 8MC -+ EMC (0.3) were chosen such as to give the best mass resolution
for diffractive events.

In order to determine the angle for a given cluster it is necessary that bot.h t.he vert.ex
and the cluster position be accurately determined. In this section we turn our attention
to the cluster position reconstruction, which is not only important for the calculation of
angles but also for t.he track-cluster matching. The position reconstruction, described in
this section, is applied to all calorimeter clusters associated with the hadronic final state.
The scat.tered electron position reconstruction is discussed in section 5.4.3.

The usual method to estimate the cluster position is to calculate the center of gravity
(COG) of the shower [106J:

where i'i = (x., y., Zi) is the geometrical center of a cell i within the cluster and the weight
factors w. are taken as the energy Ei deposited in that cell. Together with the vertex
position, the cone island angle can then be calculated.

The use of eq. 5.2 with linear energy weights yields systemat.ic biases in the recon-
structed cone island position. Tbese systematic biases are due to the varying cells pro-
jectivityas seen from tbe vertex, wbicb translate into systematic biases of the calculated
cone island angle. This is seen in figure 5.9 where the difference, 6.0 = 0•.,1 - 0, between
the calculated cone island angle (O'sl) and the incident angle of a pion (0), as well as the
angular resolution as a function of the incident pion angle, are shown.

Rather than using linear energy weights, we propose to use eg. 5.2 with two modi-
fications. First, since each calorimeter cell is read out on opposite sides by two PMTs,
we propose to correct the geometric center of each cell, in one dimension, by the energy
imbalance information. That is, we take Xi = (:7:0). + Jx where (:7:0). is the geometric
center of a cell and Jx is given by

The expression for Jx was extracted from the test beam data [105] with A = 54 cm, where
the formula was found to work properly within ±8 cm from the center of a celi. In the
outer regions close to the WLSs « 2 em) we take Jx = ±lO cm, although it can be
parameterized by a polynomial. Second, instead of taking weights which are linear in the
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Figure 5.9: conelslands position 7'ec07l.Struction with linea7' and logm'ithmic weights J07'
approximately 3 Ge V incident pions.

energy deposited in a cell, we propose following the suggestion in [J07], to use weights
given by the following expressions:

E
wi(EMC) max{O, [We + In( E' )]}

''1'

E
wi(HAC) = max{O, [Wh + In(~)]}, (5.3)ET

where once again ei is the energy deposited in a cell i, ET is the total energy of the
shower ET = LEi, and W., Wh are tuned parameters. The logarithmic energy weights
take into account the exponential falloff of the shower energy distribution from the shower
maximum. The reason for introducing two parameters W., Wh is to account for the
different sizes of the EMC and HAC cells.

An example of the results obtained by using the corrected cell centers and logarithmic
weights of eq. 5.3 in eq. 5.2 with (W.=3,Wh=1) and (W.=4,Wh=2) is shown in figure 5.9
as full dots and open squares, respecti vely. It is seen that the systematic biases as observed
for the linear case have been substantially reduced together with a large decrease of the
fluctuations in the calculated angle at a given incident a.ngle (see figure 5.9).

The dependence of the angula.r bias and angular resolution on the weight parameters
W. and Wh is shown in figure 5.10. The results are shown for pion incident angles of
1450 < e~< 1550 and energies of approximately 3 GeV. For this energy a minimum in the
angular bias and resolution is observed at weight parameters values of W.=3 and Wh=1.
This minimum of the angular resolution has in general a slight energy dependence. For
higher incident energies a minimum in the angular bias and resolution will occur at slightly
higher values of W. and Who This can be seen from figure 5.11 where the angular bias
and resolution have been ploted for ~ 6 GeV incident pions as function of incident pion
angle. It is observed that at the incident angles of H5° < O~< 1550 the minimum now
occurs for weight parameter values of W.=4 and Wh=2. Constant energy independent
values of W.=4 and Wh=2 are assumed in our analysis with only a small loss in angular
resolution and angular bias at low incident energies (figure 5.9). Therefore, the sensitivity
of the choice of the W. and Wh weight parameters on angular biases and resolutions have
to be included in a systematic check of the physics results.

The observed dependence of the angular bias and resolution on the parameters W. and
Wh can be understood by inspecting eq. 5.3. The parameters serve two functions: first to

Figure 5.10: The dependence oJ the angular bias and angular resolution on the weight
pammele7's W. and Wh J07' incident pions at fhe incident angles as indicated in I.hr figure.

define a threshold on the fraction of the total shower energy which a cell must exceed in
order to be included in the position weighting, and secondly, to set the relative importance
of the tails of the shower in the position weighting. As Wi --* 00, aJl ceJls with energy
above the detection threshold will be weighted equaJly, and so the calculated position will
be the geometric centroid of the cells in the shower, and the angular resolution wiJl be
worse.
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Figure 5.11: conefslands position 7'Cconstruclion with linear and loga7'ithmic weights Jor
appmximately 6 Ge V incident pions.

On the other hand, as Wi --* 0, the cells with the highest energy are weighted more
heavily, whereas cells having an energy fraction below exp( -Wi) are excluded entirely
from position weighting. If Wi'S are too small, only a few cells dominate the position
calculation and the results become sensitive to the angle of incidence.

Therefore, in choosing the Wi parameter values a compromise has to be made to keep
both the angular resolution and bias as small as possible. The chosen values of W.=4
and Wh=2 correspond to a EMC(HAC) cell energy cutoffs at 1.8%(13.5%) of the total
shower energy. An obvious advantage of the use of eq. 5.3 is that on one hand the effect
of shower fluctuations are damped by the logarithmic weighting, and on the other hand
the agreement between the data and the MC simulation of shower shapes is less crucial.



Track information has not been used so far in the reconstruction of the kinematic variables
which depend on the hadronic final state. It is clear that the description of the hadronic
final state can be improved if calorimeter clusters are replaced by the associated tracks
when momentum is low. This is because for charged low energy particles the track's
momentum and angle determination, as well as the resolution, are much more precise
than that of the CAL. In order to perform the matching between calorimeter objects and
tracks we have developed an algorithm based on the principle of the Distance oj Closest
Approach (DCA). A detailed description of the ZEUS track reconstruction package may
be found in [104]. Here we present a brief overview of the track extrapolation to the
calorimeter cluster COG.

Each track is extrapolated by the standard ZEUS software to the surface of the
calorimeter. In this second step, tracks are further extrapolated into the calorimeter,
assuming a linear trajectory given by the track momentum unit vector at the end of the
helix swim (EllS). The distance of closest approach is defined as the shortest distance
between a track trajectory and a calorimeter cluster:

[ = Gelu• - Il.h, - Sfj,

where Gelus is the vector from the vertex to the calorimeter cluster COG, R.h• is the
vector from the vertex to the end of the helix swim, S is the swim distance and fj is
the track momentum vector direction at the EHS. The swim distance, S, is given by
5 = (Gelu• - I1.h,) . fj. The distance of closest approach is thus a fnnction of cluster
position, helix parameters and the swim distance:
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Figure 5.12: Efficiency oj matching calm'imetel' clusters and tracks J01' the single cha1'f]ed
pion MC as a Junction oj pola1' angle 0 in th1'ee bins oj Ptrk and th1'ee DCA values.

of the polar angle 0 for three 1'min parameter values and three track momentum ranges.
From the figure it is seen that a high efficiency ~ 100% in the FCAL, BCAL and RCAL
regions and> 98% in F/BCAL and B/RCAL super crack regions can be achieved for I'min

parameter value of 20 cm at low track momenta, which grows to 100% for higher track
momenta in the entire () interval. Therefore, we adopt an 1'min value of 20 cm with only
a small loss in track cluster matching efficiencies at low incident energies in the l"/BCAL
and B/RCAL transition regions.

In figure 5.13 we show the probability density, or normalized number of track-cluster
matches per unit area, as a function of distance of closest approach for inclusive DIS
data and single pion MC. The data matches were selected by requiring a DCA to be less
than 30 cm and Eelu./Ptrk :::::1, where the latter condition is imposed to reject matches for
which Eelus could contain encrgy of particles not associated with the track. It is seen that,
for both inclusive DIS data and a single pion MC, the distributions peak at 60CA ~ 0
cm and have an approximate half Gaussian shape.

The half widths of the distributions show an obvious 0 and energy dependence. The
widths are wider at smaller energics than at higher energies. They are narrower in the
central region than in the forward and backward regions where the amount of inactive
material is greater. Furthermore, it is seen that the agreement between data and MC is
good, where the small discrepancies are possibly due to an inaccurate parameterization
of the inactive material in the MC detector simulation.

The error associated with 6VCA can also be calculated.
The track-cluster association can now be based either on the distance of the closest

approach or on a X2 probability. The choice of which matching method to use is dictated
by the properties of the hadronic final state being analyzed. In the inclusive DlS sample
the density of particles in the final state is high; the final state consists of the scattered
lepton and approximately (npr,) <X In(W2) particles on average. In these events tbe
calorimeter clusters are mixed; some clusters are due to energy deposits of single particles
whereas others are due to energy deposits of several particles, the so-called "jet" clusters.
The resolution on the jet cluster position is not an appropriate qnantity to be used in
the X2 formula for matching purposes; rather, it is the lateral extent of the jet that is the
relevant quantity.

In our analysis, in which we have to match tracks to both single particle clusters as
well as to jet clusters, we have chosen to use the method hased on the DCA selection
criteria. Specifically, we say that a track and a cluster are associated if the following
coodition is satisfied:

60CA :::::max(l'min, 1'elu,.)

where 1'clu .• is the radius of a cluster, calculated by projecting the cluster cells onto a surface
pecpendicular to a ray from the vertex to cluster COG, and 1'min is a tuned parameter,
determined from a test sample of single particles.

The 7'min parameter value was extracted using a single pion MC sample. In figure 5.12
the efficiency of matching a single pion track to a calorimeter cluster is shown as function



network algorithm are described in [llOJ and references thcrein.
The neural network output can be redefined to represent the probability that a given

Towerlsland is due to an electromagnetic object. The clean electromagnetic patter 11S wiJl
have P(cluster) ~ 1, while the hadronic ones will have P(cluster) ~ O. The distribution of
probability is presented in figure 5.14, where the separate contributions of electromagneti,
(e±) and hadronic clusters (7f±) are also indicated.f .../hQdrOrriCcluslUS
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Figure 5.14: Probability distribution Jor a given clustel' to be an electl'Omagnetic clustel'
P( cluster) using the SirA 95 neural netw01·k classifiel'.

Figure 5.13: Pl'Obability density as a function oj distance of closest apPl'Oach oj a track to
a clustel' J01' data (dots) and single pion Me (histogram).

5.4 Electron Identification and Reconstruction

The signature of a neutral current DIS event is the presence of a scattered electron in the
final state. Thus, correct and efficient identification of the scattered electron and precise
reconstruction of its position and energy are of vital importance for the analysis of DIS
events, Momentum conservation requires the scattered electron to balance the transverse
momentum of the hadronic system, resulting in an azimuthal back-to-back event topology.
Consequently the electron is well isolated and relatively easy to find over a large part of
the accessible (X,Q2) plane, However at high y (low x), where the energy transfer from the
electron to the struck quark is relatively large, the current jet goes in the rear direction
and the scattered electron has a rather low energy. The resulting overlap of the hadronic
component and the electron in the detector space makes it difficult to separate them and
identify the latter. Furthermore, as the electron energy decreases, it becomes harder to
distinguish electron from pion showers based on the pattern of energy deposits in the
calori meter.

5.4.1 Electron Finding Algorithm
Tn this analysis a feed-forward neural network with error back-propagation (FFBP) al-
gorithm [109], SirA95, was used to identify electromagnetic particles based upon their
showering properties in the segmented calorimeter. At the time when the SirA95 was de-
veloped, the clustering used for shower reconstruction was based on an algorithm similar
to the cell island algorithm, however the objects which were clustered were calorimeter
towers, These are the so-called Towerlslands [l11J. The pattern of energy deposits within
the Towerlsland was then translated into a set of 16 rotationally inv<triant moments, the
so-called 7,ernike moments. The input to the neural network consists of the 16 Zernike
moments and the total energy of the cluster. The details of the training of the neural

From figure 5.14 it is seen that the higher the probability, the more likely it is that
the cluster is due to an electromagnetic particle. Therefore, as a first step we preselect
all the calorimeter clusters which have probability P(c1uster) 2: 0.9, as possible electron
candidates. In the D1S events we face the problem as to which of the electromagnetic
calorimeter clusters is tbe true scattered electron. There are different pbysicaJly motivated
techniques to select among tbe preselected e.lectron candidates the one which is most likely
the true scattered electron. For instance we might choose the cluster with the maximum
energy or highest transverse momentum. However, these introduce an a pl'i01'i bias. Thus,
an extensive study was carried out, and it was found that the best results in terms of
efficiency and purity are obtained by seJecting the cluster with the highest probability
provided by the neural network, as the "tme" scattered electron. In addition, candidates
in the region where tracking information is available must have an associated track.

The performance of the electron finder can be evaluated with a sam pie of the preselected
DIS MC events in terms of two quantities which are defined as:

ffi ' _ N(et ••e,selected)
e lclency = N(et •• e)

. _ N( et •• e, selected)
pUrity = N( II 1 d)'a se ecte

where N( elm, selected) is the num bel' of correctly selected scattered electrons, N (etm)
is the total number of scattered DIS electrons which could possibly be selected, and
N(all selected) is the total number of scattered electrons, true or not, selected by the
electron finder. The efficiency and purity to identify the scattered electron are presented
in figure 5.15 as a function of its energy. From the figure it is seen that an efficiency
of ~ 70% at electron energies of ~ 5 GeV with purities ~ 95% are achieved, It is also
observed that the efficiencies and purities for electron finding increase rapidly with energy
and reach ~ 100% at electron energies 15 GeV and greater.
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This method is fully described in [115]. Using this method the correction factors were
also found to be consistent wi th 1..0 withi n errors. Therefore, no extra correction factor
needs to be applied to data as compared to MC in our analysis.
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Figure 5.15: Efficiency and purity to identiJy the scaUel'ed electmn as a Junction oj
calor'imetel' measul'ed energy.

The fact that the scattered electron has to traverse inactive material before reaching
the calorimeter results in preshowering and hence a considerable energy loss and a broad-
ening of the electron energy deposit in the calorimeter. Thus the efl'iciency for identifying
the D1S electron as a function of the energy profile is expected to drop, since it becomes
harder to distinguish electromagnetic from hadronic showers based on the pattern of en-
ergy deposits in the calorimeter alone. Several studies indicate that the MC does not
describe all characteristics of the detector simulation in full detail. In particular the dis-
tri bution and composition of inactive material in the detector is simplified and seems to
be incomplete in some regions close to the rear beam-hole.

For example, as seen in figure 5,16(a,a'), the distributions of the number of cells
assigned to the cluster identified as the scattered electron are systematically higher in
data than in the MC. This indicates that the tails of the electromagnetic showers are not
weU reproduced by the MC detector simulation. As a consequence one might question
whether the electron finding efl'iciency in data is the same as in the Monte Carlo. In
order to answer this question, we need to take a closer look at the neural network input
parameters.

The neural network classifier, SirA95, uses as input the spatial energy deposit dis-
tribution of a Towerlsland expanded in terms of the energy weighted moments. Only
terms up to a certain order are used. The higher order terms are neglected, since they
may be sensitive to the tails of the energy distribution which, as we saw above, are not
properly simulated in the MC. This choice of input parameters indicates that it is the
energy weighted profile of the shower and not the number of cells assigned to the scat-
tered electron which should be used for correction factor determination of electron finding
efficiency between data and Monte Carlo.

In figure 5.16(b,b'), the distributions of the energy weighted radius probing the trans-
verse spread of the shower are shown. Notice that here the agreement between data and
MC is reasonable. The corresponding efl'iciencies and resulting correction factors derived
from the usage of this variable, in the kinematic range of this analysis, were done in the
way as described in [116]. All correction factors were found to be consistent with 1.0
within errors. In addition we have also studied the electron finding efficiency, in data and
MC, as a function of the electron calorimeter energy using elastic QED Compton events.

Figure 5.16: (a,a') NOl'malized disir'ibutions oj number' oj cells and (b,b') energy weighted
radius associated with the clustel' identified as the scaUer'ed electron, J01' two y ranges.
The mean values Jor # oj cells in data (dots) al'e systematically higher than JOI' the MC
(histogmm), whel'eas the enel'[JY weighted mdius disir'ibutions between data and MC are
in reasonable agreement. For explanation see text.

In addition to the event vertex, the impact point of the scattered electron in the calorime-
ter provides the second space point, from which the electron scattering angle is recon-
structed. The calorimeter cells belonging to the electron candidate are used to determine
its position. If this position lies within the acceptance of the SRTD, the position recon-
struction is then further improved with SRTD information. Due to the IIQ4 dependence
of the cross section the events with a scattered electron in the SRTD region dominate our
data sample.

The electron Y. and T. coordinates are reconstructed separately. The v. is measured from
the energy leakage from the central row of cells (containing the highest energy one) and
the two rows above and below it, and is based on the logarithmic weight average. The x.
coordinate is measured using the three cells of the central row only. The geometric centers
of these three cells are corrected by the energy imbalance information. From these three
x-positions the final x. COG is calculated using weights proportional to log( Ecell). All pa-
rameters for Y. and .7;. COG determination were adjusted such that their values are quoted
at a reference plane (FCAL: z.=226.13 em, RCAL: z.=-152.13 em). The \:lCAL position
reconstruction is quoted at n. = 124.0 cm. The position resolution using calorimeter
information alone is ~ 1 cm in x and between 0.4 and 1.2 cm in Y depending on impact
position. This and further details concerning the calorimeter position reconstruction are
described in [112].



Figure 5.18: (a,a') llncorl'ected and (b,b') c01Tected electron enelgy spectra for data (dots)
and MC (histogram). The uncorl'ected elect1'On enelgy spectrum in the data peaks at a
lowel' values and is broadel' as compared to the MC, indicating that the enelgy loss and
resolution is not completely simulated in the i\JfC. The agreement after COlTection between
data and MC is good. For details see text.

selected kinematically constrained events. For events at low y, the electron energy is
kinematically expected to peak at thp nominal beam energy of 27.52 GeV, the so-calkd
kinematic peak (KP) events. The elastic QED Compton process leads to events in which
the electron and photon energies add up to the nominal electron beam energy. The other
reaction which is used is the exclusive production of l in the deep inelastic regime.

In the SIlTD region a method based on presampler techniques can be used, to cor-
rect the electron energy loss in inactive material. The signal within the SrrrD will be
proportional to the number of particles In the shower, which in turn is related to the
degree of preshowering. Thus using the measured energy in the CA L and the signal from
the SIlTD it is possible to correct for the amount of energy which has been lost. The
energy correction was obtained with samples of events where the energy of the scattered
electron can be kinematically constrained. The details of this correction method are fully
described in [114].

Outside the SRTD region, the energy of electrons with radial distance up to 70 cm
in the RCAL can be corrected using a method based on the kinematic peak events. ln
the outer region of the RCAL and in the entire region of the BCAL an energy correction
based on a calibration from the CTD tracks can be used. The electron energy correction
in the region outside SRTD was obtained and is described in [ll5J.

In figure 5.18(b,b') the electron energy spectra after the afore mentioned corrections,
for both inside and outside SIlTD regions, are shown. In both regions good agreement in
peak position and width between data and MC can be seen, proviJing confidence in the
applied corrections.
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The position resolution of the SIlTD, which has a finer granularity, is superior to that of
the calorimeter. The SItrD position reconstruction has been shown to have a resolution
of ~ 3 mm. When the electron calorimeter position lies within the region covered by the
SIt1'D (-34.0 < Xe < 32.0 cmj -33.3 < Ye < 32.7 cmj Ze = -147.25 cm), the SIlTD
information is used to improve position reconstruction and resolution. Using SRTD, a
reliable position reconstruction can be obtained up to 1 cm from the edge of the beam-
hole. Figure 5.17 shows Xe and Ye electron position reconstruction with the SHTD in
the four towers surrounding the RCAL beam-hole. A detailed overview of the SI1TD hit
reconstruction and electron position determination using the SHTD can be found in [113J.
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Figure 5.17: The Xe and Ye position reconstruction with the SRTD for electrons in the four
IlCAL towers surrounding the beam-hole. The true exl1'apolated position co01'dinates from
!'vfC (xmc,Ymc) are compal'ed with those reconstl'ucted (xrec,y,.ec) as a function of distance
from the edge of the beam-hole (Xedg.,Yedge)'

The correct measurement of the scattered electron energy is crucial for kinematic recon-
struction of DlS events. Because many of the event selection cuts are based on energy
(i.e. <5,E~,... ), any mismatch between data and MC will enter directly into the accep-
tance calculations. As shown in many ZEUS analyzes the MC simulation does not seem
to descri be the entire characteristics of the detector details, yielding a discrepancy in the
electron spectra between data and MC as shown in figure 5.18(a,a'). Both distributions
show clear effects of energy loss, as can be seen from the peak position deviating from the
electron beam energy, 27.52 GeVj also a broadening of the peak is evident, indicating a
better energy resolution in the Me as compared to data.

The models to explain this discrepancy either assume that the difference is entirely
due to inaccurate description of inactive material between the interaction point a.nd the
calorimeter in tbe MC detector simulation or entirely due to an energy scale mismatch
between data and MC, or a mixture of the two. Whatever the cause, these effects should
be corrected for. This can be done independently in data and MC by using specially
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In the kinematic domain of low-Q2 and low-x both the current jet and the DlS electron
scatter into the RCAL with similar energies. Often, in this domain, the Towerlsland
cluster algorithm is not able to separate the energy deposits of the electron from those
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5.5 Calorimeter Energy Scalewhich belong to particles of the current jet. Thus the electron is not isolated, and energy

deposits in the calorimeter which belong to the current jet get associated to the electron
cluster. In this case the reconstruction of the kinematic variables is biased. Furthermore,
this situation may lead to incorrect eJectron energy correction procedure, since corrections
were tuned on events for which scattered electrons were well isolated.

The difference, Eh, between the measured energy of the scattered electron cluster
(EcAL') and the corresponding true electron3 energy in the detector (EgXL) is a measure
of how much additional energy from the current jet has been included into the electron
cluster, i.e.

Eh = Ec~i - E!JAi .
For non-isolated electrons Eh is positive and is expect to increase as x decreases. In fig-
ure 5.19 the amount of hadronic energy, Eh, is presented for different Wand Q2 intcrvals.
It is seen, that as W increases (W2 ~ Q2 Ix) the amount of hadronic energy in the electron
cluster increases, as expected. It is also seen tbat as Q2 increases Eh decreases. This is
because as Q2 increase, the Pt of the hadronic final state increase as well, i.e. Q2 ex ]J~' at
fixed W.

'The amount of hadronic energy which is attributed to the electron cluster depends
on the clustering algorithm. The Towerlslands which do not use the full granularity
of the calorimeter can be split into smaller objects, such as cell islands. This is done
by reclustering the cells belonging to the TowerlsJand using tbe celllsiand algorithm,
see section 5.2.1. The energy and cells belonging to the scattered electron are now taken
to be the energy and cclls of the highest energy cell island. The distribution of Eh

measured relative to the cell island is also shown in figure 5.19. It is seen that the amount
of hadronic energy remaining in the celiisiand associated with the scattered electron is
reduced. We have checked the effect of this procedure by looking at the purities in the
bins of the selected final sample. It was found that purities increase by up to 5% for high
Wand low Q2 bins.

The calorimeter energy scale can be stlldied hy using a sample of isolated calorimeter
clusters with a matching track. Using tbis method we can compare data with data and
MC with MC in a completely unbiased way. If the corrections for MC and data arc the
same, this will give an indication that tbe amount of dead material present in the detector
is adequately described and simulated in the MC. If the corrections are not the same and
are energy dependent tben this will be an indication of inadequate description of dead
material in the MC simulation. The scale problem will show itself by a constant offset in
all measured energy bins.

Tbe complete details of this analysis, for identified scattered electron, are described
in [117]. Here we will only briefly mention the met bod used and the conclusions reached
as the result of this study,

Let us denote by S the correction factor applied to the calorimeter energy, E, which
is needed in order to make it ('qual to the track momentum, P'r' In order to determine S
we study the distribution of the normalized residual, which we define by the variable f:

and tune S so that f is centered around zero. f is the measure of the fractional error if
6E is smil.lJ. The justification for this formula comes from the fact that while for different
absorber thickness the mean value of the electron energy spectra are significantly shifted
towards lower values, the distribution remil.ins approximately Gaussian.
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Figure 5.20: nadiation length in Font oj the calO1'imeter as seen from the nominal inter-
action point. The squared shaded a"w is the amount of mdiation length fo,' n ::; 20 em.
The othe,' hashed areas cOT1'espond to Ihe 4 "egions which we have investigated, see text,

The selected sample (see [117]) was subdivided into 4 distinct regions, as shown in
figure 5.20. The regions were chosen such that the average amount of dead material
traversed by the electron was approximately constant. The S factors for the 4 different
regions and 4 energy bins il.re listed in Table 5.1. The S fil.ctors are correlated with the
amount of dead material and energy; larger S factors are found in regions with more dead
material and at lower energies, as expected.

The S factors determined in the MC are consistent with the amount of dead material
Pllt into the simulation. However, the determined S factors show a statistically significant
difference between data and MC in all the 4 regions. Specifically, in the ilCAL the S
factors in the data are a factor 1.06 larger than those in the MC in all energy bins,

802468
Eh (GeV)

Figure 5.19: The amount of had1'Onic cne'-gy (EhJ associated with the 'lowe"Isiand and
celtIsiand cluste,' of the identified scatle,'ed elect1'On. For explanation see text.



E -95 ::; Z. < 200 cm R. > 120 cm
DATA MC DATA MC

5-10 1.105±0.009 1.036± 0.009 1.243±0.016 1.l43±0.013
10-15 1.0Sl±0.014 1.020±0.009 1.20l±0.012 1.099±0.006
15-20 1.079±0.014 1.014±0.0 to 1.200±0.01l 1.095±O.007
20-30 1.06S±0.026 1.006±0.00S 1.167±0.011 1.049±0.005

CTDhit

\ T,,,,

indicating the possible presence of a.n energy scale problem. ~or the ReA L, the ratios of
data/MC S factors in a given region are also roughly energy independent.

However, these ratios depend very much on the region, such th;,.t the bulk of the effect
is unlikely to be an energy scale error. In general, the differences between data and MC
increase as the mean amount of dea.d material in a region increases. From this analysis
alone it is not possible to conclude, in the RCAL region, whether all differences are due to
dead material, or whether other effects such as an energy scale error or momentum scale
errors are also important. Similar results h;,.v('also been found in [l1SJ.

Track not
generating any

Island

Island generated
by a neutral particle
that did not leave
a track

E 100 < R. < 120 cm 75 < R. < 100 cm
DATA MC DATA MC

5-10 1.172±0.027 1.07S±0.012 1.069±0.017 1.032±0.009
10-15 1.154±0.034 1.054±0.008 1.063±0.01l 1.016±0.OO7
15-20 1.12l±0.021 1.047±0.008 1.032±0.013 1.008±0.010
20-30 1.066±0.016 1.000±0.009 1.004±0.015 0.98l±0.008

Figure 5.21: Schematic "epresentation oJ calorimeter and tracking inJo,·mation.

In the first step, after removing the calori meter cells and track assigned to the scattered
electron, the calorimeter energy deposits are clustered into cone islands. In the next
step charged tracks are extrapolated and associated to these calorimeter objects. The
outcome of this operation are groups of topologically connected tracks and clusters. These
groups form the so-called track-cluster association matrix. The m;,.trix is then processed
according to the following rules:

In similar studies, of isolated charged h;,.drons in the BCAL region, a comparable
discrepancy between data and MC, of 8.5±2.0%, was found [119J. In another study [115],
based on the requirement of the transverse momentum balance between the electron and
hadronic final state, discrepancy of ~4-6% in the HCAL and ~1-3% in the RCAL was
found between data and MC.

As a result of all these studies, the energy scale in the BCAL and RCAL have been
corrected (lowered) by 6% and 3% respectively in the MC reconstruction of the energy
deposits. This is done in order to make the MC simulation consistent with the real data
taken with the ZEUS calorimeter. From these studies the uncertainty on the energy scale
correction is estimated to be ~ 3%.

2. Calorimeter objects not associated to any track are counted as neutral energy in
such a way that E2 = p2;

3. Calorimeter objects associated with more than 3 tracks, the so-called "jet" clusters,
are counted as one jet in such a way th;,.t E2 = p2•4

For all other track-cluster combinations an additional group of rules is required, since
a decision whether to take a track or a cluster has to be made. This group of ru les is
discussed below.

The decision to take a track instead of a calorimeter object (to make a match) is based
on two requirements. The first requirement is that the energy deposit to which the track
is associated is due to the associated track alone. The second requirement is that the
momentum resolution of the track is better than the energy resolution of the associated
calorimeter object.

To make these arguments quantitative we have studied the Ei.,I/Ptrk ratio in the single
pion MC sample. Figure 5.22 shows the average value of ratio versus the polar angle of
the track. Jt is seen that the ratio is about 0.9 in all calorimeter regions except in the
calorimeter crack regions where it is lower, about 0.8. This ratio is associated wi th an
error which has to be taken into account when making a match.

In this section the hadronic energy flow alg01-ithm to reconstruct the four momenta of
all tbe particles in the event is presented, based on a global approach to the calorime-
ter and tracking information. The basic concept is to use tracking information instead
of calorimeter information wherever the former provides better energy resolution. The
remainder will consist of calorimeter energy clusters corresponding to neutral particles
or jet of particles. In this approach low energy charged particles which do not reach
the calorimeter are naturally included. A schematic representation of calorimeter and
tracking information and their relation are shown figure 5.21.

'Note, that jeLs of particles are usually energetic enough so that the assumpLion that they are massless
does nol. affect the final result.
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Figure 5.22: Aver'age values oj Eis1/Ptrk mtio as Junction oj track angle, 0trk'

Thc track momentum resolution has been measured to bc ap.lpt = 0.005 Pt EI1 0.016,
where Pt is thc transverse momentum in the laboratory frame measured in GeY. The
calorimeter encrgy resolution undcr ideal test conditions was measured to be a/ E =

18%/0E) for electromagnetic and alE = 35%/0E) for hadronic particles. In the
experimental setup the presence of inactive material in front of the calorimeter as well as
non-uniformity decrease the resolution. The resolution parameters were increased [120]
to 25% if E;:;'c/ };[:: > 0.9, and 40% otherwise, where E;::'c is the energy on an island
in the EMC section. The comparison of track momentum resolution and calorimeter
energy resolution for electromagnetic and hadronic particles is show in figure 5.23. The
tracking resolution is llluch better at low particle energies and becomes comparable to the
eleetromagnetic(hadronic) calorimeter resolutions around Pt ~ 13(18) GeY.

alp, = o.oosp, ED0.016
cJIE=2SS\NE (t·.t·•...)
ofE = 40%"'E (ft' ,It·,_.)

L"igure5.24: Eist!Ptrk mtio Jor' different tmck angles, O'rk, and momenta, Ptrk, as denoted
in the figur'e.

The out.put of the energy flow algorithm is a set of energy .flow objects (or "particles")
characterized by their energy and momenta. The energy flow objects (EFOs) are also
know as Zeus Unidentified Flow Objects or zuJos.

~ 0.2

"-~
b 0.15

20 25 30

E(p,) in GeY

Figure 5.23: Calorimeter' and tr'ack r·esolution.

To assess the merits of using zufos in the determination of kinematic variables we have
used samples of selected diffractive and DIS MC evcnts. In the selection we required the
presencc of the reconstructed scattered electron, and, as in t.he final analysis, we limited
ourselves t.o the kinematic range defined by 7 < Q2 < 140 Gey2 and 60 < W < 200 GeY.

For the diffractive events in which the products of photon dissociation are well-
contained in the calorimeter, we have compared t.he total energy measured to that ex-
pected from the gcnerated particles. The results of this comparison are shown in fig-
ure 5.25. While in the cell mcthod the measured energy is only 72% of that generated,
with zufos it is 90%. From studies of particle production at the generated level we know
that on average 1% of the energy is carried itway by neutrinos, 1-2% is lost due to noise
cuts, and a further 2-3% is lost due to the spiraling charged particles. The estimate for
the energy lost in the inactive material in front of the calorimeter is 24%. About 70% of
this energy is recuperated by using zufos. The improvement in the cllergy measurement
is present for all energies. 'I'h€' same improvement is observed in the reconstruction of the
invariant hitdronic mass, as seen in figure 5.26. This illustrates t.hat by using the zufo
algorithm, the effect of energy loss due to the inactive material is substantially reduced.

For the inclusive DrS events we have compared the transverse momentum balance be-
tween the scattered electron and the hadronic nnitl state for the zufo and cell methods in

Therefore, thc requiremcnts to replace the calorimeter object by a track or set of tracks
are:

The first requirement ensures that no energy associated to a neutral particle is rejected.
The second requirement improv€'s the energy resolution. The distribution of thc Eis1/Ptrk
values for all track-cluster matches based on 6.DCA ::; 20 cm for the single pion MC are
shown in figure 5.24 (dot.s). The same ratio for all those track-cluster matches that satisfy
the above requirements are also shown (histogram). These additional requirements Icad
to a small loss of true track-cluster matches.
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Figure 5.25: The distribution oj the ratio Em,a,u"d/ Egen Jor ails and zuJos neonstruetion
methods, and the average value of this ration as a function oj the generated energy. Egen,

JOI' a sample oj Rap Gap difJractive MC events.

of Yjb in the data and thc MC with the zufo method, also shown in the figurc, will lead
to a smaller systematic error in thc measurcmcnt of the cross sections at low y.
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Figure 5.26: The dist7'ibution of the ratio of Mm.amr.d/ Mg." J07' cells and zuJos reeon-
st7'uction methods, and the average value oj this ratio as a Junction oj the generated mass,
l\I[g.", J07' a sample oj RapGap difJraetive MC events.

the data and MC samples. The ratio (bp,) = p,had/p,', where P,' is the transvcrsc momen-
tum of the scattered electron in the laboratory systcm and the p,had is the corresponding
transverse momentulTl of the hadronic final state, as a function of thc hadronic angle Ih
is shown in figure 5.27 for the two reconstruction methods and for the two samples. For
the zufo mcthod the transverse momenta are balanced within 5% with the largest effect
observed in the BCAL. In addition the effect observed in the data is well reproduced in
the MC. In case of the cell method not only the transverse momentum imbalance is almost
four times larger, but also the MC does not reproduce thc effccts sccn in data.

The most dramatic improvement is observed in the distribution of the Yjb variable, in
particular for very low vaJues of Yjb. This is shown in figure 5.28. Note, that in evcnts
with low values of Yjb, the hadronic final state is boosted towards the FCA L region. The
zufo method provides a Yjb estimator which is closcr to the gcncrated value of y than does
the cell method. The decrease in the bias of the Y variable is mainly due to the method of
clustering and position reconstruction. Thc improved agreement between the distribution

Thc zufo method has also been used in other analyses of the Z8US collaboration, such
as jet production in the forward region and the high x and high Q2 cross scction mea-
suremcnts; in each case a marked improvement in the resolution and biases was observed.

To summarize, the advantages of using the zufo algorithm stcm from the following:

II The energy of the charged particles not reaching the calorimeter active volume is
recovered;

II The effects of the inactive material and encrgy scale are reduced by replacing some
of the calorimeter clusters with associatcd tracks;

II The uncertainties due to the shower spread, which lead to granularity effects arc
reduced by the clustering of the calorimeter energy deposits and clustcr position
reconstructioll.



Chapter 6
in order to further reduce the beam-gas background. This will be referred to as the liming
cut in the following. The timing cut was applied only to data events since no reliable
calorimeter timing information is available in the MC event simulation.

Selection of the DIS Event Sample

In chapter 4 the event preselection for the NC DIS candidates with the three-level trigger
system and a physics filter was described. In total 971,168 NC DIS candidates remained
after the preselection requirements and were reconstructed as described in the previous
chapter. The sample selected up to this point still contained backgrounds due to loose cuts
applied at the preselection stage. In.addition, due to fiducial effects, part of the preselected
sample exhibits large migrations in the kinematic phase space. In order to enhance the
purity of the sample of DlS events and to increase the precision of the reconstruction of
kinematic variables, further selection cuts are necessary. In this chapter the steps leading
to the final sample are discussed, and the characteristics of the sample arc presented.

It is important to ensure an accurate reconstruction of the electron impact position and
measurement of its energy, since both of these quantities enter into the calculation of
kinematic variables on which some selection cuts are based. [n the region close to the
beam-pipe, the reconstruction of the electron inlpact position and energy is poor, due to
energy leakage into the beam-hole. In figure 6.1 the effect of energy loss for electrons from
the kinematic peak is shown as a function of distance from the edge of the beam-hole, for
towers to the right of and below the RCA L beam-hole.

While the expected value of the energy is 27.52 GeV, the measured value tends to
be lower when the electron impact position is within 3 cm of the edge. The effect is
particularly marked in the Y direction. The effect in the other towers around the beam-
hole is essentially identical. As suggested by these results the electron impact position
was required to be at least 3 cm away from the beam-hole edge.
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The DIS trigger definitions at the FLT level changed during the '94 running period.
The RCAL-IsoE trigger was put in coincidence with the REMCth trigger after collecting
~ 30% of the luminosity. The REMC trigger threshold also changed frolll 2.0 GeV in
the early runs to 3A GeV. Therefore, to analyze the whole data sample with a uniform
trigger condition, we have imposed the tightest trigger condition used during the '94 data
taking period, the so called STANDARD_180CT94 trigger. The same trigger condition
was also imposed on all MC samples. The trigger efficiencies in the data and the MC
were found to agree within 0.5%, for all three triggers.

In addition for almost 60% of the luminosity used in the present analysis the RCA L-
IsoE trigger was not working in one of the trigger towers around the RCA L beam hole,
due to a dead Trigger Encoder Card (TEC). To take this into account the TEC effect was
simulated in the MC. The events are then weighted for the fraction of the luminosity in
which the problem existed. As a systematic check, instead of using the MC simulation, we
made a cut to exclude this region, -33.5clll < X. < -8.5cm and -32.5cm < Y. < -7.5cm.

Figure 6.1: The average measU7'ed electron enel'[JY fOl' elect7'Ons at the kinematic peak, J(P,
as a function of the distance of the elect7'On position to the edge of the RCAL beam-hole,
shown fOl' the towel's I'ight of (M-1B, 1'-12) and below (M-12, 1'-11) the RCAL beam-pipe.
The horizontal dashed lines l'epI'esent a ±5% deviation from the expected electron beam
enel'[JY, The dotted line indicates a 3 cm edge cut fOl' fiducial requil'ements.

Furthermore, the electron finding efficiency drops when the electron impact position
is near the crack region between the two RCAL calorimeter halves, Electrons entering in
to the crack region deposit a substantial amount of energy in the RCAL HAC section,
and are misidentified, The crack between the two calorimeter halves affects also the
performance of the SRTD, which by design is attached to the face of the calorimeter.
Therefore, we require that the electron impact position be at least 2 cm away from the
calorimeter/SRTD crack.

For almost all '94 runs considered in this analysis, one of the two PMTs in one EMC
cell of the RCAL was not functioning, In such a case, the deposited energy is estimated
by doubling the signal in the functioning PMT, However the position reconstruction is

At the preselection stage a large fraction of the beam-gas (p-gas, e-gas) background was
removed by a cut on the avera.ge CAL section times (lpCA[" IRCAL) and on their differ-
ences. Ilowever, offline analyses indicated [121] that a. small fraction of this background
still remained in the selected sample. Therefore, a more refined timing cut was imposed;



worsened. A better solution is to cut away events with the the eleetron impact position
between 7cm < Xe < 31cm and - 32cm < Ye < -18cm.

Figure 6.2 shows the acceptance of the SRTD with the imposed cuts as w II as the
faulty trigger tower and EMC cell.

Vue to this effect the measured distribution in the VIS sample is distorted compared to
the original. Since the acceptance is based on the MC simulation, it is the initial vertex
distribution which is needed for the MC simulation.
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Figure 6.3: The Zvtx ve1"lex dist7'ibution for two MC samples and the corresponding accep-
tance as a function of Q2.

The real vertex distribution can be extracted from the minimum bias photoproduc-
tion event sample. Therefore, for all MC samples used in this analysis, the generated
vertex distribution is reweighted to match the z-vertex distribution of the minimum bias
photoproduction events.

The reconstructed z-vertex distributions for the selected DIS data and the MC sample
arc compared in figure 6.4. A very good agreement between the data and the MC is
observed. The width of the vertex distribution, about 11 cm, reflects the proton bunch
length provided by HERA. The bump at z ~ +70 cm is due to the satellite proton
bunches, arriving 4.8 ns earlier than the main bunches, and created by the HERA 208
MHz feedback system. Events reconstructed without a tracking vertex are assigned to
the nominal vertex position at Zvtx == +3 cm which accounts for the spike. The resolution
of the x- and y-vertex position is about 1 mm and is larger than the transverse proton
beam spread of about 50 I~m. Therefore, we always set the x- and y-vertex position to
the mean values corresponding to the minimum bias sample distributions: 0.12 cm in x
and -0.13 in y.
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Figure 6.2: Scatte7' plot of the electron impact position in the SIlTD. The two 'L'-shaped
7'egions indicate the nominal acceptance for the two SIl'J'D halves. The cells affected by
the dead tr'igger towe7' and the cell with the dead PMT a7'e indicated in the figure.

At large y, where the current jet goes into the direction of the rear calorimeter, low
energetic particles (;S 5 GeV) might fake the pattern of energy deposits typical for the
scattered electron. lIence, the probability to misidentify the DIS electron increases at high
y. The electron finding efficiency decreases from greater than 90% at electron energies of
10 GeV to about 60% at electron energies of about 5 GeV.

To avoid electron misidentification (i.e. control the photoproduction background) and
to have reliable electron finding, the scattered electron energy was required to be,

where E~ is the corrected energy of the scattered electron. This cut will be referred to as
the electron ene7'!Jy cut in the following.

~105 [J MC
~ • DATA

W 104

For the calculation of angles and the kinematic variables which require angular infor-
mation, it is important that the vertex location be known. In the '94 data sample the
resolution of the z-vertex position was found to be about IJ"z.1% '::' 2.3 mm in the rear
and central regions and to decrease to more than 3 mm towards the forward region. The
vertex finding efficiency depends on the true interaction point as well as on the properties
of the hadronic final state. As the interaction point moves towards the RCAL, the effi-
ciency for finding a vertex increases. This is due to the increased acceptance in the CTD
of charged particles from the proton remnant. However, the event acceptance decreases
because electrons, scattered through a small angle, are less likely to be detected in the rear
calorimeter. This is illustrated in figure 6.3 where the change in acceptance as function of
Q2 is shown by comparing the samples for two different vertex distributions (also shown).

50 100
Z",.(cm)

Figure 6.4: z-vertex distribution for the selected DIS candidates and the DTS MC sample.
Events without a tracking ve7'tex a7'e set to Zvtx == +3 em, which accounts for the spike.

A small disagreement between data and MC can be seen in the upstream region,
z ;S -70 cm, where data has more events than the MC. This is presumably due to the
presence of the residual beam-gas background in the data sample. In order to reject
this background and to reduce any acceptance uncertainties, a vertex cut of -50 em ~
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6.8 The Y.ib CutZvtx ::; 100 cm, was applied. We also applied a verLex cut, -28 cm ::; Zvt. ::; 40 cm, to

investigate acceptance effects and to check for any influence of the satellite contribution,
as a systematic check. In events where both the hadronic transverse momentum and 1/)b are small, calorimeter

noise, albedos and resolution efrects can have significant impact. on the reconstruction of
the hadronic angle, ,h' The average values of the residuals, (,h -'tr".)/'''·".' as a function
of Yib are shown in figure 6.6. The error bars represent the RMS of the corresponding
distributions. At low Vib a bias in the reconstruction of ,h is observed, which disappears
at larger values of Yib. A marked improvement in the resolution with increasing YJb is
also observed. To improve the accuracy of the DA kinematic variables reconstruction, we
require,

In photoproduction events, isolated electromagnetic calorimeter clusters in the FCAL tend
to be misidentified as the scattered electron. Most of these events are characterized by a
large v-value as reconstructed from the electron method. The requirement of a minimum
energy of 10 GeV limits the maximum value of Y.I and therefore by imposing the cut, Yib > 0.02 .

This cut, referred to as the Yivcut in the following, is applied to both data and MC.

Most of the background events are rejected at preselection stage (see chapter 4) by re-
quiring either an electron to be identified in the final state or by applying of the energy-
momentum conservation cut (is-cut). Figure 6.5 shows the comparison of the is distribu-
tions, after the preselection cuts, for the data and the DIS MC. At low(high) is < 40 GeV
(> 70 GeV) values there is a disagreement between data and MC. The disagreement at
low values of J is due to the remaining presence of the high W photoprodu tion events, for
which J tends to be high. The discrepancy at high J is due to the remaining contribution
of p-gas events. To reject these backgrounds further, stricter cuts on J values was applied,

Figure 6.6: The avemge values oj 6.,/'t,."., whel'e 6., = (,h - 'tr".), as a Junction oj Yib·
The elTOl' bars repl'esent the RMS oj the cOl'Tesponding distributions.

Muons as products of interactions in the upper atmosphere penetrate the ZEUS detector
almost vertically and deposit very little energy in the calorimeter. Ilowever, in some cases
the muon interacts in the calorimeter and produces a shower, which mimics a scattered
electron. These cosmic events are characterized by a large 8MC energy deposit, while
the number of active cells and hence the total calorimeter energy are very small. Usually
only two tracks are reconstructed in the CTD.

A not her source of background are the beam-associated halo muons, They leave char-
acteristic signals in FCAL and RCAL or hits in several adjacent cells in the BCAL, that
line up and can be matched to hits in the muon chambers.

Most of the muon background events are rejected at the trigger level. However, the
rates of these events are very high, and a small fraction passes all the preselection cuts,
Only dedicated topological algorithms which are too time consuming to be applied at the
trigger level can reject these events. Those are applied in the omine analysis.

and will be referred to as the J-cut in the following. An added advantage is that this cut
also removes events with a large energy initial state radiation photon.

Figure 6,5: Comparison oj the J distributions aftel' the pl'eselection cuts Jar the data and
the DIS Me. The vertical lines show the mnge selected Jor this analysis. The MC sample
was normalized to the numbel' oj events in data between J values oj 50 and 60 Ge V.

Elastic QED-Compton events, ep --+ en, which are not simulated in the MC, are another
source of background and can be efficiently removed on an event by event basis. These
events are characterized by,



• 2 identified electromagnetic clusters in the calorimeter,

• the entire energy within the calorimeter is containl'd in these two clllsters,

• number of CTD tracks is zero, excluding the track associated with th€' scattered
electron, and

• the summed energy of the two clusters is close to the initial beam energy lie = 27.52
GeV.

In this chapter the selection of events in order to reach the final NC DIS sample was
presented. In general, the preselection cuts were tightcned, and new cuts were added to
increase the purity of the sam pie and to limi t the correction factors that will be used later
to extract the difrractive cross section. To summarize, the following criteria were applied
to select final sample NC DIS events:

• IBox cut I Events with a scattered electron impact point in the RCAL inside a box
of 26 em x 26 em around the beam-pipe are rejected. This ensured that the impact
point was at least 3 em away from the edge of the RCAL and therefore guaranteed
full containment of the electromagnetic shower in the calorimeter;

In figure 6.7 the correlation between the energies of the electromagnetic cluster identified
as the scattered electron (Ee) and the second electromagnetic cluster (E..,) is shown for
a MC sample of QED-Compton events. These events populate the region of (E.+Ii..,)
between 20-35 GeV. Therefore, to identify QED-Compton events the following selection
algorithm is applied:

1. number of electromagnetic candidates = 2,

2. back-to-back in azimuthal angle,

3. number of tracks = 0, excluding the scattered electron track,

4. ECAD - E.., - Ee ::; 0.4 GeV, ECAlJ is the total energy in the CA L,

In figure 6.7 the correlation between E. and E.., is shown for data events. The data follow
the pattern expected from the MC, indicating a substantial contribution of QED-Compton
events.

• Electron energy cut E~> 10 GeV, where E~is the corrected energy of the scattered
e ectron. IS cut ensured high and well understood electron finding efficiency a.nd
suppresses ba.ckground from photoproduction;

• I Vertex cut I-50 em < Zv'x < 100 em. This cut was performed for events with a
reconstructed tracking vertex and suppresses beam-gas background events;

• Ye cut Ye < 0.95. This condition removed events where fake electrons were found
11l t e <'CAL;

• 10 cutl40 GeV < 0 < 70 GeV. This cut removed events with large initial state
radiation and further reduced the background from photoproduction;

• IYjb cut I Yjb > 0.02. For the Double-Angle method, this ensured a reliable measure-
menl; of the ih angle.

After the above selection cuts and removal of QED-Compton scattering events and resid-
ual cosmic ray events, the remaining NC DIS sample contained 316,09[ events.

Figure 6.7: The correlation between the enel'gies of the electmmagnetic dustel' identified as
the scattered electron (Ee) and the second electromagnetic dustel' (E..,) for QED-Compton
MC events, without applying any cuts. The same con·elation is shown for data events,
after applying selection cuts (see text).

The efficiency for rejecting QED-Compton events, with the above algorithm, was
checked with QED-Compton MC and was found to be greater than 98%. We also checked
the effect of the rejection algorithm on the diffractive MC sample a.nd we found that less
than 0.5% of diffractive events are rejected by this algorithm. As a systematic check,
instead of removing the events from the data, we have subtracted statistically from the
final event sample the cross section normalized QED-Compton events. We found no sig-
nificant differences in the extracted diffractive cross section, using the rejection algorithm
or statistical subtraction procedure. Therefore, the events passing the above selection
algorithm were identified and removed from the sample.



Chapter 7
where X denotes the f1nal state corresponding to the photon dissociation and p' denotes
the final state scattered proton well separated in rapidity space from the state X. By
"well separated" we mean, foJJowing J.D. Bjorken, that the rapidity gap between X and
p' is non-exponentially suppl-essed_

Extraction of the Diffractive Sample 7.1.1 Selecting Events with Leading Proton Spectrometer
In difrractive scattering the momentum transfer squared t is expected to be smaJJ (It I ~ 1
Gey2) and the scattered proton escapes through the beam pipe without being detected
in the central detector. These events can be selected by using the ZEUS leading proton
spectrometer (LPS) which detects the scattered proton at small angles (up to l mrad)
with respect to the incoming proton beam, and measures its momentum, as well. The
uncorrected XL = P~/Pr spectrum measured in the LPS for the DIS events is shown in
figure 7.2. A prominent peak at XL ~ 1 is observed. The diffra.ctive candidate events are
selected by demanding that the scattered proton carry a fraction of the incident proton
beam momentum, XL, greater than 0.97_ With this selection a rather clean sample of
diffractive candidate events can be obtained.

The drawback of the LPS detector is its limited geometrical acceptance of about 6%.
For the '94 data analysis about 400 events were available in the Q2 range between 5 and
20 Gey2. For details of the analysis performed with the LPS selection see [122].

In this chapter, we first discuss possible methods of selecting diffractive sample with the
ZEUS detector. A description of the method chosen in this analysis is than given in detail
in section 7.1.3.

The aim of this analysis is to measure the cross section for diffractive production
of mass Mx as a function of \tV and Q2. The resolution and binning in \tV and Q2
variables are described in section 7.2, followed by a discussion of the mass determination
in section 7.2.1.

The reliability of extracting the diffractive contri bution has been tested on a controlled
Me sample and the results are presented in section 7.3.

Finally, the unfolding procedure and the radia.tive corrections needed to determine
the Dorn cross section from the measured number of events in the bins are discussed in
section 7.4 and section 7.5, respectively.
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Figure 7.2: The observed XL spectrum in the data (dots). Overlaid is the 7'esult oj jitting the
distribution with a sum (Jull line) oj the cont1-ibution due to p1"Oton dissociation (shaded
al-ea), oj the contribution due to pion exchange (dotted line) and oj the single photon
dissociation signal (dashed line). FOl- details see [l22}

Figure 7.1: a) Schematic diagram describing pal-ticle production in deep inelastic elec-
tron pl-oton scattering. b) Schematic diagram describing particle p1"Oduction by diffractive
dissociation in a deep inelastic ep interaction. 7.1.2 Selecting Events with Large Rapidity Gap

As expected a large fraction of diffractive processes, observed at ZEUS and III, does
have a rapidity gap in the main detector between the scattered proton system and the
hadronic activity generated by the dissociation of the photon, while large rapidity gaps
are suppressed in non-diffractive DIS events. Therefore the presence of a rapidity gap has
been used as a selection criterion for diffractive events [ll, 181.

In f1gure 7.3a the 7]max distribution for data is shown. Here 7]max is the pseudorapidity
of the most forward going "particle" (zufo)_ The measured distribution is compared to

Th.e dominant mechanism of Deep Inelastic Scattering in which the color transfer be-
tween the struck quark and the proton remnant is responsible for populating the rapidity
interval between them with hadrons is shown schematically in figure 7.1a. The exper-
imental signature of a Pomeron exchange (color singlet. exchange) would consist of a
quasi-elastically scattered proton, well separated in rapidity from the remaining hadronic
system as illustrated in figure 7.1b.



Figure 7.3: a) The observed T/max spectl'um in the data (dots). Ovedaid is the l'esult oj
fitting the diffmetive (POMPYT) and non-diffmetive (Al'iadne) models. b) T/max vel'SUS
the genemted mass Mx Jor diffmetive MG.

a weighted sum of diffractive and non-diffractive MC models. It is seen, that for values
of T/max up to 1-1.5 the non-diffractive DIS background is negligible and increases for
values of 17max above 1.5-2. In previous ZEUS publications [ll, 18] diffractive events were
selected by requiring T/max < 1.5. This cut selects a rather pure sample of diffractive
events, useful to establish a signal but it limits acceptance for events with large Mx (see
figure 7.3b).

In a later analysis [123] the cut on the direction of the total hadronic energy flow
of the event determined from all the detected particles in the final state was used, in
addition to the smaller rapidity gap (17max < 2.5) cut, allowing a larger acceptance of
diffractive events at higher Mx masses. The price of the extended selection criterion was
a higher background which had to be subtracted statistically based on the non-diffractive
MC models.

The so caliI'd Mx method was developed in [19] for the c1iffractive analysis of small mass
diffraction in the 1993 ZEUS data. The method of separating the difTractive and non-
diffractive contributions is based on their very different Mx distributions.

Figure 7.4: Scatter plot oj Mx versus W Jor data. The events with T/max < 1.5 are shown
as lalge dots; they concentmte at small values oj Mx.

As a first illustration, figure 7.4 shows the distribution of Mx versus W for the data.
Two distinct classes of events are observed, one concentrated at small Mx, the second
extending to large values of Mx. Most of the events in the low Mx region exhibit a large
rapidity gap, which is characteristic of diffractive production. This is shown in figure 7.4
where the events with a large (small) rapidity gap, T/max < 1.5 (T/max > 1.5) are marked by
different symbols. A cut of T/max < 1.5 corresponds to a visible rapidity gap larger than
2.2 units since no particles were observed between the forward edge of the calorimeter



(17 = 3.7-4.3) and 17 = 1.5. Por 17max < 1.5 the contribuLion from non-diffradive scattering
is expected to be negligible [11].

The properties of the above scaLter plot can be understood best when displayed as
a function of In 1\11 for different Wand Q2 intervals. In figure 7.5 we show the In Mi
distributions for all Wand Q2 intervals, used in this analysis. The distributions are
not corrected for acceptance. In Lhis representation, two distinct grou ps of events are
observed. One can be seen to form a plateau-like strudure at low InMl, most notably
at high W values. The second group, peaks at large values of In M,~ and exhibits a steep
exponential fall-off towards smaller In M1 values. Also note, that at a fixed Q2 the mass
peak moves to higher vaJues as W increases, revealing more of the plateau-like structure
at low In Ml values. As already seen, most of the events under the plateau structure
possess a large rapidity gap. This is illustraLcd by the shaded histograms which represent
the events with 17max < 1.5.

It can also be seen, that the shape of the exponential fall-off is independent of W, a
property which is best seen when the In M1 distributions are replotted in terms of the
scaled variable In(W2 / M1). This is shown in figure 7.6 where the In(W2 / M1) distribu-
tions are overlaid for three W intervals and four Q2 intervals. The position of the high
mass peak in In Ml grows proportionally to In W2 and Lheslope of the exponential fall-off
towards small In Ml values is approximately independent of W.
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Figure 7.7: Toy model

yr.:~it. Let's further assume that for a given non-diffractive event the mass measured in
the calorimeter is Nfl and the particle closest to the detector edge has been observed at
yr.,!;,;, + 6y,

A I W2 (mox de')
uy= nMl-~'

......constant

Thlls the distribution of In(W2 / Ml) follows that of 6y.
The average number of particles expected in a rapidity interval 6y is,

~ I'·'
l
~ 1,-1

~!

if we furLher assume that the fluctuations in the local part;icle multiplicity is Poissonian,
the probability of observing zero particles in 6y is

Figure 7.6: Distribution of In(W2 / Ml) fOl' the Wand Q2 as indicated in the figure.
He1'e Mx is the cOlTeeted mass; the distributions are I.he measured ones, not conected for
acceptance effects.

Since in multi-particle production, the distribution of particles in the central region ex-
hibits a plateau, we expect large rapidity gaps to be exponentially suppressed as e-c6y

Thus we also expect an exponential suppression of low In Ml values in non diffractive
events.

In reality, in 'Y*P interactions the rapidity distribution is not flat in the photon frag-
mentation region. However, as has been shown by tbe III Collaboration, in the central
region the distribution is fairly flat [124]. Thus we expect tbe results of tbe toy model to
be applicable to the real DIS data.

In principle, tbe exponential fall-ofr of the In Ml distribution should start at the
maximum value of In M1 allowed by kinematics and acceptance, max(Jn Ml) = In W2_

(2-3). The data in figures 7.5 and 7.6 break away from the exponential behavior towards
high values of In Ml leading to a rounding-off. It mainly results from tbe finite size of
the selected W intervals, the edge of the calorimeLer acceptance in the forward direction
(17edge = 3.7 to 4.3) and the finite resolutions with which Wand Mx are measured. With
good accuracy the exponential fall-off is observed for In Ml ::; In W2 - 170, with 170 ~ 3,
over more than two units of rapidity.

In diffractive events, the system X resulting from the dissociation of the photon is, in
general, almost fully conta.ined in the detector wbile tbe outgoing proLon or low mass
nucleonic system, N, escapes through the forward beam hole. Furthermore, diffrac-
tive dissociation prefers small Mx values and leads to a mass distribution of the form
dN/dM1 <X l/(M1)(I+n) or

As discussed in detail in [19], the exponentia.l fall-off and the scaling in In(W2 / Ml ) are
expected for non-diffractive DIS where the incident proton is broken up and the remnant
of the proton is a colored object. This gives rise 1:0 a substantial amount of initial and
final state state QCD radiation, followed by fragmentation, between the remnant and
the current jet. According to pQCD the probability for producing a rapidity ga.p 6y
between the emitted partons or, assuming parton-hadron duality, particles is expected to
be exponentially suppressed.

The exponenLial behavior can be easily understood within a toy model in which the
density of produced particles is constant as a function of rapidity y. Por a center of mass
energy, W, the rapidity distribution extends over a range In W2 as depicted in figure 7.7,
where the relation to the ZEUS detector is preserved (y increases to the left). For the
sake of the argument we assume that the y distribution is flat between an effective Y'Jr
an<i Y'Jt· The ZEUS central detector covers only part of the ra.pidity space, starting at

dN 1
dlnMl ~ (M1)n'



a.pproximately independent of W. At high energies and for large Mx one expects n ~ 0
leading to a roughly constant distribution in In M1. Such a mass dependence is seen in
di/fractive dissociation of pp scattering (see e.g. [7]).

To summarize this section, the diffractive contribution is identified as the excess of
events at small Mx above the exponential fall-off of the non-diffractive contribution with
In M1. This definition is equivalent to the requirement of selecting a sample of events
that are characterized by not exponentially suppressed mpidity gap /:;y between system X
and the edge of the detector. The exponential fall-off permits the subtraction of the non-
diffractive contribution and therefore the extraction of the difi"ractive contribution without
assuming a precise Mx dependence of tbe latter. Tbe Mx distribution is expected to be
of the form

In order to determine the W range we have studied the quality of reconstructing QbA
and WOA. The result is presented in figure 7.8, where the average values of the fractiollal
deviations /:;WoA/W and /:;QLA/Q2 as a function of the true Ware shown, for three
mass intervals. The offsets, are defined as /:;WOA = WOA - Wand /:;Q;JA = QbA - Q2
Systematic offsets of WOA and Q;JA from their true values at low and high W values are
observed. The deviations are particularly marked for WOA at low Wand for Q;JA at high
W, in all three mass intervals. The measurement will thus be limited to the range of W
between 60 and 200 GeV.
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Here, D denotes the diffractive contribution, the second term represents tbe non-diffractive
contribution and In W2 - 1)0 is the maximum value of In Ml up to which the exponential
behavior of tbe non-diffractive part holds. We shall apply Eq. 7.3 in a limited range of
In JH1, where detector effects are small (see below), for fitting the parameters band c of
the non-dirfractive contribution. The diITractive contribution will not be taken from tbe
fit result but will be determined by subtracting from the observed number of events the
non-diffractive contribution found in the fits. For 0 two different forms will be considered;
either
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wbere do, dj and A are parameters. The second form was chosen so that the distortions
of the diffractive contribution at high masses could be taken into account in the fit (see
discussion below).
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Figure 7.8: The auemge values of the fmctional deviations /:;WDA/W and /:;QbAIQ2 as
a function of the true W, for three mass intel'vals as indicated in the figure. The offsets,
al'e defined as /:;WDA = WDA - Wand /:;QbA = Q;JA _ Q2

The aim of this analysis is to measure the cross section for dirfractive production of mass
Mx as a function of Wand Q2. We chose the Double-Angle (DA) method to reconstruct
kinematical variables of the events, because it is less sensitive to scale errors in the energy
measurement of the final state particles. The events must then be divided into bins,
so that the cross section can be evaluated in each of them. To obtain the most precise
physics picture, the kinematic phase space, and the number of bins, should be as large as
possible. However, there are limitations, due to the detector acceptance, resolution and
available number of events.

In our analysis, the Q2 range is taken to be between 7 and HO GeV2. The low
Q2 limit is motivated by the requirement that the low mass states, dominated by the
decay products of the vector mesons production, be contained in the calorimeter. This
is equivalent to a minimum transverse momentum in the detector which is guaranteed if
Q2 is larger than 7 GeV and W is not too high. The upper Q2 limit is dictated by the
available event statistics.

The requirement that events should be reconstructed in the kinematic region
60 < W < 200 GeY and 7 < Q2 < 140 Gey2 reduces the total number of selected DIS
events to 164,978. This is more than 6 times the increase in the number of events avai lable
in the 1993 diffractive analysis.

Tbe number of bins in the three dimensional space of W, Q2 and M x that we want
to study is limited by the following requirements:

• the bins must be located in the kinematic pbase space where the acceptance of
events is high;

• the bin dimensions must be large enough so that an adequate fraction of the events
originating in a given bin are measured in the same bin.
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Figure 7.9: The IlMS and offset 61n W2 = In Wr2,c- In Wien J01' In W2 as a Junction oj
W Jor different Q2 intervals Jor the zuJo (Jull symbols) and cell methods (open symbols).

These requirements can be quantiAcd by introducing bin qUilJity paralneters, ilccep-
tan ce and pu ri ty, where

# of events generated and remaining in bin j
# of events generated in bi n j

. # of events generated and reconstructed in bin jpltnty == ----------------------
# of events reconstructed in bin j

130th quantities are determined using the diffractive MC sample_ The acceptance is a
measure of the combined effect of the event selection efficiency and detector fiducial ac-
ceptance, whereas the purity is the measure of the bin contamination due to event migra-
tion from adjacent bins. The purity is therefore sensitive to the resolution and systematic
shifts in the reconstruction of the kinematic variables. To fulfill the requirement of high
purity the bin dimension is required to at least satisfy the following conditions:

6Q2 ~ a(Q2),
6W ~ a(W),

6Mx ~ a(Mx).

We chose four Q2 intervals, 7 - 10 GeV2, 10 - 20 GeV2, 20 - 40 GeV2, and 40 -140 GeV2,
the average values being 8 GeV2, J4 GeV2, 27 GeV2, and 60 GeV2, respectively. The
intervals in W were chosen so as to have equidistant bins in In W2 providing approximately
equal number of events in each W bin. For the bin width, 6111 W2 = 0.4 was used,
commensurate with the resolution for In W2•

The resolutions in In W2 using zufos and cell methods were determined with the diffrac-
tive Monte Carlo sample. The average value of 61n W2 and its RMS are shown in Ag-
ure 7.9 as a function of W. The resolution improves as Wand/or Q2 increase; it is
substantially better for the zufo method as compared to the cell method. The resolution
obtained with zufos is less than 0.24 at low Wand Q2 values, decreasing to 0.09 for the
highest Wand Q2.

The resolution in Q2 using the cell and zufos methods was determined in an analogous
manner. In Agure 7.10 the offset 6Q2 = Q;ec - Q;en and RMS, for the two reconstruction
methods and the different Q2 and W intervals, arc shown. The zufo method yields slightly
smaller RMS values. The RMS spread increases slowly with W but stays well below one
third of the widths of the chosen Q2 intervals.

The plots showing resolution and migration of kinematic variables, as well as the
acceptance and purity for all the bins considered, are presented in appendix A (see fig-
ures A.l - A.7). For most of the bins used the acceptance is greater then 60%. The bins
purity are typi ally greater then 50%.
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A test of the MC result for the mass Illpasurement at low k[x values was performed
studying the reaction

(M'fras)2 = (L E)2 - (LPx)2 - (LPy)2 - (LPY ,
j j j in data, where the pions from the decay pO -t 7[+7[- were measured with the central

tracking detector. The 7[+7[- mass resolution from tracking was 22 MeV(r.m.s.) [108J.
A total of 195 events were obtained with 0.5 < M;~aeki"g < 1.25 GeV in the kinematic
range Q2 = 7 - 140 GeV2, W = 60 - 134 GeV. In figure 7.12 the distributions of (the
uncorrected) Mx measured by the zufo and cell methods are shown versus Mx obtained
from tracks. The projections of the mass distributions are shown in figure. 7.13. Compared
with the cell method, the zufo method yields for these low masses a substantially better
mass determination. The MC simulation shown by the histograms in figure 7.13 gives a
good representation of the data.

where sums, L:j, run either over all calorimeter cells or over all zufos not assigned to
the scattered electron. The mass M'j.;'" reconstructed in this way has to be corrected for
energy losses in the passive material in front of the calorimeter.

The correction fador f(Mx), for M~en < 15 GeV, was obtained using the diffractive
MC sample, from the average ratio of reconstructed to generated mass Mx,

as a function of Mx, Wand Q2. In the range 1.5 < Mx < l5 GeV, the dependence
of f(M'X,e) on W, Q2 and Mx was found to be small (±3%). The correction factor, as
a function of Mx is shown in figure 5.26, averaged over Wand Q2. It was found to be
feell(M,yee) = 0.68 for the cell method and fzu/o(J\(yec) = 0.80 for the zufo method. The
same correction factor was used for masses below 1.5 GeV.

The correction was applied to obtain from the reconstructed mass the corrected mass
value, M'jt = M'Xee/f(M'X,e).
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Figure 7.12: Event candidates f07' ep -t epop in the data. Left: the mass Mj(k determined
from tracks versus the mass M;u/o determined by the zllfo method; /light: Mj(k versus
M'jtll.
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Figure 7.J 3: Distributions of Mx determined from the tracking, with the cell method
(uncorrected) and with the zufo method (uncolTected), for ep -t elp in the data. The
skewed hatched histograms show the Me predictions.

Figure 7.11 shows u(Mx)/.JMX as a function of W for the different Mx and Q2
intervals. For both methods, the distributions are centered around zero. However, the
mass resolution is better with the zufo method. The resolution changes little with M x, W
or Q2. On average u(Mx)/VMX:::; 50%GeVt for the zufo method and about 20% larger
for the cell method.

In summary, the W, Q2 and Mx determinations with zufo's are superior to the cell
method. For this reason, only the results obtained with the zufo method will be presented.
All Mx results presented below refer to M'j(".



7.3.1 Comparison of MC Simulation with data

In figure 13.l the In !VI} distributions for data (full points) are compared with the CDM-
13GF MC model predictions for non-diffractive production (histograms). The MC distri-
butions were normalized such that they agreed in the peak region with the number of
events observed in the data. The normalization factor was found to be approximately
W independent and weakly dependent on Q2 The MC simulation reproduces the gross
features of the peak at large masses coming from non-diffractive production but one ob-
serves a systematic shift of the peak towards lower In!VIl values by about 0.1 (0.35, 0.2,
0.1) units at Q2 = 7 (10,27,60) GeV2• In order to obtain a better description of the data
the MC distributions were shifted by these amounts producing the distributions shown
in figure 13.2 which give a satisfactory agreement with the data in the region of the expo-
nential fall-off. In the following these shifted MC distributions will be used for simulating
the non-diffractive contri bution.

.For MC simulation of the diffractive contribution RAPGAP (HJPl) was used. In
figme 13.3 the In !VIj distributions are shown for diffractive events at the generator level
and at the detector level for all (W, Q2) bins. At the generator level !VIx is defined as
the mass of the generated system X. In comparison with the MC-generated distributions
the M C-measured distributions show a depletion of events at the high mass end, which
show up as an excess at lower mass values (In!VIl ~ 4 - 6). These distortions are caused
mai nly by particles lost through the forward beam hole. The distortions are small in the
region used in the fitting and will be taken into account by the extended fit, see Eq. 7.5.

In figure 13.4 the sum of the MC predictions for the non-diffractive and diffractive
contributions are compared with the data. Each of the two contributions was mnltiplied
by normalization factor chosen such as to obtain the best overall agreement between
simulation and data.
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Figure 7.14: Disl1'ibution oj the slope b obtained Jrom fitting the non-diffractive contl'ibu-
tion predicted by CDM-BGF at the generatol' (open points) and detector (solid points) as
a Junction oj W JOI' the Q2 values indicated.

as the invariant mass of all particles with 1) < 4.5, The slope b determined from fitting
the In !VI1 distributions to 8q. 7.3 (with D = 0) is shown in figure 7.14 for all W,Q2
bins and within the In Ml intervals described above. Within errors, the same b value is
obtained at the generator and the detector levels. The fits were also performed allowing
D in Eq. 7.3 to be a free parameter. The results, again, within errors yielded the same b
values. From this MC test it is seen, that both sets of distributions, at the generator and
detector levels, show the same exponential fall-off and that the exponential fall-off of the
non-diffractive contribution is not affected by detector effects.
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W(GcV) W(GcV)In order to test the fit procedure, for extraction of the non-diffractive contribution, the

combined diffractive and non-diffractive MC sample was used. In a first step the ex-
ponential slope b for the non-diffraet.ive part was determined from the non-diffractive
sample alone yielding the expected values for the slope b. In a second step the slope b was
determined from the fit to the combined sample and compared with the expected values.

The fits were performed in the range In Q2 < In Ml < Max(ln Ml). The lower limit
for In Ml was chosen according to the expectation of the diffraction models, that for
M"Jr > Q2 the diffractive contribution is of the form given by Eq. 7.4. The upper limit
Max(ln!VI1) was chosen as the maximum value of In Ml up to which the data exhibit an
exponential behavior. The maximum value of In MI was determined by fitting the In Mi
distributions for each (W, Q2) interval with a varying maximum value of In Mi. In most
(\iV, Q2) intervals a boundary as a function of Max(ln Ml) was observed beyond which
the X2 probability for the fit dropped rapidly. The boundary marks the location where
the distribution starts to deviate from an exponential behavior. The boundary was found
to be at In Mi = In W2 - 1]0, with 1)0 ~ 3.

Tn figure B.5 the In Ml distributions for the non-diffractive sample at the detector
and the generator levels, are presented. The mass Mx at the generator level is defined
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Figure 7.15: Distribldion oj Ihe slope b obtained Jrom fitting the non-diffractive cont!'ibu-
tion predicted by CDM-BGF at the detectol'level (solid points) and extracted by fitting the
standal'd Jorm (SF) to combined DIS+D1FF sample (open points) as a Junction oj W Jor
the Q2 values indicated. For details see text.

In figures 13.6 and B.7 the MC measured In Ml distributions for the combined sample
are shown. Two types of fits were performed. In the so-called standard form (SF) the
diffraclive contribution D in Eq. 7.3 was assumed to be constant (Eq. 7.4); in the extended
form (EF) D was assumed to be given by Eq. 7.5. The corresponding results from the fits
for the non-diffractive contribution together with the non-diffractive sample are shown in
the figures. The values of the slope b from the SF fit are compared in figure 7.15 with the
expected values. The SF results in lower b values at low W's and yields b values which are
consistent with the input values for the last two W intervals in all Q2 intervals. The reason
for this can be clearly seen in figure 13.6. In the low W intervals there is not enough of a
plateau-like structure to constrain the do parameter in the standard fit. In addition, the



Joss of particles down the beam-hole further leads to distortions at high In M} values by
making the diffractive spectrum under the bigh mass peak not plateau-like, thus leading
to shallower b slopes. In the high IV intervals the plateau is well visible and allows to
constrain the do and b slope very well. The distortions of the diffraetive spectrum at
high W begin past the point of In M} maximum value up to whicb the fit is performed.
Therefore, at high W we find the slopes to be consistent with the expected values.

diffraetive events present in the diffractive Me sample. The numb!'r of diffractive events
found with the extended fits agree very well with the input values in all Mx, W,Q2 bins.
The agreement is good up to ±4%, except for one bin at high Mx, Q2 and low W, wbere
the background due to Ilon-diffractive contribution is higher than 60%.
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Figure 7.16: Example of an extended fit Jor Q2 = 8 Ge V. The solid histogram shows the
combined diffractive and non-diffractive MC samples. The dashed histogram shows the
non-diffmctive sample. Thc dotted histogram shows the diffmctive sample. The straight
solid line indicates the non-diffractive contribution and the CU1'ves indicate the combined
diffractive and non-dijJractive contributions, as dFtel'mined Jrom the extended fit. Figure 7.18: Comparison of extracted to expected numbel' oj diffractive events obtained

J1'Omfitting the extended Jorm (EF) to combined D1S+DIFF sample as a function oj W
J01' the Q2 and Mx values indicated. 1"01'details see text.Example of the fits to the extended form, for Q2 = 8 GeV, are shown in figure 7.16. In

the figure the results obtained for the non-diffractive contribution are indicated by straight
lines and the curves indicate the combined diffractive and non-diffractive contributions.
The values of the slope b from the extended fit, in all (W,Q2) intervals, are compared in
figure 7.17 with the expected values. It is seen, that the fits with the extended form yield
b values consistent with the expected values. They are consistent with being independent
of Wand Q2, as well.

For the standard form fit (see figure 7.19) the agreement is satisfactory in all Wand Q2
intervals only for low M x bins. In the high M x and low W regions the number of extracted
diffractive events is significantly lower as compared to the expected numbers. This was
anticipated, since the extracted b slopes were found to be shallower than expected. for
the high W bins and for all Q2 and Mx bins the agreement is also satisfactory within
±4%.
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Figure 7.17: Dist1'ibution oj the slope b obtained J1'Omfitting the non-diJJmctive con17'ibu-
tion pl'edicted by CDM-BGF at the detecto1' level (solid points) and extracted by fitting the
extended fOI'm (EF) to combined DIS+DIFF sample (open points) as a function of W for
the Q2 values indicated. FOl' details see text.

As mentioned before, the number of diffractive events in a given Mx bin will be deter-
mined by subtracting from the observed number of events the non-diffractive contribution
as obtained from the fit. In figure 7.18 the number of diffractive events obtained from the
extended fits for different W <tlld Q2 values are compared with the expected number of
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Figure 7.19: Compa7'ison of extmeted to expected number of diJJmctive events obtained
from fitting the standard fO/'m (SF) to combined D1S+DIFF sample as a function of W
fOl' the Q2 and Mx values indicated. For details see text.



As noted above, the slope b of thp input distributions with good precision is indepen-
dent of Wand Q2. For this reason, the statistical precision for the subtraction of the
non-difFractive contribution can be improved by fitting all bins with a common b val.ue.
This common value of b was determined as the average of the b values from those W
and Q2 bins where in the mass range 3.0 < M", < 7.5 GeV the backgrouud contribution
from non-diffractive scattering was less than 10% (last two W intervals and first three
Q2 intervals) which ensures that the behavior of the diffractive and non-diffractive parts
are well separable. This prescription yielded for the Me combined non-diffractive and
diffractive samples the value of b = 1.86 ± 0.05, in good agreement with the b values
found from the fits to the non-diffractive sample alone, b = 1.87 ± 0.03. The standard
and extended fits were then repeated using the common slope value as a fixed parameter
for b. The number of diffractive events obtained in this way are compared in figures 7.20
and 7.21 with the input numbers, for the SF a.nd SF fits, respectively. Good agreement
is observed for all Wand Q2 intervals at low Mx values. In the second mass interval
3.0 < Mx < 7.5 GeV the agreement is also satisfactory, except for the lowest W intervals
where the number of extracted events is found to be systematically lower with respect
to number of expected events. For these bins we find that the amount of background
due to non-diffractive component is typically greater than 20-30%, as estimated from the
extrapolation of the slope into the low mass region.
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Figure 7.21: Compal'ison of extracted to expected numbel' of dijJmctive events obtained
from fitting the extended form (EF), with a fixed slope for non-dijJractive cont1'ibution,
to combined DfS+DfFP sample as a function of W for the Q2 and Mx values indicated.
POI' details see text.

measured events shows that the diffractive contribution can be extracted reliably from
the combined difrractive and non-diffractive samples. Since the extended form for the
diffractive contribution yields somewhat better results, this form will be used for the final
values. As a systematic check we will include the results from the EF using slopes as
determined in each interval separately. In addition, only bins which are found to have
less than 30% of background due to non-diffractive component as determined from the
fits, wiJJ be used in the final analysis.

Figure 7.20: Comparison of extracted to expected numbel' of dijJractive events obtained
f1'Om fitting the standard fOl'm (SP), with a fixed slope fOI' non-dijJractive cont1'ibution, to
combined DfS+DfFF sample as a function of W for the Q2 and Mx values indicated. POI'
details see text.

After the background subtraction the measured number of events in the bins do not
yet reflect the true number of diffractive events. Here, as in any other experiment, the
distributions of experimentally measured quantities differ from the corresponding real
distributions due to finite detector resolutions. Furthermore the ZEUS trigger system
and the final data selection criteria result in acceptance losses in the detector. This can
be represented mathematically as follows:

Tn summary, the non-diffractive contribution in the W, Q2 and Mx bins under study
will be determined in two steps. In a first step the InMl distributions in aU W,Qz bins
will be fit using Eq. 7.3, and the slope b will be treated as a free parameter. Then the
common slope b will be determined as an average over the fitted b values from those W
and Q2 bins where the non-diffractive contribution to the bin 3.0 < Mx < 7.5 GeV,
according to the fit, is less than 10%. In the second step, the fits will be repeated using
the common slope value as a fixed parameter. Application of this procedure to Me

Detector
Responce.•....•..,-~-mlgr.tlon.

where the response of the detector is coded in a response matrix. The general procedure
to correct the observed data for these smearing, migration and acceptance or efficiency
effects is called "unfolding", and consists of finding the inverse of the response matrix.

The unfolding problem belongs to a class of ill-posed problems [125], which are' unsta-
ble against small variations in the initial system. l:3ecause of inevitable statistical errors



in the measured distribution and the presence of noise, the solution is usually oscillating
and the exact solution is lost. This problem has been studied in various forms, giving
rise to a number of methods described in literature. For instance, a method based on
Bayes theorem was pl'Oposed in [126]. The author managed to avoid partly the inversion
difficulties by using a non-linear iterative procedure, leading asymptotically to the un-
folded distribution. Another way of overcoming the instability of unfolding is to use some
kind of regularization condition, based on somf' a priori information about the solution.
For example, we can demand that the true solution has minimum curvature (i.e. is quite
smooth).

In this thesis the unfolding procedure was based on the SingulU7' Value Decomposition
(SVD) [127] of the r('sponse matrix and is applicable to multidimensional distributions.
The method takes all the correlations into account ann introduces a regularization tech-
nique to smooth oscillations originating from statistical fluctuations. The method provides
the complete covariance matrix lor the unfolded distribution. Thus theoretically moti-
vated fits to the unfolded data can be obtained from a x2-minimization using the entire
correlation-matrix.

As a systematic check we have also used the Inverse Matrix unfolding met.hod. In this
method the inverse of the response matrix is directly constructed from the Monte Carlo
simulation, in contrast to the SVD method w!l<'rethe response matrix is first determined
and then inverted. Therefore, this method relics on the MC representing well the actual
data distribution, since contributions from all measured bins are taken into account in
the unfolding of the event number in a particular generated bin. More details about this
method can be found, for example, in [115].
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Figure 7.22: Radiative corrections needed to convel't the measured C1'OSSsection into the
BOI'n CI'OSSsection.

The contribution from the diffractive process where the proton dissociates into a. small
mass which remain undetected in the experiment,

d3u(W,Q2,Mx)=N. 1 1 1
dlnWdQ2dMx L".lnWL".Q2L".Mx 'Z' (1+(>r)

was studied with MOlJteCarlo simulation based on the triple-Regge formalism [46] and an
MN distri bution as measured in the single diffracti ve dissociation in pp (and pp) scattering.
Analysis as a function of MN showed that for MN < 2 GeV basically no energy is deposited
in the calorimeter while for events with MN > 6 GeV there are almost always energy
deposits in the calorimeter. In general events where decay particles from N deposit
energy in the calorimeter have a reconstructed mass which is much larger than the mass
of X. Therefore, these events make only a small contribution to the event sample selected
below for diffractive production of ,'p --+ X N.

/\s a result, for each Mx bin there is an MN value, called M'Ncc, such that the number of
events with MN < M'Ncc, which migrate into the bin are equal to those with MN > M'Ncc,

which migrate outside the bin. For the Mx, Wand Q2 bins studied M'NcC was found to be
5.5 GeV to within ±1.5 GeV. The spread in the value of J\!T'NcC introduces an uncertainty
in the diffractive cross section measurements of at most 6% which is at tbe level of the
statistical uncertainty, Therefore, diffractive cross sections are quoted below as cross
sections for, ,'p --+ X N, and include all events from dissociation of the nucleon with
MN < 5.5 GeV.

An estimate of the contribution from diffractive dissociation of the proton,
,'p --+ X N, to the diITractive cross section presented below was obtained by comparing
the contributions for ,'p --+ Xp measured by Z8US with an identified proton in the
LPS [122] and for ,'p --+ X N determined in this analysis. This led to the fractional
contribution from double dissociation I,di"oc == X Nj(X p + X N) = 31 ± 13%.

The Born cross section for a bin in Q2, Wand Mx can be determined from the unfolded
number of events in the bin, N, by the following equation:

• "r - is the QED radiative correction needed to convert the measured cross section
into the Born cross section.

The radiative corrections, "n were caJculatf'd using the Ra.pGap Monte Carlo, which
is interfaced to HERACLES for simulation of radiative effects. In figure 7.22 the value of
Or = (urGd - uBom)juBom is shown for all the bins considered in this analysis. The urGd
was determined by running RapGap MC with Q8D radiative corrections turned on. The
uBorn was determined in a similar manner, but with QED radiative correction turned off.
The radiative corrections are typically less than ±lO%. These corrections were applied to
every bin, on a bin by bin bases. The dependence of radiative corrections on the pomeron
structure function was estimated to be negligible [128].



and agreed with the slopes obtained from the extended fit.at high W's. For the extended
form fit the slopes, within errors, were found to be Wand Q2 independent.
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Figure 8.1: Average slope values for SF and EF fits to the InM~ distribution in data.

2 dafr,(Mx, W,Q2) a D [_ y2 _R ]
Q -~----= - Y+ a. 1

dMxdln W2dQ2 21T 'Y p Y+ 1+ R '

where V+ = 1 + (1- y)2 and R = ap/all.
In order to determine a!;.p = ap + all, some knowledge of R is necessary. Assuming

a finite value of R the correction to a!;.~can be substantial only at high W values, since
y ~ W2/ s. In the extreme case that at »all, the correction term will increase a!;.p by
at r:11ost11% for the highest W bin (164 - 200 GeV). If ap = Q2/ M~ .a¥, as in the Vector
Dominance Model [6], the correction term increases a!;.p by at most 10% (6%,2%) for the
bins with the highest W, Q2 values and Mx < 3 GeV (3 - 7.5 GeV, 7.5 - 15 GeV).

Since the measurement of n can not be performed it will be set to zero in the analysis
and possible consequences of this assumption will be quantified in the discussion of the
results. Therefore, the a!;.p is obtained from ep cross section as follows:

Therefore, as was stated earlier, we determined the common b slope from the
W = 134-164, 16'1-200 GeV and Q2 = 7-10, 10-20, 20-40 GeV2 intervals, where the non-
diffractive contribution to the bin 3.0 < Mx < 7.5 GeV was found to be less than 10%.
The average value of b came out to be 1.80±0.04 and 1.78±0.04 for the extended and
standard form fits, respectively. Note, that these values are lower that those observed
in the MC test, bMG = 1.87 ± 0.03. The disagreement between data and MC makes
background subtraction with the MC samples unreliable. The fits were repeated using
the b, determined from the EF fit, as the common value for all Wand Q2 intervals. The
results are presented in figure 8.2, showing the In M~ distributions together with the
fitted curves. The solid straight lines show for all Q2 and W bins the exponential fall-off
of non-difl'ractive contribution.

The number of diffractive events, N!?.as> was determined in all Q2 and W bins for the
three Mx intervals by subtracting from the observed number of events, Nobs, the con-
tribution from remaining beam gas scattering, Nga.., and the nondiffractive contribution,
Nnondiff, obtained from the EF fit with a fixed b slope,

N:;'.a, = Nob, - Nga, _ Nnondiff.

The cross section of interest to understand the properties of diffractive dissociation of
virtual photon is the "(p absorption cross section. A virtual photon emitted by an electron
appears in two polarization states, transverse (1') and longitudinal (L). The total "'(p cross
section is usually understood, by analogy to the structure function formalism, as the sum
of the longitudinal, aL, and transverse, aT, contributions.

The relation between the ditfractive ep -+ eXp cross section and the '/'p -+ Xp cross
section can be expressed as follows [22J:

da!;.p(Mx, W, Q2) _ d(af. + af) ~ 21T Q2 dafr,(Mx, W, Q2)
dMx = dMx ~ -;- Y+ dMxdln W2dQ2

The Nga, background was determined from the number of events, that passed the final
selection cuts and originated from nnpaired proton or electron (pilot) bunches and was
scaled with the ratio of the currents in the paired and unpaired bunches. The distributions
in In M~ for data and the background due to e- and p-gas are shown in figure 8.2. The
beam gas background is concentrated at low In M]", Q2 and high W values; they are
negligible for Q2 above 20 GeV2. The maximum contribution found in any of the bins
was 25% from electron-gas and 10% from proton-gas scattering.

From ND the number of produced difTractive events, was obtained with the SVD
unfolding p~:;~~dure which takes into account bin-ta-bin migration, trigger efficiency and
acceptance losses. The number of unfolded events is denoted by N:;:'od'

For the final result, only bins where the fraction of non-diffraetive background was
less than 30% and the purity was above 30% are quoted. The average purity in a W, Q2
and Mx bin was about 50%.

The average differential cross section for ep scattering, in a W, Q2 and Mx bin, was
obtained by dividing the number of unfolded events, N;;'od' by the luminosity, the bin
widths and the QED radiative correction, see Eq. 7.7. For the unfolded sample, the first
Illass bin was assumed to range from 2m", where m" is the pion mass. The diffractive
difTerential cross section da!;.p/dMx was determined according to Eq. 8.2.

8.2 The Diffractive Differential Cross Section ~1;)
The mass distribution for all Wand Q2 intervals in terms of In M~ were subjected to the
fit procedure described before. The fits were performed for the two forms (SF and 1.0:17)
for D with the slope b as a free parameter. The resulting values for b are presented in
figure 8.1. The observed behavior of the slope values was similar to that seen in the test
with the controlled MC samples. The standard form resulted in lower b values at low W's
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In the last step, we applied t.he so called bin center correction and all the cross se-ctions
are quoted at Mx = 2, 5, 11 GeV and Q2 = 8, 14,27,60 GeV2 For \IV the results are
quoted at the logarithmic means of the \IV intervals.

This procedure was based on a parameterization of the diffractive cross section USillg
the model of Bartels et al. [129] (BEKW), which describes the shapes of the observed
distribution fairly well. The main correction comes from the rat.io of kinematical fa-ctors,
and makes the correction model independent.

The results for the diffractive cross section ,,/*p -t X iV, M N < 5.5 GeV, are presented
in figure 8.3 as a function of Wand in figure 8.4 as a function of Q2. The inner error
bars show the statistical error. The fu II bars show the statistical and systematic errors
added in quadrature. The systematic errors were obtained by varying the experiment.al
cuts and were based on the considerations discussed in the next section.

The energy dependence of the diffractive cross section in figure 8.3 is seen to rise with
\IV at all Q2 values for the Mx values of 2 and 5 GeV. From comparison with published
data [130, 131, 132, 133], about 20% of the diffractive cross section observed in the mass
bin Mx < 3 GeV at 7 < Q2 < 20 GeV2 results from the production of the vector mesons
V = l,¢ via ,,/*p -t ViV.

In figure 8.4 a fast decrease with Q2 is observed for small i\fx which is similar to the
behavior of J)IS vector meson production [130, 131, J32, 133]. For high Mx region the
decrease becomes slower, indicating that the high mass dissociation of the virtual photon
becomes increasingly more important as Q2 grows.
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8.2.1 Systematic Errors

The systematic errors on the cross sections wpre estimated by varying the cuts and al-
gorithms used to select the events. The bin-by-bin changes from the nominal value were
recorded. The systematic checks performed in this analysis are listed below and for ref-
erence each test is numbered (the number is givpn in brackets {}).

Checks related to the electron energy scale and finding efficiency:

{12}: In order to test the infiuence of hadronic final state simulation, eiC'ctron energy
corrections and kinematic variable reconstruction, the energy and the cells of the
the electron were taken that of the identified Towprlsland. The biggest difference
2.5% occurred at high W, low Q2 and high Mx values, while all other birls were
essentially unaffected. This indicates a good simulation of the hadronic final state.

{3}: The fiducial cut at the inner edge of the rear calorimeter (box cut), which guarantees
good containment of the electron shower in the calorimeter, was increased from 3
to 4 cm. The results in the lowest Q2 bins changed by less than 2%, while all other
bins were essentially unaffected.

{13}: The analysis was performed without requiring a reconstructed event vertex and
could therefore be affected by background from beam-gas scattering. The analysis
was repeated requiring an event vertex as determined by tracking where t.he z-
coordinate of the vertex had to lie in the interval-28 crn to +40 cm. This requirement
was satisfied by 94% of the accepted events. The vertex requirement reduced the
total number of events in the accepted (MX,W,Q2) bins obtained with unpaired
proton bunches from 20 to 0 events and unpaired electron bunches from 50 to 9
events. Thus, suppressing the e- and p-gas backgrounds to a negligible ~l1lount.
Apart from this effect changes of the cross sections by at most 6% in the high W
and low Q2 values were observed. Por the other bins the changes were smaller than
2.5%.

{1},{2}: The cut on the reconstructed corrected energy of the electron E; was lowered from
10 GeV to 9 GeV ({I}) and raised to 11 GeV ({2}). This probes the understanding
of the electron energy scale after corrections. The largest errors are about ±0.5%
at high W demonstrating a good understanding of the electron energy scale.

{4}: The probability cut for electron finder was raised from 0.9 to 0.97. This test probes
the sensitivity of electron finding efficiency and effects due to electron misidentifica-
tion (i.e. sensitivity to photo production background). The largest changes occurred
in bins at high W, high Mx and low Q2 (-3%).

{l'!}: The nominal procedure for subtracting the nondiffractive background uses a. fixed
b slope and an extended form for diffractive contribution D. The analysis wa.s also
performed with a free b slope and an extended form for D. The resulting differences
for the diffractive cross section were small, less than 1%, at medium to high \iV, low
Mx and all Q2 values; at higher Mx and/or higher Q2 and/or low W values the
differences up to 6% were observed.{5},{6}: The limits on 0 cut were lowered from 40 GeV to 38 GeV ({5}) and raised to

42 GeV ({6}) in order to test for possible mismatches in the simulation of hadronic
final state, shower simulations and calorimeter energy scale. This check also tests the
sensitivity to the remaining photoproduction background and to the Q8D radiative
effects. This resulted in small changes of the cross sections, typicaJly less than 2%.

{15}, {16}: The fixed b slope, used in the extended form fitfor D, was lowered {15} (raising {16})
from 1.8 to 1.7(1.9). The highest differences, up to 4%, occurred at low Wand/or
high Mx values, while aJl other bins were essentiaJly unaffected.

{7},{8}: The effect of the cut on Yjb was tested by lowering {7} (raising {8}) it from 0.02
to 0.01 (0.03). This tested the sensitivity of possible mismatches to the data in
the simulation of the CAL noise and in the shower simulation of the hadronic final
state. The changes were found to be below 2% for most of the bins, except for the
low W bins in which changes of about +5% were observed.

{17}: An alternative unfolding method, the Inverse Matrix unfolding, was applied in order
to estimate the sensitivity to possible mismatches to the data in the MC description
of acceptance and migrations. The maximum effect was up to 24% in few bins at
high Q2 values, and was less than 3% in the majority of the bins.

{9},{10}: The infiuence of "noise" on the reconstruction of the hadronic variables, particularly
at low Mx values, was tested by lowering{9} (raising {1O}) the noise suppression
cuts from 120/160 MeV (EMC/IlAC) to 100/140 MeV (140/180 MeV). In a few
bins at high W, Q2 and low Mx values the effect of the higher noise cuts amounted
to up to -5%, but was in the majority of the bins below 2%. [n the case of the lower
noise cuts changes up to 3% were found.

{I8}: In order to determine the sensitivity to the Monte Carlo assumptions about the
structure function and the simulation of the hadronic final state, the unfolding was
done with a different MC sample (RAPGAP ZPD93) which only included QPM type
processes. Changes of up to 18% were found for low and high W values. Anywhere
else the changes were at most 7%.

{Il}: In order to test the infiuence of shower simulations and track-cluster matching the
cell islands to cone island recombination probabilities were changed from 0.3/0.1
(HAC1(or EMC)--tEMC and HAC2--tHACl) to 0.1/0.05. Except for a few bins at
high W, low Q2 and low Mx values, where the changes of up 3.5% were observed,
the changes were typically less than 1.5%.

The total systematic error for each bin was determined by adding quadratically the
individual systematic uncertainties, separately for the positive and negative contributions.
The total errors were obtained by adding the statistical and systematic errors in quadra-
ture. The errors do not include an overall normalization unc.ertainty of 3% of which 2% is
from the luminosity determination and 1% from the ullcertainty in the trigger efficiency.



[n a Regge - type description [46, J34], the \IV dependence of the diffractive cross secLion
is of the form

d<Jo..(M' \IV Q2 t)
~ p )<, " (\lV2)2<>p(0)-2. (8+2<>;'In(W'/(Ml+Q')))t

dtdMx ex e ,

where all' (t) = all' (0) + a~ t is the Pomeron trajectory and B and a~ are parameters.
The cross sections in each M x and Q2 interval were fitted to the form

d<J!;.p(J'vfx, \IV,Q2) (2 (2et -2)

dl1
. ex(H) II' ,

1 x

where all' stands for all' (t) averaged over the t distribution. The fit was performed by
considering different all' and the normalization constants in all Mx and Q2 intervals
as free parameters. The systematic uncertainties were estimated by repeating the fit
independently for every source of systematic error. The observed deviations were added
in quadrature. The results for each systematic check are shown in figure 8.5. The results
of the fit are presented in figure 8.6 and the obtained values of all' as a function of Q2 for
two mass values are summari7,ed in figure 8.7.
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Figure 8.6: The differential c,'oss section d<J!;.p-+xN/dMx (dots) as function of \IV, for
the Mx and Q2 values as denoted in the jigU1·e. The inner error bal's show the statistical
e'TO"S and the full bars the statistical and systematic e'TO"S added in quadmtu,·e. The
ovemll n01'1nalization uncel"lainty of 3% is not included. The cU"ves show the ,'esults f1'Om
fitting all c,'oss sections to the form d<JD/ dM x ex (\lV2)(2<>" -2), by conside,'ing diffe,'ent
a" and the normalization constants in all inte,'vals as free pammeters.

Figure 8.5: Sensitivity of the value of a" to the different sources of systematic uncertain-
ties. The centml line and the band show for the standard fit the value of a" and ±I s.d.
The dots give a" value with its uncertainty obtained by repeating the analysis fa" each
systematic check labeled I through 18 as described in the text.

figure 8.7: Values of a" as a function of Q2 f01' two diffe,'ent Mx mass values. The
shaded area co,','esponds to the 117 mnge of a" = a" (0) - 0.03, inferred f1'Om the fit of
Cudell et al'[135]' A I sigma e'TO" band (dashed lines) for the measurement of a" (0)
from the f/ I Collabomtion is superimposed. fn O1'der to compal'e with au'' measurement
the 1I1 value was lowered by 0.03.



In the fitted Mx and Q2 bins the value of alP lies above the estimates deduced
from hadron-hadron scattering [135, 136], taking into account that the averaging over
t-distribution tends to lower the value of 0'" (0) typically by 0.03. Note that no correction
was made to account for possible contribution of longitudinally polarized photons to the
diffractive cross section. It will be shown latter that such a correction would lead to an
increase on the value of a". With the present accuracy of the data, no conclusion can be
drawn on a possi ble Q2 dependence of a" .

The fit was repeated by considering one alP and the 12 normalization constants for all
Mx and Q2 intervals as free parameters. 'raking into account only the statistical errors,
alP was found to be 1.135 ± 0.008 with x2/ndf = 46.78/50. The systematic uncertainties
were estimated by repeating the fit independently for every source of systematic error
discussed above. The results for each systematic check are shown in figure 8.8. The
results of the fit are presented in figure 8.9. The lowest alP value obtained was J.118, the
highest value was 1.146. The observed deviations were added in quadrature leading to
the final value:

9 10 II 12 13 14 15 16 17 18
systematic check

a" = 1.135 ± 0.008(stat)~g:g~~(syst).

In extracting the diffractive cross section, the assumption iTE = 0 was made. Ifinstead,
the assumption is made that iTP = iTf. (iTP » iTf.) the value of 0lP will increase by 0.012
(0.024).

HI [21] has determined for the intercept of the Pomeron trajectory a value of 0" (0) =
1.203 ± 0.020(stat) ± 0.013(sysl.)~g:g~~(model). Averaging over the t-distribution' gives
approximately a" = 0" (0) - 0.03, a value which is consistent with the result from this
analysis.

Our result can he compared with the results deduced from hadron-hadron scattering
where the intercept of the Pomeron trajectory was found to be alP (0) = 1.08 [136] and
a" (0) = 1.096~g:g~~[J35]. Averaging over t reduces these values by about 0.032 leading
to alP = 1.05 and 0" = 1.066~g:gg, respectively.

The value of a" = 1.135 ± 0.008(stat)~g:g~b(syst) obtained in this analysis is larger
than those obtained from analyses of soft hadronic cross sections. It also exceeds the
values obtai ned from the analyses of the photon diffracti ve dissociation cross section at
Q2 = 0, by ZEUS and HI [16, 17J.

Figure 8.8: Sensitivity of the value of al' to the diffel'ent sources of systematic uncertain-
ties. The central line and the band show for the standal'd fit the value of al' and ± 1 s.d,
The dots give al' value with ils uncertainty obtained by l'epeating the analysis for each
systematic check labeled l through 18 as descl'ibed in the text.
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Figure 8.9: The differential Cl'OSSsection diT:;'p/dMx (dots) as function of \tV, faT the
Mx and Q2 values as denoted in the figure. The innel' errol' bal's show the statistical
elTors and the full bal's the statistical and systematic en'ol'S added in quadmtul'e. The
ovemll nOl'malization uncertainty of 3% is not included. The curves show the results from
fitting all Cl'OSSsections to the fOl'm diTo / dM x <X (W2)(2"'1'-2), by considel'ing one ap and
difJel'ent normalization constants for the val'ious (Mx ,Q2) intervals as free parameters.

'When parameterizing the I-distribution by duldt ex exp[(B + 20'~ In(l/x" ))t] the difference
0'" (0) - O'lP is determined mainly by JJ and a'p. HI quotes U = 4.6 Gey-2 and a~ = 0.26 GeY->'

2We assumed here values of B and a~ to be the sallie as quoted by HI.



The ratio of the diffractive cross section to the total virtual photon proton cross section,

I.D = I::~'dlvIxd(T!;.p-tXN/dlvIx
<7~o.tp ,

The concept of a diffractive structure function introduced in [8] is based on the assum ption
that diffraction is mediated by the exchange of a colorless object, called a Pomeron,
which is composed of partons. The differential diffractive cross section d(T!;.p/dMx of the
proton can be related to the diffractive structure function via Jacobian transformation as
follows [139]:

F
2
D(3) = _1_ Q2(W2 + Q2)2 d(T!;.p.

47l'a.m 2lvIxW2 dMx

is presented in figure 8.10 as a function of W for the different Mx and Q2 values. For each
Mx bin, the difl'ractive cross section was integrated over the bin width Ma < Mx < Mb•

The total cross section was taken from ZEUS F2 measurements performed with the 1994
data [137J using (T~~tp(W,Q2) = Q~'(1'~x)F2(X~ j?,Q2).
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F;J(3) can be interpreted in terms of parton densities which for diffractive scattering specify
the probability of finding a parton carrying a momentum fraction x = (JxlP of the proton
momentum.

The results of this measurement can be compared with a measurement of I"zD(3) with
the LPS in the ZEUS experiment [122]. In order to do so the (T!;.phas been transformed
into F;J(3) after correcting for contribution due to double dissociation. The comparison
is shown in figure 8.11. All the points from the inclusive analysis have Xp less than 0.01,
justifying their interpretation in terms of Pomeron exchange. The LPS measurements
extend to higher values of Xp and indicate a slower Xp dependence. In the region of
overlap the agreement is good. The slow Xp dependence of LPS results can be interpreted
as due to contributions of sub-leading Regge trajectory.

To estimate the contribution of sub-leading Regge trajectories, we have used the calcu-
lation of Golec-Biernat and Kwiecinski [lAO] (GK). As expected the contribution is large
in the II' region covered by the LPS and negligible for Xp less than O.OJ, see figure 8.11.

Our measurement have been also compared to the parameterization of the Pomeron
contribution to F2

D
(3) as obtained by HI Collaboration. This is at the same time a good

representation of their measurements for F2
D(3) for Xp less than O.OJ, in the bins covered

by this analysis. In general the agreement is good in the overall normalization. llowever,
the HI measurements exhibit a steeper Xp dependence. This can also be seen in the
dependence of ap as a function of Q2 shown in figure 8.7, where our measurements of a"
are compared to that of Ill.

Fi~ure 8.10: The mlio oj diffmctive cross section, integmted ovel' the Mx intervals, (To =
If:;.: dMx d(T!;.p-tx N / diYlx, Jor lvIN < 5.5 Ge V, to the total cross section J01' vil,tualphoton
p1'Oton scattel'ing, 1'0 = (To/(T~~tp,as a Junction oj W Jor the lvIx and Q2 values indicated.
(T~~tpwas taken Jrom ZEUS F2 measurement with the 1994 data [137).

The data show that the ratio 1,0, within errors, is consistent with W independence.
The same conclusion is reached when comparing the value of the power aD = 0.52 ±
0.03(stat):g:?~(syst) for energy dependence of diffractive cross section, waD, with the
power atot = 0.55 ± 0.02 obtained for (T~~~energy dependence in the same Wand Q2
interval. In the Regge phenomenology one would expect the ratio to increase with W
as WaD

(2. I-Ience, taking the W dependence found for diffractive cross section the power
atot would have been expected to be atot = aD /2 = 0.26 ± 0.02(stat):g:~(syst) in clear
disagreement with the data.

The observation of similar W dependence for diffractive and total cross sections sug-
gests that the mechanism responsible for diffractive scattering in DIS is the same as in
total -y*p scattering, that is dominated by the gluon exchange. The same W dependence
for the diffractive and total cross sections has been predicted in [138J.

The Q2 dependence of I,D at low mass is much stronger than at larger masses where
it almost disappears, indicating that the diffractive production of a fixed low mass is
suppressed roughly by an extra power of Q2 relative to the total cross section. This is
not in contradiction to ZEUS earlier observation [18] of DIS diffraction as a leading twist
effect, since the scaling variable is (J and not lvI}. For a fixed lvIx the increase of Q2
corresponds to an increase in (J. The Q2 dependence observed here is not unlike the one
observed in exclusive vector meson production.
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. D2D(3)8.5.1 The Xp dependence of .Xp r.

It has been suggested in [8] on the basis of expectations from Regge theory trrat the
diffractive structure function, F2D(3)(Xp ,(3, Q2), could be factorized into two terms as
follows:

where J•. /p(x •• ) is the Pomeron flux factor and parameteri7:es the probability of emitting
the IF' from the proton vertex carrying a fraction Xp of the proton momentum. The
second term j't(B, Q2) is called the Pomeron structure function and can be descri bed in
terms of the Pomeron parton densities which depend on (3 and Q2.

The data in figure 8.11 show that Xp l"zD(3) decreases smoothly with increasing x •. and
wAects the observed rapid rise of the diffractive cross section with increasing W. To test
the hypothesis of factorization, the data were fitted with a universal dependence on Xp

such that
Xp .Ft(3)(Xp,(3,Q2)=C~.E-t·F't((3,Q2), (8.9)

Xp

where Xo is the avera.ge value of the measured Xp, Xo = 0.0042. Using this form we can
identify the Pomeron structure function to be given by Fr ((3, Q2) = xopt(3)(xo,/3, Q2) .
Note that there is an arbitrary normalization factor for the Aux and therefore also for Fr.
The parameter n can be related to the power of the energy dependence of the diffractive
cross section, n ~ aD /2 = 2(o:p - 1).

The 12 values of F'!((3;, QfJ and a universal n were treated as fit parameters in the
measured (3 and Q2 bins. A good fit to the data was obtained yielding

The fit was also performed assuming n to depend logarithmically on Q2. This resulted in
small differences that were included in the errors given for Fr.

The fact that a good fit was found with a single value for n shows that the data are
consistent with the assumption that Ft(3) factorizes into a flux factor depending only on
Xp and a structure function Fr which depends on (3 and Q2.

Figure 8.11: The measured values oj Xp . F2
D(3) from the Mx method (solid dots) and

the LPS method (open squares). The value oj Ft(3) J1'Omthe Mx method was scaled
with 0.69, to account JOI'double dissociation. The solid lines are the Hi pammeterization
oj F2D

(3) (lP only) to their data. The dotted lines are the calculations Jrom GK Jor the
Reggion contribution.



8.5.2 The fJ dependence of FiP(fJ, Q2)
The Ft(f3, Q2) values obtained from the At are presented in figure 8.12 as a fuoction of 13
for all Q2 values. It should be stressed that these Fr values do not depend on whether the
Ff(3) factorizes into a Pomeron flux factor or not, since i) 1"f'(f3, Q2) = xoFF(3\xo, 13, Q2)
and the fit was only used to inter/extrapolate to x" = Xo and ii) a fit with a Q2 dependent
flux gave basically the saIlle F! values.
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The Q2 behavior of x" FF(3)(X", 13, Q2) is shown as solid points in figure 8.13. The da.ta are
presented for Axed Mx aod W values, the variables in which the diffractive contribution
was extracted. Given Mx, Wand Q2 the value of x" can be calculated. From the figure
it is seen, that for Mx < 7.5 GeV, Xp FF(3) decreases with Q2 while for Nix = 11 GeV it
is approximately constant.

Strong Q2 variations, which are found for the diffractive cross section are just a reflec-
tion of kinematics, see figure 8.4. The strong Q2 variation of da!j.p/dMx is mainly given
by the kinematical factor Mx /(Q2 + Ml )Q2 in Eq. 8.7.
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Figure 8.12: The s17'uctu7'e function FjP(f3, Q2) f07' the Q2 values indicated, as a function
of (3 as extmcted from a fit to the measured xpl'2D(3) values, see text. The CU7'ves show
the 7'esults obtained f7'Om the BJi,'/(W model, see section 8.5.4.

The data show that the Porneron structure function J~p has a simple behavior. For
13 < 0.6 and Q2 :::;14 GeV2, F! is approximately independent of 13. For 13 < 0.8 also
the data from different Q2 values are rather similar suggesting a leading twist behavior
characterized by a slow In Q2 type resealing. For 13 > 0.9 the data show a decrease with
f3orQ2.

The approximate constancy of F!{ for 13 < 0.9 combined with the rapid rise of I'2D(3)

as Xp decreases can be interpreted as evidence for a substantial partonic component in
D1S diffraction dissociation.

20 40 60 80
Q2(GeV2)

Figure 8.13: The measured values of :l;p . F2
D(3) (901id dots) as a function of Q1. The

values we7'e scaled with 0.69, to account f07' double dissociation. The solid lines show the
results obtained from the BEKW model, see section 8.5.4



8.5.4 Comparison with Models

The diffractive process in DIS has attract.ecl considerable attention because of the possi-
bility that this !HOCeSScan be describecl by perturbative QeD. In [50] it was argued that
the dominant contribution to diffraction in DIS comes from the aligned jet configuration.
This contribution was expected to scale with Q2. The (3 distribution for the aligned jet
configuration from transverse photons was predicted [9] to be of the form

The three terms behave differently as a function of Q2 Except for a possible Q2
dependence of the power nT, F"[q does not depend on Q2 as a result of the limited quark
PT in the aligned configuration. The term l~~ is higher twist but the power l/Q2 is
softened by a logarithmic Q2 factor; Fq~g grows logarithmically with Q2 similar to the
proton structure function F2 at low x.

The coefficients CT, C", cg, the power 'Yas well as the parameters n~.,n~ were deter-
mined from the fit to the ZEUS experimental data3. The fit yielded, assuming Q6 = 1
Gey2 and XQ = 0.0042, the following parameter values: n~. = 0.13 ± 0.03, n~ =
0.32 ± 0.14, 'Y = 3.9 ± 0.9, CT = 0.11 ± 0.01, CL = 0.12 ± 0.03, Cg = 0.014 ± 0.002;
the errors include the statistical and systematic uncertainties combined in quadrature. A
good description of our data, as shown by the solid curves in figure 8.14, can be achieved.

The BEKW model also describes the Q2 dependence of XII' 1,~D(3) as shown by the solid
curves in figure 8.13, and the (3 (and Q2) dependence of Fr shown in figure 8.12. The
value 'Y= 3.9 ± 0.9 is consistent with the prediction of [63], 'Y= 3, and somewhat higher
than the value 'Y= 2 given in [62].

It is instructive to compare the (3 and Q2 dependences of the three components in the
BEKW model using the results from the fit. I"igure 8.15(top) shows the three components
cTF'C, Cl FL:, cgF'C and their sum Xli' F2D

(.J)(Xl' , (3, Q2) at Xli' = XQ as a function of (3qq .J qq qqg

for various Q2 values. Our data suggest that for (3 > 0.2 the colorless system cou pies
predominantly to the quarks in the virtual photon. The region (3 ~ 0.8 is dominated
by the contributions from longitudinal photons4

. The contribution from coupling of the
colorless system to a qqg final state becomes important for (3 < 0.2.

Figure 8.15(bottom) shows the same quantities as a function of Q2 for various (3 values.
The gluon term, which dominates at (3 = 0.1 rises with Q2 while the quark term, which
is important at (3 = 0.5 shows no evolution with Q2 The contribution from longitudinal
photons, which is higher twist and dominates at (3 = 0.9, decreases with Q2.

The same (3 dependence was expected in pQCD when the aligned quarks interact with
the proton via two-gluon exchange [62].

The production of a qqg system by transverse photons was also found to be leading
twist and was assu med to have a (3 dependence of the type [62J

with 'Y= 2. A later calculation [63] found 'Y= 3. In the same approach the contribution
to the production of a qq system by longitudinal photons was found to be of higher twist
and to have a (3 dependence of the form

In [68] the sum of the contributions from the three terms 1~~, Fq~, Fq~gwas evaluated
in the perturbative region.

We now compare the data with three partonic models (NZ) [62], (BPR) [65J and
(DEKW) [129]. In the NZ color dipole model diffractive dissociation is described as a
Ouctuation of the photon into a qq or qqg Fock state. The interaction with the proton
proceeds via the exchange of a DFI<L [34J type Pomeron, starting in lowest order from
the exchange of a two-gluon system in a colour-singlet state. The BPR model extends
the dipole approach of NZ model assuming that the proton also consists of color dipoles.
This model describes the process 'Y'p ~ Xp as the quasi-onium-onium scattering. The
BFI<L dynamics is used to describe the interaction of dipoles, with numerical estimates
tuned by comparison with the III data [21].

The predictions of the NZ and BPI\. models are shown in figure 8.14 for Xli' F~D(3) as a
function of Xli' by the dashed and dotted curves, respectively. The NZ model provides a
reasonahle description of the data. The BPR model has some difficulties in reproducing
the data for medium values of (3 and Q2 ::; 27 Gey2. It should be noted that the BPR
parameterization includes the Reggeon term as fitted to the HI data. This term becomes
dominant at XII' ~ 0.01 as seen by the turn around and rise of XlP Ff(3) with increasing
XII"

In the I3EKW model [129] the individual contributions from the three terms in equa-
tions 8.10-8.12, were calculated in the perturbative region and extended into the soft
region. The XI' F2

D
(3) dependence wa.s assumed to be of the following form:

3The work done in this thesis has contributed to the nominal ZEUS analysis and the numerous
contributions are indicated and acknowledged in [141.]. [n addition, the ZEUS nominal diffractive cross
sections include as a systernatic check the difference with the cross sections as obtained in this thesis.
The differences were found to be typically less than 2% for most of the quoted diffractive cross sections.

41n determining the diffractive cross section and the diffractive structure function the R term in the
Eq. 8.1 has been assumed to be zero. If this term is kept for {3 > 0.8 and the UEKW fit is repeated with
the assumption H = 1 the changes in the fit parameters are small compared to their errors.

( XQ )"T(Q') . (3(1 - (3)
:tp
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XI' = Xo = 0.0042 as a Junction oj f3 JOI' Q2 values indicated in the jigw'e, as obtained
Jrom the BEKW model. Bottom) the same quantities as a Junction oj Q2 JOI' f3 values as
denoted in the jig1tI'e.



Since the discovery of Large llapidity Gap events in D1S at; flERA the experimentalists
have been struggling to understand the properties and the origin of these events. The task
is not simple as the environment of a collider experiments makes it very difficult to make
measurements unbiased by MC simulation of the Deep Inelastic Physics. In addition,
there is no strict definition of diffraction while the purpose of studying diffraction is to
establish the properties of the Pomeron exchange. In this analysis we have restricted
ourselves to a kinematic region which is dominated by Pomeron exchange and we have
used as guideline only the generally accepted properties of diffractive and non-diffractive
scattering. We have also demonstrated that we can control the experimental conditions
after investing a lot of effort in improving the experimental tools.

In this thesis we have measured the OIS diffractive cross section dO"D. vN/dM,· for'Y p-t., "
MN < 5.5 GeV, Mx < 15 GeV, 60 < W < 200 GeV and 7 < Q2 < 110 GeV2 For fixed
Q2 the diffractive cross section rises rapidly with W. A fit of the W dependence to the
form

Acknow ledgments
Quite a number of people helped me and gave me guidance during my Ph.D. studies.
would like to take this opportunity to thank all of them.

First of all I am grateful to my supervisors Prof. Halina Abramowicz and Prof. A haron
Levy, for their continuous support, encouragement, unwavering faith in me from the very
beginning and their many words of wisdom. They have given me the freedom to study
whatever my curiosity lead me to as well as the guidance 1 needed to finish my projects
successfully. Particularly their inexhaustible patience in enlightening conversations about
physics as well as in reading and commenting on all my reports and this thesis were
extremely helpful and educational. 1 would especially like to thank Halina Abramowicz
for continues help, advice, guidance, fruitful theoretical and experimental discussions and
for becoming my dear friend.

1 am also very grateful to Prof. Frank Sciulli and Prof. Allen Caldwell for welcom-
ing me at NEVIS Laboratories and providing a wonderful work environment away from
TAU and DESY. Special thanks go to Prof. Allen Caldwell for enlightening discussions,
guidance and advise. Working with him at NEVIS and DESY was both pleasant and
instructive.

I gratefully acknowledge the advise and criticism of the Prof. John B. Dainton during
my entire stay at DESY. It has been a pleasure to get to know John, who challenged me
continuously to do better.

During the last year I worked closely with Prof. Dr. Gunter Wolf and Dr. Henri
l(owalski. Conversation with them always resulted in a much clearer picture of the exper-
imental and theoretical approach and provided enthusiasm to make better experimental
measurements to test the theory. I am grateful for their collaboration and this experience,
thank you.

1 would also like to thank Prof. Asher Gotsman, Prof. Leonid Frankfurt, Prof. 'lark
Strikman, Prof. Engene Levin and Dr. Martin McDermott for their illuminating theo-
retical discussions. They gave me a deeper insight into diffraction and QCD physics in
general.

I thank my ZEUS-DESY colleagues, Dr. Lothar Bauerdick, Dr. Stefan Schlenstedt
and Dr. Matthias Kasemann for providing technical advises. I especially thank Stefan for
answering and providing advice to my numerous questions about experimental procedures,
particularly at odd hours of night.

The work in the ZEUS collaboration and especially in the DifIractive Group was an en-
joyable experience. 1 thank the DIF'F-coordinators Prof. Michele Arneodo, Prof. Sampa
Bhadm and Dr. Elisabetta Gallo for setting up such a friendly and fruitful atmosphere.
They provided helpful comments and suggestions, thank you.

It is thanks to Dave Gilkinson and Olaf Manczak who kept ZARAH and the computer
cluster up and running, that I could torture these machines with my CPU intensive jobs
and carry out my analysis.

It is a pleasure to acknowledge the warm friendship and support of several graduate
students and postdocs at Tel Aviv University and DESY; Alon Marcus, Carmit Sahar,
Dr. Alexandros Prinias, Dr. Costas Foudas, Dr. Bruce Straub and Dr. John Ryan. I
thank them for their companionship and for the countless dinners and cups of coffee we
shared.

dO"!?'p(Mx, W,Q2) 2 (2- 2)-'~---- ex (W) 0"1'-

dMx
where al' stands for alP (t) averaged over the t distribution yielded

The value of alP obtained in this analysis is larger than those obtained from analyses
of soft hadronic cross sections [136, 135J. It also exceeds the values obtained from the
analyses of the photon diffractive dissociation at Q2 = 0, by ZEUS and III [J 6, 17].

In addition we find that in the region under study the observed W dependence of the
diffractive cross section is similar to that of total deep inelastic cross section. The same
W dependence for the diffractive and total cross sections has been predicted in [138].

The analysis of the data in terms of the diffractive structure function shows that
XI' F2

0
(3) rises as X" -+ O. The rise of .7:1' F2

0(3) reflects the rise of dO"!(.p/dJ'v1x with W. We
find the data to be consistent with the assumption that the diffractive structure function
1,0(3) ft' . t d d' IF''2 ac Oflzes III 0 a term epen Illg only on XI' and a structure function rs which
depends on (3 and Q2. The rise of XI'F2

D(3) with decreasing XI' can be described as
F,0(3) ( )-n . h 0 270 0 ( )+0022(XI' 2 ex XI' Wit n =. ± .016 stat -0:060 syst). The data are also consistent

with models which break factorization.
Few representative models in which diffraction is driven by perturbative mechanism

have been compared with our data. The comparison shows that a good agreement with
our data can be achieved. The models provide a first glimpse of how the different config-
urations of the virtual-photon ftuctuation contribute to the difTractive structure function.
Using the BEKW model at medium (3 the main contribution comes from transverse pho-
tons coupling to a qq system. The region of (3 < 0.2 is dominated by qqg contributions.
Longitudinal photons coupling to a qq system account for most of the data at (3 > 0.8.
The transverse photon qq contribution, which is dominant in the region under study, is
of leading twist and has no substantial evolution with Q2

The leading twist behavior and the strong rise of .7:1' F2
0
(3) as X" -+ 0 suggest a partonic

process as a major production mechanism for difrractive scattering ill DIS.
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Resolutions and Migrations

The plots showing resolution and migration of kinematic variables, as well as the accep-
tance and purity of the bins, are presented in figures A.I - A.7. The arrows indicate the
average migration from generated to reconstructed values within a bin. The thick error
bars show the detector resolution for bin j which are obtained from the Gaussian fit. The
thin error bars represent the r.m.S. values. The purity (upper) and acceptance (lower)
values in the bin are shown in %.
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Figure A.l: Wand Q2 resolutions and migmtions for 2m~ < M x < 3 Ge V. The a1TOWS
indicate the avemge migmtion f1'Om genemted to reconstructed values within a bin. The
thick en'or ba1's show the detector resolution for bin j which are obtained from the Gaussian
fit. The thin e1Tor ba1's represent the r. m.s. values. The pU1'ity (uppel) and acceptance
(lower) values are in % for the selected bins.
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Figure A.2: Wand Q2 I'esolutions and migrations fOI' 3 < Mx < 7.5 Ge V. Thc armws
indicatc the averagc migration from generated to reconstructed values within a bin. Thc
thick error bars show the detectol' resolution fOI' bin j which aI'e obtained fmm the Gaussian
fit. The thin elTOI' bal's represent the r.m.S. values. The pUI'ity (uppel) and acccptance
(lowcI) values aI'e in % for the selected bins.
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Figure A.3: Wand Q2 resolutions and migrations for 7.5 < Mx < 15 GeV. The alTOWS
indicate the average migration fmm generated to reconsl7'ucted values within a bin. The
thick eITOI' bal's show the detector resolution for bin j which are obtained fmm the Gaussian
fit. The thin elTor bal's I'cpresent the I'. m.s. values. Thc purity (UppCI) and acceptance
(Iowel) values are in % for the selected bins.
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Figure A.4: Mx and W 1'esolutions and migrations lor 7 < Q2 < 10 Ge l!2. The a1TOWS
indicate the average migration Irom generated to 1'econstructed values within a bin. The
thick e1""01'bars show the detector 1'esolution 101"bin j which are obtained Imm the Gaussian
fit. The thin erm1' ba1's 1'ep1'esent the r. m.s. values. The pu1'ity (uppe7) and acceptance
(lower) values are in % f01' the selected bins.

Figure A.5: Mx and W 1'esolutions and migrations lor 10 < Q2 < 20 Ge l!2. The arrows
indicate the average migration lrom generated to 1"econstructed values within a bin. The
thick e1'm1' ba1's show the detector resolution 107'bin j which are obtained fmm the Gaussian
fit. The thin e1Tor ba1's rep1"Csent the 1'.m.s. values. The pU1'ity (upper) and acceptance
(lowe1) values are in % f01' the selected bins.
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Figure A.6: Mx and W resolutions and migrations for 20 < Q2 < 40 Ge 112. The alTOWS
indicate the average migration Fom generated to reconstructed values within a bin. The
thick m'or bars show the deteelol' resolution for bin j which are obtained from the Gaussian
fit. The thin elTOl' bars l'epresent the 1'. m.S. values. The pnl'ity (nppel) and acceptance
(lowel') values aI'e in % fOl' the selected bins.

I<'igure A.7: Mx and W l'esolutions and migmtions fOl' 40 < Q2 < 140 Gell2. The
alTOWS indicate the average migration fl'Om generated to l'ecollst1'1Lctedva/nes withill a bin.
The thick errol' bal's show the detectol' reso/ntion fOl' bin j which am obtained from the
GalLSsian fit. The thin elTOl' bars l'epresent the 1'.m.S. valnes. The pW'ity (nppel') and
acceptance (lower) valnes are in % for the selected bins.
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Figure B.!: In MI distributions for the data (points) in the Wand Q2 intervals as indicated in the figure. The error bars
give the statistical errors of the data. Here NIx is the corrected mass. The distrib'utions are not con'ected for acceptance
effects. The histograms show the predictions for nondiffr-active scatte-ring as calculated from CDMBGF. The CDMBGF
distributions were normalized to the data in the high mass region.
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Figure B.2: In NIl distributions for the data (points) in the Wand Q2 intervals as indicated in the figure. The error bars
give the statistical erT'Orsof the data. Here Mx is the corrected mass. The distributions are not corrected for acceptance
effects. The histograms show the p'redictions for nondiffractive scattering as calculated from CDMBGF shifted upwur'ds by
0.4 (0.35. 0.2, 0.1) units in In M} at Q2 = 7(10,27,60) Ge V2 (see text). The CDMBGF distr'ibutions were normalized
to the data in the high mass region.
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Figure B.3: Distribution of In M} predicted fo'r the diffractive contribution by RAPGAP (H1Pl) at the generator' (his-
togTams) and detector (dots) levels for the Wand Q2 intervals as indicated in the figuTe.
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Figure B.4: Distributions of In M1 determined from the data (po'ints) for the Wand Q2 intervals as indicated. The
error bars give the statistical errors of the data. Here 1\.1x is the corrected mass. The distributions are not corrected fo1'
acceptance effects. The histogmms show the predictions for the sum of the contributions fl'om nondiffmctive scattering as
calculated from CDMBGF (shifted upwards in In JV[1 as explained in the text) and Jrom diffractive scattering as calculated
from RAPGAP (HJP1). The DIS and DIFF components wel'e normalized to give the best description of data.
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Figure B.5: Distributions oJ In M1 as p1'edicted by CDMBGF IV[Cmodel at the genemtor (histogmms) and detecto1' (dots)
levels for the W inte1'vals and Q2 values indicated.
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Figure B.6: Example of standard fit to DIS+DIFF MC sample. The solid histograms show the predictions for the sum of
the contributions from nondiffractive scattering as calculated from CDMBGF and from diffractive scattering as calculated
from RAPGAP (HJPl). The DIS and DIFF components were normalized to give the best description of data. The dashed
histograms show the predictions for the contributions from nondiffraetive scattering as calculated from CDIVIBGF. The
thick solid vertical lines indicate the maximum in Ml values up to which the fits were perf07med. The thin solid lines
show the results from the fits for the nondiffractive contribution.

Figure B.7: Example of extended fit to DIS+DIFF MC sample. The solid histogmms show the pr'edictions for the sum of
the contributions from nondiffractive scatter'ing as calculated from CDMBGF and fr'om diffractive scatter'ing as calculated
from RAPGAP (HJPl). The DIS and DIFF components were normalized to give the best description of data. The dashed
histogmms show the predictions for the contributions from nondiffractive scattering as calculated from CDMBGF. The
thick solid vertical lines indicate the maximum In Ml values up to which the fits were performed. The thin solid lines
show the results from the fits for the nondiffractive contribution.
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