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The Production of Leading Protons at HERA
A measurement of its properties using the LPS of ZEUS

This thesis presents the measurement of the momentum distribution and the analysis of the mecha-
nisms by which the leading protons are produced at HERA. Leading protons are detected at HERA
using the Leading Proton Spectrometer (LPS) of ZEUS with an overall Lm.s. momentum resolution
of 0.4% at 820 GeV. The events belonging to the process e + p -+ e' + p' + X are selected in two
kinematical regions defined by the virtuality of the exchanged boson, Q2, with Q2 > 4 Ge V (DIS)
and Q2 < 0.02 GeV (PHP). Additionally, a constraint of XL > 0.6, where XL is the fraction of the
proton beam momentum carried by the leading proton is also required. The fraction of the events
with a leading proton and the shape of their pl distribution are determined as functions of XL. It
is found that the shapes of the acceptance-corrected XL spectra for DIS and PHP are flat within
the experimental errors and are similar at values of 0.6 < XL < 0.95. The P? distributions of the
leading proton in both DlS and PHP samples can be fitted with a simple exponential at XL value.
Comparison of the exponential slope-parameter for the two cases reveals no difference within 80%
statistical confidence level. The results are compared to different theoretical models and measure-
ments obtained for leading neutrous at ZEUS and leading protons at the former ISR of CERN. A
preliminary study of the properties of events with a leading protons in the final state is also presented
and compared to expectations from different models.

Cette these presente les mesures de Ill.distribution d'impulsions des "Leading Protons" , ainsi que
I'analyse des mecanismes par Iesquels ces protons sont produits dans Ie collisioneur HERA. lis sont
detectes dans Ie LPS (Leading Proton Spectrometer) de l'experience ZEUS avec une resolution en
impulsion de 0,4% 11 820 GeV. Les evenements issus du processus e+p -+ e' +p' +X Bont selectionnes
dans deux regions cinematiques definies par Ill.virtualite du boson echange, Q2, avec Q2 > 4 GeV
(DIS) et Q2 < 0,02 GeV (PHP). De plus, nous avona appliquee une contrainte XL > 0,6 ou XL est
Ill.fraction de l'impulsion du proton incident emportee par Ie Leading Proton.

La fraction des evenementB avec un Leading Proton et Ill. forme de leur distribution en Pl sont
determinees co=e des [onctions de XL. II Be trouve que Ill. forme des spectres en XL corriges en
acceptance pour DIS et PHP sont plats dans les limites des erreurs experimentales et sont identiques
pour 0, 6 < XL < 0,95. Les distributions en p? du Leading Proton dans les echantillons DIS et PHP
peuvent etre ajustees avec une simple exponentielle en XI,- La comparaison des parametres de pente
dans les deux cas Be revelent identiques dans la limite de 80% de niveau de confiance.

Les resultats sont compares avec different.~ modeles theoriques et des mesures obtenues avec Ie
Leading Neutron 11 ZEUS et aussi les experiences de Leading Proton aux ISR du CERN. Une
etude preliminaire des proprietes des evenements avec un Leading Proton dans l'etat final est aussi
presentee et comparee avec les previsions de d ifferents modeles.
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Docteur es sciences in physics at the Unive"sity of Geneva
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Finalement, au neuvieme cbapitre, des conclusions generales seront syntbetisees et les futurs travaux
seront mis en perspective.

De nos jours, plusieurs' modeles tbeoriques sont utilises pour expliquer les interactions ep. Parmi
eux, on peut distinguer ceux qui sont developpes dans Ie cadre de 10. QCD perturbative et ceux qui,
en l'absence de modeles QCD coberents avec les n!sultats experimentaux, s'inspirent de la tbeorie
developpee par Regge. A HERA, ces modeles, qui sont expliques avec certains details au premier
cbapitre, sont testes quotidiennement et leurs cbamps de validite cinematique sont definis.

Apres les premieres collisions fortement inelastiques realisees au SLACl, il y a a- peu pres trois
decennies, ou des electrons acceleres a- 20 GeV etaient diriges vel'S une cible fixe afin d'etudier les
structures du nucleon, 10. comprebension de 10. matiere badronique a contribue a- l'elaboration de
I'actuelle Chromodynamique Quantique (QCD). En general, a- HERA, les debris produits lors des collisions ep sont detectes. Dans une fraction de

ces collisions, Ie proton peut, soit survivre, soit se regenerer apres 10. collision, resultant un proton a-
I'etat final. Ce processus, peut etre decrit par I'equation suivante:

Afin de continuer I'etude de 10. matiere badrollique et tester 10. validite des modeles theoriques,
plusieurs experiences ont ete proposees et realisees partout dans Ie monde. Ainsi, HERA, un
accelerateur ep fut consLruit a- DESY, Hambourg en Allemagne. Cet accelerateur nous permet
d'explorer les constituants de 10. matiere badronique par Ie biais d'une sonde ponctuelle (boson) dont
Ie trans feLt d'impulsion invariante quadridimensionnelle, Q2, permet de mesm'er les composants de
protons qui amEment une fraction de leur impulsion x aussi faible que to-5. HERA augmente les
champs de mesure des variables x et Q2 de plus de deux ordres de grandeur par rapport a- ceux
mesures par les experiences a- cible fixe.

Deux experiences principales a- HERA, ZEUS et H1, sont utilisees pour etudier des collisions ep. En
Pw:ticulier, ZEUS est equipe d'un spectrometre a- silicium a- haute resolution, Ie "Leading Proton
Spectrometer" (LPS). II permet 10. detection de protons diffuses (leading protons) qui fournit d'une
part, une contrainte cinematique supplementaire en x, et d'autre part 10. forme de 10. distribution en
impulsion longitudinale et transversale. Le sujet de ce travail de rechercbe porte sur 10. mesure et
I'analyse de cette distribution de l'impulsion longitudinale et transversale, ainsi que sur l'analyse du
mecanisme de production du "leading" proton.

ou e' est I'electron diffuse, p' Ie proton a- l'etat final et X les debris de 10. collision (hadconisa-
tion). Ce type de processus peut etre genere dans un domaine cinematique tres etendu en x et
Q2. Generalement, un processus ep est classifie comme collision fortement inelastique, DIS (deep
inelastic scattering), si Q2 > m; ou comme photo-production, PHP (photo-production), si Q?' = O.
Cette classification nous permet de tester les modeles tbeoriques dans des regions cinematiques tres
bien definies. Particulierement, des processus ep qui donnent un proton a- l'etat final ne sont pas tres
bien expliques par 10. theorie, d'ou l'interet de l'etude systematique de 10. production de ce proton. La
figure 1.2.1 montre Ie diagramme de Feynman d'ordre inferieur pour 10. reaction de l'equatioD [1.1]
et qeulques unes des coutributions de pbysique pour 10. production du "leading" proton.

Cette these est organisee de 10. fa~on suivante: dans un premier cbapitre, une description de 10.
cinematique et de 10. classification des evenements produits a- HERA est presentee, ainsi que les
modeles tbeoriques censes expliquer 10. production de ces evenements, et plus particulierement 10.
generation d u "leading" proton.
Les descriptions de l'accelerateur HERA, de l'experience ZEUS et du spectrometre a- "leading" pro-
ton, ainsi que Ie systeme d'acquisition de donnees seront presentees respectivement au deuxicme,
troisieme et quatrieme chapitres. Le LPS est decrit en detail au troisieme chapitre.
L'analyse des "leading" protons enregistres par Ie LPS, ainsi que 10. metbode developpee pour Ie
calcul d'aeceptation geometrique feront l'objet du cinquieme cbapitre, laissant au sixieme chapitre
les diverses corrections qui sont necessaires pour 10. mesure finale d'impulsion transversale et Iongi-
tudinale d u "leading" proton.
La discussion et 10. comparaison des resultats de mesures avec les previsions tbeoriques, basees sur
Ia QCD perturbative et celle developpee par Regge, feront l'objet du septieme chapitre. Dans ce
meme chapitre, une comparaison avec des resultats obtenus a- ZEUS pour Ie "leading" neutron et a-
l'ISR2 sera presentee.
Le buitieme cbapitre aura pour objet I'etude preliminaire des evenements associes a- la production du
"leading" proton en metLant l'accent sur la similarite des configurations presentes par ces evenements
dans differents regimes cinematiques (DIS et PHP).

Parmi plusieurs modeles theoriques proposes pour expliquer 10. production du "leading" proton, a-
HERA, on distingue un modele base sur 10. theorie de Regge et un autre sur 10. QCD perturbative
qui propose 10. necessite de I'introduction d'une quantite appeMe "fonction de fracture".

Dans la cadre de 10. t,heorie de Regge les echanges de trajeetoires (objets ou poles de Regge) sont Ie
mecanisme dominant pour la production du "leading" proton. Ces trajectoires peuvent correspondre
a- un pomerotl, ou pion ou plus generalement un reggeotl. En ce qui concerne Ie trajectoire ou I'objet
echange Ie spectre de l'impulsion du "leading" proton aura une configuration caracteristique.

Les fonctions de fracture QCD ont ete introduites pour elargir 10. description QCD usuelle des partons
des processus semi-inclusifs dans les collisions fortement inelastiques a- 10. region de l'espace des phases
correspond ant aux basses impulsions tranversales, ou la contribution de 10. fragmentation de la eible
devient importante. Cette fonction de fracture mesurable est une nouvelle quantite incalculable
similaire a- celle de 10. fonction de structure qui mesure 10. distribution des pattons de l'objet echange
entre la cible et Ie hadron final, sans faire d'bypotbese au sujet de I'objet en question.

Ces deux approcbes, fondamentalement tres differentes, sont decrites en detail au premier cbapitre.
En outre, elles sont comparees avec nos resultats experimentaux (cbapitre 7) en donnant des accords
remarquables.

'Collisionneur 11 eible fIXeaux EtaLs-Unis
'Co!lisionneur pp dans 1es annees 1970 au Laboraloire europeen pour la Physique des Parlieules (CERN)
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Le detecteur a. collisionneur de DESY, ZEUS, utilise Ie faisceau de HERA, collisionneur ep, dont
I\\nergie dans Ie centre de masse (fi = 314 GeV) est I'equivalent de celui d'un collisionneur a. cible
fixe utilisant un faisceau d'electron a. 52 'feY. L'analyse pn!sentee dans cette these est basee sur
les donnees collectes pendant I'annee 1994, correspond ant a. une luminosite integree de"'! 3,7 pb-I.
L'acoelerateur HERA, Ie detecteur ZEUS ainsi que les composants utilises dans notre analyse seront
brievement decrits au deuxieme chapitre.

Le spectrometre a. "leading" proton, composant de ZEUS, consistait principalement eo 1994 en
trois stations de detecteurs a. silicium (S4 ....• S6) distribuees autour du faisccau de protons sur
les 90 premiers metres au sortir du lieu d'interaction. Fig 1.3.1 montre un plan schematique del
emplacement du LPS et ZEUS.GY ep- e'p'(VM)

~Y
I

i~~·:T1""f·III!.lf··t~
ZEUS

Figure 1.3.1: Plan schematique du positionnement du LPS, ZEUS el de la ligne du faisceau de
protons. II montre aussi I'endroit ou Ie detecteur Ii "leading" neutrons (FNC lest place.

Les detccteurs du LPS sont fixes pres du faisceau Ii l'aide des stations moviles (roman pots). Chaque
station contient jusqu'a. six plans de strips de silicium, orient&! verticalement ou a. un angle de
±45°, avec nn pas d'environ 100/-,m et est positionnee pendant la prise des donnees Ii dix deviations
standards de Ia dimension transversale du faisceau par rapport Ii sa position nominale.

Le LPS a une resolution moyenne d'impulsion de 0,4% Ii 820 GeV et peut atteindre 0,16% dans
des regions cinematiqnes specialement selectionnees. Lea details du LPS sont decrits an troisieme
chapitre, mettant I'accent sur les aspects techniques de sa construction ainsi que la methode utilisee
pour la reconstruction du "leading" proton et Ie calibrage du spectrometre.

Dans nos analyses de donnees, nous utilisons deux differentes classes d'evenements ep, chacune definie
dans des regions cinematiques tres distinctes. Ce sont des evenements appurtenant aux classifications
DIS et PHP. Dil a l'acceptation ct efficience du detecteur ZEUS, les evenements correspondent aux
classification DIS sont definies comme celles ou Q2 > 4 (Ge V/c)2 et l'energie de l'electron diffusee
E. > 8 GeV, pendant que des evenements appartenant aux classifications PHP com me celie avec
Q2 < 0.Q2 (GeV/cj2 et 12 < E. < 18 GeV.

Figure 1.2.1: En haut, gauche: diagramme de Feynman d'ordre inferieur pour la reaction e + p ....•
e' +p' + X. Lea quantites g, et t sont Ie transfert d'impulsions aux vertex de l'electron et du proton
respeetivement. West l'enerie du centre de masse du systeme ,,(p. Les diagrammes de (A) Ii (G)
montrent quelques unes des contributions de la physique pour la production du "leading" proton.

Ccs evenements, malgre un processus de selection tres rigoureux, ne sont pas completement Ii
l'abri des contaminations par les bruits de fond. Ces derniers peuvent ctre des interacti'ons ep
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XL bin
ZEUS-LPS PHP Data ZEUS-LPS DIS Data

-b x· -b x·
0.60 - 0.63 6.64 ± 2.18 1.58 6.66 ± 2.08 3.70
0.63 - 0.67 8.23 ± 2.38 1.13 6.72 ± 1.10 1.19
0.67 - 0.73 5.57 ± 0.82 0.48 7.48 ± 0.88 3.14
0.73 - 0.79 7.27 ± 1.28 0.91 8.46 ± 1.17 0.57
0.79 - 0.84 9.55 ± 1.25 1.12 7.76 ± 1.23 1.59
0.84 -0.88 9.64 ± 1.29 0.82 8.27 ± 1.04 0.75
0.88 -0.91 5.73 ± 1.08 0.88 7.51 ± 0.95 1.95
0.91 - 0.94 3.76 ± 1.00 0.38 6.59 ± 1.21 1.63
0.94 -0.97 6.56 ± 2.69 0.03 7.93 ± 1.52 0.12
0.97 - 1.005 7.90 ± 1.19 1.35 6.74 ± 0.96 0.61

en co'i'ncidence avec des faisceaux "halo" (commun a DIS et PHP) ou des interactions provenant
des reactions Bremsstrahlung' (principalement present en PHP). Ces bruits de fond sont identifies
et preleves statistiquement dans nos donnees. La selection finale des evenements est contrainte par
des regions cinematiques a acceptation raison nahle d u LPS.

Le calcul d'acceptation geometrique du LPS a ete fait avec l'aide d 'evenements Monte Carlo. Ces
evenements ont ete specialement generes avec une distribution lineaire en XL et une distribution
exponentielle en Pt en accord avec:

Comme Ie positionnement des detecteurs d u LPS par rapport aux faisceaux de protons a un elfet
appreciable dans Ie calcul d'acceptation, une configuration particuliere du LPS, ou les detecteurs
sont places en position d'acceptation maximale, a ete utilisee. De plus, cette configuration du LPS
a ete choisie car la simulation de plusieurs positions de detecteurs dans Ie programme de simulation
generaJe du ZEUS est tres difficile a. realiser techniquement.

Afin d'etudier les proprietes du "leading" proton, des calculs numeriques et de simulation Monte
Carlo bases sur des modeles theariques developpes dans Ie cadre de la QCD perturbative et Ia tbeorie
de Regge, ont ete executes. Ce travail est presente en detail au septieme chapitre ou l'on aper~oit
que, malgre les divergences entre les previsions theoriques indues dans les generateurs Monte Carlo
utilises et nos mesures, les calculs numeriques reproduisent avec precision les mesures que nous avons
effectuees. Fig. 1.6.1 montre la comparaison de nos mesures avec les predictions des generateurs
Monte Carlo et Fig. 1.6.2 la comparaison de nos mesures pour Ie spectre XL avec les nisutats des
calculs numeriques bases sur la theorie de Regge et la fonction de fractrure QCD.

Puisque les evenements Monte Carlo decrits ci-dessus ne reproduisent pas les donnees du LPS,
nne methode statistique a ete developpee et appliquee pour corriger la distribution des evenements
generes donnee par l'equation [1.2J. Cette methode per met aussi d'indure correctement dans Ie
calcul d'acceptation et d'efficacite les effets produits par la migration des evenements lors de leur
reconstruction par Ie LPS. Cette methode ainsi que son application pour Ie calcul de l'acceptation
geometrique du LPS sont expliquees en detail au cinquieme chapitre.

La reconstruction des donnees du LPS est tres sensible a la valeur de plusieurs parametres. Les plus
significatifs sont Ie positionnement des detecteurs pendant I'acquisition des donnees, l'efficncite et
la precision de ia reconstruction de l'impulsion et Ia reconstruction du point d'interaction ep. Ces
parametres sont d 'une importance non negligeable et leurs effets peuvent etre apPf'icies s'ils sont
indus dans les calculs d'acceptation geometrique du LPS. lis sont expliqnes de f~on detail"~e au
sixieme chapitre, ou l'on montre que ces corrections changent certainement les mesures de l'impulsion
transversale du "leading" proton.

Les mesures de la distribution d'impulsion transversale et longitudinale dn "leading" proton, en DIS
et PHP, montrent que p'[ a un comportement exponentiel decroissant et XL une distribution quasi
uniforme et horizontale pour des valenrs allant de 0,6 a 0,95 et croissante au dela de 0,95. Table
1.5.1 donne Ie valeur de la pente de la distribution d'impulsion transversale du "leading" proton en
DIS et PHP. La figure 1.5.1 montre la comparison de la distribution XL en DIS et PHP.

?~ ? 7+
it ?+ ?+ ? <>t~ -:..... +

10-1
0.6 0.65 0.7 0.75 0.8 0.65 0.9 0#95 1

XL

La comparaison de la mesure d'impulsion du "leading" proton en DIS et PHP montre, que les
distributions d'impulsion peuvent avoir Ia meme forme dans la limite des fluctuations statistiques.
Cette constatation suggere que les processus physiques, mls en jeu lors de la prod uction du "leading"
proton dans deux regimes cinematiques tres differents, peuvent avoir une certaine similarite.

Figure 1.5.1: Comparaison de Ia distribution XL measuree en PHP et DIS. Ces distributions sont
normalisees pour Ie nombre total Ntot des evenements PHP ou DIS dont Ie LPS a ete active pour
adquisition des donnees.
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,.. ":.1) Figure 1.6.2: Comparaison de nos mesures pour Ie spectre XL avec les tllsultats des calculs numeriques
bases sur la theorie de Regge (A) et la fonction de fractrure QCD (B)

Les calculs numeriques montrent que la production du "leading" proton peut etre expliquee, dans
Ie cadre de la theorie de Regge, par la contribution totale de divers processus peripheriques, voire
l'echange de plusieurs trajectoires telles que Ie pomeron, pion ou, en general, un reggeon. De meme,
I'approche par "Fonction de fracture" developpee dans Ie cadre de la QCD perturbative reproduit
aussi remarquablement nos mesures. Ce qui est nouveau dans cette approche est qu'elle mesure
la distribution partonique de I'objet echange entre la cible hadronique et I'hadron final sans faire
aucune modelisation de I'objet echange en question. La fonction de fracture fournit un outil pour
analyser, dans Ie cadre de la QCD perturbative, des processus diffractifs. C'est une alternative a
des modeles peripheriques non perturbatifs.
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Entre autres, a ZEUS, les proprietes du "leading" neutron ant ete aussi mesurees. De meme, on
dispose des donnees rapportant les mesures du "leading" proton dans I'ancien ISR. Le rapport de
ces mesures avec nos resultats qui est egalement expose dans Ie septieme chapitre presente quelques
similarites dans la comparaison de la pente de Pi du "leading" neutron et du "leading" proton pour
des valeurs de XL variant entre 0,75 et 0,93. De meme la pente de pi du "leading" proton mesuree
a ZEUS et celle mesuree a l'ISR sont com parables pour des valeurs de XL au dela de 0,97.

En poursuivant notre analyse, de par la faible statistique dont nous disposons, une etude preliminaire
des proprieles des evenements associes a la production du "leading" proton a ete faite en DIS et
PHP. Cette etude, exposee au huitieme chapitre, montre dans ses resultats que la production du
"leading" proton pourrait etre independante de Q2 et W. Les proprietes des evenements associes a
la production du "leading" proton ont ete mesurees topologiquemenL, telles que leur distribution en
particules chargees et leur distribution en "maximum pseudo rapidity"3 (l)max). Ces distributions
presentent des configurations particulierement similaires qui ne sont pas du tout expliquees par les

Figure 1.6_1: Comparaison de nos mesures avec les predictions des generateurs Monte Carlo RAP-
GAP, EPS OFT et LEPTO.



Les processus de dissociation simple ou double dans les interactions ep peuvent etre identifies en
etudient Ill.distribution en 1)max des hadrons produits. Les valeurs (theoriques) de Ill.pseudorapidite
voue de -3.4 au bord du tube du faisceau dans Ie calorimetre vel'S l'arriere a +3.8 au bord du tube
d u faisceau dans Ie calorimetre vel'S l'avant. Neammoins, Ill. pseudorapidite mesuree peut exceder
ces limites du fait que Ill. reconstruction du centre du "cluster" hadronique s'effectue Ii l'interieur
du tube du faisceau. La figure 1.6.3 montre les distributions en 1)"...., pour des evenements avec un
"leading" proton dans I'etat final dans les donnees DIS et PHP et les predictions pour differents
generateurs Monte Carlo. La distribution experimentale montre que Ie "leading" proton est produit
principalement dans un processus de dissociation simple.
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En depit des contraintes statistiques rencontrees en 1994, les resultats presentes dans ce travail
de recherche montrent les capacites d u LPS en tant q u'outil important pouvant ameliorer notre
connaissance de Ill.production du "leading" proton et des processus diffractifs ep en general. Avec une
amelioration statistique importante dans Ill.detection du "leading" proton et dans Ill.configuration
de l'appareil experimental, ces etudes seront de plus en plus approfondies dans Ie but de mieux
com prendre Ie mecanisme par lequel ces "leading" protons sont prod uits. Nous esperons continuer
notre travail de recherche dans cette direction.
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Figure 1.6.3: En haut a gauche: Comparaisons des rapports de I)max pour des evenements avec
on "leading" proton a I'etat final dans les donnees DIS et PHP. II est aussi montre une
coupure dans 1)max = 1.5 utilisee pour Ill. selection des ces evlmements a grande r-apiditc.
En haut a droite et en bas: Comparaisons des rapports de I)max pour des evenements avec un "lead-
ing" proton a l'etat final dans Ie donnee DIS avec les predictions des generateurs Monte Carlo
RAP GAP, EPSOFT et LEPTO.
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Data from SLAC indicated that roughly 50% of the nucleon momentum is carried by neutral partons.
Even before the discovery of scaling violation, Quantum Chromodynamics [9, 10,11, 12J as the local
gauge theory of the strong interactions predicted eight electrically neutral spin-1 gauge field bosons,
the gluons. The gluons are the transmitters of the strong interaction and could explain the fraction
of the nucleon momentum carried by neutral partons. With the discovery of asymptotic freedom
[13J, the decrease in strong coupling constant with increasing four-momentum transfer, three-jet
topology at DESY, during the 1970s, Quantum Chromodynamics became a widely accepted theory
of the strong interaction. QCD has been tested extensively during the last two decades.

With the a.dvent of the miRA, the e±p collider based at DESY in Hamburg, a whole new kinematical
regime has been opened up for the study of the collisions of protons with electrons or positrons. It
enables us to study proton structure by means of a point-like probing boson whose invariant four-
momentum transfer (virtuality), Q2, enables the constituents of the composite proton carrying a
momentulD fraction, x as a small as ~ 10-5 to be resolved. HERA extends the available range of
the x and Q2 variables by more than two orders of magnitude with respect to other, fixed target,
lepton-nucleon experiments that preceded it. Fig 2.1.1 shows the kinematic limits of HERA and
other experiments. -1

10

Since the first deep inelastic scattering experiment at the Stanford Linear Accelerator Center (SLAC)
in 1967, when 20 GeV electrons were directed on a stationary target to probe the structure of a
nucleon, the study of hadronic matter has been developed to reach its present status: the theory of
Quantum Chromodynamics (QCD).

Influenced by the SLAC measurements 11, 21 and motivat~d by the assumption of Gell-Mann [3]
and, independently, Zweig [4] that hadrons are combinations of more fundamental objects, the so-
called quarks, the simple quark-parton model was proposed by FeynlIlan [5] as an intuitive picture
to explain the observed Bjorken Scaling [6). In the parton model the nucleons are composed of
point-like constituents, so-called partons, whose properties are identical with those of the quarks,
which were originally introd uced to account for hadron systems. Thus, the parton model suggested
the interpretation of the quarks as constituents of hadronic matter [71. This suggestion was later
supported by the experiment [8J.

Two main experiments at HERA, ZEUS and HI, are used to study the e±p collisions. They are
devoted, t~ the study [14) of:

• The proton structure function F2 for charged and neutral current interactions, its evolution
with :x and Q2 and the strong violations of scaling;

-610 -510 -410 -310 -2
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• Heavy quark production and its contribution to the determination of the proton structure
function F2;

• Photo-production and deep inelastic scattering simultaneously and in particular deeply inelas-
tic reactions with a d iffractive signature;



• Chapter [4): Regards the details of the leading proton spectrometer construction and explains
how the momentum of the leading proton is reconstructed prior to the analysis.

the study of the nature of the haclronic final states and a measurement of a, from jet
rates;
precise measurements of the parton distributions as a function of the strong coupling
constant. as;
detailed study of low-x phenomena whl)re conventional evolution equations are not re-
quired to explain the data.

• ep cross-sections at very large Q2 as a possible place where an indication of new physics beyond
the Standard Model could be found.

• Chapter 15]: Relates the overall data acquisition system of ZEUS and how the LPS is integrated
in it.

In particular, ZEUS is equipped with a high precision silicon tracking device, the leading proton
spectrometer (LPS). It allows the detection of forward scattered protons and hence provides exLra
information firstly as a kinematic constraint in x and secondly in the form of its distribution in
longitudinal and transverse momentum space.

• Chapter [6): Deals with the final event selection and analysis, starting with some more details of
the kinematics'. 'fhen, a description of photo-production and deep inelastic scatterlng follows ..
Event samples, data binning, the analysis algorithm and its implementation are discussed ill
some detail. The best way of combining the prescaled data is discussed and the use of one-
dimensional fits to the acceptance corrected Pf-distributions in various XL bins followed by an
overall fit to a smooth (XL, P?) two-dimensional distribution is implemented.

• Chapter [TJ: Analyses the details of the various corrections which have been made and shows
the variations in the fitted parameters inclnding the va.rious corrections. Furthermore, a cal-
culation of the &j'stematics and final fitted parameters for the production of leadi ng protons
are presented.

For the inclusive leading proton production, the fraction of longitudinal momentuOl of the incoming
proton XL h~connected to x through the following approximated formula: • Chapler [81: Compares the resulls and theoretical predictions for leading proton production.

In addition, a comparison with the results from other experiments is presented.

• Cha.pter [9): Examines t.he propertics of the global event topology associated with the produc-
tion of leading protons.

where Mk, represents the non-leading invariant mass of either neutral current (ep -, e'p'X) or
cbarged current (el' -; vp'X) processes. The way the leading proton XL relates with x givp-s, for
example, a powerful tool to select low-x events by requiring XL to be greater than some minimum
value. l<'urthermore, as it will be discussed in section [2.4], for diffractive deep inelastic scattering
processes, wbere t.he reaction is supposed to be mediated by the exchange of a Reggeized neutral
colour object, the quantit.y (1 - XL) relates with a good approximation to X/P, i. e. the fraction of
the proton momentum carried by such a colour neutral object, the pomemn.

The motivation of this thesis is the series of measmements carried out at one of the CERN-ISR
experiments, during the 1970s, where it was shown that the general properties of the produced
hadrons, in pp collisions, were compa.rnble to the ones found in e+c interactions after removing the
leading part.icle from the sample [15, 161. This, suggested that the leading particle effect might play
an important role in understanding universality features in QCD.

At fixen energies of the incoming electron and pl'Ol.OI1,for unpolarised electron and proton beams the
inclusive ep -; e'l" X or ep -; vpX kinematics is cumpletely described by a set of two independcnt
variables. For neulral current events the variables can be derived either from the scal,Let-ed electron
or the current jet, while for cha!'ged current evcnts only the current jet is available. The following
discussion concentrates on neutral current events where the measured quautities of the scattered
electron can be used in the reconstruction of the kinematics, these events being relevant for the
analysis presented in this thesis.

In general, the kinematics for a neutral current mediated process in e±p inleractions can be written
as follows:

At HERA energies, leading particle production, might be leading protons which can be produced
in a wider kinematic range in x a.nd Q2 than ever before achieved. The measurement of their joint
momentum distributions as well as the analysis of their product.ion mechanism are the subject of
this thesis.

The remainder of this chapter defiues tile e±p kinematics and relevant invariants and then describes
the role of the lea.ding proton in the main classes of interactions, the nature of the e±p interactions
and their classification at HERA, a review of the theoretical models used to explain the properties
of the ep interactions and a description of the available models proposed to explain the production
of leading ba.ryons at HERA.

Here, X represents the t.otal hadronic state. In Born appr'oxin1fttion, this process is due to a single
photon exchange. Following equation [2.1]' k = (Ee, T') t.he incoming electron four momEntum with

mass me, ,0' = (E~, J() the outgoing electron four mot~entutlJ "nd i' = (Ep, p') the incoming proton
fom momentum with mass tl'lp. Fig. 2.2.1 shows t.he lowest-order F'eylllDan diagram of this process.

The content of subsequent chapters is as follows:

• Chapter [31: Describes the ZEUS experiment and the HERA storage ring and points out the
features which are relevant to the analysis of Lhe leading proton.

The quanlities t.hat can be measured in the experiment are the energies ancl angles of tbe ont.going
electron or positron, hadrol1s and leading baryolls. The variables that best describe the HERA
kinematics are:
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• fraction of the energy lost by the electron in the proton rest system or in general, the fraction
of (E - PII) carried by the photon

In deep inelastic scattering processes the outgoing hadrons are related to the current jet and the
target remnant jet. Taking into account the current jet and the scattered electron, we have four
quantities for the reconstruction of the kinematic variables such as x, yand Q2: the energy and the
angle of the electron and the energy and angle of the current jet. Any combination of two of these
four quantities can be used to reconstruct the mentioned kinematic variables with a given efficiency
and accuracy [17J. The methods [18J to reconstruct them are:

• The electron method: Uses the polar angle (0.) and energy (E.,) of the scattered electron.
From the previous definitions the electron method yields:

E.,
y = 1 - - . (1 - cosO,)2E. •

Q2 = 2E.E., . (1 + cosO.')
Eel

X = -E . (1 + cosO.')
2y'p

E., = (1- y)E. + xyEp

() _x._y.E..p-__(_1_.-._y.)..E_,.•.
COB e' = xyEp + (1 - y)E.

E;,sin20., = 4xy(1 - y)E.Ep

This method is very sensitive to the initial state radiation where a photon is emitted by the
incident electron taking part of its four momentum and therefore shifting the overall energy
scale of the event .

• The hadronic method: From the hadron system XI. (excluding the proton remnant) with energy
Eh and production angle2 01. one finds:

E,
y = -' . (1 - COSOh)

2E.

1 if the leading proton is produced by the exchange of a. colourless object, the pomeron, 'YP interadions can be
understood as a peripheral process in which the partonic constituent of the colourless object being exchanged is
resolved

'JOh is defined as the angle between the central axis of the hadron system, Xfl" and the z axis direction



Q2 = E2. sin2gh
I. (1 _ y)

Eh 1+ cos(h
x = 2E

p
' (1 _ y)

The most general form of the cross-section for the process in equation [2.1), for which the details of
the calculations can be found in [201, for an unpolarised beam is:

Eh = yE. + x(l - y)Ep

n (1- y)xEp - yE.
COSUh = :"1

(1 - y)xEp + yE.

E~sin2gl, = 4xy(1 - y)E.Ep = Q2(1 - y)

• The Jacquet - Blondel Method [19]: The hadron variables can be determined approximately
by summing the energies (Eh) and transverse (PTh) and longitudinal momenta (Pzh) of all
final states. The method rests on the assumption that the transverse momentum carried by
those hadrons which escape detection through the beam hole can be neglected. The result is:

• a: the electromagnetic coupling constant

• F2: the generalised structure function which includes both photon and ZO exchange

• FL: the longitudinal structure function

• F3: the parity violating term arising only from the ZO exchange

• The mixed or double-angle method [17]: Uses the electron scattering angle and the angle II.
which characterises the longitudinal and transverse flow of the hadronic system (in the naive
parton model /h is the scattering angle of the struck quark):

• Y±: function which contains the helicity dependence of electroweak interactions

At values of Q2 below the mass of ZO the dominant contribution to the process in equation [2.1]
is due to a single photon exchange and the generalised form of the cross-section in equation [2.2]
becomes:

eLl. PxI,)2 + (LhPVh)2 - (Lh(Eh - Pzh))2
COSII, = (Lh Pxh)2 + (LhPVh)2 - (Lh(Eh +Pzh))2

Q2 _ 4E;sinlh(1 + cosg.,)
DA - sinlh + sing., - sin(Jh + g.,)

E. sinlh + sing., + sin(lh + g.,)
xDA = -------------

Ep sinlh + sing., - sin (II. + 0.,)

Q2
YDA=~

xDAs

The nature of the structure fundions, in general terms, reveal somehow our ignorance of the mech-
anism by which the XI. in equation [2.1) is produced. There are many theoretical approaches in
which the behaviour of the structure functions can be explained, each of them in a certain kinematic
(x,Q2) range.

As the double-angle method relies on ratios of energies it is less sensitive to a scale uncertainty in
the energy measurement of the final state particles.

At HERA, these structure functions of the proton can be measured, in particular H has already
been mell.'lured over several orders of magnitude in x and Q2 with a precision of about 5%. Figs.
2.3.1 and 2.3.2 show show the results of these mell.'lurernents. An extensive review and discussion of
the measurements of the structure functions as well as the details of their theoretical interpretations
can be found in references 121] and [22].

The e±p interaction at HERA can be classified following some specific criteria. One classification
may be the hardness of the reaction characterised by the virtuality of the probe, i. e. the invariant
four momentum transfer, another could be the total energy in the I'P system, another, a non-
kinematical classification might be the nature of the struck quark in the proton, a valence quark or
a quark which is a fluctuation of a gluou or a colour neutral object.
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Figure 2.3.1: The proton structure function F2 measured at HERA and fixed-target experiments as
a function of Q2. The abbreviations NVX and SVX mean normal vertex and shifted vertex position
which relates to changes in the angular range of acceptance of the central detector. The label ISR
refers to initial state radiation in which the detection and measurement of a photon produced in
the initial state allows events with a lower incident electron beam energy to be measured within the
same data set as the normal events. The curves shown are the ZEUS NLO DGLAP QeD fit. The
description of the DGLAP evolution is given in section [2.3.1).

Figure 2.3.2: The proton structure function F2 measured at HERA and fixed-target experimeuts as
a function of x. 'I'he abbreviations NVX and SVX mean normal vertex and shifted vertex position
which relates to changes in the angular range of acceptance of the central detector. The label ISR
refers to initial state radiation in which the detection and measurement of a photon produced in
the initial state allows events with a lower incident electron beam energy to be measured within the
same data set as the normal events. The curves shown are the ZEUS NLO DGLAP QeD fits. The
description of the DGLAP evolution is given in section 12.3.11.



2.3.1 General Deep Inelastic Scattering (DIS)

Deep inelastic scattering can be understood as a hard process where the virtual particle exchanges a
high Q2 > > m~. Because of the large transfer of energy, the initial state proton will often break up
and lose its identity. This kind of process occurs at small distances (order of ~ 1/ N), can select
a large fraction of the initial nucleon momentum x '" 1 and so can be analysed in perturbative QCD
(pQCD). Its cross-section (Equation [2.3]) decreases with increasing Q2.

However, there are processes which occurs at large values of Q2 and low values of x (x '" 10-~).
According to QCD, at such values of x and Q2, a nucleon consists predominantly of gluODS and sea
quarks. Their densities grow rapidly in the limit x = 0 leading to spatial overlap and to interactions
between the partons. In this region, several novel physical phenomena are expected when the parton
densities are high, as e.g. shadowing or semi-hard processes appearing with large cross sections in
the high energy hadronic interactions.

Choosing the hardness of the reaction as a classification criteria lets us define two kinematic regions
in which the structure of the proton can either be resolved or not. This choice, according to [23] is
supported by the fact that in a general ep-te' p' X interaction, as shown in Fig. 2.2.1, the electron
four-momentum _Q2 which is transferred to the proton target by means of a probe, denoted 1'* has
a wave length ,\ of order:

The value of Q turns out to be the resolution by which the probe may resolve the structure of the
target, the incoming proton. In the quark-parton model, a high energy proton is assumed to be made
up of point-like particles called partons, freely moving inside the proton. Among them there are
electrically charged particles, the quarks and anti-quarks, which are able to interact with the photon
probe. Thus, the photon hits a quark carrying a fraction x of the total momentum of the incoming
proton. The point-like quark (or anti-quark), is scattered but not 'destroyed' by the photon as is the
case for a compound particle. Once the quark is expelled by the interaction, the proton generally
explodes into numerous particles.

(Xp)2 '" (xp + qf => x '" _(q)2
2pq

Several classes of process that contribute to the DIS sample are considered as follows:

• Scattering on a parton inside the proton: Intuitively, in the framework of QCD, it can be un-
derstood as a scattering on a valence or sea quark.

The scattering on a valence quark gives a scattered quark and a spectator diquark (Fig.
2.3.3(A)). The strong force responsible for confinement of quarks, leads to hadron produc-
tion (materialisation) in re-establishing colour neutral states, pions as a first step. Tbis kind of
scattering can be best viewed in the framework of the quark parton model (QPM) introduced
by R.. Feynman [5J which was motivated by the Bjo7-ken scaling hypothesis [6] of tbe proton
structure function H and by the assumption that DIS undergoes direct interaction with one of
the point-like partons constituents of the proton. Scaling behaviour of F2 works approximately
in the region of Q2 of few times m~. The quark parton model is the lowest order Feynman
diagram in perturbative QCD (pQCD).

The scattering on a sea quark comes from the virtual process g -t q'ij inside the proton (Fig.
2.3.3(B-left)). At large enough values of Q2, the virtual photon 1'* is probing tbe parton
substructure deep inside the proton where the valence quarks interact with each other by
exchanging coloured gluons. H increases with Q2 for low values of x and decreases at high
values of x.

A general form of F2, to describe the above mentioned processes, is given in perturbative QCD,
where F2 is written in terms of x, Q2, a. and a probability function which accounts for the
quark-gluon interaction. In first order it has the following shape:

Following the momentum conservation law at the proton vertex, the following equation can be
derived:

This result is crucial since it relates the momentum of the struck quark, x, to the kinematics of the
reaction which can be measured in the apparatus. Indeed, it is possible to rewrite the right-hand
side of formula [2.4J as:

The last formula tells us that by exploring the kinematics of the reaction one is able to investigate the
proton microscopic content in a large region of x, the momentum spectrum of its inner constituents.

x'" 10-5; and Q2 ~ 105 (GeV /c)2

Thus, by varying both the size-resolution l/Q of the probe and the region x in the energy spectrum
of the constituents, we can investigate the structure of the proton and the properties of its inner
constituents.

1 (a (Q2) (1 dx' (X));FHx, Q2) = ~ e~ q(x) + 2; log ,..2 I" --;;-q(x')Pqq ;;

Following this classification, for very small values of Q2 (~ 0) when the probe behaves like a real
photon, the process is called photo-production (PHP). For values of Q2 > m;, where mp is the mass
of the proton, it is called deep inelastic scattering (DIS)3. 4 (1 +z2)

Pqq(z) = '3 l-z2'Although it is a definition of DIS, Q' has to be large enough to allow a description of the e±p interactions by
perturbative QeD

Pqq(Z) is the probability that a quark radiates a gluon leaving a quark which carries a fraction of
its longitudinal momentum z. Pqq(z) is one of the perturbative QCD splitting functions which
describes the amplitude at which partons are radiated from other partons (Fig. 2.3.3(B-right»).
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The presence of the logQ2 factor in equation 12.5] means that the parton model scaling pre-
diction for the structure functions should be violated. That is, in QCD, 1":1 is a function of Q2
as well as x, but the variation in Q2 is only logarithmic. The violation of Bjorken scaling is a
signature of gluon emission.

The second term in equation [2.5J which are identified as the quark density functions, q(x, Q2),
with:

cr (Q2)1IdXI (x)l'i.q(x,Q2) == ~Iog - -q(x')?-
21T ",2 x x' qq x'

depends on Q2. This is interpreted as arising from a photon with larger Q2 probing a wider
range of transverse momentum within the proton. The Q2 evolution of the quark densities is
determined by QCD through equation [2.6]. By considering the change in the quark density,
l'i.q(x, Q2),. when one probes a further interval of l'i.logQ2, equation [2.6] can be rewritten as
an integro-differential equation for q(x, Q2):

This is an "Altarelli Parisi evolution equation" and mathematically expresses the fact that a
quark with momentum fraction x could have come from a parent quark with larger momentum
fraction x' which has radiated a gluon. 'l'he probability that this happens is proportional to
croPqq(x/x').

To include contributions where a gluon in the initial proton produces a quark-antiquark pair
to which the virtual photon couples, that is the higher order process "(*g -> qq, equation [2.7]
is rewritten as:

dq;(X,Q2) _ croll dx
l
( ( I Q2)p (x) (' Q2)? (x))dlogQ2 - 21T x --;;- q; x , qq;;; + 9 x , qg;;;

'@ ;':" =: y
....... The second term in equation 12.8] considers the possibility that a quark with momentum

fraction x is the result of a qq pair creation by a parent gillon with momentum fraction x'
(> x) and probability croPqg(x/x'). The equation for the evolution of the gluon density in the
proton, analogous to equation 12.8] is:

Figure 2.3.3: Three cases of DIS events at HERA. (A)-left: Intuitive picture of a standard DIS,
the virtual photon knock-off a constituent valence quark and, as a result of the strong interactions,
a materialisation fills the gap between the scattered quark and the diquark spectator. (A)-right:
Low-order Feynman diagrams for this processes. (B)-left: Intuitive picture of the resolving power
of the probe (-y*) to resolve the internal structure of the partons. (b)-right: Feynman diagrams
for the pQCD splitting functions which accounts for the probable interaction mechanisms of quarks
and gluons inside the proton. (C): Examples of two models to explain the diffractive DIS. 'l'he
Ingelmann-Schlein (left) and Nikolaev-Zakharov (right) model.

dg(x, Q2)= croll dx' ("( I Q2)? (.:-) _ (' Q2)p (.:-)) (2.9)
dlogQ2 21T x x' L.: q, x , gq x' I-9 x , gg x'

where the sum i = 1, ...2nl runs over quarks and antiquarks of all flavours.

Perturbative QCD does not predict the absolute value of the parton distribution inside the
nucleon, but rather determines how they vary from a given input. For instance, from a given
initial distribution at some scale Q~,the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
[24] evolution equation enables us to determine the distribution at higher Q2. The DGLAP
evolution resums the leading croln(Q2 /Q~) terms where, in a physical gauge, the cr~lnn(Q/Qo)



contribution is associated with a space-like chain of n-gluon emissions in which the successive
gluon transverse momenta are strongly ordered along the chain, that is qfl « ...«qf" «
Q2
At sufficiently high center of mass energy ft, a second large variable, l/x '" s/Q2, is found and
the leading ""log(l/x) contributions must be resummed. The resumrnation is accomplished by
the Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [25]. In this case there is nO ordering in
In(qf,) along the chain, but rather, as one evolves to smaller x, one has a diffusion or random
walk in In(q},). The lack of strong ordering means that one has to work in terms of the gluon
distributions f(x, kf) un integrated over the gluon transverse momentum kT. Proceeding to
small values of x, via the BFKL equation, the gluon density f is predicted to increase as
xA with>' '" 0.5 (on account of the increased qT. phase space) and to posses a Gaussian-
type distribution in In(kf) which broadens as Jln(l/x). This singular type of growth in
x, accompanied by the diffusion in In(k}), is the characteristic of the BFKL gluon density
f(x, k}).
The increase of the gluon density with decreasing x cannot proceed indefinitely. Eventually,
the so-called critical line where gluon recombination effects become appreciable is reached.
Fig 2.3.4 shows the validity range where these evolution equations hold. At the onset, these
effects can be estimated by perturbative QCD, but finally a region of high density of weakly
interacting partons is reached, where the normal methods of perturbation theory cannot be
used even though "'. is small -a region of much speculation and interest. At higher Q2 one can
evolve further in x before the critical line is reached, since the resolution goes as I/Q and the
transverse area occupied by a parton'" I/Q2 .

• Diffractive processes in DIS: Experimentally, the standard e±p DIS events show energy depo-
sition in the direction of the forward region (outgoing proton), presumably coming from the
fragmentation of the proton remnant, from initial QCD radiation or from fragmentation of
the struck quark. However at HERA, there have been observed events which have different
characteristics. The special feature of the event is the absence of energy deposition in the
forward direction. This absence of energy deposition or gap is usually measured as an angulw:
separation in units of pseudorapidity 1/. Diffractive DIS at HERA corresponds to this kind of
event and is often referred to as "Large Rapidity Gap" event.

Among the theoretical models which attempt to explain this class of DTS events, two models
have been tested extensively at HERA. They are based on different assumptions about the
scattering mechanism which can be summarised as follows:

fraction 1 - xp is carried by the pomeron remnant Y. For the parton distribution inside
the pomenm different assumptions can be made. One can postulate a hard distribution
(valence-like), where only few partous carry the pomemn momentum or soft one (searlike),
where many partons share the momentum of the pomemn.

The first evidence for partonic structure of the pomeron was detected in pp collisions at the
CERN SPS collider by the UA8 experiment [271. The model has been tested with different
assumptions on the momentum distributions of the partons inside the pomemn, suggesting
a hard parton distribution. At HERA, evidence for gluonic content of the pomeron has
been found indicating that between 30% and 80% of the pomeron momentum carried by
the partons is due to a gluonic content.

- Nikolaev-Zakharov model: In this model [28) the incoming virtual photon fluctuates
into qq or qqg Fock states that interact through their colour dipole moment witb an object
which is emitted from the proton. This object is called a pomeron and is understood not
as a particle but rather as a coupling mechanism. To lowest order it can be viewed
as a colour singlet of two non interacting and seemingly uncorrelated gluons emitted with
different flox factors from the proton. This model is often referred to as photon d.iffractive
dissociation On the proton (Fig 2.3.3 (C)-right).
Factorisation and meaning of pomeron structure function are not applicable in this model.
However, it has been shown [29) that in the framework of perturbative QeD BFKL
equation, the hadron-like behaviour of this pomeron can be understood as an asymptotic
feature allowing the derivation of an equivalent to a pomeron structure function:

where {3= x/xp. Here, in contrast to the Ingelman-Schlein model, xp is the fraction of
the proton longitudinal momentum carried by the pomeron and x is the Bjorken scaling
variable. The first term of this two component structure function is referred to as "hard"
component and it can be interpreted as the interaction with the qq-state of the photon.
The second term reflects the "soft" contribution of the interaction with the qqg-state of the
photon. The factors A and B give the relative size of their contribution and are predicted
by the model to be 65% and 35% respectively, C representing an overall normalisation
factor.
An important aspect of this model is the prediction that photon dissociative diffraction
contributes '" 15% to the DIS cross section.

- Ingelman-Schlein model: In this model [26], the DIS diffractive process is understood
as the interaction between a hadron-like quasi particle which is emitted from the proton
and a virtual photon corning from the electron. Fig. 2.3.3 (C)-left, shows a schematic
illustration of this process. The emitted object is identified as the pomeron of the Regge
theory (which will be discussed in the section [2.3.21) and carries the quantum numbers
of the vacuum, its emission from the proton is considered as being independent of the
subsequent pomeroTlrphoton interaction and is described as a universal pomeron flox. The
proton mayor may not dissociate after emission of the pomeron and the photon emission
by the electron is described by a photon flux.
With increasing Q2 of the photon, tbe internal structure of the pomeron can be probed
in the same way as for the partons inside the proton. The pomeron structure function is
introduced by analogy to the proton structure fundion. rrhe hard scattering sub-process
can then be interpreted as the interaction between the exchanged photon and a parton,
carrying a fraction xp of the pomeron momentum. The remaining pomeron momentum

2.3.2 General Photo-production (PHP)

Intuitively, photo-production, in e±p interactions, can be understood as processes which occur at
lw:ge distances comparable with the radius of the target hadron(", R"adr<nl)' At high energies,
previous fixed-target experiments showed that the photon does not necessarily interact as a gauge
boson. It rather exhibits a hadronic type of scattering which can be explained by the fact that it
can fluctuate into a hadron [30) before it scatters off the proton.

Photo-production is usually described as a ,p scattering which is characterised for its large cross
section in the region of low Q2 '" 0 and intermediate x. It reveals properties similar to hadron-hadron
scattering.

Different theories attempting to describe ,p interactions have been proposed. Among them, a brief
summary of those which have been very successful in describing the ,p interactions are presented.
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where 8 and t are the Mandelstam variables characterising such a process and 80 ~ 1Ge V a
scale parameter.

Regge theory has heen very successful in describing hadron-hadron interactions. However,
since all known trajectories have an intercept a(O) ~ 0.5, the cross section shown in equation
[2.10) should decrease asymptotically with increasing energies. This behaviour can be avoided
by introducing a new trajectory with a(O) = 1 with the quantum numbers of the vacuum
[331. This trajectory is called pomeron, in honour to LV. Pomeranchuck who demonstrated a
theorem [34] which states that in the the high energy limit the diITerence between the particle
and anti-particle cross-section should vanish.

The behaviour of the total hadronic cross-section WflS further studied by M. Froissalt who
showed that in the limit 8 -t 00, it has an upper bound [351 defined by:

where m" is the mass of the pion. Furthermore, on the basis of the Regge approoch, Donnachie
and Landshoff [36] predicted that the behaviour of the total cross-section for hadron-hadron
and photerproduction interactions, in the high energy limit, can be pictured as the sum of two
powers. One power is associated with the exchange of p, w, 12, and a2, Regge trajectories
with a common intercept aiR(O) ~ 0.5 which describes the initial rise of the cross-section at
low energies, and the other power is associated with the pomeron exchange dominating the
behaviour of the cross-section at higher energies, so that:

Figure 2.3.4: The gluon content of the proton as "seen" in various deep inelastic (x, Q2) regimes.
The critical line, where gluon recombination becomes significant, occurs when W "l G(a,). W is
the ratio of the quadratic recombination term to the term linear in the gluon density which occur
on the right hand side of the evolution equation. The label GLR stands for Gribov-Lev}'Ryskin
evolution e<juation, which takes into account non linear effects such as shadowing and can be solved
as a perturbation series in the region where W < a,.

• Vector Dominance Model (VDM) [31]: Describes the fluctuation of real photons into a super-
position of vector mesons V with quantum numbers equal to the photon. rrhe photon may,
according to Heisenberg's uncertainty principle, be in such a state for a short time, defined by:

where the quantities X and Y depend on the reaction, whereas € and I) are related to the
pomeron and reggeon intercepts. For instance:

2k
t/=-2mv

where k is the photon energy in the proton rest frame and mv the mass of the vector meson.
Although this time period is short, it is long enough for a photon with HERA energies to travel
a distance which is many huudred times longer than the proton radius. As a result it has a
probability to fluctuate into a vector meson and interact with the proton via the strong force .

• Regge theory: In view of the vector dominauce model, R.egge theory can be used to describe
the yp interactions as an exchange of a trajectolY, Reggeon or Pomeron. It is based on the
analY:lis of the properties of the S scattering matrix and on the study of the location of its
singularities in the complex angular momentum plane [32] (a(t), t). This applies to a two body
interaction in the t-channel (a(t), being the angular momentum of the exchanged trajectory).

With the addition of the optical theorem, for a R.egge trajectory exchange, the total cross-
section of a twerbody scattering process in the high energy limit (8 -t 00) with t fixed, can be
approximated as:

€ = aJP(O) - 1 = 0.0808

I) = aiR (0) = -0.4525

To evaluate the total 7P cross-section, equation [2.21 is often rewritten in terms of the fraction of
(E - PII) of the incoming electron carried by the photon (y) rather than in terms of the froctiou
(E + PII) carried by the struck quark (x). Thus:

F1 (y, Q2), and FL(y, Q2) can now be replaced by the photon-proton cross-section CTT(W-yp , Q2) and
CTL(W'Yp, Q2) for transversely and longitudinally polarised photons,

xF1(x, Q2) = 4:2a ~2 CT:p'(W-yp, Q2), and FL(X, Q2) = 4:2a ~2 CTr'(W-yp, Q2)



- Inelastic difTractive scattering, which allows either the proton or the vector meson to
dissociate into final states of higher mass with the same quantum numbers as tbe incident
particles. In the reaction A +B -) X, (J~land O'~l describes the cross-section for single
dissociation of one of the scattering particles whereas (JdJ, stands for the case when both
particles dissociate into diffractive final state (Fig. 2.3.5-B).

Soft-non-dilfractive interactions, which are described as the scattering of a vector meson
and a proton with exchange of quantum numbers (Regge trajectory). This process is
characterised by the presence of a multi-particle final state. Its cross section O'minb is
small (Fig. 2.3.5-0) .

Equation [2.111 relates the electrcrproduction and photo-production cross-sections. For 'YP interac-
tions with almost real photons, VDM predicts:

Here, Iv is a probability function for the 'Y ~ V transition, c is the speed of light, O':p' (W1'P' Q2) is
the total cross-section for scattering of a transverseIYl1.0larised vector meson V = p,w, tP off a proton
at center of mass energy Wand {v = O'rp(W'l7')/O'rP(W'l7')' The valne of {v is expected to be in
the range 0 :-:;{v :-:;1, as longitndinally and transversely polarised hadrons may not have the same
cross-section [37}.

For very small values of Q2 « m~ '" 1 (GeV/c)2 the longitudinal component of the cross-section
can be neglected and integrating over Q2 from Q~in to Q~.x, where Q?n= is set by the ZEUS
geometrical acceptance for low angnlar scatter of electrons (Q~ax = 0.002 (GeV/c)2), and ignoring
any Q2 dependence of O':p', equation [2.11] becomes:

• I·Iard photo-production processes: In which high transverse momentum partons are present in
the final state, the 'YP scattering may be described via pertnrbative QED and QeD through
the following definitions:

dO';:t = ~O'~(y) . [1-/-(1 - y)2In(Q~.X) _ 2(1 - y) (1 _ Q~in)]
dy 27r Y Qmin y Qmax

- Direct 'YP interactions, where the photon interacts directly with a charged parton from
the proton. In this case all the photon momentnm x, is transferred in the interaction
(Fig. 2.3.6-A).

- Resolved 'YP interactions, where the interaction can be described as a twcrstep process
in which the photon first resolves into partons and then one of the parton pa.rticipates
in the hard interaction. Thus, the photon and the proton are parametrised via parton
density functions, describing the probability that the interacting partons of the photon
(or proton) has a longitudinal momentum fraction x'Y (or xp) (Fig. 2.3.6-B).

The meanings of direct and resolved 'YP interactions are well defined and they are separated by
appropriate cuts in the reconstruction of x'Y' So that for direct process:

x, = 1

duep
~ = O'~(Y) . I'Y(Y)dy

x, < 1

'rhe hard photcrproduction croslrsection can be written, in the framework of leading order
calcu lations as:

In equation [2.12J, the logarithmic term in 11'(Y) is the Weizacker-Williams approximation for low-Q2
ep scattering and the second is the contribution due to the finite electron mass which accounts for
'" 7% in the kinematical region of the ZEUS measurement.

'l'he 'YP interactions have been widely studied at HERA. Regarding their interaction mechanism,
they can be grouped in two classes: soft and hard photo-production processes. The following is a
short summary. For further reference see [38}, [39} and [40].

• Soft photo-production processes: Occur at low transverse momentum transfer, where the phcr
ton fluctuates into a vector meson (V) that is scattered off the proton. The nature of the Vp
interaction can be pictured as:

At I'lERA, in most e±p events the debris of the proton is emitted at very small forward angles and
escapes undetected down the beam pipe. It is, however, experimentally possible to gain access to
the very forward region for a class of events which contains a leading baryon in the final state .

- Quasi-elastic diffraction scattering with cross-section 0'.1... This process has a vector
meson and the proton in the final state (Fig. 2.3.5-A).

Leading baryons, and especially leading protons, are detected by placing low-angle detectors very
near to the beam pipe so that in conjunction with the bending magnets of the accelera.tor, they
provide a high precision spectrometer for fast forward going protons.4 The production <>fleading
protons yields a fraction of fully contained neutral current e±p events.

'Detajled description of the experimeutal setup to detect leading protous is given in chapter [4J.
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Figure 2.3.5: Soft photo-production subprocesses: (A) elastic difIractive, (B) diffractive proton,
pboton and double dissociation (C) non difIractive

Figure 2.3.6: Hard photo-production subprocesses: (A) direct ("(9 fusion and QCD compton) (B)
resolved (examples)



A complete QCD description of the e±p interaction should be able to correctly describe the observed
XL and t distribution of the leading proton. However, although the present theoretical status allows
us explain the generalities of the e±p reactions, there are processes which are not well explained
in the framework of QCD. Especially those processes which involve the production of a leading
particle. Hence, a detailed study of leading particle prod uction, in particular of the leading proton,
will provide the necessary measurable quantities to test the available models and provide a more
complete understanding of its production mechanism.

• 7r-exchange and /';. resonance: Processes that generate either a spectator proton (Fig. 2.4.1-B)
or a baryon resonance that then decays into a proton (Fig. 2.4.1-C).

In the first case, the spectator proton is generated by the fragmentation of the 7rp Fock state
of the physical proton (one-pion exchange mechanism). The flux factor is written a.s:

Among the processes expected to generate leading protons are soft and hard photo-production,
diffractive deep inelastic scattering, and also neutral and charged current interactions in general.

In the second case, the predominant contribution comes from the /';. -> p7r reaction mediated
by pion exchange. The flux factor for this process is:

In the following, two theoretical models, proposed to explain the leading proton prodnction at HERA
will be discussed in some detail

In either case, F~(I3, Q2) = F{(I3, Q2) represents the structure function of the pion. F~N and
F~Aare the form factors for the pion-nucleon and pion-resonance vertex .

•• Reggeon exchange: Processes mediated by reggeon exchange might produce leading protons.
The parametrisation of the reggeon flux is:

where R = ;;, is the ratio of the longitudinal and transverse cross-section for photon-proton scat-
tering.

In the framework of Regge phenomenology, exchange mechanisms are responsible for the leading
proton production. FJ4) under the factorisation assumption can be rewritten as:

is the form factor for the reggeon-proton vertex. Gm and BR is found to be 76 rob and 4
GeV-2. Although the reggeon structnre function is basically unknown from an experimental
point of view, some theoretical arguments suggest 13 and Q2 dependences at smaIl f3 values
similar to those of pion and pomemn structure functions.

where i represents the exchanged object, F~(I3, Q2) its structure function and fi(XL, t) its corre-
sponding flux factor.

The above mentioned theoretical model has been investigated in detail [41] and the prediction of the
contributions of the single process to the fraction of events with a leading proton are shown in table
2.4.1. This prediction will be compared with the data in chapter [8].According to a theoretical study done by N. N. Nikolaev and his colleagues [411, four dominant

processes would be responsible for the exchange mechanism to produce final state leading protons.
Fig. 2.4.1 shows these processes and a description of them follows:

• Pomeron exchange: This process would dominate at XL valnes close to unity and would be
strongly suppressed at smaller values of XL (Fig. 2.4.1-A). The flux factor for this process is
written as:

Exchange Pomeron 7[0 Resonance Reggeon
process exchange exchange t::.. deca.y exchange
Ra.tio RJPp = 1.2% R"op = 2% R"fl = 0.9% RJRp = 5%

Table 2.4.1: Predicted contribution of a single process to the fraction of events with a leading proton
in ep collisions at HERA

With: GJP(t) = Goexp(BJPt), being the pomeron form factoL". Go and BJP are calculated
from Regge analysis of hadronic diffractive scattering and found to be 21 mb and 3.8 Ge V-2
respectively
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where, Q2 is the virtuality of the photon and Ffv(x, Q2) is the structure function of the target N.
Here, H can represent any kind of hard process. The factorized form of equation [2.16] corresponds
to the fact that, as a result of the hardness of the collision, the final state is composed of two well
separated cluster of particles, one (denoted by X) originating from the target fragmentation and
from the evolution of the active parton and the other (denoted by H) coming from subsequent hard
interaction of the active parton with the lepton.

Figure 2.4.1: Processes contributing to the prod uction of leading protons according to Regge theory:
(A) pomeron exchange; (B)one-pion exchange; (C) delta resonance via one pion exchange; (D)
reggeon exchange

In the case of hedron-hadron collisions, the cross sections for A+B -. H +XA +XB (Fig. 2.4.2-B)
can be analogously factorized as:

2.4.2 The QeD Fracture functions

Fracture functions [42J have been introduced to extend the usual QCD improved parton description
of semi-inclusive deep inelastic process to the low transverse momentum region of phase space, where
the target fragmentation contribution becomes important.

As explained by L. Trentadue and G. Veneziano [42), [43J: experimental cross-sections can be com-
puted, in the framework of the QCD improved parton model, by convoluting some uncalculable, but
process independent, quantities with process-dependent, but calculable, elementary cross-sections.
This is the case of the structure functions, which are measured in deep inelastic lepton-hadron scat-
tering in some kinematical regime and then used to compute either the same process or a completely
new hard reaction at a different scale.

Equation [2.17] does not contain, under this factorization hypothesis, new uncalculable quantities
besides the ones measured in deep inelastic scattering.

which can be used to determine from the data the perturbatively uncalculable fragmentation func-
tion D;'(z, Q2). Thus, in this case, even processes with no initial hadron provide important non-
perturbative information.

For any given process, initiated by the hadrons A and B: A + B -. A' + B' + ..., it is possible to
write it in terms of a point like, partonic cross-section dO' convoluted with suitable defined structure
and fragmentation functions, F1 and Df' [43]. The cross-section written in the factorized form is:

According to the previous discussion, the general process of a general deep inelastic lepton nucleon
scattering, I+A -. I'+ h +H +X (Fig. 2.4.2-C), will receive contributions from two well separated
kinematical regions for the prod uced hadron:

dO'(Q2) = L:J dx,dxj ..dzk ..F1(Xi, Q2)F~(xj, Q2) ...da;r(Q2)Dt' (Zk, Q2) ...
k, ...

where dO';J"'(Q2) is the point like partonic cross-section. The universal structure and fragmentation
functions ~ (x, Q2) and D{ (z, Q2) obey the evolution equations:

For the first term, apart from the factor arising from the target structure function, no knowledge
other that the one on fragmentation functions D is needed [44]. The second term require a new
non-perturbative (but measurable) quantity, a fragmentation-structure or "fracture" function:

l1-Z dx i 2 i 2atarget= -MAf,(z,x;Q )ahard(x,Q)
ox'

where M~ ,,(z, X, Q2) represents the probability of finding the parton i in the hadron A with mo-
mentum fr~tion x while observing the hadron h in the inclusive final state with momentum fraction
z. 'fhis form implies a new factorization which will permit to describe the full target fragmentation
in terms of the single function M without separating the contributions of the active parton and
tbat of the spectators. l!\lrthermore, the factorized form in equation [2.19] implies that, once M

Under this formulation, the cross-section of a deep inelastic lepton hadron scattering, a(1 + N -.
I' + H + X) (Fig 2.4.2-A), in which no particular hadron is singled out in the hadronic final state
H + X, takes the form:



is measured in deep inelastic scattering no extra input is needeu in order to compute analogous
quantities in hadron-hadron collisions.
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The fracture function, M, measures the parton distribution of the object exchanged between the
target and the final hadron, without making any model about what that object actually is. In the
case of a leading baryon production iu which the momentum transfer, t, is measured, M~,I.(z, x, Q2)
is rewritten as M~,h(z, x, t, Q2), a t-dependent (extended) fracture function.

This formalism has been useu and applied to describe the leading bal.yon production at ZEUS by R.
Sassot and D. de Florian [45, 46). They concluded that this approach allows a unique perturbative
QCD description of difIractive and leading baryon phenomena without the usual assumptions about
approximate Regge factorization. The predicted results for leading proton production are presented
in chapter [8].
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Figure 2.4.2: Example of general processes for which experimental cross sections can be calculated
by convoluting some uncalculable, but process independent, quantities with process-dependent, but
calculable, elementary cross-sections: (A) Lepton-hadron deep inelastic scattering. (B) Hadron-
hadron deep inelastic scattering. (C) Lepton-hadron scatteriog and definition of target X and
current If hemispheres. Indicated is also (if produced) the leading baryon, h.



The Hadron Elektron Ring Anlage, HERA, located at the DESY (Deutsches Elektronen-Synchrotron)
laboratory in Hamburg is the first electron-proton collider in the world [471. It was designed to
study electron-proton interactions in a kinematic regime with center-of-mass energies one order of
magnitude larger than the values obtained in previous experiments. The beams of electrons and
protons were designed to achieve maximum energies of 30 GeV and 820 GeV respectively. This
results in a center-of mass energy of "fS = 314 GeV which is equivalent to a fixed target experiment
using ~ 52 Te V electrons.

The HERA tunnel has a circumference of 6.3 km and is situated 10 - 25 m underground, the plane
of the accelerator being tilted relative to the horizontal. Electrons and protons are guided in two
separate storage rings which cross each other in the two interaction points and are used for the
experiments ZEUS (South Hall) and H1 (North Hall). Two other experiments HERMES (East Hall)
and HERA B (West Hall) are also installed and placed in the electron and proton beam respectively.
HERMES is a polarised gas-jet internal target experiment devoted to measure the spin distributions
of quarks in the proton and neutron, while HERA B focuses its research on CP violation in the B
system using an internal (Cu-wire) target in the proton ring. A plan of the HERA ep-collider with
its pre-accelerator system and the injection scheme at DESY is shown in Fig. 3.1.1 and the main
parameters are listed in Table 3.1.1.

The initial 1994 period was with electrons but the beam current was limited because positively
charged dust particles from the electron beam getter pumps were attracted to the electron beam
causing excessively short beam lifetime. As a result the beam was switched to positrons which
repel the dust and thus most of the existing data was on e+p interactionsl. Fig. 3.1.2, shows the
luminosity delivered by HERA.

One of the features which distinguishes HERA from other conventional colliders, is the asymmet.ry
in beam energy. While the high momentum of the proton beam requires superconducting magnets,
the electrons are controlled with conventional magnets. The HERA proton ring consists of 422 main
dipoles delivering a bending field of up to 4.65 T and 244 main quadrupoles. Standard cells of 47 m
length combining 4 dipoles, 4 quadrupoles, 4 sextupoles and correction magnets are installed in the
arcs of the proton ring and are cooled down to 4.2 K.

The conventional electron ring consists of 456 main dipoles of up to 0.164 T and 605 main quadrupoles
grouped in 12 m long magnet modules which contain one dipole, one quadrupole, one or two sex-
tupoles and several correction dipoles. The bending magnets are C-magnets with the open side of
the magnet directed away from the proton beam.

The energy lost in case of sYnchrotron radiation is compensed by 500 MHz copper cavities installed
in the straight sections of HERA. In addition 16 superconducting 4-cell cavities with a field gradient
of 5 MV/m. are used to accelerate the electrons from 14 GeV (injection energy) to the maximum
energy of 27.5 GeV. Direct synchrotron radiation is a background source for the LPS [48] and thus,
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Hera parameters Nominal values 1994
.. Electron I Proton Positron I Proton

Beam energy (GeV) 30 I 820 27.5 820
Centre of mass energy (GeV) 314 300
Injection energy (GeV) 14 40 same
Circumference (m) 6336
Magnetic field (T) 0.165 4.65 same
Injection time (min) 15 20 45 60
Energy loss per turn (MeV) 127 1.4.10 -10 same
Luminosity (em :Ts ) 1.710 2.31030

Specific luminosity (em -2S -lmA -2) 3.91029 3.410~Y
Integrated luminosity (pb) 100 6.0
Bunch crossing time (ns) 96 96
Colliding bunches 210 153 + 15 153 + 17
Bunch crossing time ns 96 96
Average beam current (mA) 58 163 28 38
Horizontal beta function f3. 2 10 2 7
Horizontal spread O'x (mm) 0.30 0.27 0.27 0.18
Vertical beta function f3. 0.9 1 0.9 0.7
Vertical spread O'v (mm) 0.06 0.09 0.06 0.06
Longitudinal spread O'z (cro) 0.80 11 0.8 11
Total RF power .(MW) 1 13.2
RF frequency (MHz) 52.033/208.13 I 499.667 same same
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a longitudinal bunch compression of the proton bunch to have as short as possible an interaction
length. The effect of this is seen as a background source for the LPS, as sometimes an adjacent
unwanted radiofrequency bunch contains satellite protons which give unwanted events with iucorrect
leading proton momentum measurement unless special precautions are taken.

The HERA injection system is based on a chain of pre-accelerators including the ring accelerators
DESY and PETRA. Electrons are pre-accelerated in the linear accelerators LINAC I (220 MeV)
or LINAC II (450 MeV) followed by an acceleration up to 9.0 GeV in the DESY II synchrotron.
Then the electrons are transferred to PETJ1A where the energy is increased to 14 GeV after which
the electrons are injected into the I-IERA electron ring. The proton injection starts with negative
hydrogen ions (H-) from the 50 MeV proton LINAC. After the two electrons have been stripped
off, the protons are accelerated via DESY III and PETRA to 7.5 GeV and 40 GeV, respectively,
which is the injection energy for the HERA proton ring.

The electrons and protons are stored in separate bunches with a distance of 28.8 171 between two
successive bunches. This distance corresponds to a bunch crossing time of 96 ns. In order to achieve
an adequate luminosity each ring can be filled with up to 210 bunches of particles in the total 820
bunches. A group of buckets is always kept to allow the beams to be steered onto a beam dump
in a controlled way, a fast kicker magnet being switched on as the group of bnckets. The empty
bunches used for electrons and protons do not completely overlap, and so some of them are used for
measuring background of the beam-gas type. They also proved to be invaluable for synchronising
the spectrometer signals with the rest of the ZEUS components as the time of fIight of protons down
the spectrometer and the cable delay of the signals corresponds to eight beam crossing intervals.

The ZEUS detector [49] shown in Fig. 3.2.2 is a large multipurpose detector designed to study the
wide spectrum of HERA physics observed in electron-proton scattering. The asymmetry of the beam
energies before the collision translates into a boost (, = 2.82) of the final state particles into the
direction of the incident protou, thus defining the asymmetric layout of ZEUS. The ZEUS coordinate
system is shown in Fig. 3.2.1. The +z-axes goes in the direction of the incoming proton; +x-axes
towards the centre of HERA but horizontal so that it is 5.8 mrad above the plane of HERA; +y-axes
perpendicular to the x-z plane. Table 3.2.1, gives a quick reference of the mnemonics used for the
detector components.

ZEUS surrounds the interaction region with tracking devices (VXD, CTD, RTD, FDET, TRD)
that operate in the strong field of a surrounding solenoid magnet [50) and measure the momenta of
charged particles. The next detector shell consists of calorimeters to measure the total energy of
outgoing particles (RCAL, FCAL, BCAL). Furthermore, backing calorimeters interleave detectors
between layers of the return yoke to improve the calorimeter resolution by measuring the leakage of
hadronic showers (BAC). At the perimeter of the detector additional chambers detect muons (FMU,
BMU, RMU) that penetrate the calorimeters and the yoke. To give a clear muon signal they are in
coincidence with similar chambers just inside the yoke. At low scattered angles with respect to the



Component Mnemonics
Vertex detector VXD
Central tt'acking detector CTD
Forward tracking detector FDET
Rear tracking detector RrD
'fransition radiation detector TRD
Small rear tracking detector SRTD
Forward muon detector FMUON ,FMUI
Barrel muon detector BMUO, BMUI
Rear muon detector RMUO, HMUI
Rear Calorimeter RCAL
Forward calorimeter FCAL
Barrel calorimeter BCAL
Backing calorimeter BAC
Luminosity monitor LUMI-E, LUMI-G
Beam pipe calorimeter BPC
Leading Proton Spectrometer LPS
Forward neutron spectrometer FNC
C5 counter & Veto wall -

electron and the proton beam, scattered electrons, protons and neutrons are registered by low angle
tagging devices (LUMI-E, BPC, LPS, FNC). Finally, tbe HERA beam properties such as luminosity
and background rate are monitored (LUMI-G, C5 counter and Veto wall).

3.2.1 Detector components

In this section, the components used for tbe analysis of leading proton production are described.
These components are tbe inner tracking chambers (VXD, CTD and SRTD), tbe high-resolution
calorimeter (FCAL, BCAL and RCAL), the luminosity monitor (LUMI-E and LUMI-G) and the
components for background suppression (C5 counter and Veto wall).

The Vertex Detector (VXD)

The main purpose of the vertex detector is the detection of short-lived particles which give rise to
secondary vertices, and the improvement oftbe vertex determination after combining its information
with the central tracking detector.

It is a high precision cylindrical drift chamber that surrounds the beam pipe wbich consists of 3000
drift wires, 1560 field wires and 1440 sense wires parallel to the beam axis. It is divided into 120 cells
which surround the beam pipe axis, each cell contains 12 sense wires with 1590 mm length parallel
to the beam axis. The chamber is filled with dimethylether (DME) with a trace of oxygen to attain
a slow drift velocity (5IJm/ns) for the electrons which allows a spatial resolution of 35/,m for the
detection of charged particles. 'I'he vertex detector has an inner radius of 8.8 cm and an outer radius
of 16.2 cm and covers the angular region between 8.60 and 1650 with respect to the beam axis.



The central tracking detector is used to reconstruct tracks of charged particles at polar angles from
15° to 164°. It is a cylindrical drift chamber with nine sets of wires called super-layers, each with
eight planes of sense wires constructed in a cylindrical shape. The detector is 2.41 m long and has
an inner/outer radius of 16.2/85.0 cm. Fig. 3.2.3 shows one octant of the wire layout. The odd
numbered superlayers have wires parallel to the beam axis while the even ones are tilted (in azimuth)
by small stereo angles of approximately ±5° to allow a three dimensional reconstruction of tracks.
The design resolution in the r - t/> plane is about 100-200" depending on the polar angle () and is 1.0-
1.4 mm in the z direction. The momentum resolution at 90 degrees is ap/p =0.OO21p[GeV) E9 0.0029.
This is relevant for the overall trigger, reconstruction accuracy and for providing reconstructed p
particles which were used for the LPS calibration. The minimum penetration for adequate track
definition is usually considered to be three superlayers. This is particularly important when trying
to reconstruct the maximum number of elastic p events for calibrating the LPS.

shown in the figure. SRTD hit information is used in conj unction with that from the OTD for track
reconstruction. The SRTD is also used to reject background by providing a fast timing measurement
to the trigger, complementing the rejection provided by the 05 and vetowall counters.

Figure 3.2.4: A schematic of the SRTD showing the orientation of the scintillator strips in the two
orthogonal planes. The dimensions of the detector and a typical strip are also shown. The beam-pipe
is accommodated in the central hole.

In practice, the most important types of calorimeters are the homogeneous and the sampling calorime-
ters. Homogeneous calorimeters are made of a material that simultaneously absorbs the particle
energy and transfers a small fraction of the energy into a measurable signal. Sampling calorimeters
are made of alternating passive and active layers where the active layers produce a measurable signal
(scintillating light or ionization charge) while the shower is mainly developed in the heavy (high Z)
material of the passive layer.

The Small Angle Rear Tracking Detector (SRTD)

For a precise measurement of the scattered electron energy and angle, for moderate Q2 events in
low-x DIS, additional tracking is needed to improve the calorimeter reconstruction in regions close
to the rear beam pipe hole and to enhance the performance of the other inner tracking detectors in
this region.

The high resolution ZEUS calorimeter [521, [53J is a compensating sampling calorimeter with equal
response to electrons and hadrons (e/h = 1) using absorher plates of depleted uranium (DU) and
plastic scintillator layers for the active plates. The depleted uranium plates have the composition
of 98.1 % U231, 1.7 % Nb and less than 0.2 % U235• The optical readout is performed via plastic
wavelength shifters, lightguides and photomultipliers. In order to obtain equal calorimeter response
to electrons (photons) and hadrons, 3.3 mm thick uranium plates corresponding to one radiation
length alternate with 2.6 mm thick scintillator plates.

The Small angle Rear Tracking Detector (SRTD) is a scintillator strip detector of dimensions 68
cm by 68 cm located at the face of the ROAL (z =-148 cm) around the beam pipe hole [51]. In
this region inactive material (cables, flanges, etc.) causes particles to shower and lose energy before
reaching the calorimeter. The additional information provided by the SRTD can be used to correct
for these losses. FIG. 3.2.4 shows a schematic of the detector layout. Charged particles are detected
by two planes of orthogonally arranged (x,y) strips with a 1 em pitch which provide position and
pulse height information via photo-multiplier readout. Each plane is divided into four q uadrauts as

• hermeticity over the entire solid angle (99.7 % of the laboratory solid angle is covered),

• nominal energy resolution for hadrons and jets of a(E)/E = 35%/VE E9 2%,



The ZEUS calorimeter completely surrounds the solenoid and the inner tracking detectors as shown
in Fig. 3.2.5. It is divided into three parts: the forward calorimeter (FCAL), the barrel calorimeter
(BCAL) and the rear calorimeter (RCAL). Each part of the calorimeter cover polar angles from (J=
2.20 to (J= 36.7",0= 36.70 to (J= 129.10 and 0= 128.1° to 0= 176.5°, respectively.

The three calorimeter components are structured similarly and are subdivided longitudinally into
an electromagnetic calorimeter (FEMC, BEMC, REM C) with a depth of ~ 25 Xo equivalent to one
interaction length >., which is sufficient to fully contain the electromagnetic showers, and a hadronic
calorimeter (HAC). In FCAL and BCAL the HAC sections are divided into two subsections HAC1
and HAC2, while the RCAL has only one HAC section.

The whole calorimeter has a modular structur.'e. The FCAL and RCAL calorimeters consist, each
one, of 24 modules, which follow the same construction principles, as shown in Fig. 3.2.6 where an
isometric view of FCAL module is presented. The FCAL and RCAL modules have the same width
of 20 cm and have a heigbt varying from 2.2 m to 4.6 m so that roughly a cylindrical structure with
a radius of ~ 2.3 m can be built. The deptb varies from 7.1 >. in tbe central region to 5.6 >. for the
outer horizontal regions. The centre module of the FCAL and the RCAL calorimeter are split into
a separate upper and lower module. The horizontal segmentation is determined by the width of tbe
modules.

FCAL(7.1~)
HAC1,2 - U, J.U

total Q.Ctiw:: depth l.~m

I
BCAL( •. U)

HAC1'" - :U, :z.1~
1.08m

Layooa&or the ZEUS U •..t..Qil1.lt\ Scintilla-tot' C..Iorlmctecj peAL =0 Forwa«t
C.Jotimdu. DeAL _ CQ1tn.l C.uonmeicr. ReAL Go Real' Ca19J'Unetcr,
£Me &AdHAC _ dectroUlllSDt:tic and h.dcowc: RctiolU.

The transverse segmentation depends on the height of tbe scintillators and the wavelength shifters
which collect the scintillator light. Each longitudinal section (EMC, HAC1, HAC2) is read out on
both sides by independent wavelength shifters. For FOAL the segmentation of the EMC sections
is 5 x 20 em, and for RCAL 10 x 20 cm. Tbese sections are called EMC towers. The hadronic
towers of FCAL and RCAL have a segmentation of 20 x 20 cm. Fig. 3.2.5 sbows a front view of
FCAL, as seen from the interaction point, assembled from the 24 modules and the same front view
including the transverse segmentation of the FOAL. In addition Fig. 3.2.5 presents a cross section
of tbe calorimeter along tbe beam pipe and tbe three calorimeter components FCAL, SCAL and
RCAL witb tbeir longitudinal segmentation.

1.110

"'"'''r'''''
Tbe optica.l readout combined with pbotomultipliers enables tbe performance of a fast readout
processing which allows tbe determination of the arrival times of incoming particles at the nan<r
second level. This feature is used to discriminate background events when an incoming particle in
a bunch showers into the calorimeter modules on the incident side of the interaction region, such as
in a beam-gas interaction.

The calibration of the calorimeter is performed using several redundant tools, which are described
in reference [53). The main calibration source is the use of the natural uranium radi<ractivity, the
s<rcalled uranium noise (UNO), which produces a low background current in the photomultipliers.
The integrated signal of the UNO provides a stable diagnostic tool for monitoring and calibration
of the high resolution calorimeter.

Figure 3.2.5: Layout of the high resolution calorimeter and two front views of the FCAL. Top:
vertical section; bottom left: end view showing the module (mechanical) arrangement; bottom right:
showing the tower arrangcment (optical readout segmentation).



The Luminosity monitor (LUMI-E, LUMI-G)

The measurement of the luminosity at ZEUS is based on the Bethe-IIeitler Bremsstrahlu ng process
ep -> e' JYY. This process has a clean experimental signature, which is the coincidence of a final state
electron and a photon at small angles with respect to the electroll direction and with an energy sum
E., + E-y= E•. The final state electron and photon produced at very small angles are measured in
electromagnetic calorimeters of the luminosity monitor positioned at z = -33 m (LUMI-E) and z =
-100 m (LUMI-G) of the central detector. A layout of the luminosity monitor is given in Fig. 3.2.7.
Final state electrons with energies lower than the beam energy are deflected by dipole (BH) magnets,
pass through an exit window and hit the electron tagger, while the Bremsstrahlung photons leave
the beam pipe at z = -92 m immediately before the LUMI-G detector.
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To identify electrons inside jets and to improve the position resolution of showers an additional
device called RES (hadron electron separator) is built into the calorimeter. It consists of a plane
of silicon diode arraya, each diode having an active surface of 3cm by 3cm. The plane is inserted
at 3.3 Xv in the RCAL. The insertion of RES planes in FCAL and BCAL are forseen at 6.3 Xv
and 3.3 Xv, respectively. At this depth the narrow electromagnetic showers reach their maximum
and therefore give rise to large signals in the HES diodes. Radronic showers, however, are much
wider and generally reach their maximum at greater depths. The signal in the RES resemhles more
a signal from minimum ionising particles.

(m)
I

90 100 110

Figure 3.2.7: The layout of the electron and photon branches of the ZEUS luminosity monitor. The
labels e-det and ,-det correspond to LUMI-E and LUMI-G monitors.

The C5 is made of two lead-scintillator sandwich counters and is situated at a position z=-3.15m
which is just behind the RCAL. This counter is used to measure the timing and longitudinal spread
of the proton and electron bunches and to register halo particles outside the beam pipe.

Studies from the first running in Summer 1992 154],[55], showed that the background in the photon
calorimeter is negligible due to proton halo and other sources and the coincidence between the
electron and the photon calorimeters is not required for the identification of the Bethe-Reitler process.
Therefore, the luminosity can be obtained without using the electron calorimeter from a measnrement
of II.p(E/h), the rate of ep-Bremsstrahlung photons above an energy threshold E/h = 5 GeV,
and O"ep OCC(E/,'), the corresponding Bremsstrahlung cross section calculated from the Bethe-Heitler
formula [56] and corrected for detector acceptance and resolution. Hence, the luminosity is calculated
using the following formula:

The Vetowall detector consists of an iron wall located about z = -7.5 m from the interaction point
near the tunnel exit and two scintillator layers, before and after the wall. The Vetowall serves firstly
as an absorber to protect the detector against upstream interactions produced by beam halo and off
momentum protons striking the proton beam elements. Secondly it serves as a detector for charge
particles which pass through the iron wall and hit the scintillator counters. If these particles arrive
in coincidence with the proton beam bunch the position of the passing particles is estimated and
this information can be used to reject beam-gas ind uced events.



The luminosity monitor also allows the tagging of photoproduction events by a signal from the elec-
tron tagger combined with the absence of an energetic photon measured with the photon tagger. For
photoproduetion, the electron tagger covers the Q2 range from 4.10-8 (GeVjc)2 to 2.10-2 (GeVjc)2.
In this thesis, events will be referred to as photoproductio1t events if the energy of the scattered elec-
tron is in the range 5 GeV < E., < 25 GeV and the energy of the photou tagger is below 0.5 GeV.

4 The Leading Proton Spectrometer (LPS)

'rhe LPS is a single-arm spectrometer formed by placing detector stations at suitable positions
along the first 90 m of the outgoing proton beam. Since the stations had to fit into the beam-line
wherever possible and because the acceptance was restricted by the lOa profile of the beam and by
the vacuum chamber limits, the spectrometer was designed with six stations so as to piece together
a reasonable acceptance. Thus, the number of stations and their positiollS were chosen to cover as
much as possible of the scattered proton phase space within the limits of practicability and finance.

The spectrometer has an overall r.m.s. momentum resolution of 0.4% at 820 GeV and can achieve
0.16% in selected regions of phase space. Since the stations had to fit into the beam-line wherever
possible, the geometric acceptance is very dependent; on the values of the longitudinal and transverse
momentum. To give a general idea in words, one can average over azimuth and over transverse
momentum assuming a typical t-distribution and quote a mean acceptance of ~30% at intermediate
momenta and ~3% at 820 GeV.

The coordinate system used by the LPS follows the ZEUS convention that +z, the proton beam line
is drawn to the left, 11 is normal to the plane of HERA and x points to the centre of HERA. Fig.
4.1.1 shows how the coordinate systems of HERA, ZEUS and the LPS relate to each other.
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Figure 4.2.1: Optics of the leading proton spectrometer and the proton beam line. Sl, S2 and S3
are horizontally moving mono stations while S4 and S6 are vertically moving double stations.

Figs. 4.2.1 and 4.2.2 show the optics and beam-line drawings. The beam-line starts with a set of weak
quadrupole magnets which focus the electron beam. Their effect on the proton beam is red uced by a
factor f- ~0.03 but should nevertheless be taken into account. Then follow two electron horizontal
bending" magnets BH which sweep the electron beam away from the proton beam. When the protons
arrive at the station Sl, the net effect of these weak magnets is a deflection of ~ 1mm.

Immediately after Sl, a current septum magnet B8 deflects the proton beam to the right and this
deflection is then increased by three magnetic-septum half quadrupoles QS after which is placed 82.
Station 83 is then placed after the next, conventional, quadrupole QR42. At this point along the
beam, 820 GeV protons have been deflected horizontally by a distance of 15.8 mm. This indicates the
dispersion in this first, horizontally-bending section of the spectrometer and should be compared with
the r.m.s. position resolution in the detectors of about 25J.Lm to appreciate the possible momentum
resolution.

Following 83 there is a horizontal left-bending magnet BT47 which returns the proton beam parallel
to its initial direction at the interaction point. Another three conventional quadrupoles complete
the focusing system of the straight section.

Figure 4.2.2: View of the LPS Geometry as drawn by GEANT. The lower half of it is drawn from
just after the interaction point at z = 0 m to z = 50 m and the upper half is drawn from z = 45 m
to z = 90 m. Both plan view and elevation are shown. The plan view is drawn to scale, but
in the elevation, the vertical dimension is expanded to show more detail. The magnet labels are
identification types and numbers. The detector stations are labelled Sl to S6. The horizontal scale
is in metres from the interaction point.

The final section of the spectrometer consists of the three stations 84 to S6 with 5.8 mradian-total
vertical bending magnets, BU, between them. Nominally, the first three stations are designed to
handle low momenta while the last three stations are designed to handle high momenta but in fact
the first three stations do contribute significantly to the high momentum acceptance.

Beam position monitors (not shown) are located near 83 and S4, in addition to the vertical orbit-
correcting magnets BZ and BY. Fig. 4.2.1 also shows the lOa profilcs of the beam relative to the
nominal beam line in the horizontal and vertical planes. Numerical values of the lOa horizontal and



Station SI S2 S3 S4 S5 S6
10<7",(mm) 7.0 14.0 18.5 27.5 19.4 15.0
10<7. (mm) 19.6 24.5 20.9 7.6 3.5 5.0

Detector shapes are matched to these profiles which limit the closeness of the detectors to the beam
line. Hence the acceptance at 820 GeV is given by those protons which can squeeze between the
10<7profiles and the walls of the vacuum chamber. At lower energies, however, protons which are
produced at low PT and are inside the angular spread or the beam can be detected because the
bending magnets sweep them away from the beam.
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• As mentioned above, the spectrometer uses the HERA straight section beam optics near to
the interaction point at ZEUS. In order to increase acceptance, close adaptation to the optical
properties of the beam was necessary and as a result the detectors needed to be shaped.
Fig. 4.3.1 shows how critical the acceptance can be. It shows the acceptance contours in the
transverse momentum plane and the dependence on azimuth which results from the varying
beam optics and vacuum aperture limitations. Fig. 4.3.1 a) and b) shows the plot under most
favolJ.rable and least favourable beam conditions at XL = 0.8. In poor beam conditions, the
detectors had to be placed further from the beam, so resulting in red uced acceptance.

• The detectors and associated front-end electronics had to be placed close to the beam, and thus
had to be radiation hard. Radiation doses accumulate during beam filling, beam tests, stable
beam operation and uncontrolled beam loss. The radiation is composed of neutrons from p-
beam losses, synchrotron radiation in the HERA tunnel, back-scattered synchrotron radiation,
and from charged particles produced by p-beam gas interactions and by halo from off-momenta
scattered protons in the beam elements. It is estimated that the total dose of ionising radiation
willl>e less than 10 KGy per year during stable running and machine development. This dose
was r~duced by an order of magnitude by designing the detector system to be near the beam
only during very clean beam conditions and parking it more than 30 cm away from the beam
durinj; unfavourable conditions.

• Kinematic variables XL and Pt, of the leading proton need to be reconstructed as accurately
as possible. They depend on the reconstruction of the position and the detectors need to have
a very good resolution measurement for charged particles.

Figure 4.3.1: Geometrical acceptance in the transverse momentum plane: (a) Best case and (b) less
favourable case at XL = 0.8

• to resolve ambiguities in the reconstruction of charged particles. These ambiguities may come
from detector and electronic noise, photon hits and extra hits from multiple tracks in a given
event.

• to have a very strong suppression of photon background per pot

• to have redundancy (i.e. to measure the xy coordinate of the track more than once in a single
pot) so as to improve accuracy and to insure against data loss due to failure of planes when
there are long time periods between access and service periods.

Double-sided detectors were considered but not used because of the high synchrotron radiation
environ)llent. If double sided detectors were used, a synchrotron radiation photon which leaves a
signal in only one plane would be readout in two coordinates.

There are also smaller trigger planes which can select protons with greater than 0.95 of the beam
energy. Detailed information about the LPS detectors can be found in [571, [581 and [59]. Table
4.3.1 shows some relevant parameters of these detectors.

Each detector is mounted on a multi-layer hybrid Printed Circuit Board (PCB) which is also used
to hold the front end electronics and the cooling system. Fig. 4.3.2 shows a basic front-end element
for a single plane.

The choice made was to use single sided n-doped high resistivity silicon material with p-type micro-
strip implantations which have orientations of 0° and ±45° relative to the pot axis, that is perpen-
dicular to tlJe beam. A set of six detector planes per pot are used, two 0°, two +45° and two _45°.
These parti~ular strip orientations and the number of planes per pot were chosen for the following
reasons:

IThe detectors use by the LPS were manufactured by Micron Semiconductor, Camberra and Eurosys, formerly
Interiechnique

To be able to withdraw the detectors to about 500 mrn, away from the beam so as to red uce the
effects of radiation damage to the detectors and electronics during the beam filling and manipulations
together with the need to have the front-end electronics velY near to the detectors, a modification



Properties Detector type
Strip orientation ± 45° 0° trigger
Pitch (J1-) 115jV'2 115 750
Strip width (J1-) 20 20 20
Depletion voltage (V) 40 - 60 80
Bias voltage (V) ~60 I ~60 ~60
Capacitance~ (pF / ern) ~1. 4±1
Leakage current (nA) ~3. ::;3

case. Fig. 4.4.2 shows a picture of a vertically mounted system with detector and shielded cable
bundle supported on a vertical arm which ends in a carriage moving along the vertical guide on the
right. The detector packet is just clear of the mouth of the pot, some 500 mm above the !beam. Fig.
4.4.3 is a labelled line-drawing of a horizontally mounted pot system, which has a somewhat different
design. Again the hybrid, support hand and arm mounted on the small carriage to the right are
drawn retracted from the beam on the horizontal guide. A limited vertical adjustment is provided hy
a wedge and guide system. In the S4 station where the in/out movement is vertical, the transverse
movement is obtained by displacing the whole mechanical structure plus vacuum system.To balance
the atmospheric force on the pot and bellows, there is a constant tension spring system [60], with
two springs, a force summing system in the triangular frame and a system of levers to apply the
force to the pot entrance flange.

of the Roman Pot technique developed at CERN was used. This technique keeps the detectors at
atmospheric pressure and maintains the vacuum properties inside the proton beam pipe.

CODLING
PIPES

At its end nearest to the beam, the pot is shaped around the detector cutout so that both can
fit snugly against the beam profile. Thin windows, 0.4 mm thick are let into the upstream and
downstream sides of the pots to reduce multiple scattering. The pots themselves can be positioued
nearer or further from the beam and also have limited lateral movement to search for the closest
position to the beam. The vacuum is sealed by welded-plate bellows which permit the pot movements
and finally support mechanics are precision machined to move and position both the pots and
detectors.

COOL ING PILLAR
FROM PIPE
TO HYBRID

INNER
PDT VALL

Fig. 4.4.1 shows the end view of a pot, seen from the end which is close to the beam. The closely
packed structure indicates how little space have been available between magnet elements in the worst
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Fig. 4.5.1 shows a simplified block diagram of the data acquisition system. Data from the strips is
amplified and shaped in the Bipolar amplifier-comparator chip (TEKZ) [611, [621then is: passed to
the Digital Time Slice Chip (DTSC) [631where each signal (1bit) is pipelined for 64 beam crossing
periods. During this time, data in all the ZEUS components is being processed, using: pipelined
decision-making logic, to provide a general first level trigger (FLT). Up to this point, there is zero
dead-time3• Following this level, different ZEUS components handle the data in different. ways and
some dead-time can occur. In the LPS a double series of buffers has been implemented to allow
serial readout through 100m of cable and still have negligible dead-time. A detailed description of
the different level triggers at ZEUS will be given in chapter [5].

Figure 4.3.2: Plan view of a detector plane and support board with indications of the chip and
component layout and the cooling systems



The first sequence of buffers is a 32-1evel buffer on the DTSC which buffers the serial readout
operation which is enabled for each event soon after the FLT signal. Data is received by a readout
controller module (ROC) which decodes the serial signals and stores them in the second port of the
double buffer, implemented in memory in the ROC, at which point some of the data can be used for
second level trigger decisions.

A second level trigger (SLT) , based on software decisions from all ZEUS components is sent to
the LPS local read-out processor (FIG) which organises picking up the correct event from the SRC
buffer, formatting it and transmitting the data to a dual port memory from which it is picked up as
needed by an event builder process and may be used in third level trigger (TLT) decisions.

As explained earlier, the detector planes are mounted and bonded to multi-layer hybrid PCBs which
support the front-end electronics. Each channel consists of an analog amplifier and comparator
chip4 (TEKZ) and of a digital chip pipeline and event buffering5 (DTSC). Fig. 4.6.1 shows a block
diagram of the LPS front-end.

Figure 4.4.2; Photograph of a vertically moving pot showing the support and guide system, detector
packet and pot opening. The detector packet is shown withdrawn from the pot into a safe position
ready for beam filling. The beam pipe passes out of the picture "at the top of the picture".

The design requirements include high rate capability (the time between two bunch crossings in HERA
is 96 nsec), high channel density, low noise, low power consumption and high radiation resistance,
all calling for specialised VLSI technology. The LPS readout has zero dead-time loss.

The analog chip (TEKZ) consists essentially of an amplifier followed by a I-bit. analog to digit.al
converter comparator. Each chip has 64 input channels, each oue being 72 fLm wide and separated

'Designed aL the University of Santa-Cruz California (USCC) and fabricated by Tektronix
'Also designed at USCC and realized by UTMC, California
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by a grounded line connected to the substrate at regular intervals to minimise CroBBtalk. A test
input is provided for each channel, and for test pulses amplifiers are grouped into 4 sets of 16, each
channel being coupled to the input through a 40 ff capacitor. The amplifier shaping time is r = 25
ns and the overall gain is about 150 mV IfC. The signal-t(}-noise ratio for a minimum ionising pulse
is about 20:1 with a 10 pf input capacitance and the dissipated power is less than 2.5 mW Ichannel.
The outputs are pulses of about 40 ns width and 800 mV amplitude, they are written into the DTSC
pipeline at the machine clock frequency (MCLK = 96 ns). The comparator threshold level is set
externally and is common throughout a plane.

The digital chip (DTSC) performs pipelining and buffering of the data flow output line drivers. It
was designed and realised in radiation hard CMOS technology and the power consumption is about
2 mW per channel at lOMHz. The chip has a 64-stage pipeline and a 32-stage buffer. The length
of the pipeline is determined by the time required by the Global First Level Trigger from ZEUS
(GFLT) to take its decision as well as by the time needed by the signals to travel across t be system.
The storage time in the pipeline is 64 x 96 ns = 6.144 IJosec.

The TEKZ and DTSC are bonded together and handle 64 strip strip channels each. In order to
match the detector sizes one detector plane requires from 11 (704 strips) to 16 (1024 strips) chip
sets. The PCB on which the front-end electronics are mounted serves in addition as ad istribution
network of detector and electronic power lines including noise suppression filters. The chips are
glued and bonded directly on the PCB with thermally conductive electrically insulating glue.

The signals from the LPS front-end electronics are interfaced with the ZEUS Data Acquisition
System, through VMEbus modules using a FIG processor as master. An overall picture of the
Readout system is shown in Fig. 4.7.1.

The Readout Controller
The signals responsible [or managing the [ront-end buffers are driven by the LPS Read-Out Controller



(ROC) [64). This VMEbus module is linked to the GFLT of ZEUS. The ROC output is then fanned
out to the different stations through the Fast-Fan-Out VMEbus modules. The ROC thus interfaces
between the GFLT, the VMEbus readout process and the front-end. [t contains a section of memory
organised like a copy of the front-end digital chips so as to associate flags and trigger information
with each beam crossing just as if it were part of the detector data.

transfered and then operate autonomously until that event transfer is completed. One SRC serves
one pot and is interfaced with the VMEbus and the VME Sub-system Bus (VSB).

In order to reduce cabling, the data transfer is multiplexed in such a way that for each pot, 4 signals
(4 strips) are received in the SRC memory at a time. The SRC is equipped with a zero-suppressor,
in such a way that only 4-strip groups containing at least one hit in the group are recorded in the
memory. One 16-bit data word then encodes the 4-strip pattern and the address of this pattern
within a pot.

Total transfer time is less than 300 J.LSec for the complete spectrometer. As the ZEUS design GFLT
accept rate is nominally 1 KHz, up to 700 J.LSec are then available for LPS Level 2 calculations, but
this extra available time Buctuates depending on the state of the on-chip buffer .• record in the "copy" front-end buffers the GFLT information. This buffer map has one entry

for each level-one accept crossing

- L1 trigger number (0 ... 255)

- bunch crossing number (0 ... 219)

- L1 ambiguity (0... 3)

- empty-p empty-e Bags (2 bits)

- read-out type (5 bits)

- activity state of the SRCs at the moment when the bunch for this event passed the
detector

• Programmable Logic Devices (PLD): the sequence in which the DTSCs are read out is fully
software programmable. It can accept or exclude any DTSC from the list. It is even possible
to include the same DTSC several times per readout. These features are useful in the case of
a faulty DTSC. In addition the programming permits one to label a subset of DTSCs which
define a restricted detector region contributing to the LPS Level 2 trigger.

• Two dual port RAMs where the zero-suppressed data are stored. Each RAM is dedicated to
3 detector planes (section A and section B) and acts as a buffer while waiting for the SLT
decision. They are accessible from VSB in order to avoid VMEbus overload .

• In the case of an alternative operating mode, the L2-driven mode, where data remain in the
front-end buffer until the second level trigger decision, manage the pointers of the 32 stage
Level 2 buffer located in the DTSC in response to the Level 2 accept signal (this mode has not
been used).

• A control register encoding the state of the zero-suppression. Timeout may occur in case of
chip malfunction. In this case the serial transfer is stopped. Overrun occurs if one of the RAM
becomes full during a transfer. The transfer is then stopped for this section. The error Bags
are monitored by the LPS slow control.

• Auxiliary location (64 words per section) where a copy of the data contributing to a Level 2
decision is stored.

The ROC may operate in a "stand-alone" mode, independently from the GFLT. This feature is
important for debugging purposes and for LPS detector studies.

The Fast Fan-Outs
The control signals produced by the ROC are fanned out to the different stations where they must
arrive with a phase error less than ±lOns. For practical reasons cable delays to the front-end are
not accurately adjusted to meet this requirement. This is done by programmable delay modules:
the Fast Fan Outs (FFOs) [651. In addition the FFOs serve to fan out the control signals. This
allows an adjustment of the delays by steps of one clock cycle over a range of eight beam crossings
as well as the fine steps of ±10 ns. Delay programming is done from the VMEbus as part of the
slow control which is programmed in a MVME 147 processor running under OS9.

The SRCs have facilities to generate pseudo-random data. This is useful for software debugging,
as the front-end electronics is not involved in such a process and the hit pattern is known. At the
end of the serial transfer, a VMEbus interrupt is generated by the SRC. The SRCs can be chained
together in a manner such that only one of them interrupts the readout processor wheu all SRCs
have terminated the transfer.

One FFO manages the six planes in one pot but 2 independent channels are provided in order to
control separately each of the two sets of 3 planes (U,V, Y) to allow delay curves and efficiency
measurements. 'fhe whole spectrometer thus needs nine FFOs6.

The addressing of the front-end and the zero-suppression are pipelined in the sense that the following
chip is addressed while data from previous strips are being zero-suppressed. Due to the long cables
(1 J.LSecround trip time) this is essential to obtain maximum readout speed.

The Serial Readout Controllers
The data transfer between the front-end and tbe VMEbus environment is managed by the Serial
Readout Controllers (SRCs) [66J. Tbey are triggered by the ROC when the next event can be

The fact that the detector is mounted in the same support 8S its front-end electronics with up to
seven such systems in a small pot with no convection cooling, required the construction of a special
printed circuit board (PCB) to keep the junction temperatures produced by the front-end chips as
low as possible and to reduce the electronic noise. As explained in section 14.61, every front end
cell produces a dissipation power of about 0.47 Watts per centimetre square along the edge of the

•As explained in section [4.2), the LPS is composed of six stations. The first three stations (81->82) are mono-pots
and the and the second three (84->86) double pots. The whole spectrometer is then composed of nine pots, each one
housing a package of six silicon detector planes.
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board. Dark current in the detector depends strongly on the operating temperature, changing by
a factor of about nine for a 25°C change in lemperature7. As a result, the operating temperature
has a very strong influence on the useful life of the detector. This is due to the fact that we expect
the limit of the detector's working life to be set by noise levels which are decreased by lowering
the temperature. In addition, noise levels will increase with radiation damage because of the extra
energy levels created in the detector. Therefore to compensate for decreases in signal collection time
the opel'ating voltage has to be increased.

To achieve this cooling, a special multi-layer hybrid PCB was designed [67], [68] and constructed. It
consists of interleaved layers of epoxy-fibre, copper and invar. Thermal dissipation is maximised by
using thermal vias connected to an external cooling water pipe. In order to enhance the heat transfer
flux, thin copper plates are located at the back of the PCB. Fig. 4.8.1 shows a two-dimensional model
used in the design of the cooling system which con-esponds to a side view of the PCB together with
the isothermal lines computed using the program poisson [691. Fig. 4.8.2 shows a detail of the
layer structure which is built with a symmetric layer structure to avoid distortion witb change in
temperature. The ratios of copper and invar are chosen to match the board's coefficient of thermal
expansion to that of the silicon wafer. The resultant structure has anisotropic thermal conductivity
that is high along the plane but low transverse to the plane, which is why the thermal vias exist.
These vias extend through the board, making contact with the metal planes and are internally plated
so that the metal support pillars can more easily conduct the heat to the cooling tubes.

For a row of chips producing 0.47 Watts per square centimetre of board, this cooling system allows to
keep the board temperature below the chips down to within 10°0 of the temperature of the cooling
water.

On a prototype board, measurements were made to check the calculated temperature differences.
A rectangullU' copper tube threaded by heating resistors was cemented to the board to simulate
the chips. Water was fed through the cooling tubes by gravity and its temperature was measured.
Platinum resistance thermometers were glued to the board adjacent to the heat source and tempera-
ture differences were measured until stable conditions were established. The measured temperature
difference between water and heat source was 8.0°C compared with the calcnlated value of 10.08°0.

The validity of our calculations is also supported by direct measurements using heat probes installed
in the PCB. The average temperature of the board near the chips is ~35°C which, complU'ed with
the water temperature at ~23°C, gives a temperature diITerence of ~12°C.

Since the apparatus and about 80% of the electronics are placed in the HERA tunnel, a remote
monitoring [70] (Slow Control) system has been developed and implemented .

• the LPS equipment computer, which consists of a Motorola 68030 processor (MVME 147)
managed under 089 operating system, installed in a VMEbus crate .

• the LPS component computer which in turn is a micro Vax (LPSVXD) running VMS operating
system.

TThis value can be derived from the formula which permits evaluate the thermal current in a diode due to thennal
excitation
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Both equipment and component computers are connected through Ethernet. Among the features of
the remote monitoring are:

OJIlnvar
plates

• Detector positioning: A very important and delicate task to place the detectors as close as
possible to the lOa p-beam profile.The nominal p-beam zero position changes from run to run
and needs to be considered as well as the fact that the lOa p-beam profile gi'ows in time due
to the beam emittance.

• fl'ont end electronic monitoring: Dedicated to monitor the input and threshold voltages of the
TEKZ and DTSCs as well M to monitor the temperature. Due to the high channel density to
be monitored and the fact that no real time meMurement is necessary, a multiplexing technique
to read the signals has been implemented.

• BiM supplies: To supply the necessary voltage to deplete the Si detectors. Bias voltage
values are programmable, controlled by Digital Analog Converters (DACs) in a VMEbus and
monitored by Analog Digital Converters (ADCs). Bias values ranges from 30 to 170 Volts
depending of the silicon detector manufacture.

• Timing: To synchronise the ZEUS-LPS data acquisition system interface, adjust the timing of
the fast signals on the pipeline inputs and to establish the beam crossing syochronisatioo.

• Radiation monitoring: Life time of the detectors and front-end electronics is narrowly bound
to the accumulated dose. This is monitored by using small Si-pin diodes located at eight
different places along the spectrometer.

• Slow control alarms: If any of the above monitoring systems detects a failure, it sends an
alarm signal to the ZEUS Slow Control Manager. An alarUl signal may be a warning or a fault
message depending of the nature of the alarm. Slow control alarms are also software-coded
aud may give information regarding the precise location of the faulty element.

Figure 4.8.1: Isothermal lines computed for a full size prototype of the multi-layer hybrid PCB and
the temperatures calculated at the places where the front-end chips and copper plates are located



• A CERN-LAA Research & Development agreement, which was meant to develop new leading
proton detectors, capable of operating in a high radiation dose by having retractable detec-
tors and purely mechanical, radiation hard force compensation and position monitoring. For
financial reasons the two stations 85 and 86, former SPS roman pots, were recuperated and
modified to match the HERA optics while 84 was entirely designed and built from scratch.

Pot Type Installed Read Readout Comments
planes planes Channels

x - - -

84up u 2 2 2048
v 2 1 1024
x - - -

84voWN u 2 2 2048 Plane 4. 1 DTSC dead
v 2 2 1984
x - - -

85up u 2 2 1856 Plane 2, lDTSC dead
v 2 1 1920
x 2 2 1152

85vOWN u 2 1 960 1 dead plane (30/09/94)
v 2 2/1 1920/960
x - - -

86up u 2 2 1472 half of a plane is dead
v 2 2 1920
x 2 1/2 448/896 Plane 1 recovered (30/08/94)

86vOWN u 2 2 1856 Plane 2, 1 DTSC dead
v 2 2 1920

g__;_:__m_;_~_~6_7: _

All these features are performed by dedicated tasks running on the MVME147 processor. Pro-
grammable commands are sent from LPSVXD and data are returned across Ethernet by the means
of OS9 and VMS socket interface. Commands and data can also be directly handled with some
dedicated user interface programs on 089.

During the 1994 data taking period only three stations (84->86) were installed. Their choice and
place for installation resulted from the following considerations:

• Space and beam-optics restrictions as well as acceptance and resolution studies in the straight
section of the HERA tunnel indicated placing the 85 and 86 stations at distances of z = 83 m
and z =90 m.

• Between 84 and 85 there is a dipole bending magnet (BU), which, used together with 84,
85 and 86 provides a momentum measurement of a charge particle passing through them
independently of the first part of the beam optics where the track went through. Two stations
were considered, but for this a direct measurement of the interaction vertex was needed.

I Total

• Positions had to be convenient for optical alignment of the spectrometer. Accelerator survey
methods use the tops of the magnets for reference and only vertically mounted pots can be
measured in this way. Even so, the survey accuracy could not match the intrinsic resolution
of the system, and other methods had to be used for greater precision.

Table 4.10.1: Spectrometer configuration in the 1994 data taking. The labels UP and DOWN refers
to the up and down parts of the double LP8 stations.

The above mentioned choices turned out to be essential for alignment, because reconstructed tracks
of 820 Ge V diffracted protons in 84 - BU - 85 - 86 were used to align this set of stations and the
preceding part of the spectrometer relative to each other, as will be explained in section [4.12]

halves of the station are treated as one candidate. Finally, all hits belonging to a candidate (up to
ten for tracks crossing the two halves, up to six otherwise) are used in a fit to find the transverse
coordinates of the track at the value of Z corresponding to the centre of the station. Tbe spatial
resolution of these coordinates is about 30 I,m. Fig. 4.11.1 shows the position of the reconstructed
coordinates in the stations S4, 85 and S6 for a typical run.

Thns this configuration was sufficient to acquire data for physics analysis. Table 4.10.1 gives a
description of the installed planes in a given pot.

Due to the beam optics in which the spectrometer is placed, the momentum of charge particles iB
measured for two classes of events: those which are detected in all three stations and tbose which
are detected in only two stations. Fig.4.11.2 illustrates the momentum measurement.

In the simple case, 4.11.2 a, of the three stations S4, 85 and 86 recording tracks, the deflection in the
dipole magnet gives a direct momentum measurement, P = ~. However, for the case when only
two stations 8i and 8j are hit, a 2-station method had to be developed and this is the key to being
able to build up a viable acceptance for the spectrometer. In a given projection, e.g. horizontal, the
position of a proton at station i is given by:

The reconstruction of leading protons by the LPS occurs in stages, proceeding from individual hits in
a detector plane to full tracks in the whole spectrometer [71J. Noisy and malfunctioning channels are
masked out and clusters of adjacent hit strips are searched for in each detector plane. Most clusters
are one strip wide only, but in general ~ 25% of the clusters have more than one strip. Track
segments are then found independently in each detector assembly. As a first step, matching clusters
in the two planes with the same strip orientation are combined. Candidate local track segments are
then found by combining pairs of clusters belonging to different projections. When a pair of such
clusters intersects within the region covered by the sensitive area of the detectors, a corresponding
cluster in the remaining projection is searched for. In order to reduce the number of candidates,
local track segments that transverse the overlap region of the detectors in the upper and the lower

where the mi and bi are known functions of XL depending on the magnet strengths and geometries
and XQ and x~ are the trajectory position and direction at the nominal vertex at z = O. To illustrate
this method, we can assume the approximate transverse position of the interaction point, Xo = O.
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Figure 4.11.2: The two methods used for measuring momentum: a) using three stations; b) using
two stations

In practice, the small errors introduced by this assumption are corrected. Then, by measuring the
track positions in stations i and j, setting Xo = 0 and eliminating x~ one obtains the equation

Xi - bW(XL) _ Xj - bjO(XL)

mil (XL) - mjl(XL)

Since the m and b coefficients are known functions of XL the solution for XL can be conveniently
found using a look-up table method. Similarly, in the v-plane an independent estimate of XL can be
found and the two can be combined. Once XL is determined, the equations are re-arranged to solve
for Xo and y~ to give the transverse momentu m.

In the chosen spectrometer design, the contributions to the momentum resolution fTom the size of
the interaction region, from the detector resolution and from multiple scattering in the detectors
and pot windows are all comparable.

When stations 84, 85 and 86 are all hit, an unambiguous momentum measurement is made in the
vertical plane while in the horizoutal plane straight-line tracks must be found. However, for certain
pairs of stations in the two-station method there can be double solutions which are resolved by
comparing the solutions in the two projections. Fig.4.11.3 shows typical problem cases. In the left-
hand figure, one set of lines (near vertical) are lines of constant XL in one region of XL and tbe other
set belong to a different region of XL. The point shown bas two solutions, found by interpolating in
directions (1) and (2) as indicatcd, and both of them are accurate as indicated by the widely spaced
lines.Figure 4.11.1: Positions of the reconstructed track impact points in S4, S5 and S6. For each plot the

origin of the reference frame coincides with tbe position of tbe nominal proton beam at the value
of Z corres ponding to the centre of the station. Tbe continuous lines approximately indicate the
sensitive region of the detector planes.

The situation shown in the right hand figure also occurs in certain rcgions. Thc lines of constant
XL form an envelope which separates a permitted region from a forbidden region. Tracks near
thc boundary, (3), have larger errors and some special care is taken when, for example, multiple
scattering throws a track into the forbidden region. Fig.4.11.4 shows in greater detail the lines of
constant XL and the scatter of hits before any event selection, calibration or alignment has been



carried out. After the alignment, the envelope of the lines becomes the outer boundary of the denser
band of points.
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The first attempt to align the LP8 stations was done using a careful geometrical survey of the detector
installation. It was supplemented by a dedicated alignment technique composed of a collimated HeNe
laser source - zone plate - CCD optical system used to check the stability of a survey over a period
of a year. The laser technique was shown to give a relative alignment of external reference points Oil

the 84, 85 and 86 stations with a precision of 10 p.m [72]. It was used to define a straight line which,
together with the measurements of the positions of the detectors relative to the optical system,
completed the information needed to define a straight line in terms of detector strip addresses.
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• 'l'he surveyers measure the coordinates of the elements (fiducials) of the laser system at each
station. The laser alignment method compares the results of the survey at 86 with the ex-
trapolation of the 84-85 survey measurements to 86 using the laser beam. This then gives an
internal consistency check of the surveyers measurements. The differences observed are shown
in table 4.12.1.

Figure 4.11.3: The two-pot method of reconstruction. The LP8 reconstruction generates a grid of
lines of constant XL in a lookup table. (a) Most tracks (large dot) produce hits that fall between
these lines. In this case, XL solutions are determined by extrapolating between adjacent neighbouring
lines (1)(2). (b) For hits that fall in the forbidden region, the nearest line (dark line) is chosen as
the XL solution (3). The XL lines drawn here are for illustration and are not actual solutions.

Year X6 extrapolated Y6 extrapolated
1993 -0.039 mm 0.084 mm
1995 -0.270 mm -0.0251 mm

Table 4.12.1: Differences found,using the laser alignment, of the surveyers measurements at station
86.
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• The transfer from these fiducials down to the detector supports was made by a survey in the
laboratory, with about 0.05 mm precision.

8ince these errors, 0.14 mm on the 84-85 extrapolation to 86 are about a factor of 2.5 greater
than the intrinsic detector resolution, it was important to develop an auto-calibration method using
physical tracks and events.

Photoprod uction of elastic po offers a powerful tool for aligning the LP8 with respect to the ZEU8
main system. In this class of events, ep -t e'p' pO, the kinematics can be expressed by the following
formulation:

where mp is the mass of the po meson, PT is the transverse momentum of the leading proton and W
is the centre of mass energy of the iP system. At the very low values of Q2 involved (~ 0.02 GeV1),
1 - XL ~ 10-4 Fig 4.12.1 shows the diagram of such a process.

Figure 4.11.4: Correlation plot of vertical positions in 84 and 85 with lines of constant XL calculated
before alignment was made

In this class of events, the fraction of the longitudinal momentum carried by the leading proton
XL, can be determined a priori with a resolution better than that of the spectrometer itself. Pur-
thermore, as the transverse momentum carried by the scattered electron is negligible relative to the
reconstruction errors, the transverse momentum carried by the leading proton should, on average,
be equal and opposite to the transverse momentum of the l meson for an on-axis beam particle.
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In terms of the LPS, for fixed values of XL these events will form a correlation line between the
transverse hit positions at any of two stations along the spectrometer. Fig. 4.12.2 shows this
correlation in hit positions between pairs of pots in both the horizontal and vertical views. The
strong concentration of points around the emphasised line in each correlation plot is the diffractive
signal. After some cuts are made on the events this provides a very clean line at XL = 1.0.

The transverse momentum calibration is made relative to tbe central tracking detector of ZEUS
using the diffractively produced pO mesons. Their transverse momentum is plotted as a fundion of
the position of the proton track in the LPS detectors. This calibrates both the transverse scale and
also the offset, as shown in Fig. 4.12.3.

The use of these events permits the longitudinal momentum (PL) calibration of the LPS with a
resolution of up to D.PL/PL = ±8 X 10-4 and transverse momentum (PT) resolution well within the
spread of the incident beam emittance [731.

The calibration studies were first carried out with data from one of the last runs in the year 1993
when tbe LPS was in a test period and then implemented as a part of the alignment procedure for
the 1994 data taking. A detailed analysis of the alignment of the LPS, as reported in reference [74]
is performed in the following steps:

1. Use the survey to give the pot and detector positions at known motor settings and allow
approximate reconstruction.

2. Take all tracks, from a single long run, which cross three stations. Rough reconstruction gives
the direction of the track at a station with sufficient accuracy to align the planes in one pot
relative to two reference planes (u + v) in that pot. A fitting procedure is used to find the
orientations and displacements of all strips relative to the strips in the two reference planes.

At this point. the position of any track as it crosses the centre of the pot can be reconstructed
in the coordinate system defined by the two reference planes.

3. Use tracks which cross the regions where the upper and lower pots at a given station overlap
and fit the position and orientation of tbe lower pot relative to the upper pot.

Figure 4.12.2: Horizontal, X, and vertical, Y, correlations between track positions in two pairs of
stations. Lines are for the correlations between the x or y coordinates seen in two pots for tracks
from the nominal vertex. Each line is a fixed value of XL. from 0.5 to 2.0 in a) and b) and from 0.6
to 1.5 in c) and d). The darker line is for XL = 1 and the lines rotate clockwise as Xl, increases. The
small dots are events and the large dots are the points on the fixed XL lines where Px or Py is zero.
DilIractive physics shows up as the large fraction of events clustered near XL = 1.



4. 'rake dilfractive events (pO) with coincidence in stations 84up, 85up and 86uP. 8ince the vertical
bending angle in the dipole between 84 and 85 is accurately known and the bending angle in
the horizontal plane is zero, a fitting procedure is used to determine the orientations (rotations
about the beam direction) of two stations relative to the third. Then, by rotating tracks
reconstructed in 85 and 86, extrapolating them to 84 and comparing with the observed position
84, 84 is aligned to 85 and 86.

Then any track crossing 84, 85 and 86 can be reconstructed to give the track momentum and,
M it enters 84, its position and direction relative to the 84, 85 and 86 system.

5. Now all the reconstructed tracks in (84, 85, 86) are taken and extrapolated back down the beam
line to z = O. The position and orientation of the overall 84-85-86 system is varied so M to
obtain the smallest r.m.s spread of the vertex position in the horizontal and vertical directions,
checking that there is no systematic variation in the reconstructed transverse position with the
reconstructed momentum.

At this point, the momentum, vertex position and vertex direction of any track can be recon-
structed.

6. Use the transverse momentum of the l reconstructed in the ZEU8 central tracking detector
to form the vector:

2 4
S4u x(cm)

p.,(beam) = p.,(po) + p., (lead ing proton)

pv(beam) = Pv(po) + Pv (lead ing proton)

Hence, find the mean transverse momentum of the beam (its tilt multiplied by 820 GeV) and
its spread in transverse momentum. This quantity is determined run-by-run.

At this point, the longitudinal momentum and the transverse momentum relative to the mean
beam direction can be measured for each event with an 84-8i>-86 coincidence. Furi:hermore,
to improve acceptance the mean vertex position can be used together with the hit positions in
any two stations to reconstruct a track.

0.5 1
S4u y(cm)

Fig.4.13.1 shows the extrapolation accuracy when the track positions at stations 85 and 86 are used
to predict the position at station 84 and the result is compared with the observed position at 84.
The single station resolution is a factor 1.7 narrower than the distribution which is shown, indicating
that an effective position resolution of 35"m under data taking conditions can be achieved. There
is an asymmetry in the y distribution because there is vertical bending between 84 and 85 and a
lower momentum tail to the XL = 1 peak of mainly diffractive events.

Figure 4.12.3: Horizontal and vertical correlations between the transverse momentum of the recon-
structed pO and the position of the proton in the detector in one pot, 84 UP for a particular run
(9783) during 1994 data taking. The shaded bands are the 2<7limits used to select data for fitting.

Fig.4.13.2 shows the accuracy with which tracks can be extrapolated back to the interaction vertex.
'fracks reconstructed in stations 84·85·86 have been extrapolated back to z = 0 and the distributions
of the resultant transverse positions measured. The Lm.S of the distributions measures 630"m
horizontally and 100"m vertically.

Fig.4.13.3 conveys the result of reconstructing the p events after applying the calibration results. It
indicates an overall transverse momentum resolution of 38 Me V horizontally and 94 Me V vertically.
These widths are mainly due to the transverse momentum spread inherent in the beam. The s.d.
of the reconstructed XL distribution was 0.3%. It is not Gaussian because the combined e/fect of
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bending an d focusing produces a dispersion which varies across the detectors. The data near XL = 1
is concentrated in two regions one on either side of the detector cutout, so the observed distribution
is the sum of two distributions with different widths.

400 +
~ /II 300

~
~ 200

,;=.
100 ..<'

-2.0 -1.0 0.0

500

g;j 400

a

! 300

~ 200

100

Figure 4.13.4: Nominal geometrical acceptance (%) in the (x/,pt) plane for the full six station
spectrometer
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Fig.4.13.4 shows the nominal acceptance map for the full spectrometer. In practice, during the
analysis, accelerator conditions require that the detectors are further from the beam than the nominal
position so that a given analysis necessitates a series of modified acceptance maps. 5 The ZEUS Data Acquisition System and

Event Selection

.[ :1..0

~ The components of the ZEUS detector correspond to a total of about 250,000 electronie channels.
For each interaction, they generate an event data record of about 100 kB in size. The HERA beams
cross at a rate of 10.4 MHz or once every 96 ns. At the design luminosity about 1% of these crossings
(several hundred kHz) will produce a signal in ZEUS. If every event were read out, this w<>uldrequire
an archiving bandwidth of 10 GB/s. This rate can neither be stored on tape nor analysed afterwards,
by means of present storage technology.

Run 9590 ~9700
Run 9700 • 9800

Run Sl>800- 9860

R.un 9880 - 9927

Run 10018 - 10:150

The high background rate arises from proton beam interactions with the residual gas in the beam pipe
and with the wall of the beam pipe in the 70m straight section of HERA in the path of tb:e incoming
proton beam prior the interaction at ZEUS. In contrast, photo-production produces 0(100) Hz and
deep inelastic scattering 0(5) Hz. To achieve this, the ZEUS Data Acquisition System (DAQ) [75]
employs three levels of triggering, as illustrated in Fig. 5.1.1. The design of each level is determined
by the decision time available. The first Level Trigger (FLT) must handle an input rate of several
hundred kHz and must red uce this to about 600 Hz. The Second Level 'I'tigger (SLT) must red uce
the output from the FLT to about 100 Hz within a few ms. The Third Level trigger (TLT) must
reduce the 100 Hz rate from the SLT to about 5 Hz.

Figure 4.14.1: Efficiency as a function of plane number. For many planes data from all the runs
coincide and have 100% efficiency. The lower efficiency planes correspond to S6 where the bias
voltage was particularly low with respect to the others. These efficiencies derived from real data
were included in MOZART, the program that simulates the ZEUS detector.

It is indispensable that the trigger system performs without dead-time. Dead-time refers to a period
of time during which the readout is inactive. The FLT operates at the clock rate of HERA and is
without dead-time. It is pipe lined, that is, every fundamental individual step in the decision making
process must be completed and the answer passed to the next step within a time of Nx(9Sns), where
N is the lengthl of the pipeline. In addition, analog and digital information for the second level
trigger is pipelined. However, at the SLT dead-time can occur when the component analog signals
are digitised while during this time no new data can be stored. An added complication is the fact
that several components do not receive their signals until several beam-crossings after an interaction
has taken place.

Silicon detector efficiency was calculated using a tracking algorithm. One plane at a time was selected
to determine the efficiency and was not considered by the tracking routine. Tracks were then fit,
and a x2 was required to be acceptable with at least 16 detectors planes hit. This requirement limits
the tracks mostly to three station tracks with XL ~ 1. For these tracks, the expected hit location
was extrapolated to the silicon detector under test, and a hit Wll8 required within few strips. If no
hits was found, the bad channel list was examined to see if within 2 strips there was a bad channel
(typically 1% of the strips were either stuck high or dead).

Finally, the number of observed hits is divided by the number of expected hits (after suppressing
hits through bad channels) to obtain the efficiency. The efficiency Il8 a function of a plane number
is shown in Fig. 4.14.1, where the runs have been divided into five run periods. Plane 40 was
operational for the first two periods, but had a digital failure during the third and was switched off
during the last two periods. These efficiencies derived from real data were included in MOZART
the program that simulates the ZEUS detector. '

The solution of the problem of dead-time and delayed signals is a data pipeline First In First Out
(FIFO), in which data is entered every clock cycle of 96 ns. The length of the pipeline is chosen so
that the slowest component can process its data. Signal propagation delays due to cabli ng are also
taken into account. Finally, sufficient time must be allotted for the local and global processors to
analyse an event.

The FLT consists of local component processors, mostly custom built hardware whol*l decisions
are sent to a Global FIRST Level Trigger (GFLT). The FLT is used to reject online, part of the

'The length of the pipeline at tbe FLT is 5 IJoS (Fig. 5.1.1).
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background from beam-gas, halo and cosmic ray events, reducing the event counting rates down to
1 KHz.

Due to the very short time period between two successive ep collisions at HERA, the GFLT allows
26 clock cycles for the local FLT components to evaluate their data and send a result to the GFLT.
Within another 20 clock cycles the GFLT must provide an event decision based on these data.
Allowing for delays in signal propagation, this requires that the component data pipelines must be
58 clock cycles or 5J.'s or greater in length (the LPS uses 6.14 .,s). If the event input rate to the
GFLT is higher than its internal CPU rate, the events are lost and the time iu which the GFLT is
inactive is also called dead-time.

In the 1994 data taking configuration the event input rate at the Second Level 'lligger was between
120 - 180 Hz with a dead-time of up to 1%. The components participatiug in the FVr decision were
the uranium calorimeter, central tracking detector, the muon chambers, the luminosity monitors
and the background counters (C5 and the Veto Wall). The LPS trigger system for high XL events,
based on small trigger detectors in the pots and a hardware matrix coincidence between hit strips
in various pots was still under construction at this time.

The SLT has available to it a decision time of a few ms, and therefore it can be implemented on
programmable processors. 'llansputer2 networks are used by some components, others use digital
signal proccssorchips, and components with little to add at the SLTstage may just say 'yes'. Iterative
algorithms can be executed on these processors. For example, the CAL-SLT utilises an algorithm to
search for clusters, which are adjacent energy deposits in the calorimeter. 'rhese clusters can be used
to identify the primary scattered electron in an ep collision. The CAL-SVr also calculates global

• energy sums, using the data from calorimeter cells.

Background rejection at the SLT [76] is performed using timing information from the calorimeter.
Particles originating from an ep collision at the nominal interaction point and travelling near the
speed of light are defined to arrive at time t=O at the faces of the calorimeter. In contrast, events
originating in the proton path before it.s arrival to the detector produce earlier signals in RCAL, at
t~-10ns.

Cosmic-ray induced events are rejected based on the difference between the upper and lower BeAL
calorimeter time. These events enter at the top of the ZEUS detector due to their cosmic origin,
and are vetoed if the measured time:



The analysis presented here uses two different classes of ep events, each one defined in a veLy different
kinematic region. 'l'hese event classes are:Another source of background signals are spark events. A spark occurs when a calorimeter phototube

at high voltage discharges to ground because insufficient clearance was left in the PMT assembly.
An event is identified as a spark by the SLT if the event has only one PMT signal with energy above
2GeV and there are no other PMT signals with energy above 200 MeV.

• Photo-production (PHP): ep scattering at very small values of the electron four momentum
transfer (Q2 ~0.02 (GeV/c)2). The scattered electron escapes down the beam pipe undetected
by the Uranium calorimeter. However, in most of the cases it is detected by a specia.l calorime-
ter (LUMI-E) placed at z=-33 m from the interaction point of ZEUS. Since the scattered
electron is detected by the LUMI-E, this class of events is also called tagged photo-production
events which were collected using the Photo-prod uction trigger

The SLT also uses data from the LUMI to detect scattered electrons from photo-production and
photons from radiative events.

The Global Second Level Trigger (GSLT) combines data from the component SLT processors, and
forms a trigger decision. The trigger decision is based on a set of physics filters. These are algorithms
designed to select specific physics processes, and are modelled on the Third level Trigger filters. If
an event passes one of the GSLT filters it is accepted.

• Neutral current Deep Inelastic Scattering (DIS): ep scattering at large values of the electron
four-momentum transfer (Q2 >2.0 (GeV/c?). A typical signature ofthis event is an isolated
electromagnetic cluster in the calorimeter belonging to the scattered electron and a jet of
hadrons which are the remnants of the materialisation process when a quark from the proton
has received the four-momentum transfer.

Once an event has been accepted by the GSLT, the data from the various components are assembled
into a complete event by the Event Builder (EVB) for transmission to the third level trigger (TLT).
Data is transferred over EVB transputer links into a 512 KB triple-ported memory (TPM) in a two
transputer (2TP) module. The EVB has six such modules in total. Each component formats the
data according to the ADAMO [77] protocol, which is a tabular data format. The ADAMO tables
from each component are combined into one data record in the 2TP mod nle for access by the Third
Level Trigger.

Photo-production events were collected using the tagged photo-production trigger which requires
the coincidence of signals in the main calorimeter and the LUMI electron tagger. Due to the large
luminosities delivered by HERA, the rate of these photo-production events was too high and thus
needed to be prescaled at different stages of the trigger logic as shown in Fig. 5.6.1.

All the tagged photo-production data come from one FLT slot (slot nr 36) requiring the coincidence
of the LUMI-E subtrigger with the REMC or REMCth subtriggers. The LUM1-E subtrigger was
activated in cases in which the energy deposited in the LUMI electron calorimeter exceeded 5 GeV.
The REMC subtrigger required that the energy deposited in any of the towers of the ReAL EMC
section, excluding the towers immediately adjacent to the beam pipe, to be more than 464 MeV.
Iu the REMCth subtrigger the energy from all the RCAL EMC towers (including the beam pipe
region) of at least 464 MeV was summed and compared to the threshold of 1250 MeV. Additionally,
to reduce the contamination from p-gas background already at the first triggering level, the events
with a background hit in the C5 counter were rejected. In order to decrease the rate of tagged
photo-production snbtrigger, only every second event was accepted by the FLT (prescale 2).

At the SLT the tagged photo-production event stream was further cleaned from the background (as
described in section [5.3]) and some parts of the event sample were further prescaled. The events
from the tagged photo-production FLT slot were processed by physics filters and assigned to one of
the streams shown in Fig. 5.6.1, listed as follows:

Tbe TLT is the first level to have access to the complete raw event data, which allows the exploitation
of the global quantities of an event. In principle, any off-line selection can be performed at the TLT,
limited only by CPU time. The TLT provides sufficient processing power to execute iterative off-line
algorithms and therefore a simplified version of the Zeus Physics Reconstruction (ZEPHYR.) program
is executed. Therefore it allows the further suppression of the background contamination using more
refined cuts (like muon finder algorithms to reject events due to cosmic or beam gas muons) and
the application of more complicated filtering (electron identification and jet reconstruction) to select
only the desired type of events. Several MIPS3 of computing power are used in each each of the
parallel event processors.

• Stream 1:
A particular set of events are selected and classified as background from Bremsstrahlung and
electron pilot bunch events. This selection requires ODe of the following conditions to be
satisfied:

- 10 GeV < Eel < 19 GeV, which corresponds to events in the highly populated central
band in Fig. 5.6.2.

- Ee, + E-y > 23 GeV, which are identified as Bremsstrahlung.

- event belonging to an e-pilot bunch

Only the events belonging to the second category and a limited fraction of the third category are
transferred and archived in tapes.
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Figure 5.6.2: Correlation plot of the electron (Ee,) and photon (E-y) energies as measured in the
LUMI-E and LUMI-G calorimeters of the luminosity monitor

Eel and E-y correspond to the energy measurements carried out with the LUMI-E and LUMI-G
calorimeters for the scattered electron and the Bremsstrahlung /. These events were assigned
with a prescale factor 2.

• Stream 2:
All tagged photo-production triggers were accepted following prescaling by a factor 8.

• Stream 6:
Selects diffractive candidates characterised by a small energy deposit in the FCAL, and re-
quiring the total longitudinal momentum of the event observed in the ZEUS calorimeter to
be:

5.6.2 Deep Inelastic Scattering trigger

Neutral current OIS events are selected by a logic OR of a subset of FLT filter bits which correspond
to an energy threshold in CAL sections and isolated energy deposits in combination with vetoes from
C5, the Veto Wall and SRTD. The physics filter associated with this selection is called DISFF. It
imposes a minimum activity in the calorimeter associated with a OIS events .

for events which pass DISFF or which have a deposited transverse energy in CAL, Et > 25 GeV.
This cut indicates a reconstructed scattered electron in the calorimeter with a possible initial state
photon with energy E-y detected in the photon calorimeter of the luminosity monitor.

At the TLT level the preselection of the neutral current OIS data sample is organised in 5 trigger
slots as follows:

At the TLT, the various physics filters applied to the tagged photo-production events are assigned
the four trigger bits shown in the diagram in Fig. 5.6.1. The first three TLT bits, SPP02, SPP03
and SPP04 do not apply further selection to data, but the SPP15 bit selects diffractive candidates
requiring a calorimeter transverse energy greater than 5 Gev. .

The different prescale factors applied at each stage were adjusted to optimise the usage of the
eventrtape storage.

- GSLT filter DISFF selection

- (E - pz)wtol + 2·E-y > 24 GeV
electron found with any of the standard electron finder algorithms with energies:

Ee' > 4 GeV



- absence of a cosmic muon in the event

- reduction of the contributions from photo-production events, where the scattered electron
leaves CAL undetected by applying the following cuts:

E;otal > 40 Ge V

• DIS05: Same as DIS01 but without the electron requirement

• DIS06: Same as DISOI but without the (E - P.)tota! requirement

The spark rejection algorithm recalculates the energy sums in the FLT trigger regions excluding
cells with high energy imbalance. If the recalculated energy falls below a certain threshold the event
is rejected. Beam halo muon rejection searches for anomalous structures such as many consecutive
BCAL towers with energy depositions but no tracks in the CTD.

• DIS07: GSLT filter DISSF selection with:

(E - V.)total > 20 GeV

The cut in the reconstructed electron energy5 ensures high efficiency and purity for the electron
finding algorithms. A correctly reconstructed scattered electron is very effective in removing photo-
production events. The cut in YJB removes events with low Bjorken-y that would move to low
Bjorken-x if the double angle method were used and therefore improves the resolution in the mea,-
surement of Bjorken-x.

The standard algorithms used at ZEUS to identify electrons are called ELEC5, LOCAL, EXOTIC
and SINISTRA whereas the algorithm ISITAMU is used to identify muons. All those algorithms
are available in PHANTOM, a ZEUS software library for physics analysis.

Before the data are available for further analysis, all events stored on the event-tape storage are "re-
constructed" with the ZEus PHYsics Reconstruction program (ZEPHYR). This program is divided
into three logical phases.

• Phase 1:
Corrects the raw data using the detector calibration constants operative at the time the data
was taken and the responses of the different components are reconstructed, e.g. energy deposits
in CAL or tracks in the CTD.

• Phase 2:
The Phase 1 data are used and combined in order to reconstruct more complex objects, such
as energy clusters in CAL.

• DST:
The data are subject to a set of physics filters using Phase 1 and Phase 2 information as well
as the online trigger bits set by the GFLT, GSLT and TLT. The output of these physics filters
is included in the data set of the reconstructed event and allows an easy access to the events
of interest later in the individual analysis.

The PHP events used here are based on event classification by the DST bits 49, 50, 51 and 62 and
corresponds to the direct outputs of the four TL'l' bits 2, 3, 4 and 15. See Fig. 5.6.1.

The DIS events used here are based on event classification by the DST bit 21 which select the events
accord ing to the and of the following conditions:

'JB refers to the Jacquet - Blondel Method described in section [2.2J
'The met bods used lor identilying electrolls were described in section [2.2J



- Reconstructed kinematic variables using the double-angle method! with tbe following
restrictions:

6 The Leading Protons at HERA 35 CeV < (E - P.)total < 60 CeV

E., 2: 8 CeV

y < 0.95

45 CeV < W < 225 CeV

As explained in section 12.31, ep collisions can be classified regarding the hard ness of their interactions,
wbich are rela.ted to the electron four momentum transfer (Q2). Usually, at HERA, following these
classification criteria, the events are grouped as photo-production (PHP) , if Q2 :s; 0.02 (GeV jc)2 and
deep inelastic scattering (DIS) if Q2 2: 2 (Ce V jc)2. In those events only a small fraction contains a
leading proton.

- Additional restrictions were required in the reconstruction of y and Q2 if tbey were re-
constructed using the Jacquet-Blondel and direct electron identification method2, respec-
tively. These resLrictions are relevant to the energy resolution measurement in the central
calorimeter and were set as follows:

In addition to the prescriptions applied to select the PHP and DIS data, some other refinements
have been carried out prior to the search for leading protons in our sample. In the following sections,
a detailed explanation of tbe selection of Lhe final sample in PHP and DIS data is presented. In
po.rticular, special attention is paid to the PHP sample which was prescaled with four different
prescale factors. Finally a measurement of the transverse and longitudinal momentum distributions
of tbe leading protons in both PUP and DIS data is also reported.

y > 0.04

Q2 > 4 (CeV jc)2

In both PHP and DIS selections, a beam gas type of background rejection was applied by requiring
tbat:

• events should not helong to an empty ep bunch

• strict calorimeter event timing relative to the arrival time of the bunches at the interaction
point is as follows:

Tbe data used in this analysis was collected following, at online level, the steps presented in section
[5.6]. In addition, at oIT-line level, a further selection criterion was applied to ensure the quality of
the data as follows:

ITpGAL I < 6 ns, ITJlGALI < 6 ns

ITpGAL - TRGALI < 6 ns

The remaining samples of PHP and DIS data were 120621 and 138350 events respectively. Tables
6.2.1 and 6.2.2 show, step by step, bow tbe statistics of the final sample was reached.

- Validation of the photo-production trigger selection as explained in section [5.6,1J.
- No electron found in the central calorimeter. The search was performed using a Neural

Network electron finder algorithm, sinistm [78].
- Scattered electron identification with LUMI-E detector as described in section [3.2.1], for

energies:

PHP 'Trigger validation 331866
ep bunch 330278
Calorimeter event timing 303177
No e found in the central calorimeter 259664
LUMI-E electron found 205128
12 GeV < It. < 18 GeV 120621
leading proton (after all cuts) 3122 (~2.6%)
leading proton (0.6 < XL < 1.02) 2956 (~ 2.5%)

- Validation of the DIS trigger as examined in section [5.6.2J.

- At least one electron found in the central calorimeter using the sinistra electron finder.
If more tban one electron is found, the one with higher probability to be an electron is
kept.

Only a subsample of tbe ZEUS events has a final state leading proton which can be detected using
tbe LPS. Events are lost because of tbe limited geometric a.cceptance of tbe LPS and because in
each fill of tbe ma.cbine the LPS positioning and setting up procedure can start only after stable
beam bas been established and data taking bas started in the main ZEUS detector. Consequently

1Description of the dou ble-angle method is provided in section [2.2J.
'Description of the Jacquef...Blondel and electron method is provided ill section [2.2).



applying, on an event by event basis, a negative weight to the tagged background events [80j, [81]'
[82) and [83]. The weight is defined by:

#of untagged background events
#of tagged background eventsDIS trigger validatioll 401815

ep bunch 400305
Calorimeter event timing 392642
e found in the central calorimeter 277338
35 GeV < (E - PZ)'nl,,1 < 60 GeV 261245
E. > 8 GeV 251724
0.04 < y < 0.95 168418
Q2 > 4 (GeV Ie)' 151633
45 GeV < W < 225 GeV 138350
leading proton (after all cuts) 3739 (~2.7%)
leading proton (0.6 < XL < 1.02) 3507 (~2.5%)

,. p-beam halo coincidences:
This background, which is common to both DIS and PHP sample, is identified by reqUlrmg
the appr(D(imative conservation of E +Pz in an event. E and Pz are the total energy and total
longitudinal momentum of the event. The exact conservation of E + Pz holds if the event is
fully contained in the detector calorimeter.

Thus for a fully contained event:

the integrated luminosity with the LPS operational was [79], Lip. = 1.3pb-l out of a total Lzeu• =
3.7pb-1 accumulated by ZEUS from Lt = 6.2pb-l delivered by HERA. where €p ~ 15 GeV takes into account the resolution of the measurement. In the presence of

a leading proton detected by the LPS, equation [6.1J can be rewrit.ten as follows:
To select a clean sample of those protons, the following restrictions were applied to the reconstructed
leading protons:

p-beam halo coincidences populates a kinematic region around XL =1 and are statistically
subtracted if:• The distance of minimum approach of the t.rack to the beam pipe had t.o be greater than 0.5

mm. This cut is required to reject events in which the reconstructed track comes from particles
produced when the proton scrapes the beam pipe.

The negative weight to be applied to data was estimated to be 171]: Whol. = -0.37, and was
statistically subtracted on an event by event basis from both PHP and DIS sample.

Fig. 6.2.1 shows the total E + Pz as measured in the calorimeter versus the longitudinal
momentum of the leading proton as measured in the LPS. The kinematic limit corresponds to
equation [6.2]. Indicated are also the events populating the vertical band, mainly as p-beam
halo background. The space between the two vertical lines containing these events corresponds
to two standard deviation of the resolution in the measurement of the longitudinal momentum
of the lead ing protons by the LPS.

• A fractional longitudinal momentum (XL) ofthe leading proton in the range 0.60 < XI, < 1.02
was required.

• p-beam halo in coincidence with an ep event triggered by the main detector. This kind of
background is present in both, DIS and PHP, samples • Bremsstrahlung events:

It is one of the most important sources of contamination of the PHP sample. This kind of
background can be produced through the reactions ep -> e,P or eN -> C"fN, N being the
nucleus of the residual gas which is left in the beam pipe.

Most of the detected Bremsstrahlung events originate near the interaction point and have a
photon and electron detected by the LUMI-G and LUMI-E calorimeters respectively. These
kind of events are referred to as tagged Bremsstrahlung and the sum of their energies deposited
in the two LUMI calorimeters is around the electron beam energy:

• Bremsstrahlung reactions from ep -> e',P' or, more generally, eN -> e' IN', an interaction
of an incoming e with the residual gas in the beam pipe. This type of background is mainly
present in PHP data.

These backgrounds can be divided in two types: tagged background, if it is clearly identifiable and
isolated in phase space; untagged background if it is not distinguishable from the physics events. The
contamination of the sample from untagged background can be estimated only during the analysis of
the data. The tagged background sample is used to estimate the rate of background contamination
expected in the event sample. Then the untagged background sample is statistically subtracted,



If the Bremsstrahlung reaction is not produced in the interaction point but in coincidence with
a ZEUS physics trigger, the photon is not detected by the LUMI-G calorimeter. These events
are indistinguishable from accepted physics triggers and are called untagged Bremsstrahlung
events.
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where Hagged is the probability for a Bremsstrahlung photon to be detected by the LUMI-G
calorimeter and Punlagged = 1 - Plagged.

Untagged Bremsstrahlung background events have been calculated and statistically subtracted
from the PHP sample on a run-to-run basis from tagged Bremsstrahlung spectra collected by
the LUMI acquisiLion system 180).
Fig. 6.2.2 is a correlation plot of Ee, versus E-y and the distribuLion of the weights Wbrem
as a function of the run number for the 1994 data taken period. The spread of the weights
indicate the rate at which untagged Bremsstrahlung events at produced for a given HERA run
condition

Figure 6.2.2: Left: Correlation plot of the electron versus the photon energy as measured by the
LUMI-E and LUMI-G respectively. Data inside the polygon are identified as tagged Bremsstrahlung
background. Right: Distribution of the weights as a function of the run number. The scatter of
the weights relates to the production of Bremsstrahlung events due to different p-beam conditions.
The weights are used to sLatistically subtract the untagged Bremsstrahlung events. Data in this plot
correspond to PHP triggered events.
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Binning was selected taking into account the available statistics and the overall geometrical accep-
tance of the spectrometer. For this reason a variable binning in (XL, P[) was implemented.

We have chosen to use Pl instead of t in order to have a more natural way to account for a general
process in which the leading proton is produced. However, the choice is subjective because it is
not clear which variable to use. It would be t if the leadiug proton were produced in a direct
process which could be described by simple diagrams or perturbation theory, but this would not be
so obvious if it were produced in a random walk from real or virtual cascade process in which the
target proton is broken by the probe. The variables t and pl are connected through:

t = M2 . (1 - xd P't
P XL XL

One of the advantages of choosing P? is that P? = a is a kinematic limit and for a maximum value
of XL (XL = 1), t ~ P?, However, an analysis method is introduced which is capable of producing
results which do not depend on the details of the binning.

Figure 6.2.1: Correlation between the total E+P. as measured in the calorimeter and the longitudinal
momentum of the leading proton as measured in the LPS. 'rhe events populating the vertical band
are identified, mainly as p-beam halo background and are statistically subtracted. This kind of
background is present in both DIS and PHP data. Data in this plot correspond to the PHP sample.

0.0 (GeV/c)2 :os; pl :os; 0.4 (GeV/c)2

0.6 :os; XL :os; 1.005

Figs. 6.3.1 and 6.3.2 show the selected data for both PHP and DIS in the (XL, t) plane as well as
the binning choice with which our measurements were analysed. This demonstrates the differences
which would occur if bins of t were used. In order to have reasonable statistics per bin, wide bins



in XL must be used so that if t-bins were used inconvenient partly-occupied bins would result in
the lowest t-bins. The number of events per each (XL,P?) bin are shown in Tables 6.3.1 and 6.3.2
respectively.
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Figure 6.3.1: The (XL, t) plane and P? contours showing the ZEUS-LPS PHP data and the binning
choice with which the present analysis was perf~rmed
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To calculate the (XL,P?) acceptance and resolutions, a Monte Carlo sample of 220,000 protons
was generated and processed through the ZEUS detector simulation program. These protons were
generated with a flat XL spectrum and with a transverse momentum Pt according to:

dN -6P'
dp2oce'

t

The Monte Carlo events were generated for a particular run of the LPS in which the position ofthe
detectors was as close as possible to the 100' p-beam profile as the simulation of diJIerent positions for
the LPS detectors under the ZEUS Monte Carlo environment program MOZART [84] is a difficult
task. Fig. 6.4.1 shows the geometrical acceptance for this particular run, in percent, per every
(XL, p?) cell used in this analysis. The effects of detector positioning in the acceptance calculations
will be discussed in chapter [71.

On average, the resolution in P? is found to be ~0.033(GeV /c)2 while the resolution in XL amounts
to ~0.2% of the total proton beam momentum. Fig. 6.4.2 shows the resolution of P? in bins of XL
whereas Fig. 6.4.3 indicates the resolution of XL in bins of P?

1.05

X,

Figure 6.3.2: The (XL, t) plane and Pl contours showing the ZEUS-LPS DIS data and the binning
choice with which the present analysis was performed
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Figure 6.4.1: LPS geometrical acceptance in the (XL,Pl) plane for a particular run of the LPS in
which the position of the detectors was as close as possible to the lOiT p-beam profile. The binning
used in the present analysis is also indicated.
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Figure 6.4.4: Acceptance corrected distributions of pl per three particular XL bins. Data correspond
to ZEUS-LPS DlS sample and the lines are the results of a single exponential fit to them. The vertical
scale is in arbitrary units.

Figure 6.4.3: Resolution of XL measurements in bins of P?, On average a(xL) ~ 0.2% of the total
p-beam momentum.

The above mentioned Monte Carlo does not reproduce the shape of the data. To correctly account
for the LPS geometrical acceptance as well as the reconstruction efficiency and migration3 effects,
the leading proton Monte Carlo events have to be weighted.

is the distribution of the number of leading protons produced during luminosity running and -
(A(XL),b(XL)) are smooth functions of XL which have to be extracted as fitted functions of XL using
a X2 analysis.

With this unknown parent distributions of A(XL) and b(XL) the observed (reconstructed) distribution
will be4:

({2 Nr = J J eA(xL9) . eb(XL')·Pf' dXL9dp'29
dXLrdPr t

where xLr,Pf' are the observed values (after any migration). XLr and pr map fTOm (XL9,P?9)
with efficiency/migration function e(xLr,pr,xL9,p19). The number in a given (XLr,P?,) bin is
then:

6.4.1 Simultaneous fitting of data and weighting of the Monte Carlo events

Assuming that the effect of migrations are negligible and using the acceptance table shown in Fig.
6.4.1, the acceptance corrected P; distributions per XL bin shows an experimentally falling behaviour.
Fig. 6.4.4 illustrates some of these P? distributions with the result of a single exponential fit to them.
Although the data shown in the previous figure corresponds to tbe DlS sample, data corresponding
to the PHP sample show the same behaviour.

N;j= r dXLr r dPfl dXL91 dPre(xL',Pf,XL9,Pt29)A(xL9).eb{"'L')·Pr
Jbin i Jbin j all XL' all Pf'

(6.6)
where f(XL) is the value of <h~;P? at P; = 0, b(XL) tbe slope of the P? distribution, E the
mean combined trigger, data acquisition and geometric efficiency and £. is the nominal integrated
luminosity. Thus,

(i,j) is a particular bin in the (XL',P?,) plane and the integration together with the evaluation of
the function e is done by importance sampling as follows.

"To denote the Monte Carlo reconstructed and generated variables, upper indices are used: 9
Monte Carlo and r = reconstructed Monte Carlo
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Figure 6.4.5: Algorithm used in the implementation of the method of weighting the Monte Carlo
events

The implementation takes two steps:

1. One dimensional fit: The fit of the Pr distribution is done in individual XL bins. This is based
on the assumption that the shape of the distribution in one XL bin needs to have nothing in
common with the shape in the adjacent XL bin. 'l'he variable fitting parameters A(XL) and
b(XL) in the equation [6.10] will become constants and tberefore two independent parameters
A = A(XL) and b = b(XL) are introduced for each XL bin. The resultant A and b are obtained by
a simple iterative X2 minimisation processes between the observed data and the reconstructed
Monte Carlo sample after it has been corrected by a factor (weight) given in equation [6.lOJ.
The x2 minimisation function is written as follows:

where the total sampled unit square in ~ and ( is divided into Ngen random sized pieces. Moreover,
for a given throw, £ = 0 if the track is lost else £ is a 0 function casting the traclc into a particular
(XLr,P?") bin. Hence:

where I:i,i is taken over all MC generated eveuts going in that particular reconstructed (ij) bin.
Then, each MC event must be given a weight:

W = __ 1__ . A(XL) . eb{xL)'P; . e6.P;
15· Ngen

This formulation of the problem is independent of the way the binning is made (provided that there
are not too few bins). Unknown parameters are contained in the functions A(XL) and b(XL) and are
not associated with any particular set of bins. The binning becomes a convenient way of defining a
X2, and could be quite dilTerent (for example the low-Pt events could be split into more XL bins than
are the higher Pt events). However, to allow a comparison with conventional t-distribution analysis,
fixed XL bins have been used. Finally, the algorithm used in the implementation of the method is
sketched in Fig. 6.4.5.

N

Nmc(i) = L:Wj . j;
i

N

<7~c(i) = L:(Wj. j)
j

N, being the number of events in a particular P? bin.

2. Two dimensional fit: This is a simultaneous fit of XL and P{. It assumes that the parameters
A(XL) and b(XL) are continuous smooth functions of XL. This assumption has proven to be
correct, as will be shown in the following sections.



The smooth functions wee chosen to be cubic splines defined' in such a way that they pass
through all the A and bparameters found in the one dimensional fit procedure. The resultant
is a two dimensional surface in (XL,pn that will represent the best estimate of a fit to our
data. In addition, we will not only have fits along P? but also along XL.

At the end of the minimisation procedure, the p? distributions corrected by the acceptance
are fitted with a single exponential. The b values obtained in this way are compared with the
ones found in the one dimensional Iitting proced ure in order to estimate the systematic errors
due to the correlation of errors in the (XL, P?) plane.

The fits have been performed using the Minuit [851 program for function minimisation and
error analysis.
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As described in section [5.6,1}, dne to the high rates, the photo-production data were prescaled and
stored in four different classes. Each of them was affected with different prescale factors that were
computed on a run-to-run basis to account for the trigger efficiency. Fig. 6.5.1 shows the distribution
of the prescale factors. The scatter and miscalculation in prescale factors was due to a bias in the
algorithm used in the trigger system, which in some cases had the effect that the prescale applied
during data taking reached the nominal value only asymptotically during each run. Figs. 6.5.2 and
6.5.3 indicates how those classes of events contribute to our final sample. The labels SPP02, SPP03,
SPP04 and SPP15, correspond to the four different subsamples sketched in Fig. 5.6.1.
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Figure 6.5.1: Distribution of the prescale factors. The scatter and miscalculation in prescale factors
shown was due to a bias in the algorithm used in the trigger system. I n some cases this had the
effect that the prescale applied during data taking reached the nominal value only asymptotically
during each run.

Figure 6.5.2: Shapes of the XL spectrum for all classes of events. The labels SPP02, SPP03, SPP04,
SPP15 correspond to the foul' different subtriggers used and the histogram at the bottom is the
total: SPP02 = background, SPP03 = all PHP candidates, SPP04 = diITractive like, SPP15 = hard
d iffractive.
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tributing with certain statistics to our sample. In order to build up an inclusive spectrum one can
find out whether or not the use of prescale factors associated to each class of data is essential in
the analysis. This is done by comparing the shapes of the variollil XL and Pt spectrum via the
normalised cumulative distributions.

1. add the data sets together and then predict in terms of the fit parameters of these distributions
and the prescale factors how many events should be in each bin.

2. give each event a weight equal to its inverse prescale factor and fit the inclusive weighted
spectrum.

In the second method, if data sets have very different weights as in the present case where prescale
factors of 10 are involved, inclusion of these high prescale events leads to a loss in statistical in-
formation as they dominate the statistical fluctuations. However, if the component spectra have
significantly different shapes, then there is no alternative to the weighted method. As a result, the
objective is to determine if there are significant shape differences in the spectra. If there are not
any difference we will combine the spectra without weights so that we can have the best statistical
information.

where i = 1,4 are indices to label the four PHP subtriggers (SPP02, SPP03, SPP04, and SPP15).
The plot of p. versus Pj will show us either the differences or agreement of the XL and Pt spectrum
associated to each PHP subtrigger. If the shapes are in agreement, the plot of Pi versus Pj will lie
along a 45° line.

0.2 0.3 0.4

P:(GeV/c)2

1. High-XL spectrum, defined in the interval: 0.97 < XL < 1.005

2. LoW-XL spectrum, defined in the interval: 0.60 < XL < 0.97

Fig. 6.5.4 and 6.5.5 show the comparisons of XL and Pt distributions for the low XL spectra together
with the elTor bars where a maximum deviation is found in any of two comparisons. The shape
differences of the XL and p? distributions do not differ more than one standard deviation of its
statistical error from the 45° line. This suggests that the use of prescale factors will not be essential
for the analysis of this region of the XL spectrum. Therefore we can rely on our data as it is and
implement our simultaneous filting proced ure without prescaling.

0.3 0.35 0.4
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Figure 6.5.3: Shapes of the bare Pl spectrum for all classes of events. The labels SPP02, SPP03,
SPP04, SPP15 correspond to tbe four different snbtriggers used and histogram at the bottom is the
total. The natched histograms correspond to the diffractive peak contribution (XL> 0.97).

Implementing the same procedure of comparing histogram shapes is a more difficult tusk for values
of XL > 0.97 because the contribution from the subtrigger bit SPP02 is negligible. However, we
can proceed with the comparisons avoiding the histogram related to the background subtrigger bit
SPP02.

Fig. 6.5.6 (A) and (B) show the comparisons of the XL and P? distributions respectively for the
high XL region. The error bars have been drawn wbere a maximum deviation is found in any of
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Figure 6.5.4: Comparison of the normalised cumulative distributions of the low XL spectrum corre-
sponding to the four PHP sub-triggers. 'I'he error bars, where a maximum deviation is found in any
of two comparisons, are also shown.

Figure 6.5.5: Comparison of the normalised cumulative distributions for Pt2 distributions of the
low XL spectrum corresponding to the four PHP subtriggers. The error bars, where a maximum
deviation is found in any of two comparisons, are also shown.



two comparisons. The shape differences of Pt distributions do not differ more than a fraction of
one standard deviation of its statistical error from the 45° line but in the XL distributions the
differences are very strong going up to four standard deviations from its statistical error. However,
it will be shown in section [6.5.1] that this effect produces small variations while implementing our
simultaneous fitting procedure with and without prescaling. As a result, the use of the prescale
factors is not essential for our analysis. However, it will be included in the estimation of systematic
effects.
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As explained in section [6.4.2], the one-dimensional analysis is the first step towards a two dimensional
fit procedure. Fig. 6.5.7 shows the results in two cases, one with no corrections for prescale factors
and one with the prescale factors taken into account and the curved lines corresponds to a cubic
spline fit to data. Fig. 6.5.8 sbows the comparisons for both results. The values of A for prescaled
data have been scaled-down by a factor of 0.13 for convenience of comparisons.

We choose the cubic splines in order to have the minimum number of parameters to produce a
smooth fit to A (or b). If one parameter per bin is used, the cubic splines will tend to behave as
polynomia and hence will force a structure in the distributions of A (or b) while implementing the
two dimensional fit procedure. Since we are assuming that A (or b) will vary smoothly along XL, the
number of parameters to define the cubic splines has to be chosen in such a way that it reprod uce
the smoothest variation in A (or b).

This number of parameters is found by trial and error. It should be taken into account that at this
stage the analysis is subjective because one can obtain similar shapes with slightly different sets of
points. The aim is to achieve the smallest number of points to represent the shape and the values
of A (or b) at a chosen point in the spline. The smallest number of parameters will be selected as
input parameters in the two dimensional fit procedure. Furthermore, as it will be shown in chapter
[7]' this cubic splines will be used to visualise the variations in A (or b) for the different corrections
that need to be applied to data to extract its final values.

From Fig. 6.5.8 it is clear that the measurement of b is more sensitive to the inclusion of the prescale
factors. Moreover, it can be seen that the changes in the profiles of A are very small. On average
this change is about a fraction of a standard deviation. Tables 6.5.1 and 6.5.2 illustrate the data
plotted in the above mentioned pictures.

Sensitivity to prescale factors for b is small and its changes are within one standard deviation from
its statistical error. Particular attention is paid to the XL > 0.97 region where the shapes of the
XL distributions from the different subtriggers do not match. In this region the value of b changes
within a fraction of a standard deviation from its statistical error. Due to this fact our analysis will
take the data that are not prescaled.

With the assumption that the parameters A and b calculated previously in section [6.5.1]' are
(A(XL), b(XL», smooth functions of XL, we implement the two dimensional fit procedure as explained
in section [6.4.2):

1. The parameters which define the cubic spline fits to the A and b distributions shown in Fig.
6.5.7 are now used as input parameters in the two dimensional minimisation function, thus

Figure 6.5.6: Comparison of the normalised cumulative distributions for (A) XL and (B) pl distri-
butions at the diITractive peak (XL> 0.97). The error bars, where a maximum deviation is found in
any of two comparisons, are also shown.
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Figure 6.5.7: One dimensional fit results for unprescaled and prescaled photo-production data. The
curved lines cOlTesponds to a cubic spline fit to them. The horizontal bars represent the size of the
bins and the vertical bars indicate the statistical errors.

Figure 6.5.8: Comparison of A and b for both unprescaled and prescaled photo-production data. In
order to compare the histogram shapes, the values of A have been scaled-down by a factor of 0.13.
The points are displaced for clarity in the comparison and the vertical bars represent the statistical
errors.



XL bin
No Prescaled ZEUS-LPS PHP data

-b A X"
0.60 - 0.63 3.831 ± 2.051 1.06E+5 ± 2.84E+4 5.39
0.63 - 0.67 6.524 ± 1.597 1.33E+5 ± 2.83E+4 1.49
0.67 - 0.73 5.284 ± 0.823 l.45E+5 ± 1.36E+4 5.12
0.73 - 0.79 7.554 ± 1.548 1.58E+5 ± 1.37E+4 7.90
0.79 - 0.84 11.165 ± 1.598 1.96E+5 ± 1.77E+4 2.31
0.84 - 0.88 12.177 ± 1.822 1.92E+5 ± 2.19E+4 8.55
0.88 - 0.91 7.157 ± 1.390 1.45E+5 ± 1.75E+4 4.15
0.91 - 0.94 3.982 ± 0.969 9.43E+4 ± 1.12E+4 5.24
0.94 - 0.97 6.998 ± 2.332 1.45E+5 ± 4.67E+4 0.85
0.97 - 1.005 6.529 ± 0.893 1.81E+6 ± 2.37E+5 4.66

At this point a test of the usefulness of the method is done by comparing data and Monte Carlo
histograms in XL and P't slices.

Fig. 6.5.9 shows the result of the two dimensional continuous fit together with the one dimensional
fits to A and b. The band around the continuous line represents the error calculated from the
covariance matrix at the end of the minimisation procedure.

The data corrected by the acceptance is fitted with a single exponential. Fig. 6.5.10 shows the com-
parison of the slope parameters of these exponentials with the ones found in the one dimensional
analysis. The differences of these b values (tlb), can be fitted with a constant line (L'l.b=0.128±0.523).
This difference represents a fraction of a standard deviation from the statistical error in the mea-
surement of b.

In order to ensure that the method used is correct (cr. item [3]), we compare the data and weighted
Monte Carlo events in XL and P; slices. Figs. 6.5.11 and 6.5.12 show these comparisons. At a first
glance we see an overall agreement, but in fact there are bins in XL and P; where the agreement is
broken. These disagreements can be due to a miscalculation of the (XL. Pt) acceptance. This will
be discussed in section [7.1].

XL bin
Prescaled ZEUS-LPS PHP data
-b A X"

0.60 - 0.63 6.853 ± 2.309 8.29E+5 ± 2.56E+5 6.79
0.63 - 0.67 7.466 ± 1.690 9.80E+5 ± 2.3IE+5 2.42
0.67 - 0.73 5.836 ± 0.959 1.05E+6 ± 1.16E+5 1.13
0.73 - 0.79 7.244 ± 1.738 1.04E+6 ± 1.07E+5 6.00
0.79 - 0.84 13.552 ± 2.076 1.52E+6 ± 1.68E+5 3.11
0.84 - 0.88 11.264 ± 2.393 1.23E+6 ± 1.86E+5 7.32
0.88 - 0.91 8.325 ± 1.977 l.l1E+6 ± 1.76E+5 3.65
0.91 - 0.94 4.674 ± 1.361 6.81E+5 ± 1.06E+5 3.09
0.94 - 0.97 7.691 ± 3.372 1.17E+6 ± 5.27E+5 1.08
0.97 - 1.005 7.575 ± 1.018 1.40E+7 ± 2.02E+6 4.01

defining a starting two dimensional surface from which by iterative X2 minimisation, the min-
imis ation function will calculate the corrections to be applied to the Monte Carlo events defined
in section [6.41 and according to the formula [6.10].

2. When the iterative X2 minimisatio~ procedure converges, the starting input parameters, de-
scrib~d in item [1], become now the parameters that define the two dimensional fitted function
that best represent the data in the (XL, P;) plane. In addition, a covariance matrix is obtained
for these parameters which are used to calculate the errors associated to every parameter.

These parameters, together with their errors computed from the covariance matrix are used
to describe the best distributions of A and b along XL.

3. At t.he end of the minimisation procedure, the corrected acceptances are calculated in every
(XL,P?) cell and then applied to the data. The acceptance corrected p? distributions which
now contains the correction factors derived from the two dimensional fit results are fitted with
a single exponential. The resultant slopes of the exponentials derived in this way are compared
with the ones found in the original one dimensional fit. Their differences together with their
errors will show the effect of the error correlation if a one dimensional fit analysis is preferred
in tb.e extraction of the slope parameter b.
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Figure 6.5.9: Result of the two dimensional continuous fit (solid line) for A and b. The band around
the continuous line represents the error computed from the covariance matrix at the end of the
minimisation procedure and the full circles are the one dimensional fits to A and b.

Figure 6.5.10: Comparison of the slope parameter b for the two cases: One dimensional fit as in
section [6.5.1] (CASE I) and one dimensional fit to the acceptance corrected data with correction
factors derived from the two dimensional fit results (CASE II). The histogram at the top shows a
comparison of the fits and the histogram at the bottom the differences from both measurements
together with a constant line (f>b = bI - bIl = 0.128 ± 0.523) fit to them.
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Figure 6.5.11: Comparison of data and Monte Carlo in bins of XL. The solid histograms correspond
to Monte Carlo whereas the full dots correspond to ZEUS·LPS PHP 94 data.

Figure 6.5.12: Comparison of data and Monte Carlo in bins of pr. The solid histograms con'espond
to Monte Carlo whereas the full dots correspond to ZEUS·LPS PHP 94 data.



In contrast to PHP data, DIS data were not presealed. The fitting procedure in one and two
dimensions were implemented as for PHP data.

The one dimensional resultant fitted parameters for A and b are shown in Table 6.6.1. In addition,
Fig. 6.6.1 shows the cubic spline fits to them which were used to implement the two dimensional
fitting procedure.

XL bin
ZEUS-LPS DJS Data

-b A X·
0.60 - 0.63 3.943 ± 1.734 1.57E+5 ± 3.53EH 5.24
0.63- 0.67 40424 ± 1.039 l.29E+5 ± 2.17EH 3.15
0.67 - 0.73 7.322 ± 0.921 2.10E+5 ± 1.78E+4 15.66
0.73 - 0.79 9.876 ± 1.575 2040E+5 ± 1.82EH 7.72
0.79- 0.84 8.741 ± 1.301 2.09E+5 ± 1.71EH 5.25
0.84 - 0.88 100418 ± 1.334 2.37E+5 ± 2.22EH 5.58
0.88 - 0.91 8.292 ± 1.264 2.20E+5 ± 2.26EH 5.13
0.91- 0.94 6.337 ± 1.119 1.88E+5 ± 2.03EH 2.16
0.94- 0.97 8.052 ± 1.745 2.84E+5 ± 6.62E+4 0.19
0.97 - 1.005 5.469 ± 1.004 1.01E+6 ± 1.11E+5 1.50
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The results of the two dimensional continuous fit together with the one dimensional fits to A and b
are shown in Fig. 6.6.2. The band around the continuous line represents the error calculated from
the covariance matrix at the end of the minimisation procedure.

Fig. 6.6.3 indicates the size of the error correlation in the measurement of the slope parameter b, if
only a one dimensional fit procedure were implemented. The data corrected by the acceptance are
fitted with a single exponential. Next, we compare the b values obtained in this way (full circles)
with the ones found in the one dimensional analysis. As a result the differences of these b values
(!'.b) can be fitted with a constant line (!'.b=0.066±00499). This difference represents a fraction of
a standard deviation from the statistical error in the measurement of b.

The comparisons of data and Monte Carlo in XL and Pl slices are shown in Figs. 6.6.4 and 6.6.5.
Although an overall agreement exists, there are bins in XL and Pi where this agreement is broken.
As suggested previously, this can be due to a miscalculation of the (XL, P?) acceptance and will be
discussed in section (7.1].

Figure 6.6.1: One dimensional fit results for A and b in ZEUS-LPS DIS data. The curved lines
corresponds to a cubic spline fit to them. The horizontal bars represent the size of the bins and the
vertical hars indicate the statistical errors.
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Figure 6.6.2: Result of the two dimensional continuous fit (solid line) for A and b in ZEUS-LPS
DIS data. The band around the continuous line represents the error computed from the covariance
matrix at the end of the minimisation procedure and the full circles are the one dimensional fits to
A and b.

Figure 6.6.3: Comparison of the slope parameter b for the two cases: One "dimensional fit as in section
[6.5.11 (CASE I) and one dimensional fit to the acceptance corrected data with correction factors
derived from the two dimensional fit results (CASE II). The histogram at the top shows a comparison
of the fits and the histogram at the bottom indicates the differences from both measurements together
with a constant line (tlb=b[ - bII=O.066±0.499) fit to them.
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In this chapter, a preliminary analysis of the leading proton data belonging to PHP and DIS samples
has been carried out.

Although PHP data was prescaled with four different prescale factors, it has been demonstrated
that its inclusion was not essential in our analysis. The inclusion of prescale factors produced small
variations (order of a fraction of the statistical error) in the measurement of the slope of the Pl
distributions.

In addition, a method is discussed which consists of a two dimensional fitting procedure of the leading
proton (XL,P?) distributions to weight the leading proton Monte Carlo events. To correctly account
for efficiency and migration effect, which occurs when events belonging to a particular (XL, Pl) cell
are reconstructed in neighbouring ones, the (XL,P?) distribution were parametrised according to the
formula [6.3]. This parametrisation is supported by the fact that the P? distribution of the leading
proton follows an experimentally falling behaviour in both PIIP and DIS samples.

The slopes of the acceptance corrected p? distribution of the leading protons in both PHP and DIS
samples has been measured. These slopes are summarised in table 6.7.1.

The reconstruction of the LPS data is by itself sensitive to many parameters. The most relevant
are the detector positioning during data taking, the reconstruction efficiency and accuracy and the
interaction vertex reconstruction. As will be seen, each of these parameters contributes with a given
error in the determination of the longitudinal and transverse momenta of the leading protons and,
as a result to account for these errors, our measurements have to be corrected.

XL bin
ZEUS-LPS PHP Data ZEUS-LPS DIS Data

-b x' -b x'
0.60 - 0.63 3.43 ± 2.81 2.55 3.50 ± 1.54 2.37
0.63 - 0.67 6.30 ± 0.44 4.75 4.34 ± 0.96 0.90
0.67 -0.73 5.30 ± 1.44 1.39 7.27 ± 0.84 3.48
0.73- 0.79 7.48 ± 1.90 1.94 9.59 ± 1.24 1.85
0.79 -0.84 11.85 ± 0.31 0.31 8.79 ± 1.03 1.39
0.84 -0.88 12.03 ± 2.50 2.50 10.27 ± 0.99 1.54
0.88 -0.91 6.79 ± 1.11 1.11 7.88 ± 0.88 1.28
0.91 - 0.94 4.04 ± 1.04 1.08 6.60 ± 0.90 0.70
0.94 -0.97 5.74 ± 0.37 0.63 8.04 ± 1.30 0.04
0.97 - 1.005 7.58 ± 1.54 2.79 5.54 ± 0.82 1.21

The nature of the parameters for which our measurements have to be corrected are the following:

• Detector positioning: The positions of the detectors are not the same from one data taking
period to another, because the HERA p-beam conditions are not always constant. The p-beam
optics may have very small changes due to the luminosity tuning, thus modifying either the
p-beam profile or its orbit. Any changes in the p-beam optics translate in different positions
for the LPS detectors. Fig. 7.1.1 shows the beam position distribution for all the available
runs in our analysis.

As explained in section [6.4], the Monte Carlo sample used in this analysis has simulated a
particular run condition in which the detector positions were as close as possible to the 10 u
p-beam profile.

To account for the various positions of the LPS detectors in the Monte Carlo sample, a Fortran
routine has been written [86] and implemented in our analysis. Monte Carlo events are weighted
on au event-by-event basis and then used to correct the (XL, pl) acceptance.

The weight is calculated for each generated event in which there is an LPS track. A ray-tracing
Monte Carlo is executed which test whether that track would have been observed under run
conditions different from those simulated in Mozart. Since movements of the p-beam influence
the decisions on how to place the detectors for data taking, the vertex position and p-beam
tilt at the interaction point are also taken into account for every run. Fig. 7.1.2 shows, as an
example, the average weight factors applied to Monte Carlo events to account for run-to-run
changes in the detector and beam positions.

Table 6.7.1: Slopes of the acceptance cOlTected p? distributions as measured in PHP and DIS
samples

The measurements of the slope parameters, b, shown in table 6.7.1 indicate a structure at inter-
mediate values of XL. However, although the data used to perform this measurement is free from
background contamination as described in section [6.2]' there is still need for some corrections. The
nature of the corrections as well as their implementation in this analysis will be discussed in chapter
[7J.

• Reconstruction accuracy: The reconstruction accuracy is another parameter related to the re-
construction process which can affect the measurements. A leading proton is reconstructed with
a certain accuracy, defined mainly by the path it follows through the spectrometer and the num-
ber of active detector planes it hits. This information can be accessed off-line via P(x2, NDoF),
the probability of a leading proton to be reconstructed with a giveu X2 and number of degree
of freedoms for a reconstructed track. It is found that a cut in P(X2, NDoF) > 0.05 will select
the most accurate reconstructed leading protons. Fig. 7.1.3 shows a three dimensional view
of (NDoF,x2 /NDoF,peX2, NDoF» where a long tail at values of P(~, NDoF) < 0.05 reveals
inaccuracies in the reconstruction of the leading protons.

The remaining leading protons, after requiring this selection were 2381 and 2830 for PHP and
DIS sample respectively.

• Vcrtex reconstruction: The LPS reconstruction assumes that every leading proton is prod uced
from a fixed interaction vertex during the whole year: this value is taken as an average value



given by the central tracking detector. However, there are events in which the vertex is not
reconstructed, badly reconstructed or produced in a interaction region where a satellite proton
bunch populates. As a result, a vertex requirement in our sample would ensure that we are
not dealing with unwanted events. This can be achieved by applying a longitudinal vertex
cut of IV.I < 3<7, <7 (~ 10.7 cm), being the half width size of the vertex distribution along z
coordinate. Fig. 7.1.4 shows the longitudinal vertex distribution together with the 3<7 selection
for each (PHP and DIS) set of data.

The remaining leading protons, after requiring this selection were 2062 and 2598 for PHP and
DIS respectively.
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Figure 7.1.1: Beam position versus run number for all pots. The labels u and d in axe titles refer to
up and down sections of the LPS stations (pots).

The above mentioned corrections are implemented consecutively in a cumulative way. These correc-
tions modify the acceptance map showed in section [6.4].

Since we are going to analyse the variation of our measurements while applying these corrections, we
will include back a measurement relating to the corrections for p-beam halo coincidences. Table 7.1.1
shows the order in which this corrections are applied while table 7.1.2 shows the number of events
left for analysis after applying the selections for reconstruction accuracy and vertex reconstruction.

Figure 7.1.3: Three-dimensional view of (NDoF,X2/NDoF,P(X2,NDoF)). A long tail at values of
P(X2, NDoF) < 0.05 indicates the presence of bad ly reconstructed leading protons.
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Figure 7.1.4: Longitudinal vertex distributions for DIS (top) and PHP (bottom) data containing a
leading proton information. It is also shown the 3a cut applied to both samples.

Fig 7.1.5 illustrate the changes due to detector positioning, reconstruction accuracy and vertex
reconstruction in terms of the cumulative ratios.

Correction Type Description
CASE A Bare data (no corrections at all)

-CASE B- Background beam-halo subtracted
CASE C Run-to-Run variations
CASED P(x',NDoF) > 0.05
CASE E IV.I < 3a (a ~ 10.5 cm)

Table 7.1.1: Implementation type applied to the LPS data. These corrections are applied in a
cumulative way (ie. A, A + B, A + B + C, etc.). Data belonging to CASE B, were the one used to
perform the one and two dimensional fits in chapter [6].

Data Nominal P(X2,NDoF) > 0.05 IV-I < 3a I
PIIP 2766 (100%) 2381 (-13.9%) 2062 (-25.5%) I
DIS 3273 (100%) 2830 (-13.5%) 2598 (-26.6%)
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Figure 7.1.5: Ratio of changes in the acceptance calculation due to corrections for detector posi-
tioning, reconstruction accuracy and vertex reconstruction as a function of P;. The changes are
plotted in terms of the ratio of the corrected acceptance to the uncorrected one. The corrections are
implemented consecutively in a cumulative way.Table 7.1.2: Number of events left for analysis after applying the selections for reconstruction accu-

racy and vertex reconstruction. The label Nominal refers to data used for analysis in chapter [6].
The vertex reconstruction cut was applied after the reconstruction accuracy cut.



The analysis presented in chapter [6] has been repeated by varying the above mentioned conditions
to find out to what extent the results change from the one computed previously.

[-.- Cose E
.4- Cos.O
-*- Cose C
-<-- Case S~----_._---------t

I
I Cos. A

Fig. 7.2.1 show the results obtained in the one dimensional implementation of the method and Fig.
7.2.2 indicates the same but in terms of the cubic spline fits to data. Data from fig. 7.2.1 is included
in table. 7.2.1

~L bin
Case A CaseS Ca.seC CaseD Ca•• E

-b X -b y" -b y" 0 X -b X
0.600 0.63 3.83±2.05 5.39 3.83±2.05 6.39 4.36±2.05 5.79 5.60±2.34 4.14 7.0l±2.61 2.54
0.630 0.67 6.52±L60 1.49 6.52±1.60 1.49 6.96±1.57 1.24 7.85±2.26 2.79 8.63±2.51 2.91
0.67 - 0.73 6.33±0.83 5.30 5.28±0.82 5.12 4.B6±0.70 0.65 5.16±0.81 l.22 5.69±0.B8 l.ll
0.73 - 0.79 7.55±1.55 7.90 7.55±1.55 7.90 5.76±0.97 3.46 6.B9±1.l9 2.13 7.28±l.42 4.11
0.79· 0.84 11.16±1.60 2.31 1l.16±l.60 2.31 9.16±1.48 2.30 10.47±l.65 3.40 9.45±1.64 4.33
0.84 0 0.88 12.18±1.82 8.55 12.18±l.82 8.55 9.93±1.53 5.09 10.37±1.61 4.57 9.64±l.58 2.15
0.88 - 0.91 7.15±1.39 4.15 7.16±1.39 4.15 6.04±1.24 3.18 6.22±1.33 2.91 5.83±l.40 2.44
0.91 - 0.94 3.84±O.95 5.27 3.98±0.97 5.24 4,43±1.05 2.45 4.26±l.11 3.96 3.60±l.10 3.97
0.94 - 0.97 6.49±2.19 0.88 6.99±2.33 0.85 7.83~,2.50 0.96 7.69±2.55 0.63 7.73±2.72 0.78
0.97 - 1.005 5.8l±0.78 2.72 6.53±0.89 4.66 7.78±0.96 4.74 7.83±l.01 4.29 7.71±1.16 3.27

o 5 10 15 20 25
0.00 <~<0.53

-t Cas. E
..;. Cos.O
-----+j

+
Table 7.2.1: Results of a one dimensional fit to the acceptance corrected p? distributions. The labels
Case A, B, C, D and E refer to the different corrections mentioned in section [7.1].

From fig.[7.2.1] it is evident that the measurement of b is affected while applying the above mentioned
corrections. A general description of this changes are:

-+i Cos. E
-+t Cose 0

~ Cose C
+ CoseS

---f-----------
It I I Co~~

• Correction for p--beam halo coincidences (Case B): The subtraction of this kind of background
affects the measurement of b only in the diffractive region (0.97 < XL < 1.02). The value of b
increases by ~12%.

• Correction for detector positioning (Case C): This correction is significant at some intermedi-
ate XL values (0.73 < XL < 0.91), where b decreases, in average, ~19%.

In the diffractive region (0.97 < XL < 1.02), b increases by ~19%.

5 10 15 20 25
O.88<~<o.gl

• Correction for reconstruction accuracy (Case D): This correction is significant at very low val·
ues of XL (0.6 < XL < 0.63) where b increases by ~28% and less significant as long as XL
increases.

~ Case E
i.... Case 0------.-1---------
i+ Cose C

+ Cose S
.• 1 Co~eAI! I I

This correction tends to compensate the changes produced by the corrections for detector
positioning at some intermediate XL values (0.73 < XL < 0.84) where b increases by ~17% in
average. 5 10 15 20 25

0.97 < ~ < 1.005

• Correction for vertex reconstruction (Case E): It drastically changes the value of b at very low
values of XL (0.6 < XL < 0.63) where b increases by ~25%, becoming less significant as long
as XL increases.

At some intermediate values of XL (0.79 < XL < 0.94), the value of b decreases, in average, by
~10% and become negligible afterwards.

,
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Figure 7.2.1: One dimensional fit results showing the changes in the measurements of b for ZEUS·
LPS PHP data due to different conditions. The vertical dotted line give a reference so that the size
of the variation with respect to' a value of b found in chapter [61can be appreciated.
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Fig. 7.2.3 shows the comparison of the slope parameters computed using both, one and two di-
mensional analysis, per every correction. Table. 7.2.2 show the data corresponding to Fig. 7.2.3.

XL bin Case A CaseS Vase Va •• Case .!.

-b x' -b X -b X' -b X' -b X
0.60 - 0.63 3.47±1.83 2.81 3,43±1.86 2.55 4,43±1.87 2.73 5.21±2.14 2.19 6.54±2.18 1.58
0.63· 0.87 6.33±1.43 0,44 6.30±1.42 4.75 6.54±1.42 0.38 7.37±1.87 0.69 8.23±2.38 1.13
0.67 - 0.73 5.24±0.78 1,44 5.30±0.78 1.39 4.n±0.65 0.20 5.15±0.76 0.44 5.57±0.82 0,48
0.73 - 0.79 8.07±1.35 1.90 7,48±1.27 1.94 5.67±0.91 0,49 7.00±1.02 0.23 7.27±1.28 0.91
0.79 - 0.84 11.16±1.13 0.31 11.85±1.18 0.31 8.63±1.23 0.75 10,45±1.28 1.02 9.55±1.25 1.12
0.84. 0.88 11. 9O± 1.35 2.50 12.03±1.35 2.50 10.19±1.26 1.82 10.32±1.29 1.53 9.54±1.29 0.82
0.88 - 0.91 6.89±1.02 1.11 6.79±1.03 1.11 5.91±0.98 1.01 5.95±1.03 0.92 5.73±1.08 0.88
0.91 - 0.94 4.20±0.84 1.01 4.94±0.83 1.08 4.51±0.92 0.20 4.88±1.01 0.37 3.76±1.00 0.38
0.94. 0.97 6.84±1.79 0.37 5.74±2.20 0.63 7.37±3.57 0.35 8.11±1.79 0.05 6.56±2.96 0.03
0.97 - 1.005 6.00±0.67 1.54 7.58±D.86 2.79 8.77±0.99 1.81 7.85±0.85 1.46 7.90±1.19 1.35

(0) P(x',NOof) > 0.05
{C:l ;':~~--1.;;··:~vr:~·~rkl:~.':~
~B)~uckqround SUL12li'Gdad

(A) Bar. data

Table 7.2.2: Results of a one dimensional fit to the acceptance corrected Pt2 distribution with
correction factors derived from the two dimensional fitting procedure. The labels Case A, B C, D
and E, refer to the the different corrections mentioned in section [7.1J.

The result of the two dimensional fit, for the total corrections (CASE E), is shown in Fig. 7.2.4 as
a continuous curve plus an error band. The error band is calculated from the covariance matrix at
the end of the two dimensional minimisation procedure while the full circles correspond to the result
of the one dimensional analysis.

For the total corrections, the results of a single exponential fit to the acceptance corrected p?
distributions, which now take migration fully into account, are compared with the ones found in the
one dimensional analysis. Fig. 7.2.5 shows this comparison in terms of the slope parameters b. The
differences (tl.b) of the slope parameters, would give a measurement of the error correlatiou effect if
only a one dimensional analysis were implemented. 'rhese differences can be fitted with a constant
line (tl.b = -O.33±O.597). tl.b represents a fraction of a standard deviation from the statistical error
in the measurement of b.

(S) oocilqround ~uly"trcc:ed

(A) Bar. data

Fig. 7.2.6 and 7.2.7 shows, for the total corrections, the comparison, of data and Monte Carlo in
both P? and XL slices. Although the agreement in thLq comparison is clearer than the one shown in
section [6.5.2]' there are still a few kinematic regions in which Monte Carlo does not reproduce very
well the data. Because of the limited statistics, the few points in disagreement with the data could
not be further studied.

In section [6.4] we assumed that our data was modelled by equation [6.3), which iu terms of event
distributions was written as follows:

Figure 7.2_2: One dimensional fit results showing the variations in measurements of A and b for
ZEUS·LPS PHP data due to different conditions in terms of the cubic spline fits to data

Here, A(XI) and b(XL) in our fits represent the best parameters that approximate the real distribution
for the prod uction of leading protons. From the previous equation it is clear that i~ can be
calculated by integrating over P? and hence:
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Figure 7.2.3: Comparison of changes in b as measured from: One dimensional fit (open circles) and
one dimensional fit to the acceptance corrected data with correction factors derived from the two
dimensional fit results (full circles). The vertical dotted line gives a reference so that the size of the
variation with respect to a value of b calculated in chapter [6] can be appreciated (which is a one
dimensional fit of b after the beam halo coincidences have been subtracted).

., One dimensional fit
- Two dimensional fit

105~·············

Figure 7.2.4: Result of the two dimensional continuous fit (solid line) for A and bin ZEUS-LPS PUP
data after all the correction to the LPS data have been taken into account (CASE E). The band
around the continuous line are the errors computed from the covariance matrix at the ~nd of the
minimisation procedure. The full circles represent the one dimensional fits to A and b.
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Figure 7.2.5: Comparison of the ZEUS·LPS PHP slope parameters for the two cases: one dimensional
fit as in section 16.5.1J (CASE I) and one dimensional fit to the acceptance corrected P? distributiou
wiLh correction factors derived from the two dimensional fit results (CASE II). The histogram at
the top shows a comparison of the fits whereas the histogram at the bottom indicates the differences
from both measurements together with a constant line (tJ.b=b[ - bIl = -0.033 ± 0.597) fit to them.

Figure 7.2.6: Comparison of data and Monte Carlo in bins of XL after all the corrections have been
taken into account (CASE E). The solid histogram corresponds to Monte Carlo and the full circles
correspond to ZEUS-LPS PHP 94 data.
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Figure 7.2.7: Comparison of data and Monte Carlo in bins of P? after all the corrections have been
taken into account (CASE E). The solid histogram corresponds to Monte Carlo and the full circles
correspond to ZEUS-LPS PHP 94 data.

According to our assumptions, equation [7.1] must provide the best fit to the acceptance corrected
XL spectrum.

Fig. 7.2.8 shows the comparison of the acceptauce corrected :f:" distribution with the fit derived
fTom equation [7.1). The error band was calculated from the covariance matrix which was produced
at the end of the two dimensional minimisation proced ure. The agreement seen in this picture is
another proof of the validity of our initial parametrisation which was used to weight the leading
proton Monte Carlo events.

_. Two dimensional fit
• ZEUS-LPS PHP 94 Date

Figure 7.2.8: Comparison of the resulting fit from the two dimensional analysis and the acceptance
cOITected dN IdxL distribution. The solid line is the value -Alb taken from Fig. 7.2.4 and the
band aronnd it represents the error in - Alb computed from the covariance matrix at the end of the
minimisation procedure.

The two dimensional surface that gives the best fit to the dx~fp? distribution is shown in Fig. 7.2.9.
The two dimensional surface is computed using the A and b curves shown in Fig. 7.2.4 and was
drawn for the low XL region only.
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The corrections to the ZEUS·LPS DIS data follow the same procedure as for the ZEUS-LPS PHP
data.

Fig. 7.3.1 shows the results obtained in the one dimensional implementation of the method and Fig.
7.3.2 shows the same but in terms of the cubic spline fits to data. Data from Fig. 7.3.1 is written in
table 7.3.L

As for the case of photo-production data, the slope parameters of the fitted Pl distributions are
affected if the corrections mentioned in section [7.1) are applied. The way the slope parameters
changes follows approximately the same pattern. These changes can best be described as follows:
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• Correction for p-beam halo coincidences: The subtraction of this kind of background affects the
measurement of b only in the diffractive region (0.97 < XL < 1.02). The value of b increases
the value by ~12%.

Figure 7.3.1: One dimensional fit results showing the changes in the measurements of b for ZEUS·
LPS DIS data due to different conditions. The vertical dotted line give a reference so that the size
of the variation with respect to a value of b found in chapter [6) can be appreciated.
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ZL bin
Case A tJaseB (J.se L:ase Cas. '

-b )( -b X ·b X' -b X -b X'
0.60·0.63 3.91±1.73 5.24 3.94±1.73 5.24 4A9±1.73 5.72 5.79±2.19 8.10 6.79±2.39 6.34
0.63 - 0.67 4.42±1.04 3.15 4.42±1.04 3.15 4.78±1.03 3.99 6.23±1.l9 4.45 6.6l±1. 24 3.67
0.67 - 0.73 7.32±0.92 15.66 7.32±0.92 15.66 6.88±0.80 14.71 7.03±0.90 16.40 7.48±0.97 14.27
0.73 - 0.79 9.88±1.57 7.72 9.88±1.57 7.72 7.8l±0.99 1.92 8.50±1.28 2.94 8.65±1. 43 3.80
0.79·0.84 8.74±1.30 5.25 8.74±1.30 5.25 6.82±1.20 4.35 8.16±1.45 6.74 7.61±1. 43 5.36
0.84 - 0.88 10.42±1.33 6.58 10,12±1.33 6.58 8.75±1.l2 2.32 9.40±l.23 2.28 8.46±1. 20 2.08
0.88·0.91 8.29±1.26 6.14 8.29±1.26 5.13 7.2l±1.l4 5.16 8.34±1.34 5.91 7.81±1. 30 5.73
0.91 • 0.94 6.12±1.08 1.79 6.34±1.12 2.16 6.82±1.26 2.88 7.20±1.47 5.22 6.85±1.51 5.91
0.94 • 0.97 7.21±1.61 0.03 8.05±1.76 0.19 8.89±1.86 0.01 8.26±1.90 0.27 8.18±2.13 0.12
0.97 ·1.005 4.58±0.82 1.20 5.47±1.00 1.50 6.68±1.06 1.48 6.89±1.11 2.00 7.07±1.20 1.08

Table 7.3.1: Result of a one dimensional fit to the acceptance cOITected p? distributions, for the
different corrections mentioned in section [7.1]

• Correction for detector positioning: This correction is significant at some intermediate XL val·
ues (0.73 < XL < 0.91), where b decreases, in average, ~18%.

In the diffractive region (0.97 < XL < 1.02), b increases by ~22%.

• Correction for reconstruction accuracy: This correction is significant at very low values of XL
(0.6 < XL < 0.63) where b increases by ~30% and less significant as long as XL increases.

This correction tends to compensate the changes produced by the corrections f<.r detector
positioning at some intermediate XL values (0.73 < XL < 0.91) where b increases, in average,
by ~13%.

• Correction for vertex reconstruction: It changes the value of b at very low values of XL (0.6 <
XL < 0.63) by ~17%, becoming less significant as long as XL increases.

At some intermediate values of XL (0.79 < XL < 0.94), the value of b decreases, in average, by
~7% and becomes negligible afterwards

Fig. 7.3.3 shows the comparison of the slope parameters computed using both, one and two dimen·
sional analysis, per every correction. 'rable 7.3.2 shows the data corresponding to Fig. 7.3.3 .

XL bin
Cas. A as. Case C Cas. Cas'C t

·b )( X' -b X' -b X' -b X'
0.60· 0.63 3.48±1.54 2.37 3.50 1.54 2.37 3.98±1.57 2.92 6.22±1.90 4.33 6.56±2.CJ8 3.70
0.63· 0.67 4.27±0.96 0.90 4.34 0.96 0.90 4.90±0.95 1.36 6.15±1.06 1.68 6.72±1.LO 1.19
0.67. 0.73 7.3101.-0.85 3.48 7.27 0.84 3.18 6.76±0.73 3.20 7.21±0.82 3.41 7.48±0.B8 3.11
0.73 - 0.79 9.65±1.24 1.85 9.59 1.24 1.85 7.62±O.84 0.81 8.38±1.02 0.49 8.46±I.L7 0.57
0.79. 0.84 8.83±1.03 1.39 8.790 1.03 1.39 6.59±1.00 9.49 8.00±1.18 1.63 7.76±1.23 1.59
0.84 - 0.88 10.27±0.99 1.54 1O.27±0.99 1.54 8.86±0.95 0.89 9.25±0.99 0.62 8.27±1.()4 0.75
0.88 - 0.91 7.90±0.88 1.33 7.88±0.88 1.28 7.04±0.86 1.54 7.ao±0.96 2.08 7.5l±0.95 1.95
0.91- 0.94 6.50±0.86 0.49 6.60±0.90 0.70 6.61±1.02 1.13 7.21±1.I4 1.46 6.59±1.21 1.63
0.94. 0.97 7.38±1.33 2.87 8.().1±1.30 0.04 8.91±1.31 0.08 8.46±1.32 0.34 7.93±1.52 0.12
0.97. 1.005 4A3±0.70 0.73 5.54±0.82 1.21 6.99±0.99 1.03 6.84±0.95 0.76 6.74±0.96 0.61

Figure 7.3.2: One dimensional fit results showing the variations in measurements of A and b for
ZEUS·LPS DIS data due to different conditions in terms of the cubic spline fits to data

Table 7.3.2: Results of a one dimensional fit to the acceptance corrected P? distribll.tiolls with
correction factors derived from the dimensional fit results. The labels Case A, B, C, D and E refer
to the corrections mentioned in section 17.1).
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The result of the two dimensional fit, for the total corrections (CASE E), is shown in Fig.7.3.4 as
a continuous curve plus an error band. This error band is calculated from the covariance matrix at
the end of the two dimensional minimisation procedure and the full circles correspond to the result
of the one dimensional analysis.

;...
Case E"0-

~ Case D
• caB. C-<l-... Cas. B-0-...

Case A,'9'

For the total corrections, the results of a single exponential fit to the acceptance corrected pl
di&tributions, derived from the two dimensional analysis, are compared with the ones found in the
one dimensional analysis. Fig. 7.3.5 shows the comparison in terms of the slope parameters b. The
differences (.6.b) of the slope parameters, would give a measurement of the error correlation effect if
only a one dimensional analysis were implemented. These differences can be fitted with a constant
line (.6.b = -0.123 ± 0.597). .6.b represents a fraction of a standard deviation from the statistical
error in the measurement of b.

!-+i Case E-<>-!...,
Case D-0'-

+' Case C-<>-1.:t- CasB B...
CasB A~

5 10 15 20 25
0.79 < ~ <0.84

5 10 15 20 25
0.67 < ~ < 0.73

For the total corrections the comparison of data and Monte Carlo in both Pi and XL slices is shown
in Fig. 7.3.6. Although an overall agreement is found in these comparisons, there are still a few
kinematic regions in which Monte Carlo does not reproduce very well the data. As for the case of
PIIP data, because of the limited statistics, the few points in disagreement with the data could not
be further studied.

.__±- Case E
~ caseD

Case C
Case B
Cas. A

5 10 15 20 25
0.91 < ~ < 0.94

I+; Case E-<>-,...
Cas. D-<>'

+; Case C-0-:...
COBBB-<>-...
Cas. A-t-

As explained in the preceding section, the A and b values in our fits represent the best parameters
that approximate the real distribution for the production of leading protons. Equation [7.1] provides
the best fit to the acceptance corrected XL spectrum .

Fig. 7.3.8 shows the comparison of the accepted corrected -;J£f; distributions with the fit derived
from equation [7.1J. The error band was calculated from the covariance matrix which was produced
at the end of the two dimensional minimisation procedure. The agreement seen in this picture is
another proof of the validity of our initial parametrisation which was used to weight the leading
proton Monte Carlo events .

Fig. 7.3.4 illustrates the two dimensional surface that gives the best fit to the th:~z,tdistribution.
The two dimensional surface is computed using the A and b curves shown in Fig. 7.3.4. It was
drawn for the low XL region only.

o 5 10 f 5 20 25
0.a4 < ~ < 0.88

_______.i- 9.J.!e E
.•. Case D

-'t- Case C
.t:. Case B

~ CoseA

o 5 10 15 20 25
0.94( ~ < 0.97

-Legend-
Case E: IV~ ~ 3u
Case D: P(x'.NDof) > 0.05
Case C: Run-la-Run variations
C,:ss B: 8,'ckgrouI1G eubetrcdijd
Case A: Bare dolo

Figure 7.3.3: Comparison of changes in b as measured from: one dimensional fit (open circles) and
one dimelL'lional fit to the acceptance corrected data with correction factors derived from the two
dimensional fit results (full circles). The vertical dotted lines gives a reference so that the size of the
variation with respect to a value of b calculated in chapter [6) can be appreciated (which is a one
dimensional fit of b after a beam halo coincidences have been subtracted).
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Figure 7.3.4: Result of the two dimensional continuous fit (solid line) for A and b in LPS-DIS data
after all the correction to the LPS data have been taken into account (CASE E). The band around
the continuous line represents the errors computed from the covariance matrix at the end of the
minimisation procedure. The full circles represent the one dimensional fits to A and b.

Figure 7.3.5: Comparison of the ZEUS-LPS DIS slope parameters for the two cases: one dimensional
fit as in section [6.5.1] (CASE I) and one dimensional fit to the acceptance corrected pl distribution
with correction factors derived from the two dimensional fit results (CASE II). The histogram at
the top shows a comparison of the fits whereas the histogram at the bottom indicates the differences
from both measurements together with a constant line (t>.b = bI - bJ[ = -0.123 ± 0.597) fit to them.
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Figure 7.3.6: Comparison of data and Monte Carlo in bins of XL after all the corrections have been
taken into account (CASE E). The solid histogram corresponds to Monte Carlo and the full circles
corresponds to ZEUS-LPS DlS data.

Figure 7.3.7: Comparison of data and Monte Cw:lo in bins of Pl after all the corrections have been
taken into account (CASE E). The solid histogram corresponds to Monte Carlo and the full circles
correspond to ZEUS-LPS DIS 94 data.



Given the best fit A(XL) and b(XL), to test the fitting method, it is necessary to generate a known
distribution, pass it through the "efficiency filter" (i.e. apply efficiency and migrations, collect
events in bins equal to the experimental ones), perform the fitting procedure using the 1994 Mozart
Monte Carlo data for the efficiency-migration map, and then compare the result with the generated
function. This requires a redo of the 1994 Mozart Monte Carlo data with a new parent distribution
which is a time consuming exercise, working from few days to several weeks. However, another way
of doing it is by analysing the extent to which the fitting proced ure causes parameters to migrate
from their initial values, using the original Monte Carlo sample.

If Nm is the number of Mozart accepted events and Ne number of data events, where Ne is taken at
random of the Nm Mozart; Ne can be used to fake real data and to implement our parametrisation
on it, provided that Ne < < Nm and its size are similar to the one found for real data.

The result of this analysis for six random sets of Monte Carlo data is shown in Fig. 7.4.1. The
variations, from the original generated slope due to our parametrisation, change between one to two
standard deviation from their statistical error.
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Figure 7.3.8: Comparison of the resulting fit from the two dimensional analysis and the acceptance
corrected dN/dxL distribution. The solid line is the value -A/b taken from Fig_ 7.3.4 and the
band around it represents the error in A/b computed from the covariance matrix at the end of the
minimisation procedure.
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Figure 7.4.1: Variation of the slope parameter, b, for six sets of Monte Carlo data. The p? dis-
tribution was generated with slope parameter b = -6. The vertical bars represents one standaru
deviation from the average value of b found in each XL bin and the horizootal bal'S the size of the
XL bios.

Figure 7.3.9: Two dimensional surface representing the best fit to dN/dxLdP? for the ZEUS-LPS
DIS 94 data. The parameters that define this surface are the continuous fits from Fig. 7_3.4, drawn
for the low XL spectrum (XL < 0.97) only.



In this chapter, a detailed study of changes in the calculation of the (XL, Pl) acceptance due to
corrections for detector positioning, reconstruction accuracy and vertex reconstruction has been
performed. These corrections have been implemented in a cumulative way and, as a result, the two
dimensional continuous fitting procedure improves in accuracy. The leading proton Monte Carlo
events, corrected by the weights derived from the fits, better reprod uce the data with few exceptions
where the limited available statistics in the sample did not allow us to pursue further studies.

8 Discussion of results and theoretical
predictions

To test the feasibility of the method, samples of Monte Carlo events randomly selected have been
used to analyse the extent to which the fitting procedure cause parameters to migrate from their
initial values. The variations in the measurement of the b parameters, due to the parametrisation
introd uced to model the prod ucLion of leading protons, in average, are consistent within one standard
deviation of the statistical error of their own measurement, but could change up to two standard
deviations.

The comparison of the acceptance corrected XL spectra for the PHP and DIS sample are shown in
Fig. 8.1.1. Both distributions are approximately flat and show an overall agreement in shape in the
low XL region (0.6 < XL < 0.9). These distributions, as long as XL approximates to unity increases
in magnitude reaching a maximum in the diffractive region (XL := 1).

Finally, for the total corrections, the acceptance corrected (XL. P?) distribution of the leading proton
have been analysed. The p? distributions follows an experimentally falling behaviour and can be
fitted with a single exponential. Table 7.5.1 shows the final values of b for DIS and PHP data.

XL bin
ZEUS-LPS PI·IP Data ZEUS-LPS DIS Data

-b x" -b x·
0.60 -0.63 6.64 ± 2.18 1.58 6.66 ± 2.08 3.70
0.63 - 0.67 8.23 ± 2.38 1.13 6.72 ± 1.10 1.19
0.67 - 0.73 5.57 ± 0.82 0.48 7.48 ± 0.88 3.14
0.73 -0.79 7.27 ± 1.28 0.91 8.46 ± 1.17 0.57
0.79 -0.84 9.55 ± 1.25 1.12 7.76 ± 1.23 1.59
0.84 -0.88 9.64 ± 1.29 0.82 8.27 ± 1.04 0.75
0.88 - 0.91 5.73 ± 1.08 0.88 7.51 ± 0.95 1.95
0.91- 0.94 3.76 ± 1.00 0.38 6.59 ± 1.21 1.63
0.94 -0.97 6.56 ± 2.69 0.03 7.93 ± 1.52 0.12
0.97 -1.005 7.90 ± 1.19 1.35 6.74 ± 0.96 0.61

>111PHP ((~. < 0.02 [ GeV/., J' )
o DIS (0" > 4.00 (C.,v/c J")

Table 7.5.1: Slopes of the acceptance corrected P? distributions as measnred in PHP and DIS
samples

Integrating over p? the resultant surface which is produced by the two dimensional fitting procedure,
the acceptance corrected XL distributions for DIS and PHP data are also fitted. The comparison of
these fits with the data, showed that the acceptance corrected XL distribution in both DIS and PHP
samples are approximately flat in the region (0.6 < XL < 0.9). Furthermore, there is a peak at values
of XL > 0.95 in both distribntions indicating the presence of clastic diffractive processes in both DIS
and PHP samples. The fraction of events with a leading protons as a function of XL is calculated
integrating the XL distributions. In the region 0.6 < XL < 0.9 this integral gives,,; 13.04 % and
;" 11.77 % for DIS and PHP sample respectively. At values of XL> 0.9 the value of the integral is
;" 12.67 % and;" 17.19 % for DIS and PHP sample respectively.

Figure 8.1.1: Comparison of the acceptance corrected XL distribution as measured in PHP and DIS
data. The distributions are normalised by the total number, Ntot of triggered events in the PHP or
DIS sample where the LPS was active for data taken.

The discussion of the process supposed to account for the production of leading proton as well as
their comparisons with the data will be presented in chapter [8J.

Fig. 8.1.2 shows the comparison of the slope parameters b, as extracted from PlIP and DIS data.
The general trend of both sets of data is a broad maximum in b as a function of XL, centred near
XL :=0.8. Furthermore, there is evidence of a minimum near XL :=0.9 in the photo-production data.
Differences in shape can better be appreciated in the lower graph where the d ifJerence in slope is
plotted as a function of XL. The hypothesis that there is no difference, on average has a X2 :=11.72
for 10 degrees of freedom corresponding to a confidence level of ~ 80%. If a constant systematic
slope difference is fitted, the result is t1b := bDlS - bP H P := 0.608 ± 0.545, corresponding to a
probability of ~ 0.6 that shape differences are statistical in origin.
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Similarities in shape, for the acceptance corrected XL spectrum and for the slope parameters, suggest
that the processes hy which leading protons are produced in both samples, might be similar. In order
to study the properties of the leading proton production, numerical calculations of the theoretical
models discussed in section [2.4J, have been implemented and a comparison of their predictions with
our data is described in the following paragraphs:

• Regge phenomenology:
The nnmerical calcnlations for this model were provided by A. Szczurek [41J and implemented
in a parallel analysis of the leading proton production by A. Garfagnini [871. These calculations
predict the ratio of DIS events with a leading proton in a given XL bin as well as the slope
parameters of their P? distribution.

Leading proton production, in the framework of this model, is considered to be mediated by
the exchange of a Regge trajectory. Regard ing the exchange mechanism, this trajectory can
be a pomeron, a pion or a reggeon in general (d. section [2.4.1I).
The prediction of the slope parameter, b, is shown in the upper plot of Fig. 8.2.1 as a continuous
line. The agreement with our data is well inside the statistical error of our measurement.

Furthermore, the prediction of the normalised acceptance corrected XL distributions is shown
in Fig. 8.2.1. The total contribution, which is the sum of four dominant individual exchange
processes reproduce very well our data. The most important contribution to the lOW-XL re-
gion comes from the Reggeon exchange mechanism, which accounts for the flatness of the XL
spectrum in this region, while the dilfractive region is dominated by exchange of a pomeron
trajectory. Leading proton production, via pion exchange mechanism and resonance fl.-decay,
contributes a small fraction to the low part of the XL spectrum.

• QCD Fracture functions:
As explained in section [2.4.21, fracture functions are new uncalculable quantities, similar to
those of the structure functions, introduced in the framework of QCD to account for the
properties of the remnants fragments of the target.

The fracture function M~ ,,(z, x, t, Q2» is parametrised at a given scale Q~ with a functional
with enough flexibility so ;.., to reproduce de data. In addition, the shape of the t distribution
is used to correct the form of M!u(z,x,t,Q2» and a small kinematic region in XL is fitted.
HI data is used for this fit, which'is constraint to 0.73 < XL < 0.84 and XL > 0.97. Finally,
the AltareHi-Parisi evolution equations are used to evolve in X and Q2 a la F2 and predict the
shape of the fit in the whole XL kinematic region 0.6 < XL < 1.05.

In this novel approach, the numerical calculations for the normalised acceptance corrected
XL spectrum were provided by D. de Florian [881. Fig. 8.2.2 shows the compw.·ison of this
prediction with our data where a remarkahle agreement is found in the low part of the XL
spectrum (XL < 0.9).

What is important to know from the fracture function is that, it measures the parton dis-
tribntion of the object exchanged between the target and the final hadron, without making
any model about what that object actually is. Hence it provides an alternative tool, in the
framework of QCD, to those based on Regge factorisation.

o Him fit: CASE II (PHP doto)
• Him fit: CASE II (oiS dolo)

i/ndf 9.327 / 9
PI 0.6084

Figure 8.1.2: Comparison of the b slopes as measured in PHP and DIS data (upper plot). The
differences from both measurements (lower plot) can be fitted with a constant line, resulting in:
f\.b = bDIS - bpHP = 0.608 ± 0.545
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Figure 8.2.2: Comparison ofthe normalised acceptance corrected XL distribution with the prediction
of a numerical calculation based on the QCD-fracture function. This model was developed to study
the behaviour of the diffractive DIS data but PHP data is also plotted here for comparison .
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In order to further study the mechanism by which the leading protons are produced at HERA, three
different cl~es of Monte Carlo event generators that simulate ep collisions with a final state leading
proton have to be taken into account. An analysis of these Monte Carlo generators and a comparison
of their predictions with our measurements are shown:

flIPHP (Q' < G.OlI GeVic J:)
ODIS (0'> 4.00lGeV/cl')

RAPGAP [89]: The version used of this generator simulates traditional deep inelastic processes
and ep collisions where the electron is scattered on a pomeron coupled to a proton following
the Ingelrnan and Schlein model [261. In addition, it generates 7l'-exchange events, in which the
virtual photon scatters off a virtual pion generated at the proton vertex.

1.

~t ~+ ¢ 0.•

-1
10

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95

XL

• 'Ihditional deep inelastic scattering: It is generated for processes shown in Fig 8.3.1, in
which a parton carrying a colour is removed from the proton and a coloured proton
remnant is left. This remnant, together with the coloured partons of the hard interaction
must form a colour singlet state. This colour string generates a particle flow between the
proton remnant and the partons of the hard scattering.

• The Ingelman and Schlein model: As explained in section [2.3]' the photon coupling to
the incoming lepton interacts with partons of the pomeron instead of interacting with
partons of the proton directly as in the traditional quark parton model of deep inelastic
scattering. 'I'hese processes are shown in Fig. 8.3.2.
The simulation of the pomeron-proton coupling follows the Regge theory and the photon-
pomeron coupling is treated according to whether the partonic constituent of the pomeron
is made of gluons or quarks.

Fignre 8.2.1: Comparison of the b slopes and the normalised acceptance corrected XL spectrum with
the prediction of a model developed in a Regge phenomenology framework [411. Although this model
was developed to explain the behaviour of the diffractive DIS data, PHP data is also plotted here
for comparison.
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• Pion exchange events: They are simulated similarly as for pomeron exchange with the cor-
responding modifications for the outgoing particle, which can be p, n, t1++ corr€sponding
to ,rJ, 1r+ or 1r- exchange.

In all these processes, higher order gluon emission is simulated using the Colour Dipole Model
(ARIADNE) [90J and hadronisation is performed using the LUND string fragmentation model
[91].
RAPGAP event samples used in this analysis were generated using the pomeron exchange
mechanism in single and double dissociation. Single dissociation indicates the proton's break-
up only. Double dissociation indicates both, the proton and pomeron break-np processes. In
addition a sample of events with a 1r0 exchange mecbanism was used.

The prediction of the slope parameter, b, using this Monte Carlo generator, is shown in Fig.
8.3.3 as a continuous line. Single and double dissociation processes tends to be in line with the
data. Single dissociation is present at high values of XL (XL> 0.9) while double dissociation
covers the entire XL region available in our measurement. The pion exchange mechanism, as
implemented in this Monte Carlo, does not explain the distribution of the slope parameter, b,
as a function of XL.

Figure 8.3.1: Basic processes for inelastic lepton nucleon scattering. (a) shows the lowest order
process. (b) shows the O(aemo<.) for gamma gluon fusion. It illustrates the colour flow when a
coloured parton is scattered off the proton directly.
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Figure 8.3.3: Comparison of the slope parameter, b, as predicted from RAPGAP Monte Carlo
(continuous lines), with our measurements for DIS and PHP data

Figure 8.3.2: Basic processes for inelastic lepton scattering on a pomeron. (a) shows the lowest order
process. (b) shows the O(aema,) for gamma gluon fusion. Since the pomeron is a colour neutral
object there is no colour flow between the diffractively scattered proton and the particles of the hard
interaction. A gap in rapidity is observed between the fast moving proton and the other particles.

The comparison of the prediction of the normalised acceptance corrected XL distribution with
our measurement is shown in Fig. 8.3.4. Although the contributions from double and sin-
gle dissociation processes qualitatively describe the shape of the XL spectrum, they fail to
reprod uce the data.
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Figure 8.3.4: Comparison of the norrnalised acceptance corrected XL distribution,with the predictions
from RAPGAP Monte Carlo (hatched histograms). The labels (a), (b) and (c) correspond to the
double, single dissociation and 7r°-exchange processes implemented in RAPGAP. y \~ V
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2. EPSOFT [92]: Is a Monte Carlo program for simulating diffractive and non-diffractive ,p
collisions at HERA developed in the framework of HERWIG 5.8 [93]. In this Monte Carlo
generator the exchange photon in the ep scattering is assumed to fIuctuate into a virtual
meson that undergoes a soft collision with the proton. It relies on the Regge type of cross
section parametrisations and statistical modelling of the final state particles.

The treatment of the final state particles assumes that hadrons are velY complex clouds of
virtual objects and that the collision of two hadrons involves many interactions between their
constituents.

In soft non-diffractive -yp interactions each of the constituents are considered to carry only a
very small fraction of the hadron energy and hence no high transverse momentu m exchange
can occur when the two clouds meet. The transverse momentum of the emerging hadrons is
assumed to be entirely due to thermal motions. Fig. 8.3.5 shows the soft non--diffractive ,p
scattering simulated in EPSOFT.

In soft diffractive -yp interactions, the process is modelled as an exchange of a neutral, colourless
object, a pomeron. Since the pomeron is assumed to behave as a hadron, the diffractive disso-
ciati()n is treated as a collision of two hadrons: the dissociating particle and the pomeron. Fig.
8.3.6 shows the diffractive subprocesses generated by EPSOFT corresponding to elastic vector
meSOD production (-yp -+ Vp), photon dissociation (-yp -+ Xp), proton (single) dissociation
(-yp -> VN) and double dissociation (-yp -+ XN).

P~

Figure 8.3.6: Diffractive subprocess generated by EPSOFT: (a) elastic vector meson production,
(b) photon dissociation, (c) proton (single) dissociation and (d) double dissociation. (The electron
vertex is not drawn)



EPSOFT event samples used in this analysis were generated using single and double dissocia.-
tion processes. The prediction for the slope parameter, b, using this Monte Carlo Generator is
illustrated in Fig. 8.3.7. Single dissociation process is present at high XL values (XL> 0.9) and
agrees well with our measurements. Double dissociation covers the whole XL region available
in our measurements but does not reproduce well the data. It predicts higher values of b at
low values of XL (0.6 < XL < 0.8) and reproduces within certain accuracy the data as long as
XL approaches to unity.
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Figure 8.3.8: Comparison of the normalised acceptance corrected XL distribution,with the pt"edictions
from EPSOFT Monte Carlo (hatched histograms). The. labels (a) and (b) correspond to the double
and single dissociation processes implemented in EPSOF'I'.

treatment. In the conventional string hadronisation model this results in two separate strings
from the q and the ij to the proton remnant spectator partons. In this case the gluons from
the parton shower are kink on the string thereby causing particle production over the whole
rapidity region in between. The new hypothesis introduced at HERA is that additional non-
perturbative soft colour interactions (SCl) [95, 96) may occur. These have small momentum
transfers, below the scale Q~ defining the limit of perturbative QCD (pQCD), and do not
significantly change momenta from the perturbative phase. However, SCI will change the
colour of the partons involved and thereby change the colour topology as represented by the
strings. Thus, it is proposed [971 that the perturbatively produced quarks and gluons can
soRly interact with tbe colour medium of the proton as tbey propagate through it. This
should be a natural part of the process in which 'bare' perturbative partons are 'dressed' into
non-perturbative quarks and gluons and the formation of the confining colour flux tube in
between them.

LEPTO is then proposed as a model capable of explaining all aspects of deep inelastic events
including leading proton production and diffraction.

The prediction of the b values, using this Monte Carlo is illustrated in Fig. 8.3.9, where it was
also plotted our measurements of b for DIS and PIIP data. Altbough LEPTO predicts the
production of leading protons in the whole XL available region in our measurements, it does
not reproduce the slope parameters b of their Pl distributions.

The comparison of the prediction of the normalised acceptance corrected XL distribution with

Figure 8.3.7: Comparison of the slope parameters, b, as predicted from EPSOFT Monte Carlo
(continuous lines), with our measurements for DIS and PHP data

The comparison of the prediction of the normalised acceptance corrected XL distribution with
our measurement is presented in Fig. 8.3.8. Although the contributions from double and
single dissociation processes qualitatively describe the shape of the XL spectrum, they fail to
reprod uce tbe data.

3. LEPTO [94]: Is a general and lJexible Monte Carlo to simulate complete lepton-nucleon scat-
tering events and integrated cross sections. It is based on the leading order electroweak cross
sections for the underlying parton level scattering processes. The main emphasis of LEPTO
is especially on the hadronic part of the event. QCD corrections are therefore included using
exact first order matrix elements and higher orders in the leading log Q2 parton cascade ap-
proach. The fragmentation of prod uced partons into observable hadrons is performed with the
Lund string hadronisation model [91].
At small Bjorken-x (10-4 _10-2), where the rapidity gap events occur, the events are frequently
initiated by a gluon from the proton. This can either be directly from tbe boson gluon fusion
matrix element or after the initial state parton shower, including a possible split in the sea quark
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Figure 8.3.9: Comparison of the slope parameters, as predicted from LEPTO Monte Carlo (continu-
ous lines), with our measurements. Although this Monte Carlo is proposed to explain the behaviour
of the DIS data, PHP data is also plotted here for comparison.

Figure 8.3.10: Comparison of the normalised acceptance corrected x L distribution, with the predic-
tions from LEPTO Monte Carlo (hatched histogram). Although this Monte Carlo is proposed to
explain the behaviour of the DIS data, PHP data is also plotted here for comparison.

our measurement is indicated in Fig. 8.3.10. Tbe result of this prediction fails to reproduce
the data, but it gives a qualitative description of the peak at values of XL > 0.95.

The comparison of the slope parameter, b, from tbe acceptance corrected pl distributions, for leading
protons and leading neutrons are shown in Fig. 8.4.1. The measurements differ at low values of XL
(0.6 < XL < 0.75) and converge within the limits of statistical accuracy at intermediate values of XL
(0.75 < XL < 0.93).

Since 1994, the ZEUS experiment was also instrumented with a highly segmented high resolution
Forward Neutron Calorimeter (FNC) [98J located in the HERA tunnel at 0 = 0", Z = 106 m from
tbe interaction point in the proton direction.

With an energy resolution measured in a beam test [98J, of aE/ E = 65%/ .j(E), it can measure large
energy deposits (> 100 GeY) from ep scattering events. These deposits can be attributed to the
production of energetic neutrons, photons or protons produced at very small scattering angles with
respect to the incoming proton direction. The aperture of the HERA proton beam line elements
in front of the FNC limits the geometrical acceptance for neutral particles to angles < 0.6 mr and
transverse momenta Pt < 0.5 (GeV /c) [99J.

A series of cal'eful measurements of the inelastic a(pp) cross section was made at the ISRI using a
single arm spectrometer set at small angles to one beam, together with veto counters around tbe
other p-beatn to exclude elastic events [101].

The emphasis of the analysis in that paper was the variation of tbe XL (XL = Scall~:,;r;~~~g~nergy)
distribution with the transverse momentum (Pt) and also on the distribution of the mass Mx
associated with the non-observed proton. Invariant cross sections are tabulated in tbe paper, and
include a certain number of values which are interpolations to particular P, values. A copy of their
data after removing the interpolated points is shown in table A.0.1 of appendix [A). Plots of invariant
cross section as function of Pl al'e shown for various XL values in table A.0.2 of appendix [A]. The
overall (XL,Pl) range for tbis data is 0.519 < XL < 1.005 and 0.225 < pl < 1.755 (GeV/c)2

The production of leading neutrons have been studied using the FNC in the deep inelastic scattering
domain (Q2 > 4 (GeV/c)2) and with longitudinal momentum fraction with respect to the p-beam
momentum XL > 0.48. The acceptance corrected Pl distribution for leading neutrons are fitted with
a single exponential function 1100] and the slope parameters of these fits, b, extracted. lInlersecling Storage Ring, facUity at CERN during the 1970s where pp interactions were produced al 30 - 50 GeV

centre of mass energy



:r...... 16

<..>

~ 16
Q)

8
14..C>

I
12

10

6

6

4

2

o pp Data (CERN-ISR)

lI!:tDIS (Q. > 4.00 [ CeV/c J. )

c: ;::Hj:' (Q~ <~0.02 ("GGV/c l' )

i
""
IT

~ ..~

Figure 8.4.1: Comparison of the slope parameters measured for leading neutrons and leading protons
at ZEUS

The plots over the larger P? ranges show clear deviations from linearity and the lower limit of P? is
between 0.25 (GeV/c)2 and 0.4 (GeV/c)2 which is higher than the minimum value in the LPS, so
they have been fitted to the form:

8.6.1 Theoretical prediction of the XL, P? distributions

Two complementary approaches have been used to study the experimental behaviour of the XL and
p? distributions. They are summarised as follows:

1. Numerical calculations:
They have been carried out in the framework of two different theoretical models: Regge phe-
nomenology and QCD-inspired fracture functions. These numerical calculations have been
performed to study the production of leading protous in deep inelastic scattering. The results
are the following:This then allows the parameter B to be used as the slope of the P? distribution at a fixed value of

P? = 0 or at some intermediate value of p? = 0.5 (GeV/c?

The number of p? values at each XL value varies between three and five. When only three points
were available, an exact solution was used with standard propagation of errors. A least squares fit
was made when more than three points were available.

• The predictions of the XL and P? distributions based on the Regge phenomenology agree
with our measurements in the whole available kinematic (XL,P?) range. This result
suggests that peripheral scattering, which is the scattering on a exchange particle or
trajectory, would be responsible for the production of leading protons in DIS.

• The fracture functions can only predict the behaviour of the XL distribution. The result
of the calculation agrees well with our measurements in the lOW-XL range (XL < 0.9)
wherell.'l at values of XL > 0.9 the agreement is less pronounced.
The fracture functions provides a tool to analyse, in the framework of perturbative QCD,
diffractive processes. It is an alternative to non perturbative or peripheral models.

Table A.0.2 of appendix [A] shows the resulting parameters and their errors and, where applicable,
the x2 of the fit. Fig. 8.5.1 shows the comparison of the p? slopes, mell.'lured at HERA-ZEUS and
CERN-ISR.

2. Monte Carlo generated samples:
Different Monte Carlo generators have been used to simnlate real data. As explained in section
[8.3J, peripheml, diffractive and non diffractive processes are implemented in RAPGAP, EP-
SOFT and LEPTO. The predictions of the XL and p? distributions using these Monte Cado
generators are summarised ll.'l follows:

In this chapter, a comparison of the XL and the slopes of the P? distributions of leading protons,
in DIS and PHP data, with different theoretical models have been performed. In addition, the b
values obtained from our mell.'lurements have also been compared with the ones found from other
experiments.



• RAPGAP: In average, the slopes of the p? distributions are approximatively explained
by single and double dissociation processes. Differences of one standard deviation in the
measurements the b values are found in some XL bins.
Although the contributions from double and single dissociation processes, as implemented
in this Monte Carlo generator, do not reproduce the XL spectrum, the fiatness of the
normalised acceptance corrected XL distributions at values of XL < 0.9 and the peak at
values of XL > 0.9 are qualitatively described by these processes.
The "lr°-exchange mechanism as implemented in this Monte Carlo disagrees completely
with our measurements.

• EPSOIT: The prediction of slopes of the P? distributions differs between one to three
standard deviations from our measurements. However, this Monte Carlo generator gives
a qualitative description of the distribution these slopes as a function of XL.

The contributions from double and single dissociation processes as implemented in this
Monte Carlo generator do not reproduce the XL spectrum, but it gives a qualitative
description of the flatness of the normalised acceptance corrected XL distributions at
values of XL < 0.9 and the peak at values of XL> 0.9.

• LEPTO: The predictions from this Monte Carlo generator fails to reproduce our mea-
surements but tends to give a qualitative description of the slopes of the p? distributions
as well as the normalised acceptance corrected XL spectrum.

9 Events with a final state Leading Proton

As explained in section [2.3], we have classified the production of leading protons in two kinematic
regions, which have apparently nothing or very little in common. However it is assumed that photo-
production and deep inelastic scattering are connected and that there is no discontinuity in the
dynamics. This assumption is based on the con'espondence pl"indple and the no change hypotJlesis
introduced by J.D. Bjorken [102] in the early 1970s to explain the scaling behaviour of the dynamics
of the final state particles in photo-production at fixed values of the total center of mass energy W
and its extrapolation at larger values of Q2.

In general, all the above mentioned Monte Carlo generators do not reproduce our measure-
ments. They can only describe, in some cases, qualitatively the shapes of the XL or b distribu-
tions.

Final state particles from both reactions can, in general, be grouped in three regions of the pseu-
dorapidityl phase-space, each region characterising a particnlar process or mechanism by which the
hadronic final state is produced. This kind of classification by the spatial topology of the produced
events, according to J.D. Bjorken [102], is model independent and supported by earlier measurements
in hadron-hadron scattering processes during the 1970s in which, interalia, a short range correlation
between the transverse momenta and the rapidity of the produced hadrons were observed. Fig. 9.1.1
shows the definition of the expected three regions in the pseudorapidity phase-space to classify final
state particles in "tP interactions.

8.6.2 Comparison with other experiments

• At HERA, the acceptance corrected P'l distributions for leading neutrons have been fitted
with a single exponential and their slope parameters compared with the ones found for leading
protons

The result of this comparison indicate similarities at values of O. 75 < XL < 0.93 and differences,
of up-to 1.5 standard deviations from the statistical errors, at values of XL < 0.75.

• At CERN-ISR experiment, a series of careful measurements of the inelastic u(Pv) cross section
was made. In these measurements, the variation of the XL distribution with the transverse
momentum, Pt, was emphasised.

A rearrangement of their data, in order to have variations of Pt with XL has been performed
and the distributions fitted with a double exponential of the form:

The similarity between hadron-hadron scattering and "tv interactions is due to the fact that at ,low
values of Q2 rv 0, the photon can be described in a Vector Meson Dominance -like picture [103],
where the photon is assumed to fluctuate into a vector meson before interacting with the proton
showing in general, features of low-PT processes as seen in hadronic collisions. Fnlthermore, at high
values of Q2 » 0, recent measurements at HERA and high precision measurements from fixed
target lepto-production experiments have shown that the data in the low Bjorken-x region reveal
properties from soft interactions as well.

An overview of the global topology of the produced hadrons in the presence of a produced leading
proton will be discussed in the following sections.

In order to study the behaviour of the inclusive particle production in the presence of a final state
leading proton in this regime, a binning choice in Q2 and W according to early measurements [104J,
[105], [lOOJ, has been introduced as shown in Fig. 9.2.1. This binning choice is constrained by
the present statistics and resolution measurement of the kinematic variables such as Q2, Wand
XBJ. The data sample is selected as described in section [6.2J. In addition a reconstructed vertex is
required with a maximum spread along the proton beam direction of V~~ 3u.

The B parameters can be interpreted as the slope of the p? distribution at fixed value of
p? = 0 or at some intermediate value of P? = 0.5 (GeVjc)2.

The comparison of the distribution of this B parameters with our measurements agrees in the
diffractive kinematic region (XL> 0.97).

In order to investigate whether the longitudinal momentum spectra (XL) of the leading protons
have any dependence in the above binning choice, the ratios of uncorrected relative xL spectra and

'The pseudorapidity, at HERA, is defined 'as; '1= -In(tan(O/2)), where 0 is the polar angle in the direction of the
+z axes
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Figure 9.1.1: Definition of the expected three regions in the pseudorapidity phase-space to classify
final state particles in 'Y'p interactions

number of events in every Q2 and W regions are compared, because of the limited statistics in our
sample and the assumption that, acceptance and efficiency corrections will cancel out if the above
mentioned ratios are applied.

The ratios of uncorrected XL spectra in bins of Wand Q2 are shown in Figs. 9.2.2 and Fig. 9.2.3.
In average and in light of the limited statistics available, these ratios can be fitted with a constant
line, suggesting that the leading proton production might not depend neither on the total center of
mass energy W nor on the virtuality of the probe Q2.

A second step is to investigate the changes in the population of leading protons in every (W,Q2) cell
by calculating the uncorrected fraction of DIS events with a final state leading proton. Due to the
small statistics in our sample, to perform this test, two different sets of Q2 bins are used as follows:

1. The original binning choice is used and the fraction of the total events with a leading proton
in the final state is calculated. The results are shown with open circles in the histograms of
Fig. 9.2.4.

2. 'fhe original bins are re-arranged in such a way that they include data at values lower than
W < 90 Gey2. The resulting binning is then: W = (50, 100, 140, 170, 200, 225). The fractions
of DIS events with a leading proton in the final state using this set of Q2 bins are calculated
and shown with full circles in the histograms of Fig. 9.2.4

The use of the above set of Q2 bins lets us observe a constant behaviour in the production of leading
protons at any values of Wand Q2, thus indicating that their production might not depend neither on
the virtuality of the probe nor on the available center of mass energy of the 'Y'p system (W). A least
squares linear fit to this ratio (r) for 5 < Q2 < 40 GeY-!, gives as a result: r = 0.025475 ±0.000378,
a constant line.

Log(x)

Figure 9.2.1: The LPS-DIS data in the (x, Q2) plane and the binning selection as a function of W
and Q2
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Figure 9.2.2: Ratios of the uncorrected relative XL spectra in bins of W. In light of the limited
statistics available, these ratios can be fitted with a constant line.
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A step forward in our analysis is the study of the global event topology in the central detector
(ZEUS). This is achieved by measuring the inclusive particle production, in the distributions of
charged track multiplicity per event. Another question for further investigation is whether this
distributions will either be affected or not by the presence of a final state leading proton.

Charged particle production is measured with the Central Tracking Detector which detects particles
produced in the polar angle range 18.77 s: 0 s: 161.23, where 0 is defined as the polar angle in the
direction of the incoming proton.
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Fig. 9.2.5 (upper plot) shows the distribution of charged track multiplicity per event. The solid
histogram corresponds to the total DIS sample while the full circles histogram is related to a sub-
sample of DIS events with a final state leading proton. The full circles histogram was scaled-up by
a factor of 30 to allow a comparison with the other one. Fig. 9.2.5 (lower plot) shows the ratio of
DIS events with a final state leading proton. However, a full acceptance and Monte Carlo studies
are necessary. The following is a description of the findings shown in Fig. 9.2.5:

Define the total energy for producing particles with final state leading protons from the general
process ep --t e'pi X as follows:

(Q~~)2 = M} = (e - e')2 -I- (p-IN -I- 2(e - e') . (p - p')
where: e, e', p and p' are the four momenta of either the incoming or outgoing electron and proton,
and.Mk the mass of the associated hadrons in the reaction. The result is approximately the following:

The DIS sample is the integral over all values of XL, but with an efficiency which depends on y and
XL. At low values of XL, the quantity Q~-;;d is high and hence there will be a tendency for higher
multiplicity events. At high values of XL, the quantity Qr;d is low and this will translate in lower
multiplicity events.

The above qualitative description could explain the behaviour of the distributions shown in the lower
part of Fig. 9.2.5, where there is clear fall-oIT in these distributions at higher multiplicities.

Another way to look at the global behaviour of the event is by determining the preferred directions
of the produced particles. The way the final state particles are going to be found is going to give us
an insight of the mechanism by which they were produced.

In a typical DIS reaction, when the target proton is broken-up by the virtual photon (-y'), the topol-
ogy ofthe produced hadrons, in the framework of the quark parton model, will follow a characteristic
spatial distribution which is explained by the materialisation process of the quark-diquark colour
string in the direction of the incoming proton. This information can be obtained by measuring the
pseudorapidity of the inclusive particle prod uction 1]

Figure 9.2.5: Upper plot: comparison of total DIS charged track multiplicity per event (solid his-
togram) with a subsample of DIS events with a final state leading proton (full circles). The data
containing a final state leading proton were scale-up by a factor of 30 to compare with the other
histogram. Lower plot: ratio of DIS events with a final state leading proton. The distributions are
not corrected for acceptance.

However, since the first evidence at HERA of DIS-like type of events in which a rapidity gap in the
final hadronic state was observed [107], [108], a sizeable amount of these kind of events (~ 10% of the
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total) has been identified that have no colour Bow signature in between the place where the particle
production populates and the direction of the incoming proton. These events are called Diffractive
Deep InelMtic Scattering and the mechanism by which they are thought to be produced are mainly
the exchange of a colour neutral object, the pomeron and their signature is a large rapidity gap event
with values of maximum pseudorapidity per event of '7max ::; 1.5 units.

It is, however, important to find out if the produced leading protons could give us some information
about the maximum pseudorapidity of the particle production in the central detector. Fig. 9.2.6
(upper plot) shows a comparison of the maximum pseudorapidity per event in the total DIS sample
(solid histogram) with their equivalent found in a DIS subsamplc having a leading proton in the final
state (full circles). The DIS subsample has been scaled up by a factor of 30 to allow a comparison
of both histograms. Although a full understanding of the acceptance and efficiency for this class of
events is needed, both distributions tend to follow approximatively the same pattern. The contribu-
tion from low XL (0.6 < XL < 0.97) and high XL (XL> 0.97) leading proton events are shown in the
lower part of Fig. 9.2.6. The cut '7max = 1.5 units, is used to separate diffractive and non-diffractive
processes.

As described in section [6.2), photo-production data is selected at very small values of Q2 ::; 0.02
(GeV /c)2 and at I'P center of mass energies of 176 ::; W::; 225 GeV. Only one bin in Q2 will be used.
The binning choice in W is selected following the statistical population of available data and their
boundaries are: W = (176,195,210,225) GeV. In addition a reconstructed vertex is required with a
maximum spread along the proton beam direction of V.::; 3<1. Vle will follow the same procedure as
developed in section [9.2] to study the behaviour of the inclusive particle production in a presence
of a final state leading proton.

The ratios of uncorrected relative XL spectra for every bin in W is performed and it showed a similar
behaviour as found in DIS. In average and in light of the limited statistics available, these ratios can
be fitted with a constant line, suggesting that the leading proton production might not have a W
dependence in photo-production. Fig. 9.3.1 shows these ratios per every W bin selected.

A calculation of the fraction of the total events with a final state leading proton is now performed.
Due to the limited statistics in our sample, two different sets of W bins are used as follows:

1. The original binning choice is used and the fraction of the total events with a leading proton
in the final state is calculated. The results are shown with open circles in the histograms of
Fig. 9.3.2

-1
10

-10 -82. The original bins are re-arranged in Buch a way that they use the maximum statistical infor-
mation but changing its sizes. The resulting binning is then W = (176,185,195,205,215,225)
GeV, and are almost the same as the ones used in the Measurement of the t-distribution in
diffractive photo-production [83J. 'I'he fraction of the total events with a leading proton in the
final state using this particular set of W bins are shown with full circles in Fig. 9.3.2

The flatness of the distribution in Fig. 9.3.2 persists after redefining the binning choice in W, thus
indicating t hat the production of leading protons might not depend on the total I'P center of mass
energy (W) in photo-production.

Figure 9.2.6: Upper plot: comparison of total DIS maximum pseudorapidity per event (solid his-
togram) with a subsample of DIS events with a leading proton in the final state (full circles) which
have been scaled up by a factor of 30. Lower plot: contributions from the XL spectrum to the '7max
distribution of the DIS subsamt>le having a final state leading proton.

To analyse the inclusive particle production in the collision, we proceed by measuring the charged
tracle multiplicities per event. Fig. 9.3.3 (upper plot) shows the distribution of the charged track
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multiplicity per event. The solid histogram corresponds to the total PHP sample while the full
circles histogram is related to a subsample of PHP events with a final state leading proton. The
full circles histogram was scaled-up by a factor of 30 for ease of comparison. Fig. 9.3.3 (lower plot)
show the ratio of PHP events with a leading proton in the final state. Although a full acceptance
and Monte Carlo studies are necessary, a qualitative description will follow the same chara.cteristics
as for deep inelastic scattering.

The maximum pseudorapidity distribution of the inclusive particle production is now measured. Fig.
9.3.4 (upper plot) shows a comparison of the distribution of maximum pseudorapidity per- event in
the total PHP sample (solid histogram) with that found in a PHP subsample having a leading
proton in the final state (full circles). The PHP subsample has been scaled up by a factor- of 30 to
allow a comparison. Fig. 9.3.4 (lower plot) shows the maximum pseudorapidity distributiou of the
SPP subsample having a final state leading proton (full circles) together with the same distributions
at two different values of the XL spectrum (solid histograms). Although a full understanding of
the acceptance and efficiency for this class of events is needed, both distributions tend to follow
approximatively the same pattern. The contribution from low XL (0.6 < XL < 0.97) and high XL
(XL> 0.97) leading proton events is shown in the lower part of Fig. 9.2.6. The cut l)max = 1.5 units,
is used to separate diffractive and no-diffractive processes.

Figure 9.3.1: Ratios of uncorrected relative XL spectra in bins of W. In light of the limited statistics
available, these ratios can be fitted with a constant line. In this chapter, the characteristics of the production of leading protons in different kinematical

regions of Q2 and W have been described. In addition, an ovel'View of the topology of the produced
hadrons with a final state leading proton has also been given.

The results of these measurements which are common to DIS and PHP data can be summarised as
follows:

e The ratios of the uncorrected XL spectr-a in bins of the available 'Y.p center of mass energy (W)
and Q2 shows, in average and in light of the limited statistics available, an approximatively
constant behaviour. Furthermore, this constant behaviour is also present in the calculated
fraction of events with a final state leading proton as a function of Wand Q2.

The above mentioned results, suggest that the leading proton production might not depend
neither on the total center of mass energy W nor on the virtuality of the probe Q2 .

• Although, a full acceptance and Monte Carlo studies are necessary, the production of the final
state hadrons in presence of a final state leading proton has also been measured via the charged
particle multiplicity and maximum pseudorapidity distributions.

The calculated ratio of events with a final state leading pr-oton as a function of the charged
particle multiplicity indicates in the limits of the available statistics, an approximatively con-
stant behaviour in the region 3 :5 N\rad< :5 15. In both samples, there is a clear fall-off at
higher multiplicities (N\nd< > 15).

The comparison of the maximum pseudorapidity distribution for all the events in sample, with
the ones found with a final state leading proton, shows approximatively the same pattern.

Figure 9.3.2: Calculated fraction of PHP events with a final state leading proton as a function of
the available 'YPcenter of mass energy (W). The open circles correspond to the original W binning
choice and the full circles correspond to a re-arrangement of the W binning choice so that it can be
examined if any structure is present in the distributions.

• Final state leading proton events with Xc, > 0.97 populates most of the large rapidity gap
region (l)max < 1.5) whereas the region (l)max > 1.5) is mainly populated by final state leading
protons with XL < 0.97. .
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Figure 9.3.3: Upper plot: comparison of total PHP cbarged track multiplicity per event (solid
bistogram) witb a subsample of PHP events witb a leading proton in tbe final state (full circles)
wbicb bavebeen scaled up by a factor of 30. Lower plot: ratio of PHP events witb a final state
leading proton. Tbe distributions are not corrected for acceptance.

Figure 9.3.4: .Qpper plot: comparison of total PHP maximum pseudorapidity per event (solid bis-
togram) witb a subsample of PHP events witb a leading proton in tbe final state (full circles) wbicb
bave been scaled up by a factor of 30. 10wer plot: contributions from tbe XL spectrum to tbe '1max
distribution of the PHP subsarnple having a final state leading proton.



• Similarities in the pattern of the maximum pseudorapidity distributions can better be appre-
ciated by comparing the ratios of the final state leading proton events with the total events in
the sample. Fig. 9.4.1 (top-left) shows these ratios for both DIS and PHP data.

At values 1)max < 1.5 both ratios are similar and show an approximatively constant behaviour
whereas at values of 1)max > 1.5 both ratios differs drastically.

• In order to further study the ratios of the maximum pseudorapidity distributions, Monte Carlo
generators have been used to compute them. The results are shown in Fig. 9.4.1 (top-right
and bottom) where the predictions from RAP GAP, EPSOFT and LEPTO are compared with
the meMurement for DIS data.

Although these comparisons reveals no agreement with our measurements, the experimental
distributions show that the leading protons are mainly produced in a single diffractive process.

All Monte Carlo, predict (by a large factor) too many events with 1)max < 1.5 with a leading
proton (large rapidity gap events). RAPGAP and EPSOFT have too much single dissociation
with 1)max > 1.5. Only LEPTO predicts too few small rapidity gaps events with a leading
proton. Finally only EPSOFT double dissociation reproduces (roughly) the right shape of the
data. iIII LPS-DIS DotG

o LPS-PHP Data
In conclusion, there is an indication of independence in the production of leading protons at different
Q2 and W ranges. Preliminary studies ou the global topology of the produced hadrons with a final
state leading proton reveals similar patterns. The 1)max ratio of the events with a leading proton in
the final state are not reproduced by Monte Carlo generators as RAPGAP, EPSOFT and LEPTO.
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Figure 9.4.1: Upper-left plot: Comparison of the ratios of the maximum pseudorapidity distribution
for events with a final state leading proton to all events in DIS and PHP data. Indicating is also a cut
in 1)max = 1.5 used to select large rapidity gap events. Upper-right and bottom plots: Comparison
ofthe ratio of the maximum pseudorapidity distribution for events with a final state leading proton
in DIS data and the predictions from RAPGAP, EPSOFT and LEPTO Monte Carlo generators.



the experimental distributions show that the leading protons are mainly produced in a single
diffractive process.

All Monte Carlo, predict (by a large factor) too many events with 1)max < 1.5 with a leading
proton (large rapidity gap events). RAPGAP and EPSOFT have too much single dissociation
with 1)m"" > 1.5. Only LEPTO predicts too few small rapidity gaps events with a leading
proton. Finally only EPSOIT double dissociation reproduces (roughly) the right shape of the
data.

The leading proton spectrometer of ZEUS has been operated at HERA since 1993. It is a single arm
spectrometer mounted on the proton beam-pipe and permits, via silicon micro-strip detectors, the
detection of a fraction of scattered protons which would escape undetected io the beam-pipe. With
a longitudinal momentum resolution of t>PL/PL ~ ±8 X 10-4 and a transverse momentum resolution
well inside the spread of the incident beam emittance, the LPS allows us a precise measurement of
the longitudinal and transverse momentum distributions of the leading proton.

Although using only the limited leading proton statistics in the year 1994, the results presented here
show the capabilities of the LPS as an important tool to enhance our knowledge of leading proton
prod uction and diffractive ep processes in general.

A general summary of the measurements carried out in DIS and PHP follows:

o The acceptance corrected XL and pl distributions of the leading proton, for both samples,
have been measured. To calculate the acceptance, a two-dimensional fit procedure has been
developed and implemented io the analysis to account for migrations and variations in the
efficiencies due to detector positioning, reconstruction accuracy and veltex reconstruction.

With the advent of more leading proton statistics, and an improved experimental configuration, these
studies will be further pursued towards a better understanding of the leading proton production
mechanism.

o Comparisons of the normalised XL distributions of the leading proton, for both samples, show
similar patterns. They show a peak at values of XL > 0.9 and are Bat within the experimental
errors in the region 0.6 :5 XL :5 0.9. The fraction of events with a leading proton in the region
0.6:5 XL :5 0.9 is found to be ~ 13.04% and ~ 11.77% for DIS and PIIP respectively while in
the region XL > 0.9 this fraction is ~ 12.67% and ~ 17.19% for DIS and PHP respectively.

o The Pl diskibutions of the leading proton, for both samples, show an experimentally falling
behaviour and can be fitted with a simple exponential. Both distributions follow approximately
the same pattern. The hypothesis that there is no difference, in the comparison of the b
values obtained for both samples, has, on average, a X2 = 11.72 for 10 degrees of freedom,
corresponding to a confidence level of ~ 80%. This means that there is a probability of ~ 0.6
that shape differences are statistical in origin.

o Two complementary approaches have been used to study the experimental behaviour of the XL
and Pl distributions of the leading proton: numerical calculations and Monte Carlo generated
samples.

While the numerical calculations, based on the Regge phenomenology and QCD fracture func-
tions produce reasonable agreement with our measurements, the Monte Carlo generated sam-
ples from RAP GAP, EPSOIT and LEPTO fails to reproduce the data.

o A comparison with the leading neutron data from ZEUS and pp data [rom the CERN-ISR has
been performed. The comparison of the slopes of the pl distributions for leading neutrons and
leading protoDs shows similarities at values of 0.75 < XL < 0.93 while the comparison with the
pp CERN-ISR data agrees only in the diffractive kinematic region (Xl, > 0.97).

o Studies on the production of leading protons in different Wand Q2 regions, indicate probable
independence of Wand Q2.

o A preliminary analysis of the event topology of the produced hadrons in a presence of a leading
proton, reveals similar patterns. The fraction of DIS and PHP events with a leading proton
as a function of 1)max is approximatively constant and equal for 1)max < 1.5. Although this
behaviour is not reproduced by any of the Monte Carlo event generators used in this thesis



Appendix A

pp collider: 30 < .;s < 50 GeV
overall XL range: 0.519 < XL < 1.005
overall P? range: 0.225 < P? < 1.755

XL A CA B <5B C <5C x' mo

0.519 2.124 0.349 -2.725 0.695 -0.677 0.664
0.544 2.589 0.318 -4.925 0.620 1.824 0.571
0.570 1.884 1.380 -2.112 2.820 -0.739 2.817
0.598 2.193 0.260 -3.224 1.005 -0.016 0.835 0.177 1
0.623 2.184 0.304 -3.327 1.049 0.097 0.769 0.052 1
0.650 1.989 0.293 -2.615 1.000 -0.605 0.742 0.021 1
0.674 1.992 0.334 -2.802 1.009 -0.300 0.668 0.763 1
0.701 2.344 0.328 -4.070 0.985 0.490 0.651 0.374 1
0.727 2.438 0.174 -4.509 0.574 0.686 0.386 2.019 2
0.747 2.308 0.285 -4.569 0.558 1.091 0.475
0.772 2.246 0.303 -4.690 0.559 1.158 0.460
0.801 2.421 0.309 -5.568 0.566 1.660 0.454
0.827 2.337 0.346 -5.123 0.609 1.265 0.482
0.853 2.188 0.315 -4.779 0.537 1.026 0.416
0.879 2.269 0.365 -5.078 0.601 1.106 0.449
0.906 2.559 0.252 -5.654 0.777 1.291 0.452 1.341 1
0.932 2.847 0.157 -5.343 0.437 0.760 0.247 14.002 1
0.947 3.101 0.227 -5.659 0.374 1.110 0.279
0.953 2.981 0.262 -5.316 0.663 0.819 0.356 0.183 1
0.960 3.286 0.210 -5.885 0.548 1.113 0.301 2.341 1
0.966 3.149 0.224 -4.972 0.571 0.656 0.308 7.078 1
0.973 3.539 0.220 -5.789 0.587 0.941 0.308 1.650 1
0.979 4.271 0.196 -7.462 0.532 1.939 0.258 0.401 1
0.986 4.773 0.186 -6.861 0.470 1.326 0.244 1.061 1
0.993 5.231 0.185 -6.729 0.455 1.219 0.230 0.063 1
0.999 4.201 0.218 -4.925 0.526 0.437 0.262 7.853 1
1.005 1.619 0.409 -2.083 1.140 -0.666 0.679 21.356 1

P, I (1 I error Pt' (1 error P, I q I error P;;' I q I error
set 1 XL - 0.519 set 2 XL - 0.544 set 3 XL - 0.570 set 4 XL - 0.598

0.330 3.16 0.32 0.330 3.20 0.32 0.390 2.58 0.26 0.225 4.38 0.44
0.525 1.66 0.17 0.525 1.66 0.17 (1.600 1.42 0.14 0.455 2.00 0.20
0.765 0.70 0.07 0.855 0.75 0.08 0.855 0.63 0.60 0.680 1.02 0.10

0.950 0.41 0.04
set 5 XL - 0.623 set 6 XL - 0.650 set 7 XL 0.674 set 8 XL - 0.701

0.275 3.61 0.36 0.275 3.41 0.34 0.330 2.87 0.29 0.330 2.91 0.29
0.455 1.96 0.20 0.525 1.55 0.16 0.600 1.15 0.12 0.600 1.04 0.10
0.680 0.98 0.10 0.765 0.70 0.07 0.856 0.67 0.06 0.856 0.48 0.05
1.050 0.30 0.03 1.050 0.24 0.024 1.156 0.19 0.019 1.155 0.18 0.018

set 9 XL _ 0.727 set 10 XL - 0.747 set 11 XL - 0.772 set 12 XL _ 0.801
0.225 4.5 0.4 0.225 3.80 0.57 0.275 2.84 0.42 0.275 2.76 0042
0.390 2.04 0.20 0.600 0.96 0.15 0.600 0.86 0.12 0.680 0.55 0.09
0.680 0.70 0.07 1.165 0.22 0.033 1.266 0.16 0.03 1.265 0.14 0.02
0.950 0.32 0.03
1.265 0.11 0.011

set 13 XL - 0.827 set 14 XL - 0.853 set 15 XL - 0.879 set 16 XL _ 0.906
0.330 2.19 0.33 0.330 2.06 0.31 0.390 1.58 0.24 0.226 4.2 0.6
0.680 0.57 0.09 0.765 0.42 0.06 0.765 0.38 0.06 0.390 1.52 0.22
1.265 0.12 0.D18 1.380 0.086 0.015 1.380 0.072 0.010 0.855 0.28 0.04

1.500 0.048 0.009
set 17 XL = 0.932 set 18 XL - 0.947 set 19 XL = 0.953 oot 20 XL _ 0.960

0.225 6.3 0.6 0.275 5.1 0.7 0.275 5.0 0.7 0.275 6.2 0.7
0.455 1.32 0.13 0.950 0.28 0.03 0.525 1046 0.17 0.525 1.43 0.17
0.950 0.24 0.02 1.755 0.033 0.007 0.950 0.27 0.03 1.050 0.20 0.02
1.625 0.02 0.003 1.625 0.030 0.006 1.755 0.025 0.006

set 21 XL _ 0.966 oot 22 XL _ 0.973 set 23 XL - 0.979 set 24 XL - 0.986
0.275 7.3 0.9 0.275 8.0 0.9 0.275 10.4 1.0 0.275 20.5 2.0
0.525 1.65 0.18 0.525 1.91 0.22 0.525 2.56 0.28 0.600 2.87 0.29
1.050 0.29 0.03 1.050 0.24 0.03 1.050 0.23 0.03 1.050 0040 0.04
1.755 0.025 0.000 1.755 0.023 0.005 1.765 0.058 0.007 1.755 0.04 0.007

set 25 XL - 0.993 set 26 XL - 0.999 set 27 XL _ 1.005
0.275 32.5 3.2 0.330 15.3 I 1.5 0.330 3.1 0.5
0.600 5.02 0.50 0.600 3.26 0.33 0.600 0.61 0.11
1.050 0.62 0.00 1.050 0.70 0.Q7 1.155 0.23 0.03
1.755 0.059 0.009 1.755 0.042 0.007 1.755 0.005 0.003
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