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Abstract

After the luminosity upgrade of the electron proton collider HERA, the proton bunch length
will become relevant for the achievable luminosity. New, strong focussing, superconducting
magnets inside the detectors H1 and ZEUS lead to smaller cross sections at the interaction
regions and with that, to higher luminosity. Due to the strong focussing, the beta function
and the bunch length have a comparable magnitude. This enhances the effective cross section,
‘hour-glass-effect’ [1]. A reduction of the bunch length would result in smaller effective cross
sections and so further increase the luminosity.

Even at HERA energies of 920 GeV, protons do not lose a significant amount of energy, due
to synchrotron radiation, because of their large rest mass. Hence, there is no natural damping of
unwanted beam oscillations, as is the case for electrons or positrons. Coherent oscillations of the
proton beam lead to an increase of the beam dimensions. Shorter bunch lengths at high energy
are achievable by suppressing the coherent oscillations at injection and during acceleration.

For an investigation of the origin of coherent oscillations, powerful longitudinal diagnostic
tools are indispensable. Therefore, a fast longitudinal diagnostic system was developed, which
permits real time measurements of bunch phase and length for all 180 bunches during one turn.
Beam loading transients and the accelerating voltages can be examined with a fast cavity field
diagnostic. The vacuum system of the HERA proton ring was carefully designed to keep the
impedance, which could drive beam oscillations, as low as possible. Therefore, measures are
needed to suppress the oscillations. The fast longitudinal diagnostic system provides the signals,
needed for a RF feedforward and a coupled-bunch feedback.

The new diagnostic system permits novel observations and experiments at HERA. One can
observe coupled-bunch oscillations during acceleration, which are correlated with an increase in
the longitudinal emittance. The impact of bunch oscillations on the beam loading transients can
be demonstrated. Measurements of the longitudinal beam transfer function and measurements
of decoherence times, together with beam echoes, yields important beam dynamical parameters.
Since a further reduction of the all over impedance is not easily achievable, the suppression of
coupled-bunch oscillations must be done by active systems. The results obtained in this thesis,
provide the necessary information for the design of a coupled-bunch feedback system, whose
task is the preservation of the longitudinal emittance.
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Zusammenfassung

Nach der Erhöhung der Luminosität der Hadron, Elektron Ring Anlage HERA spielt die Länge
der Teilchenpakete (Bunche) der Protonen eine Rolle bei der erreichbaren Luminosität. Neue,
stark fokussierende supraleitende Magnete in den Detektoren H1 und ZEUS führen zu kleineren
Strahlquerschnitten in den Wechselwirkungsbereichen und damit zu mehr Luminosität. Wegen
der starken Fokussierung haben die Betafunktion und die Bunchlänge vergleichbare Werte. Das
erhöht wiederum die effektive Strahlquerschnittfläche, ‘Sanduhreffekt’ [1]. Eine Reduktion der
Bunchlänge würde kleinere effektive Strahlquerschnittflächen ergeben und so die Luminosität
weiter erhöhen.

Selbst bei HERA Energien von 920 GeV verlieren Protonen, aufgrund ihrer hohen Ruheen-
ergie, nur unbedeutend Energie durch Abstrahlung von Synchrotronstrahlung. Damit existiert
auch keine natürliche Dämpfung von Strahlschwingungen, wie das bei Elektronen oder Positro-
nen der Fall ist. Kohärente Schwingungen von Protonenstrahlen führen zu einer Aufweitung
der Strahlen. Kürzere Bunche bei hoher Energie sind durch das Unterdrücken der kohärenten
Schwingungen, bei der Injektion und während der Beschleunigung, zu erreichen.

Zur Ermittlung einer Ursache für die kohärenten Schwingungen sind leistungsfähige Diag-
nosewerkzeuge unerläßlich. Deshalb wurde ein schnelles longitudinales Diagnosesystem ent-
wickelt, das Messungen der Phasen und Längen aller 180 Bunche in Echtzeit und innerhalb
eines Umlaufs gestattet. Transientes ‘Beam-Loading’ und die Beschleunigungsfelder können
mit der Diagnose der Hochfrequenzfelder in den Hohlraumresonatoren (Cavities) untersucht
werden. Das HERA Vakuumsystem wurde sorgfältig entworfen, um alle Impedanzen, welche
zu Strahlschwingungen führen, so klein wie möglich zu halten. Deshalb sind Maßnahmen
notwendig, um Schwingungen zu unterdrücken. Das schnelle Diagnosesystem stellt die Ein-
gangssignale bereit, die für ein HF Feedforward und ein Multibunch-Feedback notwendig sind.

Das neue Diagnosesystem ermöglicht neuartige Beobachtungen und Experimente bei
HERA. Man kann gekoppelte Schwingungen aller Bunche während der Beschleunigung von
der Injektionsenergie zur Speicherenergie beobachten, die mit einer Zunahme der longitudi-
nalen Emittanz einhergehen. Der Einfluß der Bunchschwingungen auf die transienten Beam-
Loading Felder ist nachweisbar. Messungen der longitudinalen Strahl Transferfunktion und
Messungen der Dekohärenzzeiten, zusammen mit Strahlechos, liefern wichtige strahldynami-
sche Parameter. Weil eine weitere Reduktion der Gesamtimpedanz nicht einfach realisierbar
ist, muß die Unterdrückung von gekoppelten Schwingungen durch aktive Systeme erfolgen.
Die Resultate dieser Dissertation stellen die Informationen zur Verfügung, die für den Entwurf
eines Multibunch Feedback Systems notwendig sind. Die Aufgabe eines solchen Systems ist
die Erhaltung der longitudinalen Emittanz.
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1 Introduction

In 1955, the form factor of the proton was determined by R. Hofstadter and his colleagues from
Stanford University by shooting electrons from a linear accelerator on protons and measuring
the electron deflection [2, 3]. These experiments showed that the proton has a finite size. Since
that time many experiments were undertaken to determine the inner structure of the proton. In
the late 1960’s, the deep inelastic electron proton scattering at SLAC revealed that the nucleon
consists of nearly point like objects, called partons. The experiments H1 and ZEUS - installed
in the Hadron Elektron Ring Anlage (HERA) at DESY - started to operate in 1992 and permit
the deepest insight into the proton structure by measuring the collision fragments of a 27.5 GeV
electron beam colliding with a 920 GeV proton beam1. For a comprehensive overview of the
physics at HERA, see [4, 5]. A more in-depth description can be found in [6, 7, 8].

For a study of the large Q2 regime and a search of rare events by the experiments H1 and
ZEUS, the luminosity has to be increased. Therefore, new, focussing quadrupole magnets are
mounted inside the detectors H1 and ZEUS for a further reduction of the beam cross-sections
at the interaction points. This is called the ‘luminosity upgrade’. But the focussing takes place
within only two meters. Hence, the proton bunch length of about 50 cm becomes relevant for
the ‘effective’ beam cross-sections. For long bunches they are larger than the cross-sections at
the interaction point. In contrast, the electron bunch length of about 2.5 cm plays no role.

During acceleration, the proton bunches suffer from a longitudinal emittance growth. If one
is able to suppress this dilution, one will get shorter bunches at high energy and with that about
20% more luminosity. The desire for shorter bunches defines an ambitious research program.
It consists of the setup of sufficient diagnostic tools which are also able to serve as monitors
for future feedback loops. The properties of the proton beam have to be examined to find
instabilities and technical deficiencies. Active measures have to be implemented to counteract
the emittance growth, for instance a Landau damping cavity, a RF feedforward or a coupled
bunch feedback.

This thesis addresses many of these subjects, except for the implementation of active mea-
sures. The main task was first to design, build and commission the diagnostic tools. Secondly,
studies have been carried out on coupled bunch oscillations, beam transfer functions, decoher-
ence times, Landau damping and beam echoes.

1.1 HERA - a collider for two different kinds of particles
HERA is the only high energy accelerator in the world, which collides protons with either
electrons or positrons. The two different kinds of particles require two completely separate
high energy storage rings. They are both mounted in a common 6.3 km long ring tunnel, 12 m
below ground. Both beams collide at two interaction points inside the H1 and ZEUS detectors.

The HERA electron ring accelerates electrons or positrons, injected from the pre-accelerator
PETRA, from 12 GeV to 27.5 GeV. It consists of 456 normal conducting bending magnets.
Their field of 0.19 Tesla is sufficient to keep the electrons on the circular trajectory, because
of the relatively small momentum of the electrons. Due to the small rest mass, electrons lose

1This asymmetric design results in a center of mass energy of 320 GeV.
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50 MeV per revolution, because of synchrotron radiation in the bending magnets. To compen-
sate these losses, 82 normal conducting and 16 superconducting 500 MHz radio frequency (RF)
cavities re-accelerate the electron beam. This leads to a damping of unwanted beam oscilla-
tions. Parasitic modes in the RF cavities are responsible for coupled bunch instabilities which
would limit the beam current to about 3 mA. These instabilities are suppressed by transverse
and longitudinal coupled bunch feedback systems [9], which allow more than 50 mA of beam
current to be stored.

A special feature of the HERA electron beam is its longitudinal polarization of about 60%.
To generate and preserve the polarization, the spin must be vertically oriented in the arcs of
the storage ring. The spin is ‘rotated’ in a special magnet arrangement into the longitudinal
direction at the interaction regions.

The second storage ring accelerates 40 GeV protons, also injected from PETRA, to 920 GeV.
This is a energy gain of 23, which is more than at comparable rings2. To force the 920 GeV
proton beam on the 6.3 km long circle, the bending magnets have to provide a magnetic field of
more than 5 Tesla. Such high fields can only be reached with superconducting magnets. In the
HERA proton ring 224 superconducting bending magnets are installed and cooled with liquid
helium at 4.4 K. The 422 quadrupole magnets for focussing and a large number of correction
magnets are also superconducting.

The superconducting dipoles and quadrupoles are connected in series and operated with one
power supply, providing a maximum current of 8000 A at a voltage of 500 V. The voltage limits
the maximum possible field change in the magnets, needed for the acceleration from 40 GeV to
920 GeV. The acceleration ‘ramp’ requires about 20 minutes. All normal- and superconducting
correction magnets and the RF cavities are synchronized to the dipole field, which is measured
in real-time in two reference magnets. These reference magnets are installed outside the ring,
but are connected in series with the main magnets.

At energies up to 920 GeV, protons do not lose a significant amount of energy by synchrotron
radiation, because of their large rest mass. Therefore, only moderate RF power is needed to
accelerate and store the proton beam. In HERA, a double harmonic RF system, consisting of
two 52 MHz and four 208 MHz cavities, is installed. At the injection energy of 40 GeV, the
longitudinal focussing is provided by the 52 MHz cavities. During ramping to 920 GeV, the
208 MHz cavities take over. The reasons for this double RF are the accommodation of the
long proton bunches, injected from PETRA [10, 11], and the longitudinal compression of the
bunches by the steeper potential of the 208 MHz system at high energy.

The study of rare events in high energy experiments requires sufficiently high interaction
rates, given by luminosity3 times the cross section. The luminosity decreases when coherent
oscillations of the proton beam are excited. The reason is: there is no natural damping of
unwanted beam oscillations, as for electrons or positrons, because of the missing synchrotron
radiation. Coherent oscillations of the proton beam lead to an increase of the beam emittance.
Hence, the luminosity decreases, because it is proportional to the effective width of the colliding
beams.

A larger beam also loses protons more rapidly, via collision with the vacuum chamber. The
high energy particles generated produce background radiation in the experiments.

2The TEVATRON at Fermilab accelerates from 150 GeV to 980 GeV, that is a gain of 6.5.
3The peak luminosity L by the year 2000 was up to 2 · 1031 cm−2 s−1.
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Figure 1.1: Interaction region optics after the luminosity upgrade: GO and GG are supercon-
ducting quadrupoles, mounted inside the detectors, GM are the half quadrupole magnets with
mirror plates. The 10 σ envelopes of the electron and proton beam are also shown.

1.2 The luminosity upgrade
To increase the luminosity of HERA by a factor of about four, new optical components were
installed in the interaction sections of the two collider experiments. This is called the ‘lumi-
nosity upgrade’. Before this upgrade, the nearest quadrupole magnets to focus the beams at the
interaction points (IPs) were mounted 5.8 m from the IPs in the electron case and 27 m in the
proton case. These magnets were located outside the detectors H1 and ZEUS. For the further
increase of the focussing, these magnets have been replaced by sophisticated new ones, located
partly inside the detectors. The closest electron quadrupoles are now only 2 m away from the
IPs. In order to conform with the tight space constraints inside the detectors, they are realized as
superconducting magnets. At 11 m from the IPs, the nearest proton quadrupoles are installed.
They are half magnets, equipped with mirror plates. This mirror plate design was needed, since
the electron and the proton beams are only separated by 65 mm at this distance from the IPs.

Until summer 2000, only the HERMES4 experimental zone was equipped with spin rotators.
As a part of the luminosity upgrade, spin rotator magnets have been also mounted in the straight
sections around the collider experiments H1 and ZEUS.

The vertical β-function of the proton ring is β∗y = 0.18m at the IPs. While the bunch length
of σs = 0.204m exceeds this value, the effective cross section is larger than the cross section
at the IPs. This is equivalent to a loss in luminosity. A reduction of the proton bunch length is
therefore of high interest. Within the old optics this effect was negligible, because of the larger
β-functions5.

To discuss the dependence of the luminosity on the β-function and the bunch length in more
detail, the relevant design parameters [12] of HERA after the luminosity upgrade are given in
table 1.1.

4The experiment HERMES examines the spin composition of nucleons with the polarized electron beam.
5β∗x = 7 m and β∗y = 0.5 m
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Parameters e-ring p-ring
E (GeV) 27.5 920
I (mA) 58 140
β∗x (m) 0.63 2.45
β∗y (m) 0.26 0.18
²x (nm) 20 5.1
²y / ²x 0.17 1
σx (µm) 112 112
σy (µm) 30 30
σs (mm) 10.3 204
lFWHM (ns) 0.081 1.6

Table 1.1: Design parameters of HERA after the luminosity upgrade

The luminosity per bunch crossing for very short bunches (σs ¿ β∗) is in good approxima-
tion

Lcol,0 = NpNe

2π
q¡

σ∗2px + σ∗2ex
¢ ¡

σ∗2py + σ∗2ey
¢ , (1.1)

with N the total number of particles in a bunch and σ∗ the r.m.s bunch size at the interaction
point6. The vertical β-function β∗y of the proton storage ring and the proton bunch length σs
have comparable magnitude. The horizontal β-function β∗y is about three times larger, hence,
we can neglect its influence. Considering only the vertical plane, the reduction of luminosity
can be calculated analytically

R (uy) =
Lcol,0
Lcol =

uy√
π
exp

µ
u2y
2

¶
K0

µ
u2y
2

¶
(1.2)

with

u2y =
2
¡
σ∗2py + σ∗2ey

¢¡
σ2ps + σ2es

¢ ³σ∗2py
β∗2py
+

σ∗2ey
β∗2ey

´ . (1.3)

The luminosity per collision is

Lcol = RLcol,0. (1.4)

For the derivation of these expressions see [1] and appendix A.2.
Figure 1.2 shows the luminosity gain, scaled from the design value as a function of the

vertical proton β-function and the bunch length7.
The values were calculated by keeping the value of the vertical electron β-function constant,

and matching the vertical electron beam size to the proton beam size

σ∗py =
q
²p β

∗
py

!
= σ∗ey =

sµ
²ey
²ex

¶
²ex β

∗
ey , (1.5)

6‘*’ denotes a value at the interaction point
7Here we quote bunch length in the time domain. Since β = v

c ≥ 0.9997 at HERA, the spatial lengths are
given by multiplication with c. The conversion between FWHM bunch lengths in the time domain and the spatial
σ-bunch length is: σs

m = 0.1273 lFWHMns
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Figure 1.2: Dependence of the luminosity gain on the vertical proton β-function and the bunch
length. (Ldesign ≈ 7 · 1031 1

cm2 s )

by choosing the coupling factor between the vertical and horizontal electron emittances ²ey / ²ex
such that µ

²ey
²ex

¶
=

²p
²ex β

∗
ey

β∗py =
0.98

m
β∗py. (1.6)

In practice, the change of the coupling factor is controlled by the magnetic field strength of a
quadrupole, rotated by 45◦.

Starting from the design working point, in figure 1.2, the reduction of the β-function at a
constant bunch length of σs = 0.204m (lFWHM = 1.6 ns) leads to a maximum luminosity at
β∗py = 0.0916m. At shorter bunch length, this maximum is reached for a lower β∗py and the
luminosity gain is higher. So, a working point should be as close as possible to the ‘maximum
luminosity curve’, shown in figure 1.2.

The geometrical aperture of the proton storage ring, especially in the half quadrupole mag-
nets with mirror plates, gives an additional lower limit for β∗py. For commissioning β∗py = 0.18m
was chosen to have enough safety margin. The safety margin from the last HERA operation pe-
riod, using the old optics, allow β∗py = 0.12m. A further reduction is a challenge, the lowest
possible limit seems to be β∗py = 0.08m [14].

1.3 Longitudinal proton emittance dilution
There are two main bunch lengthening effects: On the one hand, the bunch length can be in-
creased during the transfer from PETRA to HERA, due to transient beam loading effects, and
on the other hand by beam oscillations of any kind during acceleration.
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Before this work, it was not clear which effect was more relevant. But it was possible to
measure one longitudinal bunch shape every second, recorded with a 12.5 GHz digital oscillo-
scope. From these measurements we know: Typical FWHM bunch lengths after injection are
2.4 ns, during ramping, the lengths are reduced to 1.6 ns by the compression of the 208 MHz RF
system and by adiabatic damping. Under the assumption of emittance conservation, one would
expect a bunch length of l920 GeV ≈ 0.27 l40 GeV i.e. ≈ 0.6 ns at 920 GeV. This means, that there
are processes during the ramp which increase the longitudinal emittance.

HERA is operated with 180 bunches8, stored in the proton ring and 189 bunches, stored in
the electron ring. The HERA proton storage ring has 220 possible bunch positions 96 ns apart.
A schematic picture of the accelerator and its bunch structure is shown in figure 1.3. To inject
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Figure 1.3: The proton accelerator complex at DESY with the various RF-Systems and the
positions occupied by bunches. The gaps between the three bunch trains are needed for the
build up of the fields in the injection and the dump kicker magnets.

180 proton bunches into HERA, three PETRA fillings of 60 proton bunches are transferred.
The rise time of the injection kickers requires a gap of 5 bunch positions (480 ns) between
the successive trains of 60 bunches. After the third 60 bunch train, there is a gap of 15 bunch
positions, needed for the dump kicker at 920 GeV9.

The observation of the longitudinal bunch shapes showed that bunch oscillations took place
during acceleration. Different types of instabilities or technical defects are conceivable. A
single bunch instability leads to an emittance dilution, which is independent of the presence of
the other bunches in the ring. In contrast, at a coupled bunch instability all bunches together
form oscillation states, also causing an emittance dilution. The microwave instability is the most

8Each bunch contains 1010 to 1011 particles.
9The rise time of the injection kickers is 200 ns. To build up the magnetic field of the dump kicker 800 ns are

needed [13].
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likely single bunch instability10. First suspicions that it could play a role were not confirmed,
see appendix A.3. Then, coupled bunch instabilities, a loss of damping, or technical problems
were obvious.

Since the fast oscilloscope is only able to sample once per second and one bunch at a time,
nothing was known about the time evolution of these oscillations, nor about the behavior of the
other bunches at the same time. So, we could not confirm multi-bunch oscillations. The use of
a spectrum analyzer for this purpose is only possible for equilibrium conditions. In addition, it
is not suitable as sensor of potential feedback systems.

Available narrow band beam phase11 measurements yielded also ambiguous results.
The fixed target experiment HERA-B suffers from high energetic protons, which are not

trapped in the RF buckets, the so called ‘coasting beam’. These coasting protons may hit the
HERA-B wire targets and generate reaction products. Since this occurs continually and not
synchronized with the bunched beam, it seriously complicates the data taking of the HERA-B
detector.

For these reasons, it appeared necessary to develop new diagnostic tools, which measure
the longitudinal position and the length of every bunch, and the transient RF signals of all RF
cavities. These diagnostic should also serve as the sensor of feedback systems.

1.4 Fast longitudinal diagnostics
Normally, one determines coupled bunch oscillations by measuring the beam frequency spec-
trum with a broad band monitor [16]. Coupled bunch oscillation modes are visible as sidebands.
But inhomogeneous bunch patterns complicate the interpretation. If the bunches differ in their
charge, shape and distance between each other, sidebands are observed with similar frequencies
to those caused by coupled bunch oscillations.

The new diagnostic system should avoid this problem and permit the observation of transient
effects, for example during injection. Hence, it had to work in the time domain and be able to
observe the time evolution of the phase and length of every single bunch quasi simultaneously.
Similar capabilities may be found in digital feedback systems used at electron and positron
storage rings [17]. They also permit the observation of bunch phases. In contrast, there is no
bunch length available only the bunch current instead.

To be suitable as a sensor for future feedback systems, the devices must permit real time
measurements. An essential value for a coupled bunch feedback is the minimum voltage of the
longitudinal kicker. This voltage depends on the minimum detectable bunch oscillation. Hence,
a highly sensitive and noise free sensor leads to a cost reduction for a feedback kicker system.

For checking the functioning and automated adjustment of a possible RF feedforward, mea-
surements of the transient cavity fields are of paramount importance. During acceleration from
low to high energy, the RF transients change their shapes due to the transition of the bucket
potential12 from 52 MHz to 208 MHz. A possible RF feedforward has to consider this automat-
ically. Therefore, the beam loading transients must be measurable in real time and with high
accuracy.

In my thesis, I designed and set-up a real time measurement system of the proton bunches.
It is able to determine, from a monitor signal, the phase and length of each bunch before the
arrival of the next bunch, 96 ns later. Additionally, I designed and set up a cavity field diagnos-
tics permitting the recording of the accelerating and transient fields in each cavity. Depending

10Other single bunch instabilities are the negative mass instability and the longitudinal head-tail instability [15].
11Beam phase means: Phase of RF when a bunch passes a cavity.
12this is observable with an oscilloscope
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on the specific measurement task, different timing schematics have to be used to preselect the
large amount of data. Therefore, I designed, specified and commissioned a remotely control-
lable timing system, providing the trigger and clock signals for the analog to digital converters
(ADCs). For data recording and presentation software was necessary. In part, I specified and
commissioned it, earlier versions I wrote by myself. Figure 1.4 gives an overall view of the fast
longitudinal diagnostic system as implemented.
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Figure 1.4: An overall view on the fast longitudinal diagnostic system for the HERA proton
ring and the new hardware.

Vector modulation units for future applications are included. They can be used for control
of the cavity fields and for correction of the transients in the cavities.

Together with the new diagnostic system several improvement of the existing RF system
have been made, in particular I redesigned the RF signal distribution.
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1.5 Examinations on the longitudinal stability
The new diagnostics permits different measurements of the HERA beam and RF signals which
were not previously available.

With the new diagnostic system, I started to examine the longitudinal stability in more detail.
These examinations are the subject of the third part of this thesis.

Chapter 7 summarizes Sacherer’s formulae describing coupled bunch instabilities [18].
Based on these, a modal analysis of the multi-bunch oscillations which are observed during
a typical acceleration period is presented. Whether HERA suffers from coupled bunch instabil-
ities or not will be discussed applying Sacherer’s rules. The order of magnitude of growth rates
is estimated. A transient modal analysis is applied, similar to that done at electron / positron
storage rings with digital coupled bunch feedback systems.

The above measurements do not influence the beam. A deeper insight into the longitudinal
stability is offered by measurements of the beam response to particular excitations. An overview
of such measurements and their results will be given.

Since the hardware setup was still under development, W. Kriens and U. Hurdelbrink from
DESY provided parts of the electronics used. We started to establish measurements of the
longitudinal beam transfer function, the decoherence time, Landau damping and longitudinal
bunched beam echoes. These measurements are treated in chapters 9 and 10. The first results
allow conclusions to be drawn on the longitudinal stability of the HERA proton beam. For com-
parison with complex theories, additional measurements may be done with the new diagnostics
system in the future.

In part four of the thesis, possible causes for the emittance dilution during acceleration are
discussed. In this context, the concept of effective impedances is used [19]. A discussion
whether there is sufficient Landau damping in the HERA proton ring follows. Finally, chapter
12 contains a survey on possible active measures against the longitudinal emittance dilution in
the HERA proton ring.
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2 Existing Longitudinal Beam
Diagnostics

For the development of the new fast longitudinal beam diagnostic system, the different abilities
and disadvantages of the present diagnostic systems had to be considered. These systems are
described in this chapter. All systems use the broad band signals supplied by the resistive gap
monitors. For a cross-check and calibration of the new diagnostic system, results from the
present systems are used.

2.1 Resistive gap monitor
Two identical resistive gap monitors [20] in the HERA proton storage ring are used for all the
longitudinal beam diagnostics. The monitors deliver time signals of the longitudinal density
distribution of the bunches, with a time resolution of approximately 200 ps. For a photograph
of a resistive gap monitor see figure A.27 in the appendix.

In figure 2.1, the working principle of a resistive gap monitor [21] is shown.

Z

Z

nloadZ ,

nloadv ,

50

25j

j

j beam
gap1 2

ferrite

ou
tp

ut
simpedance

converter
network

8,,1 �

ou
tp

ut
no

. n jj

Figure 2.1: (1) Working principle of a resistive gap monitor, and (2) the equivalent network for
calculation of the impedance as seen by the beam.

A beam with current jbeam induces for v = c the wall current jwall = −jbeam in a smooth
cylindrical vacuum chamber. The vacuum camber is electrically separated by a small cylin-
drical gap, so that the wall current has to flow through an intermediate impedance converter
network K. At the output no. n the network supplies the voltage signal vload, n to a load resis-
tor Re (Zload, n). This signal is related by the monitor sensitivity factor Sn to the beam current
jbeam:

vload, n = Sn jbeam (2.1)

When passing the monitor, the beam loses the power Pmonitor = j2beam Re (Zmonitor) and
the network supplies the power Pload, n = v2load, n / Re (Zload, n) at the output n. Hence, the

13
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sensitivity is

Sn =

r
Re (Zload, n) Re (Zmonitor)

Pload, n
Pmonitor

. (2.2)

In figure 2.2, the assembly of the monitor is shown. Eight 50Ω outputs are arranged around
the gap. The end of a coaxial structure enclosing the vacuum chamber is loaded with ferrites
to suppress reflections over a wide range of frequencies. The impedance of the ferrites is 25Ω.
This results in the equivalent network shown in figure 2.1, and the impedance, seen by the

25

ferrite

beam

gap

50

50
1,loadP

5,loadP

Figure 2.2: Resistive gap monitor

beam, is Zmonitor = 5Ω. At each output the power Pload = 1
10
Pmonitor is supplied, therefore the

sensitivity factor is

Sn =

r
50Ω 5Ω

1

10
= 5Ω. (2.3)

The signals at the individual outputs depend on the horizontal and vertical beam position. This
dependence can be suppressed by combining four outputs with resistive power combiners cross-
wise [22]. Resistive power combination results in a power loss of 50% in each combiner, i.e. the
combination of four outputs yields the same power as a single output. Therefore, the sensitivity
is again 5Ω.

2.2 Narrow band phase measurements
Several narrow-band systems for measuring the beam phase are implemented in HERA. The
principle is shown in figure 2.3.

The bunched beam passes one of the resistive gap monitors and induces signals which excite
oscillations in a band pass filter whose center frequency is identical to the RF reference. The
phase between these oscillations and the RF reference is equal to the beam phase. It is measured
with a phase detector. High accuracy in the phase measurement is obtained by averaging over
many bunches, this is achieved either by a narrow band width of the band pass filter or by
using low pass filters at the output. These systems are inadequate for the observation of multi-
bunch oscillations. In particular, the signal may even vanish if bunches perform synchrotron
oscillations with different phases.

Two control loops are installed to damp synchrotron oscillations in HERA [23, 24, 25]. Both
loops have phase detection units as described above.
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Figure 2.3: Principle of narrow-band beam phase measurements.

2.3 Longitudinal bunch shape measurements
To obtain the charge distribution of single bunches [20], the signal from a resistive gap monitor
is transferred via a 35m long 1 5/8” Flexwell cable to a Tektronix (TEK) SCD5000 oscilloscope,
with an analog bandwidth of 4.5 GHz and a digital resolution of 12.5 GHz. In figure 2.4,
different bunch shapes, recorded with this device, are presented.
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Figure 2.4: Different longitudinal bunch shapes taken by sampling the signal of a broadband
resistive gap monitor with a TEK SCD5000 oscilloscope.

The setup is very useful for the observation of selected bunches, but the SCD5000 has an
effective dead time of about 500 ms. In practice, one obtains a bunch shape every second. This
acquisition rate is too low to observe synchrotron oscillations with a typical frequency of 25Hz.

The accuracy of the bunch phase measurement is directly connected to the jitter of the trigger
signal provided to the oscilloscope. Since the jitter of the HERA digital timing system is about
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±50 ps, the maximum phase error is ±3.6◦ with respect to a 208MHz RF bucket, which is too
imprecise.

The dead time problem can be solved by using a fast frame oscilloscope, which is triggered
on the same bunch every 100th revolution, see e.g. [10]. This technique is also often used for
phase space tomography [26, 27, 28]. However, with the fast frame oscilloscope there is no
easy way to implement the simultaneous observation of all bunches in HERA. Hence, a new
diagnostic tool was required.



3 Radio Frequency System

To achieve optimal performance in the longitudinal diagnostics and to counteract the emittance
dilution, requires consideration of the whole radio frequency system. An overview of the actual
RF system of the HERA proton ring follows.

3.1 Frequency control
In a high energy storage ring, the orbit length 2πR of the beam depends on the energy of the
synchronous particle Es and the frequency fRF of the RF-system

2 πR =
v

frev
=
h c β

fRF
=
h c

fRF

r
1− 1

γ2
=
h c

fRF

s
1−

µ
E0
Es

¶2
, (3.1)

where v is the particle velocity, frev the revolution frequency, h = fRF / frev the harmonic
number and E0 = mp c

2 the proton rest mass. At the HERA proton storage ring, the energy
is ramped from 40 GeV to 920 GeV. In the case of a fixed frequency, the orbit length would
increase from the design value 2πR = 6335.825m to 6337.586m and the average orbit radius
R would increase by 28 cm. The beam pipe in HERA has a typical diameter of 5.5 cm. Since
the beam should always be centered inside the beam pipe with a constant orbit length, fRF has
to be changed as Es changes. Figure 3.1 shows the necessary frequency change for the energy
ramp.
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Figure 3.1: Necessary RF frequency change for proton acceleration.

The momentum ps and the energy of the synchronous particleEs are defined by the magnetic
field B in the dipole magnets and the orbit radius in the magnets ρ

β Es = c ps = c e ρB. (3.2)
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From the measurement of the magnetic fieldB in a reference dipole magnet, connected in series
to the dipole magnets of the storage ring, the required RF frequency is obtained from

fRF =
h c

2πR

1r
1 +

³
E0

c e ρB

´2 . (3.3)

In figure 3.2 the principle of the technical setup for the frequency generation is shown. The
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Figure 3.2: Principle of frequency generation for the HERA proton storage ring.

change of the magnetic field in the reference magnet induces a voltage in the measurement coil,
located inside the reference magnet. For the signal transport, this voltage is converted into a
frequency. A counter counts the waves of this frequency. The number of counts in a period of
time is proportional to the time derivative of the magnetic field. This information, together with
knowledge of the magnetic field at injection, measured by nuclear magnetic resonance (NMR),
is converted to a digital frequency value by a table generated according to (3.3). Afterwards,
correction values from several control loops are added in a multiplexer. From the sum value,
a synthesizer generates a variable frequency of 28 MHz without phase jumps. Mixing this
frequency with 180 MHz result in 208 MHz.

A phase locked loop, see figure 3.3, locks the second HERA frequency of 52 MHz to 208
MHz. First, 208 MHz is divided by four. The resulting 52 MHz signal is mixed with the output
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Figure 3.3: A phase locked loop locks the 52 MHz to the 208 MHz frequency.

signal of the voltage controlled oscillator (VCO). Phase deviations of both signals lead to a
non-zero voltage at the mixer output, which changes the frequency of the VCO until the phase
deviation is zero. The controllable phase shifter in one signal path enables a remote shift of the
phase between 208 MHz and 52 MHz.

During injection, the RF systems of PETRA and HERA must be phase-locked to ensure
that the bunches, ejected from PETRA, are injected into the planned bucket positions in HERA.
The injection scheme is shown in figure 3.4. The ‘injection logic’, see figure 3.4, consisting
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of the analog and digital parts, observes whether the bucket positions from PETRA fit to the
planned bucket positions in HERA. When there is an injection request from the control room
(BKR), the injection logic waits until the phase difference between the 52 MHz signals from
both accelerators is zero and closes the loop. The HERA frequency is then phase locked to
the PETRA frequency until the kicker magnets are switched off. After that, the RF systems of
PETRA and HERA are again independent of each other. For more details see appendix A.3.

Since the electron bunches do not change their speed during acceleration from 14 GeV
to 27.5 GeV, the accelerating RF frequency of 500 MHz remains constant while the bending
field is increased with energy. From a constant programmable digital value, the electron RF
frequency is generated via a multiplexer a synthesizer and a mixer. After the protons have
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Figure 3.5: Frequency synchronisation of the proton and electron storage ring.

reached 920 GeV, the frequency of the electron storage ring is locked to the frequency of the
proton storage ring, before acceleration of the electrons. Without synchronization, the bunches
would not collide at the interaction points. Figure 3.5 shows the principle of this so called ep-
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synchronization. From the 208 MHz reference signal, a 500 MHz signal is obtained by a phase
locked loop. Mixing with the 500 MHz from the electron storage ring delivers the difference
frequency. Since the harmonic number of 500 MHz with respect to the revolution frequency
is 10560, every 10560th count (N in figure 3.5) of the difference frequency waves, the same
buckets of both rings hit each other. For locking the buckets, the proton frequency is changed
by the additive value fcorr as long as ∆f > 250Hz. Afterwards, the minimum remaining time
for synchronization tR = N

∆f
is observed until it is about 30 s. By changing fcorr, this time

is then kept constant, resulting in a smooth approach of both accelerator frequencies. Values
of ∆f < 5Hz lead to a release of the synchronization start signal and the variation of fcorr is
stopped. Reaching the next N = 0, the phase locked loop, acting on the electron frequency, is
closed. For a more detailed description of this procedure, see appendix A.5.

Revolution trigger signals during standard operation, locked on the bunch filling scheme, are
obtained at both rings by counting the 500 MHz signals. This leads to a trigger time position
resolution of 1

500MHz = 2 ns. This is too coarse, but a more precise alignment is possible with
adjustable delays. After a technical failure, the revolution trigger signals and the counter start
of the ep-synchronization have to be restored manually.

For more details on the frequency control in HERA see [25] and [29].

3.2 Control systems for the cavities
The RF signals are generated near the control room and transferred over a distance of about
600m to the HERA Hall West, where the cavity controls are located. Signal splitters divide
the signals to several diagnostic units, to timing units and to each single control of the two 52
MHz and four 208 MHz cavities. These splitters had to be replaced by new ones, to improve
the signal quality for the new longitudinal diagnostic system.

Figure 3.6 shows the components of one 52 MHz cavity control system. For a minimal
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Figure 3.6: Control system for a single 52 MHz cavity.

signal propagation time, the components are installed near the cavity in the HERA tunnel. Via
the amplitude and phase regulation unit, the amplitude and phase of the cavity are set remotely.
This unit does not check the fields in the cavity. A remotely switchable feedforward compen-
sation input, named ‘FWD COMP’ in figure 3.6, permits the addition of an RF signal e.g. for
beam loading compensation. In the fast feedback loop, the cavity signal is subtracted from the
drive signal and afterwards amplified. In this way, the suppression of an error signal in the
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Parameter 52 MHz cavity & control 208 MHz cavity & control
Harmonic number: 1100 4400
No. of cavities: 2 4
Drive frequency from
40GeV to 920GeV:

52.0342MHz
52.0485MHz

208.137MHz
208.194MHz

Max. gradient with beam
after conditioning:
Max. possible gradient:

120 kV / cavity
200 kV / cavity [30]

190 kV / cavity
800 kV / cavity [32]

Signal propagation through
ampitude and phase control: open loop control (3± 0.5) µs [33]

Signal propagation time
through fast feedback: (200± 10) ns [33] (250± 10) ns [33]

Gain of fast feedback: adjustable from 1 to 50 [30] fixed at 100 [30, 23]
Bandwidth of amplifier
chain: unknown (3.5± 0.1)MHz (3 dB) [31]

Final stage amplifier: tetrode (50 kW) [34]
EMAC 4 CW 50 000 E [31]

transmitter tetrode (60 kW)
Siemens RS 2058 [32]

Q0 (= QL) of cavity: 9600 [34] 27000 [23]
R /Q0 =

p
L/C of cavity: 120Ω [34] 8MΩ / 27000 [35]

τ cav = 2Q0 /ωcav : 59µs 41µs
Time const. of tuning loop: approx. 1 s [30] approx. 1 s [30]
Tuning range: fcenter ± 10 kHz [34] fcenter ± 200 kHz [32]

Table 3.1: Parameters of the cavities in the HERA proton storage ring and their controls.



22 Radio Frequency System

cavity starts after the signal propagation time through the loop. In case of a deviation between
the drive frequency and the cavity eigen-frequency, the tuner control loop measures a phase
deviation between the drive RF and the cavity RF. By changing the strength of the magnetic
field in the ferrite tuner, the permeability of the ferrites and consequently the frequency in the
tuner cavity is changed. Via the coupling of both cavities, this also changes the frequency of the
accelerating cavity. In this way, the loop electronics minimizes the frequency deviation between
drive RF and cavity RF.

Figure 3.7 shows the control of a 208 MHz cavity. Except for the fast feedback loop, located
in the HERA tunnel, these components are installed in an electronic room 300m away for easier
maintenance. The phase and amplitude control unit compares the cavity voltage and phase with
the desired values and adjusts them if necessary. A feedforward compensation input is available.
The working principle of the fast feedback loop is similar to the one at a 52 MHz cavity. A
stepper motor moves a plunger, reaching inside the cavity, affecting the eigen-frequency. It is
steered by the tuner control loop.

Table 3.1 contains the most relevant parameters for the cavities and their control systems.
Figures A.28 and A.29 in the appendix are photographs of the 52 MHz and 208 MHz cavi-

ties. A photograph of the 208 MHz cavity control is figure A.30.

3.3 Narrow band beam phase feedback systems

For damping synchrotron oscillations of the proton beam, two narrow band beam phase feed-
back systems are installed in HERA.

Figure 3.8 shows the phase loop I. Implementing a differential controller, this loop leads to
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Figure 3.8: Working principe of the phase loop I.

a damping term 2 δ d (∆φ)
d t

for synchrotron oscillations

d2 (∆φ)

d t2
+ 2 δ

d (∆φ)

d t
+ ω2s (∆φ) = 0. (3.4)
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This can be understood as follows: Since the beam phase1 obeys

∆φ = ∆φmax cos[

q
ω2s − δ2 t+ ϕ] e−δ t, (3.5)

a shift of ∆φ by 90◦ i.e. ωs
4

is proportional to the time derivative of ∆φ and with it the damping
term. Therefore, feeding back the beam phase, shifted by 90◦, damps synchrotron oscillations.

The beam phase is determined by measuring the phase between the oscillation of a 52 MHz
band pass filter, excited by the beam signal, and the 52 MHz reference signal (compare section
2.2). After digitizing the phase every 962 ns, the values are shifted by 90◦ and stored in a
register. Twenty two correction values are available, each for a batch of ten bucket positions.
After a time delay and a digital to analog conversion, the values vary the phase of the common
drive signal for the 52 MHz cavities via a phase modulator; the 208 MHz cavities are not
influenced. The time delay ensures the separate damping of each batch.

Unlike the phase loop I, phase loop II damps synchrotron oscillations by influencing the
frequency generation (section 3.1), it acts as an integral controller. Figure 3.9 shows the es-
sential components: The beam phase ∆φ is measured using the previously described standard
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Figure 3.9: Working principe of the phase loop II.

method. Since the synchrotron oscillations should be damped without disabling the frequency
ramp (figure 3.1), a high pass filter is used which transmits the phase signals caused by syn-
chrotron oscillations with typical frequencies of 30 Hz but suppresses the phase signals caused
by the changing RF during ramping. The filtered phase signal is amplified by a controllable
amplifier and sampled with an ADC. The addition of the ADC output to the digital frequency
value, calculated from the magnetic field of the reference dipole, leads to a frequency change

1In longitudinal beam dynamics the bunch phase is usually denoted by φ. The phase with respect to the bucket
minimum at φs is∆φ = φ− φs.
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∆ω ∝ ∆φ and with it to a phase change ∆ϕ(t) ∝ ∆φ of the RF

vRF (t) = VRF (t) sin [(ωRF +∆ω) t+ ϕRF ]

= VRF (t) sin [ωRF t+∆ω t+ ϕRF ]

= VRF (t) sin [ωRF t+∆ϕ(t) + ϕRF ] . (3.6)

Since the reference signal for the beam phase measurement is also changed, this mechanism
leads to a damping of synchrotron oscillations independent of any particular synchrotron fre-
quency, without danger of instabilities. Converting the phase error ∆φ to a correction frequency
∆ω results in the integral control behavior of the loop.

Appendix A.6 contains details of the stability of both phase loops.



Part II

Fast Longitudinal Diagnostics
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4 Real Time Measurements of Single
Bunch Phase and Length

One of the main features of the new fast longitudinal diagnostic system is the capability to
measure the phase and length of each individual bunch in real time, i.e. within the time two
bunches successively pass a monitor. This measurement is based on the signals provided by the
resistive gap monitor, located behind the injection point near the Hall West, where the proton
beam is transferred from PETRA to HERA. A future feedforward system for beam-loading
compensation at injection will need a monitor in this position.

In this chapter, the main principles and technical specifications are presented. In addition,
the measurement errors of the setup are estimated and the values obtained by the fast bunch
length measurement and longitudinal bunch shape measurements, described in section 2.3, are
compared.

A main goal of this setup was to enable measurements of synchrotron oscillations with os-
cillation amplitudes smaller than 0.5◦, to decrease the requirements on a longitudinal feedback
kicker, probably needed in the future. This is due to the minimal detectable oscillation is pro-
portional to the minimum necessary RF voltage for a kicker, compare section 12.4.

4.1 Bunch phase
The ‘bunch phase’ is the difference, in RF phase, between the bunch center and the bucket
center. The goal is to determine this phase for every bunch in a long train.

This can be achieved with a band-pass filter which has a decay time well below the 96 ns
separation between two bunches. An IQ demodulator is used to obtain the phase in the full range
from −180◦ to 180◦. The IQ demodulator requires two analog-to-digital converters (ADCs).
Successive data points correspond to the real and imaginary part of the phasor of the signal,
therefore complex multiplication can be used for evaluation.

To understand the functioning and advantages of an IQ demodulator, the principle of a phase
detector is described first.

In electrical engineering, the convention is to represent a RF voltage vRF (t) by a phasor1

v(t)

vRF (t) = Im
£
v(t) eiωRF t

¤
= V (t) sin [ωRF t+ ϕ (t)] , (4.1)

where V (t) is the amplitude and ϕ(t) the phase of the RF signal. Table 4.1 shows the action of
the RF components, that are used in phase detectors and IQ demodulators, in terms of phasors.

The RF components of a phase detector are a limiter, a low pass filter, a controllable phase
shifter and a frequency mixer, see figure 4.1. The output signal of the phase detector should
depend only on the phase shift between the RF wave and the local oscillator (LO) wave, but not
on the amplitude of the RF wave. For this reason, the amplitude of the RF signal is first limited
to a constant value. Higher harmonics generated by the limiter are damped by a low pass filter.

1For the phasor representation of a RF wave see appendix A.1.1.
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limiter: IN OUT VOUT (t) =

 Vlim for VIN (t) > Vlim
−Vlim for VIN (t) < Vlim
VIN (t) else

90◦ phase shift: IN OUT
90°

vOUT (t) = −ivIN(t)

mixer:
LO

RF

IF vIF (t) =
1
2
vLO(t)v

∗
RF (t)

two way 0◦
power splitter:

0°

OUT

OUT

IN vOUT (t) =
1√
2
vIN (t)

two way 90◦
power splitter:

90°

OUTQ

OUTI

IN

vOUTI(t) =
1√
2
vIN(t)

vOUTQ(t) = − i√
2
vIN(t)

Table 4.1: Mode of action of RF components used in phase detectors and IQ demodulators.
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RF

OUTIF

RF

mixer
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limiter low pass

phase
shifter

control of
phase shifter

IN OUT

Figure 4.1: Principle of a phase detector.

The resulting signal is mixed with the LO signal in a frequency mixer. Before doing this, the
phase of the LO signal is shifted by 90◦ using a controllable phase shifter.

We obtain the output signal

vOUT (t) =
1

2
VLO Vlim sin [(ωLO − ωRF ) t+ (ϕLO − ϕRF (t))] . (4.2)

The LO frequency is set equal to the RF frequency ωLO = ωRF and for small phase deviations
|ϕLO − ϕRF (t)| ¿ 1 the sine function is linearized:

vOUT (t) ≈ 1
2
VLO Vlim [ϕLO − ϕRF (t)] (4.3)



4.1 Bunch phase 29

Phase measurements with a phase detector suffer from several sources of errors. In practice,
the phase ϕLO−ϕRF (t) consists of a constant and a time varying part. As one is only interested
in the time varying part, the constant part is first subtracted by tuning the phase shifter. Large
phase deviations lead to errors because of the replacement of the sine by its argument. A
limiter also contains capacitive components which lead to a phase shift of the output signal,
varying with the input amplitude. Finally, one has to measure 1

2
VLO Vlim for calibration. Phase

measurements with an IQ demodulator avoid these problems.

An IQ demodulator consists of two frequency mixers, a two way 0◦ power splitter, and a
two way 90◦ power splitter, see figure 4.2.
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�
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�

Figure 4.2: Principle of an IQ demodulator.

The demodulator outputs are

vQ(t) =
1

2
√
2
VLO VRF (t) sin [(ωLO − ωRF )t+ (ϕLO − ϕRF (t))] (4.4)

vI(t) =
1

2
√
2
VLO VRF (t) cos [(ωLO − ωRF )t+ (ϕLO − ϕRF (t))] . (4.5)

In the special case ωLO = ωRF , one speaks of down-conversion to the base band. We get
full information about the amplitude VRF (t) and phase ϕRF (t) of the RF signal vRF (t) at the
demodulator outputs.

After this short excursion on phase detectors and IQ demodulators, we now come back to
the beam diagnostic where an IQ demodulator is used, see figure 4.3.

The beam monitor signal of a single bunch excites an oscillation in a broadband 52 MHz
band pass filter, which is analyzed with an IQ demodulator by down-conversion to the base
band, using the RF frequency as a local oscillator. Before sampling the I and Q signals with two
ADC channels, they are smoothed with low pass filters.

The correct sampling time is given by the condition that the expression
p
(vI(t))2 + (vQ(t))2

assumes its maximum. In this case we get the 52 MHz Fourier component of the bunch signal
by

A52,meas = max

·q
(vI(t))2 + (vQ(t))2

¸
≡
q
(vI,max)2 + (vQ,max)2 (4.6)

A52 = C52 A52,meas (4.7)
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and the phase2 by

∆φ = arctan
vQ,max
vI,max

+∆φoffset . (4.8)

where C52 is the overall gain in the circuit and ∆φoffset the phase offset between RF and LO
inputs.

signal from
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Figure 4.3: Measurement principle of the phase and amplitude of the 52 MHz Fourier compo-
nent of a single bunch signal: The signal from the resistive gap monitor excites an oscillation in
a band pass filter, which decays before the next bunch passes the monitor. The IQ demodulator
determines the in-phase (I) and out-of-phase resp. quadrature (Q) components of the bunch
induced oscillation, with respect to the 52 MHz reference frequency.

The following contradictory conditions must be fulfilled by the band pass filter:

1. The remaining RF oscillation in the filter must be small when the next pulse arrives. This
means, the decay time of the RF signal in the filter has to be sufficiently small e.g. the
bandwidth has to be large.

2. After the IQ demodulator and the low pass filters a certain time is necessary for the sam-
pling at the signal maximum. For slowly varying signals the analog-digital conversion is
less sensitive to jitter in the ADC timing signals. For this reason, larger decay times of
the RF signal in the filter are desirable which imply a small bandwidth of the filter.

3. In order to obtain useful phase information, the filter should not ring and the cycle dura-
tion should be constant. To have no ringing effects in a filter, the progression of the phase
over the frequency has to be a monotone and smooth function.

2In longitudinal beam dynamics the bunch phase is usually denoted by φ. We measure the phase∆φ = φ−φs
with respect to the phase of the bucket minimum, which is equal to the phase of the synchronous particle φs.
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Figure 4.4: Response of an ideal 52 MHz band pass filter and of two band pass filters connected
in series, each of first order, to an impulse excitation.

center frequency: 52.041 MHz
design type: series connection of two first order Butterworth filters,

a constant cycle duration is important
bandwidth (6 dB): 25 MHz
input frequency: DC to 4.2 GHz
pass band ripple: < ±0.2 dB
impedance: 50 Ω at in- and output
insertion loss: < 1 dB
dynamic range: < −80 dBm to > 0 dBm
operating temperature: -10 ◦C to 85 ◦C
connectors: SMA

Table 4.2: Properties of 52 MHz band pass filter.

Simulations based on measured bunch shapes showed that two Butterworth filters of first
order in series fulfill these criteria. The filter specification is given in table 4.2. The filter was
custom designed, according to these specifications.

In figure 4.3, some technical details have been omitted: Amplifiers for increasing signal lev-
els and attenuators to suppress signal reflections are also needed. Figure A.20, in the appendix,
shows a photograph of RF parts for the bunch phase measurement.

An example for the bunch phase measurement is shown in figure 4.5. Here, 10 bunches are
taken without noticeable synchrotron oscillation and the phase values, measured during a 0.52 s
time period, are plotted in a histogram, subtracting the individual time-averaged phase of each
bunch. A Gaussian distribution is observed, with a FWHM of 0.19◦, with respect to the 52 MHz
radio frequency. This number is an upper limit for the resolution of the detection system, since
the phase noise of the bunched proton beam itself is included in the data.

4.2 Bunch length
Two typical bunch shapes at 40 GeV and 499 GeV, as recorded with the fast oscilloscope,
are shown in figure 4.6 and 4.7. An almost Gaussian shape is observed, even during strong
synchrotron oscillations at 499 GeV. Under the assumption of a Gaussian bunch shape, the
experimental setup, described here, permits a bunch length determination in real time.
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Figure 4.5: Relative measurement errors of single shot phase measurements.
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Figure 4.6: Bunch shape at 40 GeV.
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Figure 4.7: Bunch shape during synchrotron oscillations at 499 GeV.

If we measure at least two Fourier coefficients at different frequencies, we are able to cal-
culate the bunch length:

Consider the monitor signal of a Gaussian bunch

A (t) =
1√
2πσ

e−
1
2
t2

σ2 (4.9)

with the bunch length lFWHM = β c
√
ln 4 · 2σ. The Fourier component is

A (ω) =
1√
2π

∞Z
−∞

dt e−iω tA (t) =
1√
2π

e−
1
2
σ2ω2 . (4.10)

The bunch length (in the time domain) is obtained from the ratio A1
A2
≡ A(ω1)

A(ω2)

lFWHM = β 2
√
ln 4

s
2

ω22 − ω21

r
ln
A1
A2

. (4.11)

In HERA, the proton velocity is v ≈ c, for simplification one can set β = v
c

to 1.
From the phase measurement described in section 4.1, one obtains not only the bunch phase

but also the amplitude of the 52 MHz Fourier coefficient of the longitudinal bunch signal. The
natural choice for the second frequency is 208 MHz at HERA.

To measure the 208 MHz Fourier component, a band pass filter is used whose specifications
are identical to those given in table 4.2, except for the central frequency of 208 MHz. In figure
4.8, the Bode diagrams of both band pass filters are shown.

The output signal of the filter is detected by a RF diode, smoothed by a low pass filter, and
then digitized by an ADC. Figure 4.9 shows the setup.
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Figure 4.9: Principle of 208 MHz Fourier component measurement.

Taking into account the characteristic curve of the diode Fdiode (Amax) ∝ A2max and the
different overall gains C52 and C208 in the 52 MHz and 208 MHz, the bunch length is given by

lFWHM = 2.63175ns

r
ln
A52
A208

(4.12)

A52
A208

=
C52
C208

A52,meas
A208,meas

. (4.13)

In practice, the ratioC52/C208 is determined by comparing the results of this method with direct
FWHM measurements using the TEK SCD5000 oscilloscope.

For long bunches the 208 MHz Fourier coefficient is small and the signal to noise ratio
becomes unfavorable.

At a bunch length of 1.8 ns, the measurement error of the single shot measurement is less
than 5.2 ps, see figure 4.10.

Figure 4.11 shows the correlation of the average bunch length during a time interval of
0.56 s, derived from the 52 MHz and 208 MHz Fourier components and the determination of
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Figure 4.10: Length measurements of bunches with no observable oscillations.
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the FWHM bunch length by analyzing the bunch shapes, recorded with the fast oscilloscope. A
reasonable correlation is observed. The spread is mainly caused by multi-bunch oscillations dur-
ing acceleration from 40 GeV to 920 GeV, where bunch length oscillations are always present.
Therefore, the results from the fast oscilloscope depend on the particular measurement times.
The FWHM determination from the fast oscilloscope only uses the center peak and disregards
the population in the head and tail of the bunch, while the real time method takes account of
these particles. The disadvantage of the real time method is, that particles spilling over into
the neighboring 208 MHz RF buckets enhance the 208 MHz Fourier component and therefore
reduce the calculated value of the bunch length (4.12).

The measurement of the bunch length, using two Fourier coefficients of the longitudinal
charge distribution, was attempted independently by [36].



5 Measurement of Multi-Bunch
Oscillations

The previous diagnostic systems in the HERA proton ring were neither able to observe multi-
bunch oscillations nor single bunch oscillations. The new diagnostic system is able to observe
multi-bunch oscillations in the time domain. Particular clock and trigger signals, controlling the
ADCs, are used to obtain phase and length for each bunch, supplied by the real time measure-
ment as described in chapter 4.

In this chapter, the electronics generating the clock and trigger signals is described. It is
called the ‘timing’ system. The data acquisition and processing methods, which are used to
display typical multi-bunch oscillations, measured during standard operation of the accelerator,
are mentioned.

The calculation of the longitudinal emittance from the bunch length and the RF field strength
shows whether multi-bunch oscillations and emittance dilution are simultaneous.

By means of a particular data presentation, changes in the synchrotron frequency and possi-
ble disturbing frequencies from technical components can be displayed over long time periods
of the order of hours. Using this method, beam oscillation data, taken during a complete accel-
eration, can be viewed.

5.1 Timing
For the detection of multi-bunch oscillations, the clock and trigger signals must be delivered to
the ADC boards in a special way.

The clock signals are rectangular signals with a frequency of 10.4 MHz, the bunch repetition
frequency, deduced from the RF reference by counting RF waves with ECL gate arrays. The
clock signals can be shifted under remote control in steps of 500 ps, to ensure that the ADCs
sample the signal maxima.

Because of the low synchrotron frequency, 20 Hz to 60 Hz, it is not necessary to measure the
bunch parameters on every turn. One synchrotron oscillation cycle would fill the ADC memory
of 64 k (65536) samples per channel. However, the ADC boards used, are able to start several
times a measurement cycle with an eligible number of samples, 256 samples for each cycle are
selected. Measuring every 104th revolution has turned out to be a good compromise between
time and frequency resolution. A trigger signal is provided every 104th revolution by dividing
the beam revolution trigger (47.310 kHz) by 104. In this way, the phase and amplitude of an
individual bunch are sampled with a frequency of 455 Hz, fast enough for the observation of
bunch phase oscillations (20 Hz to 60 Hz) and length oscillations (40 Hz to 120 Hz). The total
recording time is 0.56 s.

5.2 Data acquisition
Ground loops at the signal path which carry high frequency are suppressed by using DC blocks.
After down-conversion the DC blocks cannot be used any more. Background noise is removed

37
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by using sampled values from unoccupied bunch positions for an offset correction [37]. The
dump gap consisting of 15 bunch positions was used for this purpose. Since the revolution
frequency is 47.310 kHz, we suppress every unwanted signal modulation in the technical setup
with a frequency lower than 47 kHz. Errors, caused by mains frequency (50 Hz) and ground
loops, are suppressed rather well.

Several measurements were made with incomplete filling of the ring. To remove unoccu-
pied bunch positions from the data, a minimum value of the 52 MHz Fourier component was
required.

5.3 First experimental results
The bucket minima are not equidistant. This is caused by the beam loading transients and results
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Figure 5.1: Lower graph: The average phase of each bunch during the measurement time of
0.56 s at 499 GeV. Upper graph: Multi-bunch phase oscillation. The axes are the bucket position
and time. The phase deviation from the average bunch phase with respect to 52 MHz is given
by the pixel color.

in a shift of the bunch phasing with respect to the RF reference signal from one bunch to the
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next. Thus, the first step for data presentation is the calculation of the average phase of each
bunch during the measurement time of 0.56 s. The data are shown in the lower graph in figure
5.1. A systematic variation of the phase is seen along the three trains of 60 bunches.

During multi-bunch oscillations, a single bunch carries out phase oscillations with a typical
amplitude of 2◦ about its average value. For a graphical representation only the phase deviations
of each bunch from its average phase, during the observation time, are presented, using a colored
pixel plot . The two axes in the upper graph in figure 5.1 are the bucket position and time, while
the phase deviation from the average is indicated by the pixel color1.

The presentation of bunch lengths is done in the same way, figure 5.2.
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Figure 5.2: Lower graph: The average length of each bunch at 499 GeV during a measurement
time of 0.56 s. Upper graph: Multi-bunch length oscillation.

With this diagnostic tool, one observes multi-bunch oscillations during every ramp of the
proton storage ring. The most impressive oscillations are seen at energies above 300 GeV.
Usual they persist up to 920 GeV. In the stored 920 GeV beam, the multi-bunch oscillations
decay within half an hour. Then, the pattern shown in figure 5.3 is obtained, which is character-
istic of a beam without measurable multi-bunch oscillations, remaining quiet for the rest of the

1Similar graphic representations have already been used at Fermilab.
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Figure 5.3: Quiet beam during a luminosity run at 920 GeV.

luminosity run.

5.4 Emittance blow up
In figure 5.4, the average length of all bunches is plotted versus time together with the energy.
At the injection energy of 40 GeV, one observes discontinuities related to the injection of the
second and third train from the preaccelerator PETRA. On the ramp from 40 GeV to 920 GeV,
the optics is changed at various intermediate energies: 70 GeV, 150 GeV, 300 GeV and 675 GeV.
The steps in the energy ramp are correlated with small changes in the average bunch length and
with multi-bunch oscillations.

In a storage ring, the longitudinal emittance is theoretically conserved. A FWHM bunch
length of 2.4 ns after injection should result in a FWHM bunch length of 0.6 ns at 920 GeV,
compare section 1.3. This is due to the bunch compression by the steeper bucket potential of the
208 MHz cavities. With this in mind, we observe a bunch lengthening of 1 ns= 1.6 ns− 0.6 ns
during acceleration. This bunch lengthening is indicated much better by calculating the longi-
tudinal emittance. The longitudinal emittance, ²FWHM is given by [38]

²FWHM = π∆tFWHM∆EFWHM (5.1)

with [39]

∆tFWHM =
1

2
lFWHM =

∆φFWHM
ωRF

(5.2)
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Figure 5.4: The change of the average bunch length during ramping from 40 GeV to 920 GeV,
see text.

(note: [lFWHM] = s) and

∆EFWHM = β

s
2Es
η

p
U (∆φFWHM). (5.3)

where ∆EFWHM is the energy deviation, ∆tFWHM the time deviation of a particle with phase
deviation ∆φFWHM, β = v

c
, Es the energy of the synchronous particle and η = 1

γ2t
+ 1

γ2
the slip

factor with γt = 27.74 and γ = Es
E0

.
The voltage of the double harmonic RF System

V = V52 sinφ+ V208 sin 4φ (5.4)

creates the bucket potential

U (∆φ) =
e

2π

V52
h52

(sinφs (φs −∆φ) + cosφs − cos∆φ) +

+
e

2π

V208
4h52

(sin 4φs (4φs − 4∆φ) + cos 4φs − cos 4∆φ) . (5.5)
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Figure 5.5: Evolution of the longitudinal emittance (FWHM) during the energy ramp from 40
GeV to 920 GeV.
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Figure 5.6: The time derivative of the longitudinal emittance as a measure of emittance blow
up.
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where φs is the synchronous phase and ∆φ the phase deviation. To simplify the calculation of
the longitudinal emittance, using (5.1), (5.2), (5.3) and (5.5), the synchronous phase φs was set
to zero. The time-evolution of the emittance is plotted in figure 5.5.

One observes a strong increase in the emittance from 40 GeV to 920 GeV. To provide more
insight, the time derivative of the emittance is plotted in figure 5.6. It exhibits strong maxima at
123 GeV and 499 GeV. These are associated with multi-bunch oscillations of large amplitude.
A close look at figure 5.6 reveals, that the stepwise increase in the emittances does not occur
during the optics change at fixed energy, but rather in the acceleration periods in between optic
changes.

This indicates, that an optics change at constant energy does not cause multi-bunch oscil-
lations. Possible reasons for the excitation of oscillations during acceleration are chromaticity
effects, errors in the tracking between the field in the superconducting bending magnets and the
radio frequency, and the effects of passive impedances, or of active impedances such as the RF
feed-back systems.

A modal analysis for coupled bunch oscillations is performed in chapter 7.

5.5 Synchrotron frequency during acceleration
After acceleration it is helpful, to review the beam oscillations which took place. The data pre-
sentation described in section 5.3 does not achieve this, because one has to look at all recorded
multi-bunch pictures one after the other.

Neglecting the phase relations of the various multi-bunch modes, one can calculate the am-
plitude of the fast Fourier transformation (FFT) of each bunch oscillation. Adding the resulting
values from all bunches and then dividing by the number of bunches yields an average spectrum
of all bunch oscillations. Figure 5.7 shows two average spectra, one obtained at 299 GeV, and
the second at 499 GeV.
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Figure 5.7: Bunch oscillation spectra, obtained by averaging the absolute values from the FFTs
of all individual bunch oscillations, measured during 0.556 s.

These synchrotron oscillation spectra are not visible with a spectrum analyzer. One can
measure the spectrum, available at the output of the narrow band phase measurements (de-
scribed in section 2.2) with a spectrum analyzer. However, during multi-bunch oscillations,
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many bunches oscillate against each other. The resulting phase signals compensate each other,
and the information is lost. With the method described above, this problem is avoided.

In order to examine the time evolution of the spectra, one can plot them one after the other
against time, encoding the amplitude values for the particular frequencies with a color scale. In
this way we obtain a two dimensional colored pixel plot, as shown in figure 5.8.
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Figure 5.8: FFT average of all bunch phase oscillations during a ramp on 1. March 2000.

The recorded bunch length data can be dealt with in the same way, as shown in figure 5.9.
Interestingly, the synchrotron frequency is above the mains frequency of 50 Hz at ener-

gies from 70 GeV up to 200 GeV, without problems occurring as this frequency is crossed. At
499 GeV one observes the biggest FFT values, fitting well with the largest emittance dilution,
previously discussed.

The pictures shown, provide more information. A lot of additional and in principle un-
wanted frequencies can be observed. Some of those frequencies are fixed, like the mains fre-
quency of 50 Hz and its harmonics, such as 100 Hz and 150 Hz. Other frequencies show a clear
dependence on the accelerator energy and the mode of operation.

One prominent frequency appeared near 185 Hz, as 600 GeV was passed, and decreased
to about 85 Hz after 920 GeV was reached. When we first saw this behavior, we assumed the
synchronization loop of the electron and proton storage ring was the source. When the data
were taken, the RF frequency of the proton storage ring was still locked to the RF frequency of
the electron storage ring. This motivated the change of the synchronization philosophy. Since
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Figure 5.9: FFT average of all bunch length oscillations during a ramp on 1. March 2000.

Spring 2000, the electron storage ring is locked to the proton storage ring, as described in section
3.1, in order to influence the proton frequency generation as little as possible. Unfortunately,
one can still observe this frequency and the longitudinal emittance blow-up was not reduced by
this change.

The data presentation, discussed in this section, will be useful in the search for possible
technical defects, causing the emittance dilution.
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6 Fast Cavity Field Diagnostic

Bunches passing the RF cavities in a storage ring, are not only focussed longitudinally by the
RF voltage, they also deposit RF voltage in the cavities themselves. This beam-loading leads to
an unwanted change of the RF phase in the cavities for subsequent bunches. Several methods
are suitable to reduce this effect, such as detuning the cavities and the use of RF fast-feedback
loops [23].

If one considers RF fast-feedback loops in the frequency domain, then they reduce the cavity
impedance seen by the beam. This is only possible down to a certain threshold, see section 12.3.
For a further decrease of the effective cavity impedance, or the beam loading transients, a RF
feedforward is indispensable. For checking the functioning and automated adjustment of such
a system, the transient cavity fields have to be measured. During acceleration from low to high
energy the RF transients change their shape due to the transition of the bucket potential from
52 MHz to 208 MHz. A RF feedforward has to consider this automatically.

In the HERA proton storage ring, the time constants of the fast-feedback loops and the beam
loading of each single proton bunch determine the transient behavior of the cavity voltages.
In order to learn more about this time behavior, it is necessary to measure and visualize the
transients in the time domain.

In this chapter, the main points of beam loading are discussed. Then, the measurement
principle and the timing are explained, followed by experimental results.

Finally, the last section deals with the measurement of the phase between both RF reference
frequencies in the HERA hall west and the observed phase drifts.

6.1 Generator field and transient
Figure 6.1 shows the cavity voltage, compound of the generator voltage and the transient voltage
which is deposited by a passing bunch: Without beam, the cavity voltage is generated by the
final stage amplifier

vgen (t) = Im
£
vgen e

iωRF t
¤
= Vgen sin[iωRF t] (6.1)

with the phasor1

vgen = Vgen. (6.2)

In the following, we denote this voltage as the generator voltage.
A bunch passing the cavity at tpass = 1 / 4π ωRF induces the voltage Vbunch oscillating with

the cavity frequency ωcav and decaying with the cavity time constant τ cav

vbunch (t) = Im
£
vbunch (t) e

iωcav t
¤

= VbunchΘ (t− tpass) e−(t−tpass)/τcav Im
h
ei (ωcav t−

π
2 )
i

= VbunchΘ (t− tpass) e−(t−tpass)/τcav Im
h
ei (ωRF t+∆ω t− π

2 )
i
. (6.3)

1For the phasor representations of a RF wave, see appendix A.1.1.

47
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Figure 6.1: Beam-loading in a storage ring. In the first column the voltages v(t) are presented
by their phasors v(t), the second column shows the time evolution of the voltages, and the third
shows the time evolution of the components vI(t) = Re [v(t)] and vQ(t) = Im [v(t)] of the
phasors, measured e.g. with an IQ demodulator.

Here, the difference frequency determined by the cavity tuning is ∆ω = ωcav − ωRF , and the
phasor of the beam loading voltage becomes

vbunch (t) = −iΘ (t− tpass) Vbunch ei∆ω t e−(t−tpass)/τcav . (6.4)

We used the Heavyside step function Θ, a definition is given in appendix A.1.2. The voltage in
the cavity is the phasor addition of these two voltages

vcav (t) = vgen + vbunch (t) = Vgen − iΘ (t− tpass) Vbunch ei∆ω t e−(t−tpass)/τcav . (6.5)

A fast feedback loop leads to a fast reduction of the beam-loading voltage, in this case one has
to replace the cavity time constant τ cav by the fast-feedback time constant τ ff , neglecting the
loop delay time. In normal operation, with 180 proton bunches circulating in HERA, the phasor
of the cavity voltage is given by vcav (t) = vgen + vtrans (t) with the phasor of the transient
voltage

vtrans (t) =
X

all revolutions

X
all bunches

vbunch (t) . (6.6)

Since the voltage vtrans (t) = Im [vtrans (t) eiωRF t] is caused by the transient beam loading, it
will also be denoted with beam loading voltage.

6.2 Measurement principle
The measurement device has to cover the full range of the generator voltage. At a 208 MHz
cavity, the design value of the maximum generator voltage is 800 kV. Using a 14 bit ADC, we
can divide the measuring range of ±800 kV into 214 intervals and get a resolution of 100V. A
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small value for the DC-current of a single proton bunch2 in HERA is 0.15mA. This leads to
a beam loading voltage of Vbunch ≈ 2Rs Ibunch = 2400V. If we measure the cavity voltage
directly with ADCs, we get a resolution of 4.2%. Noise leads to a further reduction of the
resolution. Any finer details of the beam loading voltage are not measurable in this way. Hence,
a more suitable method to measure the beam loading voltage is needed.

At the injection energy of 40 GeV, the RF buckets are provided by the 52 MHz cavities, the
vector sum of the 208 MHz cavities is zero. During ramping to 920 GeV, the 208 MHz cavities
take over and the voltage of the 52 MHz cavities is reduced. This means that the generator
voltage is changed in all cavities during acceleration on a time scale of minutes or slower.
In contrast, the transient voltage (6.6) is determined by the bunch length and bunch current,
the cavity tuning, the fast-feedback time constant and the revolution frequency. The transient
voltage is independent of the generator voltage. In HERA, the transient voltage typically shows
the same behavior on each revolution. Every bunch contributes to the transient voltage. This
means, in Fourier space the phasor of the transient voltage can be expressed by harmonics with
frequencies between 47 kHz and 10.4MHz. This enables an analogue separation of generator
field from the transient after an IQ demodulation of the cavity field by duplexing filters. Separate
pre-amplifiers permit an optimum use of the ADC resolution. Four ADC channels are needed
for each cavity. It is an advantage that it is not necessary to match the signal cable length,
for separation of the signal component, in phase with the LO wave (I), from that out of phase
(Q). Instead, the ADC channels contain a mixture. Multiplication with a rotation matrix allows
separation of the phasor components.

Figure 6.2 shows the technical setup of the fast cavity field diagnostic. A duplexing filter
consists of a low pass (LP) filter and a high pass (HP) filter with a common input. The upper
3 dB frequency of the low pass filter is equal to the lower 3 dB frequency of the high pass filter.
The duplexing filters used have to fulfill the following conditions:

1. The low pass band transmits DC and slowly varying signals of the components of the
generator voltage phasor.

2. The high pass band transmits only the rapidly varying signals of the mixed components
of the transient voltage phasor. This means, that the lower frequency of the high pass
band has to be sufficiently smaller than the revolution frequency frev ≈ 47 kHz and the
upper frequency has to be well above the bunch repetition frequency frep ≈ 10.4MHz.
The frequency response has to be smooth.

Simulations based on the transient shapes, measured with a digital oscilloscope, show that
Butterworth filters of first order fulfill these criteria. The minimum upper frequency should be
3 frep ≈ 30MHz and the separating 3 dB point should be smaller than frev / 25 ≈ 1.9 kHz. It
is technically demanding to realize duplexing filters with a smooth frequency response at the
high pass, for a frequency range covering four orders of magnitude. The duplexer specification
is given in table 6.1.

The required 12 filters were custom-designed by a company, according to these specifica-
tions. The production ensured a matched behavior of all filters.

Figure 6.3 shows some typical transients, taken from the high pass outputs of the duplexing
filters. Each picture represents the average of 256 successive transients acquired over 0.56 s.
The gaps between subsequent batches of ten bunches, and the larger ones between the bunch
trains of 60 bunches leave noticeable steps in the beam loading voltage. The timing of the
ADCs was adjusted to the bunch crossings at the resistive gap monitor, located about 300 m

2The DC-current of a single bunch is the time integral over one revolution of the bunch charge density per unit
of time.
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Figure 6.2: Technical setup of the fast cavity field diagnostic. Duplexing filters enable a separate
pre-amplification for the measurement of accelerating voltage and the beam-loading transient.
Some technical details have been omitted, such as low pass filters and attenuators for suppres-
sion of signal reflections.

defined frequency range: DC to 30MHz
separating 3 dB point: (1.9± 0.1) kHz

input frequency: DC to 60MHz
pass band ripple: < ±0.2 dB

impedance: 50 Ω at in- and output
insertion loss: < 1 dB

dynamic range: < −75 dBm to > 5 dBm
operating temperature: -10 ◦C to 85 ◦C

connectors: SMA

Table 6.1: Properties of duplexing filters.
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Figure 6.3: Average beam-loading transients, taken at the 208 MHz cavity No. 2, during a
standard proton filling procedure of HERA.

downstream of the RF cavities. Therefore, the transients are shifted by 10 bucket positions. If
the transients are sampled at a rate of 100 MHz, instead of 10.4 MHz, an additional sawtooth
structure, caused by the single bunches, is visible [41].

To estimate the accuracy, transients are recorded for a time interval of 0.56 s, taking bunches
without observable synchrotron oscillations. The fluctuations of the individual values around
the average represent an upper limit of the measurement error, because the values contain also
noise of the beam. Figure 6.4 shows such a measurement of the transient of 120 bunches. The
FWHM deviation of the imaginary part of the phasor is approximately double the real part.
Possible reasons are a different noise behavior of the preamplifiers in front of the ADCs or
more phase noise than amplitude noise of the proton beam. The measurement accuracy is given
by
q

FWHM2
I + FWHM2

Q / (Vtrans,max − Vtrans,min) = 2.6%.
A resolution for the measurement of the generator voltage can be estimated by recording

the duplexer low pass signals over a period of time, for example 90 ms. Figure 6.5 shows such
a measurement. The dominant error signal is a 150 Hz modulation. At the moment, the source
is not known. The steps in the signals shown, are caused by a restriction of the digits in the
data acquisition software and not by the ADCs. In future, we plan to use more digits. For
the relative measurement accuracy we get ∆Vgen / Vgen = 0.6%. The absolute calibration is a
complex task. One has to determine, among other things, the cavity quality factor, the coupling
between the final stage amplifier and the cavity, the coupling of the pick up antenna and thermal
losses by measuring the cooling water temperature. Another method is to measure the beam
small amplitude synchrotron frequency for given voltage settings on the cavities. With this data,
one can determine calibration values. Such calibration measurements were not yet performed.
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Figure 6.4: Measurement of beam loading transients in 208 MHz cavity no. 2 for an accuracy
estimation.
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Throughout this thesis, where specific voltages are quoted, they have been acquired from the
cavity phase and amplitude controls, described in section 3.2.

6.3 Timing and data acquisition
A proton bunch circulating in HERA samples the cavity voltage with the revolution frequency.
The time constant of the longitudinal beam dynamic is given by the cycle time of synchrotron
oscillations. To examine the connection between the cavity transients and the longitudinal bunch
dynamics, it is natural to sample first the transients at fixed bunch positions. This may be done,
using the sampling scheme already described for the measurement of multi-bunch oscillations,
see chapter 5.1. Modulations of the RF, seen by the single bunches, are sampled with a fre-
quency of 455 Hz.

Since the lower cut off frequency of the duplexer high-pass band is 2 kHz, signal modulation
at the mains frequency of 50 Hz does not appear on the transient voltage measurement. Several
components of the HERA RF system use intermediate frequencies above 2 kHz. There is no
simple way to eliminate the modulation they cause.

By using DC blocks in front of the down conversion of the RF signals with the IQ demod-
ulator, modulation at the mains frequency is reduced in the generator voltage measurement. A
further reduction of this modulation by software is not simple.

The rotation matrix for the separation of the real and imaginary parts of the phasor

vgen =Mrot vgen,meas (6.7)

is obtained from measured values vI,gen,meas and vQ,gen,meas without beam by

Mrot =
1q

v2I,gen,meas + v
2
Q,gen,meas

µ
vI,gen,meas vQ,gen,meas
−vQ,gen,meas vI,gen,meas

¶
. (6.8)

This matrix is also used for separating the real and imaginary parts of the transient voltage
phasor vI,trans,meas.

6.4 Transient modulations with the synchrotron frequency
The appearance of the beam loading transients in HERA is similar for each revolution, except
during the injection process. During a revolution, the development depends on the bunch filling
scheme as shown in figure 6.3. This means that the buckets are determined by both, the gener-
ator voltage and the individual mean value of the beam loading voltage at the bucket position.
This leads to unequal separation of the bucket centers, as already mentioned in section 5.3. A
bunch performing synchrotron oscillations causes oscillating beam loading voltage around the
mean value. This voltage oscillation can be presented by plotting the deviation at each bucket
position from its mean value in a colored pixel plot, like the bunch phase and bunch length
deviations in section 5.3.

Figure 6.6 shows a typical transient modulation during acceleration. One can see modulation
at the synchrotron frequency. During the bunch passage, the phasor of the induced transient
voltage is purely imaginary, see figure 6.1. Therefore, one would expect to measure bigger
oscillations on the imaginary part. Figure 6.6 shows the opposite. A possible reason could
be the detuning ∆ω of the cavity together with a shift of the sample times against the bunch
crossing times. Another reason could be a technical failure in a control loop.

For the sake of completeness, figure 6.7 shows a modulation picture of the transient at a
beam without observable synchrotron oscillations.
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Figure 6.6: Transient modulation of 208 MHz cavity no. 2 during acceleration. The picture was
taken at 416 GeV. Note: the color scale refers to the ADC input voltage.

6.5 Phase drift between the references of the double harmonic
RF system

The fast diagnostic of a single cavity is done with an IQ demodulator. For this purpose a
reference signal is needed. Since a double harmonic RF system is installed in the HERA proton
storage ring, we deal with two different reference signals. For the determination of the phasing
between the 52 MHz cavities and the 208 MHz cavities, we have to measure the phasing of the
two reference signals, used.

Figure 6.8 shows how the relative phase between both used RF reference signals is measured
in the HERA hall west. A frequency doubler provides not only the double frequency, but also
higher harmonics. Using a band pass filter, we select the 208 MHz frequency and detect it by an
IQ demodulator with the 208 MHz reference as local oscillator signal. Calculating the inverse
tangent of the sampled values supplies the phasing between both RF reference signals. One
can also deduce a correction matrix, needed for the determination of the phasing between the
208 MHz and 52 MHz cavities.

Figure 6.9 shows phasing, measured with an early hardware version, over a time period of
one week. The large phase jumps appeared when the energy of the storage ring was reduced
from 920 GeV to 40 GeV, to inject a new proton beam. The frequencies are ramped with the
energy. No phase error compensation was installed at that time. Since the HERA hall west
is more than 600 m away from the phase locked loop near the control room, both reference
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Figure 6.8: Measurement of the phasing between both RF reference signals in the HERA hall
west.

frequencies suffer a phase change due to the length of the cables. From time to time this caused
beam loss during acceleration. After this first observations, more detailed examinations by J.
Baran and the installation of a control by R. Wagner removed this problem. This presented a
first success of measures within the framework of reducing the proton bunch length. In fact, the
bunch length was not influenced, but the reliability of the storage ring was increased, and with
that the integrated luminosity.

In addition, one can observe temperature effects on the phasing. Between night and day a
phase change of 5◦ is observable. The biggest change always appeared in the afternoons, caused
by cable lengthening due to the heating by solar radiation. Until now, this effect has not been
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hall west. The data was taken in August 1999.

compensated.
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7 Modal Analysis of Coupled bunch
Oscillations

Bunches, passing an impedance in a storage ring, leave electromagnetic fields behind. These
fields influence subsequent bunches. Depending on the strength and frequency response of the
impedance, this mechanism leads to a coupling of bunch oscillations. This is only expected
when the synchrotron frequencies of the individual bunches have similar values [18].

A coupling between the oscillations of individual bunches leads to common oscillations
of all bunches together. Any multi-bunch oscillation pattern can be developed in a series of
eigen-oscillations, called modes. If the multi-bunch oscillation pattern is assembled by only a
few modes, coupling is present. According to the properties of the coupling impedance, some
modes are unstable. A growing oscillation amplitude, together with an emittance blow up, is
evidence for a coupled bunch instability. In the case of non coupled bunches, the multi-bunch
oscillation is made up of a random distribution of all modes.

In this chapter, we test the recorded multi-bunch oscillations for coupled bunch oscillations
exemplary at the recorded data of an arbitrary chosen ramp. Therefore, an overview on the
well-known results of coupled bunch oscillation theory is given, following Sacherer [18].

One possibility to analyze multi-bunch oscillation patterns is to expand them in a series of
all modes. The result is a steady state modal spectrum. We will discuss the modes appearing
together with the emittance blow up, the coherent frequency spread and the frequency shift.

An other possibility to look at the recorded data is to analyze the phase relation between
the bunches at a fixed time. Since every mode has its characteristic phase advance, we get a
mode spectrum at a given time. Performing this for a complete data record, reveals the transient
behavior of the modes. This method is ambiguous with respect to the mode numbers but permits
examinations of the time behavior. Growing unstable modes are in principle directly visible.

7.1 On coupled bunch oscillations
Any multi-bunch oscillation of M equally spaced bunches can be developed in a series of M
modes [42]

xj,m (t) =
M−1X
l=0

bcl ηl,j eiωm,l t. (7.1)

xj,m = xj,m (t) is the oscillation of the bunch no. j. The indexm denotes the single bunch os-
cillation type. Form = 1 the bunch performs oscillations of its center called phase oscillations,
dipole oscillations or rigid-bunch oscillations,m = 2 stands for bunch length or quadrupole os-
cillations and so forth. In (7.1), bcl is the amplitude of the coupled bunch mode l, ηl is the mode
vector describing the oscillation amplitude and phase of each bunch and ωm, l is the oscillation
frequency.

The mode vectors are independent of the particular coupling mechanism. They are always
the same because the eigenvalue problem has always the same symmetry, namely the rotation
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symmetry resulting in cyclic matrices. The normalized vector of the mode l is given by

ηl =
1√
M



1

e−
2π i l
M

e−2(
2π i l
M )

e−3(
2π i l
M )

...
e−(M−1)(

2π i l
M )


, l = 0, 1, 2, . . . , M − 1. (7.2)

The distinctive feature of these vectors is that the sum of all phase advances between adjacent
bunches is l times 2π.

Non coupled bunches oscillate with the synchrotron frequencies ωs,j , determined by the
individual bucket potentials. In the case of identical bucket potentials, all bunches oscillate
with the same frequency ωs,j = ωs. Coupling between bunch oscillations leads to a change
of the oscillation frequency, called ‘coherent’ frequency shift ∆ωm,l. This frequency shift is
different for the individual modes. Hence, the mode frequency is composed out ofm times the
synchrotron frequency plus the coherent frequency shifts ∆ωm,l

ωm,l = mωs +∆ωm,l with ∆ωm,l ∈ C. (7.3)

In accelerator physics the expressions ‘coherent’ and ‘incoherent’ are usually used in the fol-
lowing way: Effects regarding bunch shapes are called ‘coherent’ whereas effects regarding the
individual particles within a bunch are called ‘incoherent’. A ‘coherent frequency shift’ is a
change of the synchrotron frequency of bunches.

For Im [∆ωm,l] < 0 the argument of the exponential function in (7.1) contains a positive
real part. Then, the mode is unstable and the oscillation amplitude grows with

1

τ
= Im [∆ωm,l] . (7.4)

The frequency shift ∆ωm,l depends not only on the coupled bunch mode l but also on the
strength of the coupling impedance. In the case of the impedance as imposed by a resonator,
this coherent frequency shift is [18, 42, 44]

∆ωm,l = ωs
Rs I M Dl Fm

¡
∆φ
¢

2π VRF cosφsB h
(7.5)

with

m single bunch oscillation type,m = 1 for bunch phase oscillations
ωs phase oscillation frequency
Rs shunt impedance of the resonator
I total beam current
M number of bunches

Dl
factor which depends on the attenuation of the induced signal between
bunches and the coupled bunch mode l

Fm (ωres lfull ) form factor which specifies the efficiency with which the single bunch
oscillation (m) is driven by the resonator

ωres resonant frequency of the resonator, responsible for the coupling
lfull =

2 lFWHM√
ln 4

total resp. full bunch length
lFWHM FWHM bunch length
VRF voltage generating the bucket potential
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φs phase of synchronus particle
B =

lfull
trep

bunching factor
trep =

1
M frev

time between subsequent bunches pass a fixed position at the ring
frev revolution frequency
h harmonic number
τ res =

2Q
ωres

resonator time constant
Q quality factor of resonator.

All these quantities are real values, with the exception of the factor Dl. The imaginary part
ofDl determines stability. It depends on the attenuation e− trep / τcav of the signal, induced in the
impedance. For a narrow band resonatorDl is given by

Dl ≈ ∆fres
fres −Nl frev − i∆fres for

trep
τ res

¿ 1. (7.6)

fres is the resonant frequency of the impedance, ∆fres = fres
2Q

the bandwidth, frev the revolution
frequency and Nl is an integer number. Since the impedance is at a fixed position in the accel-
erator, the beam samples the impact with the bunch repetition frequency M frev. This sample
frequency is modified in the case of a coupled bunch oscillation by l frev. Hence, a coupled
bunch mode l is only excited when this sample frequency, or a multiple, hits the resonance
frequency of the impedance

fres ≈ Nl M frev ± l frev with Nl ∈ Z. (7.7)

This criterion determines the value of Nl, needed for calculatingDl with (7.6).
In the case of a wide band impedance, this factor is

Dl ≈ −2 trep
τ res

exp

·
− trep

τ res

¸
exp

·
2π i l

M

¸
sin

·
2π fres
M frev

¸
for

trep
τ res

À 1 (7.8)

and coupled bunch modes near l = M
4

and l = 3M
4

are most strongly excited. These modes have
a phase difference between bunches of ±π

2
. Remember a driven harmonic oscillator. At phase

differences of π
2

between the driving force and the oscillator, the oscillator is maximal damped
or excited, depending on the sign of the force. Here we have exactly the same situation, one of
the modes l = M

4
, 3M

4
is damped and the other one is unstable.

In the general case the factorDl is given by

Dl = −i trep
τ res

µ
1

1− ex+ −
1

1− ex−
¶

where x± =
2 π i

M

µ
l ± fres

frev

¶
− trep

τ res
. (7.9)

For short bunches, lfull . 1.5 / 2 π fres, the form factor for dipole oscillationsFm=1 (ωres lfull)
is

Fm=1 (ωres lfull ) ≈ 2ωres lfull for lfull . 1.5 / 2π fres. (7.10)

As already mentioned, coupling between bunch oscillations is only possible when the syn-
chrotron frequencies ωs,j of the individual bunches have similar values. A rule-of- thumb for
de-coupling is that the r.m.s. spread in individual bunch frequencies Sω should exceed the
frequency shift due to the coupling:

(coherent) spread > shift (7.11)
Sω > |∆ωm,l| for de-coupling. (7.12)
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7.2 Analysis of steady state modes
With the measurement method for recording multi-bunch oscillations described in chapter 5,
we obtained the phase oscillation (m = 1)

xj (t) = ∆φj (t) ≈ bxj eiωj t (7.13)

of every bunch j during 0.556 s. In the case of a coupled bunch oscillation at mode l, all
frequencies ωj are equal

ωj = ωl. (7.14)

In practice one observes not only one value but rather a distribution. Therefore, we have to
assume for the analysis, the frequencies of the individual bunches have the same values, given
by

ωl =
1

M

X
j

ωj. (7.15)

Then we can rewrite (7.1) to

bxj eiωl t =
M−1X
l=0

bcl ηl,j eiωl t (7.16)

bxj =
M−1X
l=0

bcl ηl,j . (7.17)

We are interested in the amplitude bcl of the coupled bunch mode l in the multi-bunch oscillation,
described by the complex vector bx. Using orthogonality

M−1X
l, l0, j

η∗l,jηl0,j = δl l0 (7.18)

the amplitude can be calculated by the scalar product

bcl0 = M−1X
j=0

η∗l0,j bxj = η∗l0 bx. (7.19)

In practice we do not have 220 bunches with equal charge and length. Instead we deal with
180 different bunches with slightly varying current and length. Hence, we calculate the mode
frequency ωl as follows:

The oscillation frequency spectrum of an individual bunch is obtained by the complex fast
Fourier transformation (FFT). It looks similar to the averaged oscillations sprectra shown in
figure 5.7. In the case of no parasitic frequencies such as the mains frequency and harmonics
(50 Hz, 100 Hz and 150 Hz), the oscillation frequency of the bunch is given by the frequency
at the maximum amount of the frequency spectrum. For the performed analysis the frequency
ωj at the spectrum maximum |bxj| between 10 Hz and 46 Hz is determined. It is used in the
analysis when it is larger than the frequency value at the mains frequency of 50 Hz, otherwise it
is disregarded for the analysis.
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The mean of the frequencies taken is used as mode frequency ωl. The r.m.s. frequency
spread is the r.m.s. value of these frequencies.

Sf =

qP¡
ωj (taken) − hωli

¢2
2 π

(coherent) spread between bunches (7.20)

A measure for the incoherent frequency spread within bunches is the r.m.s of the oscillation
frequency in the frequency spectrum, determined with:

sf =

qP¡
FWHM

¡
ωj (taken)

¢¢2
4π
√
ln 4

(incoherent) spread within bunches (7.21)

Since the sample frequency of the measurements are fsample = 47 kHz
104

and 256 samples are taken,
the frequency resolutions of the ωj (taken) are 2 π · 1.7 Hz. We have to bear this in mind when
interpreting the results.

The FFT value of the individual bunch j at the frequency ωl is the complex vector compo-
nent bxj. Every multi-bunch oscillation pattern, taken during the measurement time of 0.556 s,
is assigned to a vector bx. Before performing the scalar product η∗l bx, we have to normalize this
vector bx → bn = (bx∗ bx)−1/2 bx, taking into account the gaps in the bunch occupation pattern.
Then we receive the normalized amplitude cl, respectively portion of the coupled bunch mode
l.

cl = η∗l bn = η∗l bx√ bx∗ bx =
bcl√ bx∗ bx . (7.22)

This method works if only one coupled mode or a few modes with small coherent frequency
shifts ∆ωl are excited. It fails if two or more modes with different mode frequencies ωl are
building up the observed multi-bunch oscillation. Then, the approximation (7.15) is invalid.

For a large frequency spread Sf the approximation (7.14) is not justified. In this case, the
described modal analysis results in equally distributed values for the portions c l.

Analyzing a ’full machine’, with 220 occupied bunch positions, leads to an upper limit
examination. Gaps in the occupation pattern always result in a more stable behavior [45].

An analysis assuming a ’full machine’ leads to small artificial amplitudes (cl < 0.18) of
non-existent coupled bunch modes, due to the gaps. We will discuss this point by means of
modal analysises of an artificially constructed mode in section 7.7. Here we state: Modes with
normalized amplitudes cl smaller than 0.18 should not be considered. We will see in the next
sections, this is not a strong restriction on the analysis.

7.3 Modal spectrum of a multi-bunch oscillation
Figure 7.1 shows a multi-bunch phase oscillation of a beam of 110 mA at 830 GeV during ramp-
ing to 920 GeV over about 20 synchrotron oscillation periods. One can immediately recognize
regular patterns. One is a phase shift of 2π accumulated over the whole bunch train, e.g. from
bunch position 0 to 219. A second phase shift leads to ‘lines’ from top left to bottom right.

By applying the modal analysis described we obtain the modal spectrum shown in figure
7.2. The multi-bunch oscillation in figure 7.1 consists of 58.6% of mode l = 1 which shows a
phase shift of 2 π from bunch position 0 to 219. The second strong mode is l = 163 with 38.5%.
Mode l = 163 is near l = 3M

4
and has a phase shift of about 3π

4
. It is one of the most likely

unstable modes, compare section 7.1. Figure 7.3 shows the isolated mode patterns of these two
modes.
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Figure 7.1: Multi bunch phase oscillation during ramping, showing particular modes.
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Figure 7.2: Modal spectrum of multi bunch oscillation with ωl/2π ≈ 35Hz, Sf = 1.2Hz and
sf = 0.81Hz.

Modes l = 4 and l = 219 are also excited, but they contribute less to the multi-bunch
oscillation pattern.

Half a minute later, at 866 GeV, the frequency spreads increased from Sf = 1.2Hz and
sf = 0.81Hz to Sf = 1.6Hz and sf = 0.89Hz. The oscillation frequency ωl has changed from
35 Hz to 32 Hz and the multi-bunch oscillations, shown in figure 7.4, are still present, but the
modal analysis fails, see figure 7.5.

Obviously, the bunches are no longer coupled. To learn more about the connection between
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Figure 7.3: Coupled bunch oscillation mode patterns for mode l = 1 and l = 163with the mode
frequency ωl/2π = 35Hz.
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Figure 7.4: Multi bunch phase oscillation during ramping, without recognizable coupled modes.

the different parameters, a more detailed analysis follows in the next section.

7.4 Coupled bunch modes and emittance dilution
At the time of the measurements, the fast longitudinal diagnostic system was able to record
0.56 s long periods of multi-bunch oscillations in time steps of 30 s. The analysis in the pre-
vious section showed, that the character of the observed multi-bunch oscillation can change
completely within 30 s. The question which arises here is: Are these the normal conditions and
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Figure 7.5: The muli bunch oscillation, recorded 30 s later, shows this modal spectrum with
ωl/2π ≈ 32Hz, Sf = 1.6Hz and sf = 0.89Hz.
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Figure 7.6: Coupled bunch mode spectrum in dependence on the measurement time of the
analyzed multi bunch oscillation.

do the particular modes correlate with the emittance dilution described in section 5.4?
First, we can obtain an overview of the coupled bunch mode spectrum, during a ramp from

low to high energy, by plotting the mode amplitude as a three dimensional contour plot, using
the time as additional axis. Figure 7.6 shows such a coupled bunch mode spectrum.
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Figure 7.7: Time evolution of various parameters in the HERA proton ring during ramping
and steady state operation at 920 GeV. The emittance blow up goes along with changes of the
coherent frequency spread Sf , the incoherent one sf and the average frequency used in the
analysis as mode frequency ωl / 2π. All these values are calculated from the bunches with
sufficiently strong synchrotron oscillations. The number of bunches, used for these calculations,
are given in the third row.

Only normalized amplitudes of coupled bunch modes above 15% are plotted, to suppress
spectra showing no particular modes. This plot can be interpreted together with the parameters
shown in figure 7.7:

At the time t = 9min, the third bunch train is injected at an energy of 40 GeV, leading
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to a jump in the beam current from about 60 mA to about 90 mA. This goes along with a tiny
emittance blow up. 45 bunches show synchrotron oscillations which are sufficiently strong for a
calculation of their coherent frequency spread Sf . Since the maximum FFT values are not more
than twice as large as the noise levels of the FFT values, no incoherent spread sf is determined.
The average frequency, taken as mode frequency, to calculate the mode spectrum, is 28 Hz. In
the mode spectrum shown in figure 7.6, the mode l = 6 is visible.

In this way, we can go through the complete ramp procedure. In the time between 10 min
and 16 min HERA is ramped from 40 GeV to 70 GeV. Several times modes around l = 74 are
visible going along with an emittance blow up. Mode l = 74 is most excited at 12.5 min where
we also discover a reduction of the coherent frequency spread. Half a minute later, the spread
increases and the mode disappears.

In the course of the ramp, the visible modes change from modes around l = 74 to modes
around l = 146 between 15 min and 23 min. Note: The oscillation phase difference between
subsequent bunches at mode l = 146 is the negative of those at mode l = 74. With this in mind,
they are ‘mirrored’ on the mode l = 110, where subsequent bunches oscillate against each other
e.g. with a phase shift of π.

During the whole ramp, modes near l = 0 and l = 219 are visible. These are modes where
all bunches oscillate almost in phase. We call them ‘fundamental modes’.

The connection between the coherent frequency spread, appearing coupled bunch modes
and the emittance blow up is most evident when we examine the situation after 920 GeV is
reached. At 36 min the mode l = 163 is visible and one minute later the modes l = 2 and l = 4.
Previously, no emittance blow up is visible, but together with the arising modes the emittance
blows up. This goes along with an increase of the coherent frequency spread from 0.75Hz to
1.63Hz and an increase of the incoherent frequency spread. In addition, we observe a small
jump of 1.18Hz in the average frequency.

We can convince ourselves that this correlation is also visible at the times 44 min, 46 min
and between 57 min to 57 min.

By analyzing other ramps in the same way, one finds a similar behavior.

7.5 A coupled bunch instability
During the HERA energy ramp described, particular modes (l = 163, l = 2, l = 4) appear
at 36 min, which are accompanied by an emittance dilution. Is this an unstable coupled bunch
oscillation, in other words a coupled bunch instability?

First we remember the condition for de-coupling (11.36), respectively coupling:

Sf <
|∆ωm,l|
2π

for coupling (7.23)

The measured frequency shift between the state with observable modes and the oscillations
without modes is Re [∆ωm,l] / 2π = 1.18Hz. While we observe the modes, the coherent
frequency spread is 0.75Hz, well below the coherent frequency shift. So, this condition for
coupling is fulfilled.

Due to the coupling, the oscillation amplitudes of the bunches increase. By increasing also
the emittance, the incoherent and the coherent frequency spread, the beam stabilizes itself. As
soon as the coherent frequency spread is 1.63Hz and thus larger than the frequency shift of
∆ωm,l / 2π = 1.18Hz, the oscillation de-couples. As a result of this de-coupling, we no longer
observe particular modes and the oscillation frequency changes by the value of the frequency
shift, see figures 7.6 and 7.7. All bunches oscillate with their individual synchrotron frequen-
cies.
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7.6 Estimations of the instability growth rates
We observe modes near l = M

4
= 55 and l = 3M

4
= 165. This is an indication that there is a

broadband impedance driving the instability, because a broadband impedance would preferably
drive these modes, see section 7.1. A narrow band impedance is not completely excluded.

If we assume a broadband impedance, then the coherent frequency shifts (7.5) are given by
a factor |∆ωm|, depending on the single bunch oscillation typem times a factor, containing the
dependance on the coupled bunch modal number l

∆ωm,l = |∆ωm| exp
·
2π i l

M

¸
. (7.24)

In the last sections, we discussed an instability showing first the mode l = 163 and one minute
later the modes l = 2 and l = 4. Figure 7.8 shows the frequency shifts in the complex plane.

Re

m

m

163l

Figure 7.8: Coherent frequency shifts in complex plane.

An observed frequency jump caused by the break up of a coupled bunch oscillation correlates
to the real part of the complex frequency shift. If modes near l = 0 or l = 110 disappear, the
frequency jump is equal to the frequency shift. Under the assumption that mode l = 163 and
modes l = 2, 4 are driven by the same impedance, the amount of the frequency shift would be
equal to the observed frequency jump |∆ωm| = 1.18Hz, since

∆ω1,2 = |∆ω1| exp
·
2π i 2

220

¸
≈ |∆ω1| . (7.25)

This is not a well found assumption, above all no frequency jump is observed by the change
from the mode l = 163 to the modes l = 2 and l = 4. Another problem is the question of the
mechanism, causing the change from l = 163 to l = 2 and l = 4.

However, with this rough assumption we can estimate the instability growth rate for the
mode l = 163 with

1

τ
= Im [∆ωm,l] ≈ |∆ω1| Im

·
exp

·
2 π i 163

220

¸¸
≈ |∆ω1| . (7.26)

The result corresponds to the frequency jump of about 1
τ
= 11s .

Now we look at the mode l = 74 most excited at 12.5 min. This mode number differs
significant form the mode numbers l = M

4
= 55 and l = 3M

4
= 165. This suggest that this
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mode is not driven by a broadband impedance. Rather, this is an indication that there is a narrow
band impedance. In this case, the coherent frequency shifts are also given by a factor |∆ωm|,
depending on the single bunch oscillation type m times a factor containing the dependance on
the coupled bunch modal number l

∆ωm,l = |∆ωm| Dl|Dl| (7.27)

where we use (7.9) for the calculation of Dl. But in this case, we need some idea of what
could be the driving impedance. The resonant frequency of this impedance should obey the
condition (7.7). It is for example approximately fulfilled by the higher order monopole mode of
the 208 MHz system at fres = 856.570MHz [46]:

frev (Nl M + l) = 47.31034 kHz (82 · 220 + 74) = 856.792MHz (7.28)

This cavity mode has a quality factor of Q = 7403 which causes a bandwidth of ∆fres =
58.637 kHz. When we calculate the difference between the expected frequency for mode l = 74
and the frequency of the cavity mode, we find a deviation of 222 kHz, this is about four times
the bandwidth. So this cavity mode should not drive mode l = 74, but rather mode l = 65.
Nevertheless, we will here assume mode l = 74 may be driven by a narrow band impedance
with the same quality factor and estimate which instability growth rate we then have to expect: A
frequency change would be equal to the real part of the frequency shift caused by the coupling.
At the time when the mode vanishes we see a frequency change of 10 Hz. Hence, we can
estimate the growth rate of mode l = 74:

Dl
|Dl| ≈ 1 + 0.053 i =⇒ 1

τ
= |∆ω74|

¯̄̄̄
Im

Dl
|Dl|

¯̄̄̄
≈ 0.531

s
(7.29)

Both values 1
τ
= 11s for mode l = 163 and 1

τ
= 0.531s for mode l = 74 are of the same

order of magnitude. These values may not be correct but are to some extent supported by the
available data. Particularly, if we hit with mode l = 74 a narrow band impedance with a lower
quality factor than that considered, we have to expect a higher growth rate.

7.7 Analysis of the transient behavior of modes
The estimations of the instability growth times in the last section resulted in values of the order
of magnitude of τ = 1 s to τ = 2 s. Since our recording time of a multi-bunch pattern is 0.556 s,
these growth times may be visible in our records.

A much faster, but less selective modal analysis method [47] is based on the fact that the
oscillation phase difference between subsequent bunches for the mode l is

∆Φl =
2π l

M
. (7.30)

Even during one passage of all bunches at the recording monitor, this phase difference can
be analyzed. To do that, we take the phase deviation of every bunch from its individual syn-
chronous phase in a number sequence. Zeros are assigned to the gaps in the bunch occupation
pattern. Assume mode l = 1 is present, then the number sequence of bunch phases shows one
‘oscillation cycle’, mode l = 2 shows two ‘oscillation cycles’ etc. By applying a complex FFT
of the number sequence and dividing the resulting amount values by the number of bunches we
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get the oscillation amplitudes of the contained modes. The applied FFT does not distinguish
between the modes l andM − l. Hence, we restrict our view on the modes l = 0 to l =M / 2.

In the following, we look at the results of the analysis method by means of an artificially
constructed record of a multi-bunch pattern. Figure 7.9 shows as example the mode 180 with
linearly growing oscillation amplitude. By performing the fast modal analysis described, we ob-
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Figure 7.9: Example of an transent mode with linear growing amplidude.

tain the amplitude spectrum of the modes in figure 7.10. It is ambiguous compared to the steady
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Figure 7.10: Analysis of a synthesized multi bunch oscillation pattern oscillating in mode 180.

state modal analysis. But we can observe the transient behavior of this mode in figure 7.11.
Before plotting these data, we performed digital low pass filtering to smooth out modulations
of the amplitude in the time domain.
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Figure 7.11: Transient behaviour of the constructed mode 180 with growing amplitude.

Note: the gaps in the bunch pattern lead to small artificial amplitudes (cl < 0.18) of other
modes in the analysis. Since we can easily identify the mode 180, we can neglect the gaps for
further analysis. We have only to take into account, that small amplitudes must not be physically
relevant. Furthermore, small amplitudes may also be caused by noise at the measurements.

In the following, a mode spectrum as in figure 7.11 will be referred to as a ‘transient modal
spectrum’.

7.8 Transient modal spectrum of multi-bunch oscillations

Our records of multi-bunch oscillations span 0.556 s. We estimated instability growth times of
τ = 1 s to τ = 2 s. Hence, the growth of the coupled bunch instabilities should in principle
be visible in the transient modal spectrum. In section 7.6, we estimated the instability growth
time τ = 2 s of mode l = 74 by means of the frequency jump observed between 12.5 min and
13 min.

Figure 7.12 shows the transient modal spectrum at 12.5 min. The mode l = 74 is recog-
nizable. But no exponential behavior is visible. The analyzed situation shows an approximate
constant behavior. Therefore, we can assume that a conceivable narrow band impedance driving
this mode does not have a sufficiently high quality factor to generate a direct visible growth of
the oscillation amplitudes. It is also possible that we observe an active impedance driving a
stable mode. Then, the observed frequency jump of 10 Hz would be the difference frequency
between the bunch oscillations driven by the active impedance and the ‘free’ bunch oscillations.
Remember, we found in section 7.4 that during ramping mode l = 74 is visible several times and
later mode l = 146which is l = 74 ‘mirrored’ on l = 110. This ‘symmetry’ seems be a hint that
both modes are driven by the same source. In this case, a usual narrow band impedance could
not be the source because the condition (7.7) can only be fulfilled by one value for Nl = ±36
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Figure 7.12: Transient mode spectrum at 12.5 min.
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Figure 7.13: Transient mode spectrum at 36.5 min.
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to get the same frequency fres for both modes! This is extremely unlikely. Hence, l = 74 and
l = 146 may be the result of a complicated active impedance, respectively a technical damage.

In section 7.6 we also discussed mode l = 163 visible at 36 min. It disappears half a
minute later and the modes l = 2 and l = 4 are visible. Figure 7.13 shows the transient
mode spectrum at this time. In contrast to the situation just discussed at 12.5 min, growing and
decaying modes are visible. But the estimated time constants are about τ = 10 s, instead of
τ = 1 s. The difference could also be caused by an influence of a damping mechanism, most
probably Landau damping.

To get a more detailed insight into the transient behavior of the coupled bunch modes,
records of multi-bunch oscillations over a longer period of time are necessary. The periods
of observation should be in the order of minutes or longer. This requires either more ADC
memory or the use of a DSP system. For instance, the DSP system of a multi-bunch feedback
was used to analyze stability of coupled bunch modes at the LBNL Advanced Light Source
(ALS) [47]. Until now, none of these possibilities have been available at the HERA proton ring.

7.9 Results
There are indications that the HERA proton ring suffers from coupled bunch instabilities. In this
chapter, we discussed these indications in detail exemplary at the recorded data of an arbitrary
chosen ramp from low to high energy. Other observed ramps behave similarly. We found that
certain emerging oscillation modes are going along with an emittance blow up. A detailed anal-
ysis of the oscillation frequencies and their spread also fit with the rule-of-thumb for coupling
and de-coupling of bunch oscillations.

From the available recorded data of multi-bunch oscillation pattern, we determined fre-
quency shifts of 1 Hz and 10 Hz, particular assumptions yield instability grow times of τ = 1 s
and τ = 2 s. There are indications that the frequency shift of 10 Hz may also be caused by
an active source. The attempt, to verify these growth times by analyzing directly the transient
behavior of the modes, was not very satisfactory. A more detailed study in this direction has to
be performed. This requires additional new hardware.

The global damping behavior of the storage ring determines whether a coupled bunch in-
stability could take place or not. Measurements of the beam transfer function (BTF) and the
de-coherence time give information about the damping behavior. The next chapters are about
these subjects.
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The longitudinal stability of the bunched beam in a storage ring can not only be examined
by passive observations. Measurements of the beam response to particular excitations offer
additional insight. Two complementary methods are kick excitations and harmonic excitations.
Kick excitations cover a broad band frequency range, while harmonic excitations are narrow
band. In this chapter, the underlying physical principles are explained.

In the first section, we will derive the frequency spread within a short bunch, in the case
of a double harmonic RF system, causing a nonlinear longitudinal behavior of a proton bunch.
In the subsequent section, we discuss the beam response to single RF phase kicks. Measure-
ments of this impulse response yield the decoherence time and, with that, the frequency spread
within a bunch. This incoherent frequency spread can stabilize instabilities, this is called ‘Lan-
dau damping’. Hence, one can infer from decoherence measurements whether there is enough
incoherent frequency spread available to suppress instabilities.

In contrast to a kick excitation, which has an effect on all protons in a bunch, a harmonic ex-
citation has only an effect on protons with oscillation frequencies near the excitation frequency.
The consequences of this selective excitation on the beam response are discussed in the third
section. From these measurements, we obtain the so called beam transfer function (BTF), which
is the starting point of stability examinations of feedback loops. In appendix A.6, principles of
such stability estimations are demonstrated by means of the two narrow band beam feedback
loops already mounted in the HERA proton ring.

Another type of beam response is a beam echo. The beam parameters, which can be deter-
mined by this method, provide information about diffusive processes. As already mentioned,
a RF phase kick leads to a damped collective bunch oscillation because of the incoherent fre-
quency spread. The bunch center oscillation can be partly recovered by performing a suitable
RF amplitude kick. After a waiting time of twice the distance between the two RF kicks, a
bunch center oscillation reappears. This is called the echo.

8.1 Frequency spread within a bunch
The reason for the nonlinear longitudinal behavior of a proton bunch is the spread of the syn-
chrotron frequency within the bunch, called ‘incoherent frequency spread’. The synchrotron
frequency of a single proton depends on its oscillation amplitude. This is due to the flattening
bucket potential at higher amplitudes, which reduces the frequency.

In this section, we derive the amplitude dependence of the synchrotron frequency for short
bunches. For more detail see [48, 49, 50].

The Hamilton function of a proton in a single harmonic RF bucket potential, in the non
accelerating case, is given by [39]

H =
1

2

h2 ω2rev η

β2Es

µ
∆E

hωrev

¶2
+
1

2

qp V

2 π h
2 (1− cos ∆φ) , (8.1)

where ∆E is the energy deviation, ∆φ is the phase deviation, h the harmonic number, ωrev the
revolution frequency, η = 1

γ2t
+ 1

γ2
the slip factor with γt = 27.74 at HERA, γ = Es

E0
, Es the

75
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energy of the synchronous particle, E0 the rest energy of a proton, qp the proton charge, V the
RF voltage and β = v

c
.

Using the abbreviations

q = ∆φ (8.2)

f =
qp V

2 π h
(8.3)

p =

µ
∆E

hωrev

¶
(8.4)

m =
β2Es
h2 ω2rev η

(8.5)

it reads

H =
p2

2m
+
f

2
2 (1− cos q) . (8.6)

In the case of a double harmonic RF system and larger oscillation amplitudes, we have to
examine the Hamiltonian with a modified potential

H =
p2

2m
+
f

2
2

µ
(1− cos q) + r12

h12
(1− cos h12 q)

¶
(8.7)

H =
p2

2m
+ U (q) (8.8)

where r12 = V2
V1

is the ratio of the RF voltages and h12 = h2
h1

the ratio of the harmonic numbers.
To examine the simplest approximation, we expand the potential U (q) in a series up to the

order O (q2):

H =
p2

2m
+
f (1 + r12 h12)

2
q2 +O ¡q4¢ . (8.9)

The second RF system modifies the synchrotron frequency ωs0 =
p
f /m for small oscillation

amplitudes to

ωs
ωs0

¯̄̄̄
q→0

=
p
1 + r12 h12 . (8.10)

This approximation does not take into account a decrease of the oscillation frequency at
higher amplitudes. Therefore, we will now derive first the frequency in the general case. Fol-
lowing standard procedures [51, 52], we realize the particle has no momentum at the maximum
oscillation amplitude qmax , so that the particle energy is given by

Eqmax = U (qmax) . (8.11)

The energy is conserved, hence, we get for any other time

Eqmax =
m

2

µ
d q

d t

¶2
+ U (q) ⇐⇒ d t =

d qq
2
m
(U (qmax)− U (q))

(8.12)

and we obtain the cycle period by the integration

T =

I
one cycle

d qq
2
m
(U (qmax)− U (q))

. (8.13)
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To perform this integration, we develop the potential given in (8.7) up to terms of the order
O ( q4). Using integration tables as in [48], or a computer algebra system likeMathematica, the
integration (8.13) can be performed analytically. We expand the result for r12 < 1 / h12 in a
series. By taking ωs = 2π / T into account, we get

ωs (qmax)

ωs0
=
p
1 + r12 h12 − 1

16

1 + r12 h
3
12√

1 + r12 h12
q2max +O

¡
q4max

¢
, (8.14)

respectively

ωs (∆φmax)

ωs0
≈
p
1 + r12 h12 − 1

16

1 + r12 h
3
12√

1 + r12 h12
∆φ2max. (8.15)

Note: this is valid for r12 < 1 / h12. The quantity

sω = − 1
16

1 + r12 h
3
12√

1 + r12 h12
ωs0 ∆φ2σ (8.16)

defines the so called synchrotron frequency spread sω
2π

within a bunch. ∆φσ is the half bunch
length expressed in RF radians

∆φσ =
lFWHM

2β c
√
ln 4

2π h1 ωrev (8.17)

with the FWHM bunch length lFWHM and the RF frequency ωRF1 = h1 ωrev. By the restriction
on the quadratic term of the frequency spread (8.16), we make an error. This error can be
estimated by numeric integration. At low energy the values for HERA are h12 = 4, r12 ≤ 1

4
and

lFWHM = 2.4 ns, they obey

∆sω
sω
≈ 0.4% at 40 GeV. (8.18)

At high energy we have h12 = 1
4
, r12 ≈ 1

3
and lFWHM = 2.4 ns, this results in an error of

∆sω
sω
≈ 0.2% at 920 GeV. (8.19)

The response of a bunch for an external excitation depends on the oscillation frequency
distribution within the bunch. We evaluate this distribution for a Gaussian bunch moving in a
single harmonic RF potential. This treatment can be extended directly to the case of a double
harmonic RF system.

The normalized Gaussian distribution of the oscillation amplitudes is given by

ρ (∆φmax) =
1√

2π∆φσ

exp

·
−1
2

∆φ2max
∆φ2σ

¸
. (8.20)

We can rewrite (8.16) to

ωs = ωs0 + sω
∆φ2max
∆φ2σ

⇔ ∆φ2max =
ωs0 − ωs
sω

∆φ2σ (8.21)

and receive the oscillation frequency distribution

ρ (ωs) = Θ (ωs0 − ωs)
1

− 2 sω exp
·
−1
2

ωs0 − ωs
sω

¸
. (8.22)
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We take into account that ωs ≤ ωs0, for all protons in a bunch, by inserting the Heavyside
function Θ, defined in the appendix. The distribution is normalized to one

∞Z
−∞

ρ (ωs) dωs = 1. (8.23)

In the case of a double harmonic RF system we have to replace ωs0 by
√
1 + r12 h12 ωs0 in

(8.22).
Figure 8.1 shows the distribution (8.22) for two different bunch lengths. A longer relative

bunch length implies an increase of the population at lower frequencies.
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Figure 8.1: Density distribution of protons ρ (ωs) with a specific eigenfrequency ωs.

8.2 Impulse response
Error signals in the RF, or intentionally applied signals, can cause jumps in the RF phase of the
RF cavities. A sufficiently short jump in the RF phase kicks the protons in a bunch to other
trajectories in phase space. For a short while after the kick all protons oscillate in phase and as
a result the bunch charge centroid (bunch center) oscillates. Because of the frequency spread,
the protons lose their phase relation after a certain time and the bunch center stops oscillating.
This damping of the bunch center oscillation is commonly called ‘decoherence’.

In contrast, ‘Landau damping’ commonly denotes the stabilization of a bunch oscillation
driven by a coherent instability [38]. In the case of an instability, a force proportional to the
deviation of the beam itself drives bunch oscillations. The frequency spread within a bunch
stabilizes the unstable behavior.

Both effects are results of the frequency spread within a bunch and belong together. Mea-
surements of the decoherence time allow estimations of the frequency spread, and with that on
Landau damping.

A rigorous treatment of decoherence can be found in the references quoted in A. W. Chaos
and M. Tigners handbook [15]. Here we will quote only the results used for data interpretation.

A rule-of-thumb for the bunch center oscillation after a kick is that the oscillation amplitude
decays with a time constant given by the inverse frequency spread |sω| [55, 56], namely

h∆φ (t)imax = h∆φ (0)i exp [− |sω| t ] , (8.24)

this results in a decoherence time of

τ d =
1

|sω| . (8.25)
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An exact treatment of the decoherence of a kicked, Gaussian bunch results in the following
decay of the oscillation amplitude [15]

h∆φ (t)imax =
h∆φ (0)i
1 + (2 sω t)

2 exp

"
− (2 sω t)

2

1 + (2 sω t)
2

∆l 2

2 l 2FWHM

#
. (8.26)

For small kicks ∆l¿ lFWHM the exponential function is about one and the time until the ampli-
tude decays to 1/e of the initial amplitude, is given by

τ d =

√
e− 1
2

1

|sω | ≈
0.655

|sω | . (8.27)

Apart from the factor 0.655 in the decay times, the decoherence after small kicks is approx-
imately described by an exponential. Figure 8.2 shows the time behavior.

max

d

]655.0exp[ t

2)(21

1

t�

Figure 8.2: The time behavior of the decoherence for a Gaussian bunch and a corresponding
exponential decay.

These rules are only approximate, because real bunches are not Gaussian. Particularly if one
performs several kicks, one influences the population and decoherence times. In general, the
oscillation envelope depends on the bunch shape. (8.26) is valid for a Gaussian bunch, whereas
binomial distributions lead to other oscillation envelopes. In this case, S. Koscielniak and H.
J. Tran showed the following point [54]: The rate of decoherence depends to first order on the
average gradient of the distribution.

The formulae presented are only valid when other damping mechanisms, coming from the
cavities tuning or RF control loops, have time constants well above the decoherence time.

8.3 Response to harmonic excitation
A harmonic excitation affects only those protons whose oscillation frequencies are near that of
the excitation.

First, we neglect rearrangement effects in the density distribution of a bunch. Since only
protons with oscillation frequencies near the modulation frequency are excited, Landau damp-
ing does not exist. This driven bunch center oscillation is damped when the cavity tuning
∆ω = ωcav − ωRF < 0 is negative (Robinson damping [58]). Since this damping acts on the
bunch center, we expect a response similar to that of a driven, damped harmonic oscillator, with
damping constant δ, weighted with the oscillation frequency distribution.



80 Consideration of the Beam Response

We define the beam transfer function (BTF) of a single bunch as its response h∆φ (t)i to an
excitation with amplitude ∆φRF and frequency ωmod

BTF ≡ h∆φ (t)i
∆φRF exp [ iωmod t ]

. (8.28)

Amplitude and phase are

ABTF = |BTF | (8.29)

ϕBTF = tan
−1 ImBTF
ReBTF

. (8.30)

Figure 8.3 shows computed BTFs for different bunch lengths and constant damping when
we use the frequency distribution (8.22). A longer bunch has a lower maximum BTF amplitude
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Figure 8.3: BTF at different bunch length but constant damping.

and more asymmetric curves of amplitude and phase. In comparison, figure 8.4 shows the BTFs
for different damping constants with constant bunch length. Higher damping leads to a lower
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Figure 8.4: BTF at different damping for a fixed bunch length.

maximum BTF amplitude and the symmetry of the BTF curves is less influenced.
From these considerations, we have to expect asymmetric BTFs, whose maximum ampli-

tudes and form of the amplitude and phase curves depend on the bunch length and the damping
δ.
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In practice, we measure the BTF by changing the excitation frequency step by step and
acquiring the amplitude and phase response. However, the oscillation amplitude of each proton
increases and consequently the eigen-frequency decreases. This leads to an irreversible change
of the distribution of the oscillation amplitudes in a bunch and to a bunch lengthening. When
we excite with the next frequency, we measure the values from the new population.

Figure 8.5 shows this effect for a single proton, when we change the excitation frequency
from higher to lower values, and figure 8.6, when we start at lower frequencies. The observed
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Figure 8.5: Calculated response of a single proton, due to a step by step stimulation, from higher
to lower frequencies.
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Figure 8.6: Calculated response of a single proton, due to a step by step stimulation, from lower
to higher frequencies.

response curves are shifted to lower frequencies compared to the response curve of a single
proton, dashed line, depending on the excitation amplitude. The frequency distance to the pre-
vious measurement and the duration also influences the observed response curve. The smaller
the excitation amplitudes, the smaller is this effect and one can expect tolerable measurement
results.

It is also conceivable, that we initiate instabilities with BTF measurements. Then one ob-
tains a growing response amplitude. After some time the oscillation amplitudes increase, so
that the proton population with synchrotron frequencies near the actual excitation frequency
is massively decreased. This reorganization of the frequency distribution may lead to Landau
damping. When the unstable behavior and this damping reaches an equilibrium state, we can
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also speak about a beam transfer function, since we defined it by the ratio between the response
and the excitation (8.28). But we cannot expect a behavior as shown in figures 8.3 and 8.4.

For a measurement of the BTF, we change the excitation frequency step by step, this mean
we scan the individual frequencies. Hence, we also have to expect an influence of the scan
direction on the measurement results:

Assume we scan from higher to lower frequencies. Then we excite first the particles with
the highest eigen-frequencies. These are the particles in the bunch core, having the smallest
oscillation amplitudes. By exciting them, they get larger oscillation amplitudes and with that
smaller eigen-frequencies. In the next step, we decrease our excitation frequency and excite
these particles once more, together with the particles originally having eigen-frequencies at the
new excitation frequency. We once again increase the amplitudes of these particles and decrease
their eigen-frequencies. In this way, we ‘push’ the particles step by step from higher to lower
eigen-frequencies. This results in larger values for the BTF amplitudes.

Assume we scan from lower to higher frequencies. Then, we excite first particles with the
lowest eigen-frequencies and highest oscillation amplitudes. We decrease the eigen-frequencies
of these particles. In the next step, when we increase the excitation frequency, we do not
excite them once more because they already have lower eigen-frequencies. We only excite the
particles originally having eigen-frequencies at the new excitation frequency. In contrast to a
scan direction from higher to lower frequencies, the particles in the distribution are only excited
once.

This should result in a hysteresis of the measured BTF. Landau and Robinson damping is
expected to reduce this effect.

More information about BTFs can be found elswere [21, 59, 60].

8.4 Beam echoes
Normally, in many body systems of identical microscopic particles, one cannot stimulate and
measure an individual particle. On the contrary, one always stimulates and measures the re-
sponse of the ensemble. Provided the behavior of the particles is different, because of varying
surroundings, this response is influenced by such deviations. The measured behavior of the
ensemble compared to the behavior of a single particle can differ. Echo experiments are used to
examine such effects. This technique exists in plasma physics, has become very sophisticated in
solid states physics [61], and has been recently used in proton accelerator physics [15, 62, 63].

In the case of a proton bunch, we have the following situation: a sufficiently short jump in
the RF phase e.g. a quarter of the synchrotron oscillation period, induces a phase oscillation.
Shortly after the kick, all protons oscillate in phase and as a result the bunch center oscillates.
Because of the synchrotron frequency spread, the protons lose their phase relation after a certain
time and the bunch center stops oscillating. This damping of the bunch center oscillation is
called decoherence, see section 8.1 and 8.2.

The individual protons within the bunch still oscillate with the frequencies and amplitudes
caused by the phase kick. From a RF amplitude kick, it is possible to reconstruct a part of the
initial phase dependence of the protons and thus obtain a bunch center oscillation. This is called
the echo.

Some protons change their frequencies and amplitudes after the phase kick, due to scattering
processes. Scattering can be caused by RF noise, other particles within the bunch and particles
from outside. When there is a long time between the phase kick and the amplitude kick, more
scattering processes take place. This influences the echo, it will become smaller.

The phase information can be regained, provided the decoherence time is smaller than the
time constant of the scattering processes, which is normally true in a proton accelerator.
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One can characterize bunch shape oscillations by the terms, called modes, of a series expan-
sion. The first mode is a bunch center oscillation, called the dipole mode and the second one a
bunch length oscillation, called the quadrupole mode. Thus, we refer to the RF phase kick as a
dipole kick, because the dipole mode is excited, and to the RF amplitude kick as a quadrupole
kick.
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Figure 8.7: Deformation of the filametation spiral, of an initial line distribution, leads to a wind
up of spiral parts. This wind up is observed as the echo signal.

In figure 8.7 simulation results of the echo mechanism are shown, assuming a line distri-
bution in the longitudinal phase space as initial condition. A RF dipole kick leads to a shifted
bunch center in phase space, represented by the plotted line distribution at t = 0. The numbered
protons no. 1, 2 and no. 3 oscillate in phase. Each proton moves on a circular trajectory in phase
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space. Proton no. 1 has initially a smaller phase amplitude than protons no. 2 and 3,

∆φmax,1 < ∆φmax,2 < ∆φmax,3. (8.31)

It circulates in phase space faster than the other two, because of the steeper bucket potential at
smaller amplitudes

ωs,1 > ωs,2 > ωs,3. (8.32)

The protons disperse spiral like, see the population at t = Tquad − ε (with ε → +0). A RF
quadrupole kick deforms this spiral, shown at t = Tquad + ε. The amplitude of proton no. 1 is
now larger than the amplitudes of the protons no. 2 and 3,

∆φmax,1 > ∆φmax,2 > ∆φmax,3. (8.33)

This leads to an inversion of the frequency ordering for the viewed protons

ωs,1 < ωs,2 < ωs,3. (8.34)

Now, proton no. 3 starts to catch up with protons no. 2 and 1, see phase space distributions at
t = 1.1Tquad and t = 1.3Tquad. After the same amount of time, as between the phase jump and
amplitude change, t = 2Tquad, the maximum wind up of spiral parts is reached. The resultant
asymmetric density distribution in phase space is observed as a phase oscillation of the center.
This is called the beam echo.

Its worth mentioning that spin echoes in solid state physics comes from an inversion of
occupied states n. The spin alignment, with respect to an external magnetic field, change sign
due to the second kick. This can be expressed in changed signs of the Larmor frequencies
ωl, n → −ωl, n. A complete reconstruction of the original phase alignment of all spins is in
principle possible.

At beam echoes, an inversion of the synchrotron frequency ordering of bunch parts is per-
formed, and not of the entire bunch. Therefore, the initial phase dependence lead to an unbal-
anced condensation of the particle distribution in phase space, after the second kick, seen as
reconstructed phase oscillation.
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8.5 Expectations on response measurements
Putting it all together, we expect qualitatively the following results from beam response mea-
surements:

Response to harmonic excitations - BTF

The beam transfer functions (BTFs) are expected to be asymmetric, because the particle pop-
ulation has an asymmetric frequency distribution within a bunch. BTFs should depend on the
cavity tuning which is causally connected to Robinson damping. We expect a hysteresis effect,
depending on the scan direction.

BTF measurements are the starting point to analyze the stability behavior of beam feedback
loops. In appendix A.6 principles of such stability estimations are demonstrated by means of
the two narrow band beam feedback loops already mounted in the HERA proton ring.
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Figure 8.8: General expectaions on measurable BTF values.

Response to single kick excitations - decoherence

The response to phase kicks should lead to oscillation envelopes, decaying exponential or
1/ (1 + 4 t2) like. Since the decoherence time is proportional to the inverse frequency spread
τd ∝ 1/sω, it is expected to depend on the bunch length and the particular RF potential, which
may be deformed by the second RF system.
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Figure 8.9: General expectations on measurable decoherence due to RF phase kicks.

From measured decoherence times one can estimate the frequency spread within a bunch.
Hence, one can state whether there is enough Landau damping available to suppress instabilities.
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Response to double kick excitations - echoes

Measurements of beam echoes should look in general as in figure 8.10. An amplitude kick,
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Figure 8.10: General expectaions on measurable beam echoes.

some time after the bunch ceased oscillating, initiate an oscillation (echo) after the double time.
The strength of the echo depends on the time delay between the two kicks Tquad, on noise in
the RF, or on general diffusion processes. More RF noise for example should decrease the echo
strength. Echo measurements are an extension of decoherence measurements. So all parameters
influencing decoherence should also influence beam echoes, like the bunch length, the bunch
shape and particular RF potentials resulting from the double RF system.

From beam echo measurements one can expect to learn something about diffuse processes
and the production mechanism of un-bunched beam, so called coasting beam.
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Before this thesis, no measurements of the BTF were performed at the HERA proton ring.
So the goal of the technical setup and measurement results, presented here, was to establish
BTF measurements at the HERA proton ring. The required parameters for the excitation had
to be marked out together with the area of the BTF values. For theoretical considerations and
expectations on beam transfer function measurements, see section 8.3.

Since the hardware setup, described in this thesis, was still under development and not
fully available at the time of these measurements, W. Kriens and U. Hurdelbrink from DESY
provided the electronics used. This setup has the advantage of a modulation adjustable with
high accuracy, but the disadvantage is the low sensitivity and narrow bandwidth of the phase
detector. For sufficiently high signal levels, we had to use 180 bunches. Unfortunately the
bunches may perform not only synchronous phase oscillations, due to the modulated RF phase,
but also multi-bunch oscillations. The interpretation is invalid if multi-bunch oscillations occur.
We were able to distinguish between these two conditions since the first version of the multi-
bunch detection software, using the real time measurement described, was available as a test
version.

9.1 Measurement setup
For BTF measurements, one needs to modulate the RF phase in a defined way, and to measure
the beam phase in response to this RF phase modulation. Such phase modulation units and
phase measurements are available in beam phase feed-backs. So, it is natural to bypass the loop
electronics with a measurement setup. We did this at the phase-loop II. This loop is described
in chapter 3.3.

Preliminary studies with excitation amplitudes of about 2◦ caused synchrotron oscillation
amplitudes larger than 15◦, this is one order of magnitude larger than under normal circum-
stances. The result was an immediate beam blow up. A sophisticated setup was necessary, to
provide well defined excitation amplitudes of about 0.1◦. Figure 9.1 shows this setup. The ADC
of the phase-loop II and the multiplexer are clocked with 100 kHz. As a result, the generated
frequency fRF can be changed by the offset frequency ∆f as a function of the sampled ADC
value ∆f = 8 Hz

mVADCIN every 10µs. If we change the ADC output from zero to a given value
for 10µs only, using the pulse generator with name ‘TEK HFS 9003 Stimulus System’, then
the RF phase is changed by

∆ϕstep,208 = ∆ω∆t = 2π 8
Hz
mV

Amod
31.6

10µs = 0.016
Amod

V

= 0.917◦
Amod

V
(9.1)

∆ϕstep,52 =
∆ϕ208
4

= 0.004
Amod

V
= 0.23◦

Amod
V

. (9.2)

Performing such frequency changes at regular intervals of 1/fmod, one generates a stepwise
change of the RF phase, see figure 9.2, which can be expressed as a Fourier series.
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Since ∆ t
1 / fmod

¿ 1 for 1Hz< fmod < 100Hz the phase change is

∆ϕ (t) = ∆ϕstep fmod t+
∆ϕstep

π

∞X
n=1

sin [n 2π fmod t]

n
. (9.3)

For BTF measurements only the term with n = 1 is relevant:

∆ϕmod (t) =
∆ϕstep

π
sin 2π fmod t = 0.073

◦ Amod
V

sin [2π fmod t] . (9.4)

Here, we used the RF phase with respect to 52 MHz because we measure the beam phase also
with respect to 52 MHz. The higher modulation frequencies (n > 1) are treated as perturbations.

To supply the 10µs long signals with voltageAmod to the ADC, we used the TEK HFS 9003
Stimulus System in the following way: The trigger was the 100 kHz clock signal from the ADC
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and multiplexer. One mode of the HFS 9003 outputs a rectangular signal with programmable
level and length, when triggered, and allows a programmable dwell time before the next trigger
is accepted. This level Amod and the wait time 1/fmod were controlled via a remote connection
(GPIB) from a particular software, running on an UNIX Workstation.

A TEK TDS 684a digital oscilloscope was used, to sample the signal of the beam phase
detector, triggered by the output signal of the HFS 9003. This ensures that the response detected
at the oscilloscope has the correct phase with respect to the RF modulation. Consideration of the
phase detector calibration supplies the amplitude of the beam phase oscillation. Transferring the
scope data via GPIB to the workstation, the BTF measurement software carried out a complex
fast Fourier transformation. To suppress artificial transformation effects, only the data of the
first modulation cycle with duration 1/fmod was used. The recorded amplitude of the beam
phase ∆φmax divided by the modulation amplitude yields the BTF amplitude. Due to the scope
trigger used, the phase value resulted direct in the BTF phase.

9.2 Performed measurements

At the injection energy of 40 GeV, the buckets are provided mainly by the 52 MHz cavities. In
normal operation it is not possible to operate the storage ring at this energy without any voltage
in the 208 MHz cavities, since the tuner control loops always need control signals for proper
operation. It is not possible to lock these loops in a controlled way at higher energies without
danger of beam loss. So it is interesting to study the influence of the 208 MHz cavities on the
damping behavior at low energy.

Figure 9.3 and 9.4 shows measured BTFs under normal conditions, i.e. all cavities and
control loops were active. We measured BTF amplitudes of about 100.

Figure 9.5 shows the BTF without closed phase, amplitude and tuner control loops of the
208 MHz cavities. The tuners were held at stand by positions, so that the cavities were tuned
off resonance. For beam loading reduction the fast-feedback loops were active. Figure 9.6
shows the same situation, but there we locked the tuners in the normal working position, i.e.
tuning for optimum power adjustment between the final stage amplifiers and the cavities. In this
situation, we observed much bigger BTF amplitudes and thus less damping, depending on the
cavity tuning.

At higher energies, we measured BTFs only in normal operation conditions. Figure 9.7
shows an BTF, measured at 70 GeV. Here we verified a synchrotron frequency above 50 Hz,
also noticed in section 5.5. The BTF shown in figure 9.8 was taken at 300 GeV. The measured
BTF amplitude collapsed due to the onset of multi-bunch oscillations. As already mentioned,
the narrow band phase measurement averages over many bunch phases. The average phase
information is suppressed and may be completely destroyed by the presence of such oscillations.
Hence, no meaningful measurement is possible.

At 920 GeV, we obtained results such as in figure 9.9 and 9.10. Unfortunately, we always
excited multi-bunch oscillations in the scans from higher to lower frequencies. So we can only
give a lower limit for the true BTF amplitudes. This limit is at about 100.

An interesting point is the hysteresis effect when we started the scan from lower frequencies.
An already discussed explanation (section 8.3) could be: One excites the protons which have
eigen-frequencies near the actual excitation frequency. These protons reach higher oscillation
amplitudes and therewith lower eigen-frequencies. With a scan from lower frequencies one
excites protons only once, whereas with a scan from higher frequencies the same protons are
excited several times. This results in larger BTF amplitudes, for scans from higher to lower
frequencies.
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Figure 9.3: Standard situation, i.e. 52 MHz and 208 MHz cavity control systems on. ‘Excita-
tion: 0.073◦’ means ∆ϕmod,max = 0.073

◦ with respect to 52 MHz.
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Figure 9.4: Standard situation after a new injection, i.e. 52 MHz and 208 MHz cavity control
system on.
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Figure 9.5: BTF with 52 MHz on and 208 MHz system off, but with 208 MHz fast feedback
loop in operation. The 208 MHz tuners were in standby positions.
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Figure 9.6: BTF with 52 MHz on and 208 MHz system off, but with working 208 MHz fast
feedback loop. The 208 MHz tuners were locked in the normal working positions.
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Figure 9.7: Standard situation at 70 GeV. One can see the synchrotron frequency above 50 Hz.
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Figure 9.8: Standard situation at 300 GeV with higher multi bunch oscillation modes in the
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Figure 9.9: Standard situation at 920 GeV. We observed higher multi bunch oscillation modes
at the marked area.
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Figure 9.10: A hysteresis effect at different scan directions.
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9.3 Phase error in the measurements
The precision of a phase value depends on the corresponding amplitude. Phase values, measured
at low amplitudes, have a large spread. Such values were rejected by hand for the subsequent
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Figure 9.11: The phase values between 20 Hz and 75 Hz, taken from several BTF measurements
suggest a systematic phase error in our measurements.

examination. Figure 9.11 shows the remaining phase values for BTF measurements for fre-
quencies from 20 Hz to 75 Hz. The data shows a pattern, suggesting a systematic phase shift
independent of the individual BTF measurements. Perhaps, we have a systematic error in our
phase measurements. Until now we could not localize it for a correction.

9.4 Results
The measurements presented here were a first attempt to measure BTFs at the HERA proton
storage ring. The main goal was to get an overview of typical values involved in such measure-
ments and to establish hardware configurations. As suggested in section 8.3, these measure-
ments are difficult to interpret since proton beams are not damped due to synchrotron radiation
and therefore one always changes the proton populations in the bunches by the excitation.

Table 9.1 contains the main observed BTF values for the different energies and conditions
of the storage ring.

The second difficulty is the narrow band phase measurement with the relatively low level
of the output signal, ∆φ in figure 9.1. The signal level is not sufficient for a single bunch
measurement, and so we had to work with many bunches. Unfortunately we often encountered
multi-bunch oscillations, then the technique is not applicable. By using the real time measure-
ment for bunch phases one may be able to record BTFs for single bunches in the future. The
BTF values here obtained may help to optimize a new measurement setup at the HERA proton
ring.

Nevertheless, the BTF values obtained may serve for first estimations on achievable damp-
ing rates or general technical parameters of a possible future coupled bunch feedback system.
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energy
52 MHz
cavities

& controls

208 MHz
cavities

& controls

208 MHz
tuners

scan
direction

BTF
amplitude

40 GeV standard
settings

standard
settings

standard
settings down ≈ 100

40 GeV standard
settings

only fast-
feedback on

off resonant
fixed down ≈ 400

40 GeV standard
settings

only fast-
feedback on

standard
settings down ≈ 750

70 GeV standard
settings

standard
settings

standard
settings down ≈ 50 (23 Hz)

≈ 20 (55 Hz)

300 GeV standard
settings

standard
settings

standard
settings down > 250

920 GeV standard
settings

standard
settings

standard
settings down > 100

920 GeV standard
settings

standard
settings

standard
settings up ≈ 50

Table 9.1: Observed BTF amplitues for the different energies and set ups of the storage ring.
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10 Decoherence and Beam Echoes

As mentioned, Landau damping and decoherence are results of the incoherent frequency spread
and belong together. Measurements of the decoherence time allow conclusions on the frequency
spread and, consequently, on the Landau damping and the longitudinal stability. For this reason,
we started to establish measurements of the decoherence time at the HERA proton ring. Before
this thesis, such measurements were not technically feasible in HERA.

If one performs not only a phase kick for decoherence measurements, but also, after the
decoherence time an amplitude kick, one get a ‘beam echo’. The additional technical effort
compared to pure decoherence measurements is small. Echo experiments are a powerful tool
for the study of diffuse processes in many body systems. After observation of coasting proton
beam production, first seen by the HERA-B experiment [64], we started also to establish beam
echo measurements.

For theoretical considerations and expectations on decoherence and beam echo measure-
ments, see section 8.2. In this chapter, we will discuss the technical principles used and the
measurement results obtained.

W. Kriens and U. Hurdelbrink provided the pulse generator, together with its remote control.
For the detection of the RF and the beam response, we used the fast longitudinal diagnostic
system. Together, we developed the method to generate the kicks, needed for the measurements
of decoherence and echoes. This required some initial tests aimed at demonstrating sufficiently
short and powerful RF deflections. We had to take into account the technical characteristic of
the RF control systems. Without taking these details into account, several feedback loops would
have suppressed the RF deflections. We will discuss this in the first section.

To detect the beam response, we used the real time bunch phase and length measurement
with a modified timing scheme. In contrast to the multi-bunch measurements presented in chap-
ter 5, we measured only one bunch, to reach observation times up to 70 s, due to the relatively
high amount of ADC memory available. The required timing is presented, together with deter-
minations of the measurement accuracy, in the second section.

In the subsequent section, ‘pictures’ of longitudinal bunched beam echoes in the HERA
proton ring are presented.

In the fourth section, results on the decoherence time at 40 GeV and 920 GeV for different
bunch lengths are given. This section contains also the results of measurements of the echo
strength, depending on the kick delay.

10.1 RF kick production
At 40 GeV, the RF potential is dominated by the voltages in two 52 MHz RF cavities. The
necessary RF kicks are therefore most effectively applied by modulating the RF of one of the
52 MHz cavities. During acceleration to 920 GeV, the RF amplitude of the 208 MHz cavities
is increased such that, at 920 GeV these systems mainly build up the RF buckets. In this case
the RF kicks must be produced by an intervention into the RF control system of one 208 MHz
cavity.

Since the technical assembly of both RF cavity control systems is different, this requires
two different techniques for the RF kick production. To determine the techniques, some tests
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and small modifications to the RF cavity control systems were necessary.
To generate two rectangular signals with programmable amplitude, width, and time between

them, we used the four channel digital delay / pulse generator DG535 from Stanford Research.
It was controlled, via a GPIB connection, by a UNIX workstation. This generator also provided
a trigger signal, to start the fast longitudinal beam diagnostics.

10.1.1 52 MHz RF cavity control system

The 52 MHz RF cavity control system provides an input for an additional RF signal, to com-
pensate beam loading. One can add an arbitrary signal to the RF control signal which drives the
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Figure 10.1: The 52 MHz RF System for the accelerating cavity and the modifcation for the RF
kick generation.

final stage amplifier for the cavity. Two 52 MHz RF bursts are provided, using an I/Q modula-
tor. The LO signal is provided by the 52 MHz RF reference. By supplying the I/Q demodulator
at the I input with the first rectangular signal from the pulse generator, and at the Q input with
the second one, two RF bursts with a phase relation of 90◦ are produced. The cable lengths are
chosen such that the first burst produces a dipole kick and the second one a quadrupole kick.
For the technical setup see figure 10.1.

Amplitude and phase are set at the 52 MHz RF cavity control system via a control without
feedback, ‘amp. & phase control’ in figure 10.1. Therefore, the kicks, produced by using the
feedforward compensation input, were not suppressed by a control loop.

For checking the RF kicks, we use the I/Q demodulation of the diagnostic pickup signal,
described in chapter 6. A phase kick leads to a change of the imaginary part of the phasor and
an amplitude kick leads to a change of the real part of the phasor, see figure 10.2. Figure 10.3
shows the phasor parts of the 52 MHz cavity no 1. Note, that the two RF bursts produce almost
pure phase and amplitude kicks.
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Figure 10.3: The I/Q demodulated 52 MHz pickup signal shows a dipole kick, followed by a
quadrupole kick. For the dipole kick, a 4 ms long rectangular voltage step with 1 V was made,
using the pulse generator, and for the quadrupole kick, a voltage step with 2 V.

10.1.2 208 MHz RF cavity control system
Initially, we proposed to produce the RF kicks at the 208 MHz RF cavity control system in the
same way as at the 52 MHz system, i.e. via the feedforward compensation input. However, in
contrast to the 52 MHz system, an amplitude and phase feedback control is implemented. It
turned out that this feedback loop has a time constant shorter than the necessary kick duration
of about 4 ms. This meant that it would suppress kicks produced by adding RF bursts via the
feedforward compensation input.

A way out of this dilemma was a change of the set point of the amplitude and phase regula-
tion loop [65], see figure 10.4.

Under normal conditions, the phase value set from the remote control, for a single 208 MHz
cavity, is zero during the whole operation. The remote control was disconnected at this point
and replaced by the pulse generator signal for the dipole kick.

One is able to add an amplitude modulation to the amplitude set point, chosen via the remote
control at the condition unit, which was normally used to condition the cavity. Finally we were
able to supply kicks, with sufficient rise times and power. The kicks are shown in figure 10.5.
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Figure 10.4: 208 MHz RF system of one cavity and the setup for the kick production.
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Figure 10.5: I/Q demodulated 208 MHz pickup signal with dipole and quadrupole kick. Both
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10.2 Timing
Decoherence and echo measurements were carried out with single bunches only. This permits
long observation times, because of the relatively high amount of ADC memory available. For
example, we were able to observe the synchrotron oscillations of the bunch over a time of about
72 s. By reducing the observation time, we can increase the time resolution.

To measure the bunch phase and length at a certain time, we first sampled the signals in the
dump gap, and directly afterwards, we measured the signals for the first bunch from the phase
and the 208 MHz Fourier coefficient. By subtracting the values, obtained in the dump gap, from
the bunch values, all offset errors are eliminated taking place at longer time scales than the time
between both measurements. These are all unwanted signal modulations with frequencies lower
than 1 MHz.

Performing such bunch phase and length measurements every 13th turn yields a sample
frequency of 3.64 kHz. This is sufficiently high to observe synchrotron oscillations with fre-
quencies of 20 Hz to 40 Hz, and bunch length oscillations with frequencies of 40 Hz to 80 Hz.
In addition, this high sample frequency enables smoothing of the phase and amplitude curves
by digital filters.

10.3 Errors of measured signals
For an estimation of the errors, we used measurements with an unperturbed bunch. By plotting
a histogram of the differences between the individual measurements and the mean, one gets the
error distribution function of the single shot measurements. One can reduce the measurement
error by low pass filtering. In figure 10.6, the error distribution of bunch phase before and after
filtering is shown.

In figure 10.7 one can see the error distribution of the bunch length measurement, from the
raw data, and after filtering.

10.4 Observed beam echoes
In figure 10.8 and 10.9, typical beam echo signals in the HERA proton storage ring at 920
GeV, are shown. The dipole kick excites only dipole oscillations, there is no oscillation signal
of the bunch length. The quadrupole kick only excites a quadrupole oscillation and no dipole
oscillation.

Both kicks were 4 ms long, corresponding to one eighth of a synchrotron oscillation cycle.
The dipole kick strength was about 40 kV and the quadrupole kick about 65 kV. With a cavity
sum voltage of approximately 700 kV, one obtains the kick angle for the dipole kick

∆φkick = tan
−1 40 kV
700 kV

= 3.3◦.

We obtained a maximum amplitude of the synchrotron oscillation of about 1◦. In the measure-
ment shown, the dipole kick was applied 1 s after the trigger started the measurement, and the
quadrupole kick at 1.8 s so that one can observe the echo at the time 1 s+2 × 0.8 s= 2.6 s.
Filtering the data with a 100 Hz low pass filter delivers much cleaner conditions for further data
analysis.

Figures 10.10 and 10.11 show a zoomed view of the beam response.
Figure 10.9 is evidence for an apparent bunch lengthening at the time of the dipole kick,

caused by the onset of the filamentation process. In the subsequent sections, the mean bunch
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Figure 10.6: Error distribution of bunch phase measurement.
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Figure 10.7: Error distribution of bunch length measurement.
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Figure 10.8: Bunch phase oscillation during a beam echo measurement.
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Figure 10.9: Bunch length oscillation during a beam echo measurement.
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Figure 10.10: Zoomed view of bunch phase oscillation during a beam echo measurement (same
data as figure 10.8).
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Figure 10.11: Zoomed view of bunch length oscillation during a beam echo measurement (same
data as figure 10.9).
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lengthening ∆l is given for the measurements analyzed. This value is a measure of the influence
of the kicks on the particle distribution within the bunch.

10.5 Decoherence
As already mentioned, an important stabilization effect for the longitudinal beam dynamic of
a proton storage ring is the frequency spread within a bunch sω, and with it Landau damp-
ing. From our measurements, we can derive the decoherence time τ d by fitting the decaying
oscillation (section 8.2)

∆φ (t) =
∆φ (0)

1 +
³
2 0.6554

τd
t
´2 sin [ωs t+ ϕ] (10.1)

to the beam phase oscillation response to the dipole kicks. From the decoherence time, we
obtain the frequency spread with

|sω| ∝ 1

τd
. (10.2)

We will start our analysis at high energy, because the bucket potential is more sinusoidal
that at low energy, and we can hope for a better agreement with our theoretical expectations.

At 920 GeV, the buckets are built up from three in-phase 208 MHz cavities, providing
540 kV, and the 52 MHz cavities, providing a voltage of 180 kV. The result is a nearly sinu-
soidal bucket potential, mainly defined by the 208 MHz cavities. Deviations of the bunch
populations from a Gaussian distribution are not yet measurable. Considering this element of
uncertainty, the estimated decoherence times in figure 10.12 agree with the values, calculated
with the formulas from chapter 8.
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Figure 10.12: Decoherence time at 920 GeV.
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For an accurate comparison we have first to calculate the frequency spread in dependence
on the bunch length. For the given parameters and fs = 33Hz we get

|sω| ≈ 4.10s

µ
lFWHM

ns

¶2
at 920 GeV. (10.3)

From section 8.1, we know that the error in this calculation is smaller than 1%. The decoherence
times from this frequency spread, with (8.27) i.e. τ d = 0.6554/ |sω|, are about 20% lower than
the measured values. Decoherence times, calculated with the (8.25) i.e. τ d = 1/ |sω|, are 20%
too large. Since the calculation of the frequency spread is one order of magnitude more accurate,
we can assume, this is caused by deviations of the bunch shape from a Gaussian distribution.
A good compromise for calculations may be the use of a curve in between. We simply use
τd = 0.8277/ |sω|, which fits well with the measured values.

Figure 10.13 shows decoherence time constants at 40 GeV, determined from different series
of measurements. At this energy, the 52 MHz system builds up the bucket with a voltage of
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Figure 10.13: Decoherence time at 40 GeV.

180 kV. Three of the four 208 MHz cavities are in phase, and one runs with a phase shift of
180◦ and compensates most of the voltage of these three cavities. According to the set points
in the accelerator control system, the remaining 208 MHz voltage should be 5 kV. With these
parameters we would obtain, for fs = 20Hz, a frequency spread within a bunch of

|sω| ≈ 0.3784s

µ
lFWHM

ns

¶2
at 40 GeV and r =

5 kV
180 kV

. (10.4)

For a bunch length of lFWHM = 2.3 ns, this yields a decoherence time of

τ d ≈ 0.8277/ |sω| = 0.41 s at 40 GeV and r =
5 kV
180 kV

. (10.5)

Even the largest measured value is smaller than 0.1 s. This is at least a factor of four different
from the expected values. This divergence allows only one conclusion: Something is wrong in
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the calibrations of the cavity voltages at low energy. Other ratios of the RF voltages would lead
to the frequency spreads

|sω| ≈ 1.220

s

µ
lFWHM

ns

¶2
at 40 GeV and r =

40 kV
180 kV

(10.6)

|sω| ≈ 18.0

s

µ
lFWHM

ns

¶2
at 40 GeV and r =

−40 kV
180 kV

, (10.7)

and with it, to decoherence times for lFWHM = 2.3 ns of

τd = 0.8277/ |sω| = 0.128 s at 40 GeV and r =
40 kV
180 kV

(10.8)

τd = 0.8277/ |sω| = 8.68ms at 40 GeV and r =
−40 kV
180 kV

. (10.9)

This means, at injection energy we deal with a very non-parabolic bucket potential, leading
to a large frequency spread, whereas we do not exact know, in which way this bucket is com-
posed out of the two RF systems. But this large frequency spread leads to a good longitudinal
stability, which makes injections much easier. The beam is less sensitive to steps in the RF
voltages, caused by injection. We will come back to this topic in section 11.3.

10.6 Echo strength depending on kick delay
One motivation to set up beam echo measurements was to measure the dependence of the beam
echo strength on the time delay between the dipole and quadrupole kick∆t = Tquadrupole−Tdipole.
We hope to learn more about diffusive processes from the measured curve, such as intra-bunch
scattering, processes caused by RF noise, etc.
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Figure 10.14: Echo strength as a function of the time delay between the two RF kicks at 40
GeV.
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Figure 10.15: Echo strength versus the time delay between the two RF kicks at 920 GeV.

Unfortunately, the shape of the echo amplitude is very sensitive to the quadrupole kick
strength1. Thus, the maximum amplitude of the echo per maximum amplitude of the initial
dipole oscillation is not a very good indicator for the echo strength. The integral over the echo
amplitude seems to depend less on the quadrupole kick strength2. Instead, for data analysis,
the ratio of the integrals over the absolute value of the phase oscillations ∆φ(t) was used. The
dipole kick response is

Σdipole =

TquadrupoleZ
Tdipole

|∆φ(t)| d t

and the echo strength

Σecho =

Tquadrupole+2∆ tZ
Tquadrupole

|∆φ(t)| d t.

By subtracting the noise

Σnoise

s
=

R Tdipole
T0

|∆φ(t)| d t
Tdipole − T0

from the strength of the dipole kick

Σdipole,corr = Σdipole − (Tquadrupole − Tdipole)
Σnoise

s
and the echo

Σecho,corr = Σecho − 2∆tΣnoise

s
,

1see figure 16 in [62]
2see again figure 16 in [62]
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the ratio between direct response and echo was calculated

Σecho,corr

Σdipole,corr
.

The fluctuation of the noise amplitude is equivalent to the uncertainty of the calculated kick
strength.

Figure 10.14 shows the echo strength, divided by the dipole kick strength, versus the time
deviation between the two RF kicks at 40 GeV.

At 920 GeV, three measurement series were taken with different parameters, the result is
shown in figure 10.15.

Until now, we are not aware of a theory, describing bunched beam echoes in a double har-
monic RF system, as used at the HERA proton ring. It is beyond the scope of this thesis to
develop such a theory. A comparison of our results with theory may be carried out as soon as
theoretical statements exist. For the multi-bunch stability of the HERA proton ring, this plays
no role.

10.7 Echo strength depending on RF noise
In view of the presence of unbunched coasting beam, detected by the experiment HERA-B [64],
the question arose whether noise in the RF system could cause coasting beam.

In principle, one can analyze the influence of RF noise on the bunched beam by observing
the ratio of unbunched beam current to bunched beam current, over long time periods, during an
application of a random modulation of RF. Such measurements are time consuming, since the
ratio is slow in change. If one could observe the effect of RF noise on the echo strength, beam
echo measurements could be used as a complementary, but much faster examination method.

In the measurements performed, we checked whether one can observe a change of the echo
strength, as a function of applied RF noise, with constant time deviation between the kicks.
Smaller echo strength at higher RF noise levels were expected, since higher RF noise causes
more protons in a bunch to change their oscillation frequency and amplidude through scattering
processes. The echo was therefore expected to be smaller.

We measured a noticeable bunch lengthening as long as RF noise was applied. But we
observed no influence of RF noise on beam echoes. This could be due to the relatively short
time delay between the kicks in combination with the relatively low noise levels. In the future,
one could try to increase the time delay between the kicks, until one can no longer measure
echoes.

Other ideas, to use the fast longitudinal diagnostic system for the examination of incoherent
beam dynamical effects, are based on the use of extremely narrow band filters [66].

10.8 Results
We demonstrated that measurements of the longitudinal decoherence and bunched beam echoes
are possible at the HERA proton storage ring. The signal quality received is rather good.

Echoes were measured at 40 GeV and at 920 GeV. In both cases the decoherence times were
obtained. At 920 GeV, the measured decoherence times fit with our theoretical expectations.
From the RF set points at 40 GeV we expected a much lower frequency spread within a bunch,
and with that a larger decoherence time than measured. This gives rise to the hypothesis that
there is something wrong in the cavity voltage calibration values at low energy. Nevertheless,
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the large frequency spread leads to a good stability behavior for injection and is in principle
desirable.

By changing the time delay between the RF kicks, a noticeable dependence of the echo
strength on this time delay was observed. By using an automated measurement setup, one
could expect good enough results to compare them with future theories. The dependence on RF
noise resulted in a non uniform picture. Here, the time deviations between the kicks should be
increased in future measurements.
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11 Causes of Beam Instability

To suppress the emittance growth, we may initially try to find the source of the unstable beam
behavior. If we are able to locate this source, we can try to eliminate it and thus emittance
achieve conservation.

A very useful method to identify possible sources for beam instabilities is, to estimate the
so called effective impedance of every individual device [19]. The total impedance is a measure
of the overall stability.

In this chapter, the strength of some selected impedances of the HERA proton ring is inves-
tigated. The inspection of all impedances in the storage ring is for itself a complete research
work, which we do not carry out here. But the calculated values may set a scale for the complete
impedance.

From the decoherence measurements, we can estimate the expected instability thresholds.
We will discuss whether these thresholds fit with the observed beam instabilities.

11.1 The concept of effective impedances
In accelerator physics, it is convention to express the interaction of the beam with the environ-
ment in terms of ‘impedances’. We will consider the idea behind this treatment by means of a
single bunch [67]. In Fourier space, the current distribution in the frequency domain is given by
I (ω) and induces in an impedance Z (ω) the voltage

V (ω) = I (ω) Z (ω) . (11.1)

The current distribution in the time domain I (t) can be expressed as a Fourier series, since it
is periodic. This Fourier series consists of the DC component of the bunch current I0 and a
summation, containing the frequency component Ip. Ip depends on the bunch shape, where p
is the summation index of the series. With this series, one can calculate the average induced
voltage hV i, seen by a particle in a bunch [67]

hV i = 1

I0

∞X
p=−∞

|Ip (pωrev)|2 Z (pωrev) . (11.2)

This voltage leads to a energy loss per turn of

W

Trev
=

I0
Trev

Re hV i = q Re hV i . (11.3)

Here, q is the bunch charge and Trev the revolution time. Hence, any effect leading to a loss of
the beam energyW can be expressed, with (11.2) and (11.3), in terms of an impedance Z (ω).

In the case of a beam consisting ofM equally distributed Gaussian bunches, performing the
coupled bunch oscillation l = 0, . . . , M − 1, we observe, at a fixed point in the accelerator,
spectral lines at the frequencies

ωp, l,m =M ωrev p+ ωrev l + ωsm with p = −∞, . . . , +∞. (11.4)

113
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m denotes the single bunch oscillation type. The amplitudes of the lines follows the single
bunch mode power spectrum [19]

hm (ω) =
(ω σ)2m

Γ
¡
m+ 1

2

¢ exp £− (ω σ)2
¤

. (11.5)

σ = lFWHM / 2
√
ln 4 is the σ-bunch length, expressed in units of time and Γ (z) =

R∞
0
t z−1e−tdt.

In frequency space, an interaction between the bunched beam and the impedance can ap-
pear only at the frequencies of the spectral lines (11.4). Hence, we may define an ‘effective
impedance’, which takes this fact into account. It is given by

Z
(l,m)
eff =

∞P
p=−∞

ZL(ωp, l,m)
ωp, l,m /ωrev

h|m| (ωp)

∞P
p=−∞

h|m| (ωp, l,m)
. (11.6)

It is convenient to divide impedances ZL by the frequency, in terms of the revolution frequency
n = ω /ωrev, and call the result ‘normalized impedance’

ZL
n
≡ ZL (ω)

ω /ωrev
.

In the special case when a normalized impedance obeys ZL / n = const, it is equal to the effec-
tive impedance. For all other cases, one has to calculate the summations or may approximate
them by integrations, if possible.

As already mentioned, a beam current induces a voltage in an impedance. This leads to
a change of the sum voltage around the ring, providing the bucket potential. Hence, the syn-
chrotron frequency is changed

ωs −→ ωs +∆ωm,l. (11.7)

This coherent frequency shift ∆ωm,l, expressed by the effective impedance, is [15, 19]

∆ωm,l
ωs

= −i m

m+ 1
· I0
3Nb hVRF

µ
2πR

c lfull

¶3
Z
(l,m)
eff . (11.8)

The parameters in (11.8), for the HERA proton ring, are:

ωs ≈ 2π 30Hz phase oscillation frequency
m = 1 single bunch oscillation type (bunch phase oscillation)
I0 ≈ 100mA total beam current
Nb = 180 number of bunches
M = 220 number of bunch positions

h
= 1100
= 4400

harmonic number (at low energy)
(at high energy)

VRF
≈ 180 kV
≈ 700 kV

voltage generating the bucket potential (at low energy)
(at high energy)

2πR ≈ 6.3 km accelerator circumference

c lfull =
2 c lFWHM√

ln 4

≈ 1.2m
≈ 0.8m

total resp. full bunch length (at low energy)
(at high energy)

From equations (11.8) and (7.4) we find, that the imaginary part of an effective impedance
lead to a coherent frequency shift, whereas the real part is connected with the instability growth
rate.
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11.2 Which is the driving impedance?
In section 7.5, we determined frequency shifts for bunch phase oscillations (m = 1) between
1 1

s (l = 163) and 10 1
s (l = 74) and, belonging to there, the instability growth rates 1 1

s and
0.5 1

s . With (11.8) we can now calculate the strength of effective impedances, driving these
coupled bunch oscillations. The results are

Z
(l,m=1)
eff ≈ i 0.36Ω s ∆ωm=1,l (11.9)

Z
(l=163,m=1)
eff ≈ 0.36 Ω+ i 0.36 Ω

(common broad
band impedance?) (11.10)

Z
(l=74,m=1)
eff ≈ 0.18Ω+ i 3.6Ω

(maybe narrow band
or actively driven). (11.11)

Now we calculate some effective impedances to determine, whether their sum value is of the
order of magnitude of the values (11.10) and (11.11).

11.2.1 Space charge impedance
A single particle in a bunch experiences a repulsive electrical force, due to all other charged
particles in the beam. This leads to a defocussing of the beam, called ‘space charge effect’.
Since the beam is moving, a single particle also suffers the attractive Lorentz force. It is weak
for slow particles but for ultra relativistic particles it nearly cancels the repulsive electrical force.
Both effects influence, on the one hand, the particle distribution within the bunches, but also
the bunches as a whole. Since the beam is traveling in a beam pipe, mirror currents in the walls
must also be considered. The effect on the bunches can be expressed as an impedance [15]

ZL
n
= i

Z0
β γ2

µ
1 + 2 ln

b

a

¶
. (11.12)

The parameters are:
Z0 = 376.73Ω free space impedance
β = v

c
≈ 1 with the beam velocity v and speed of light c

γ = 1√
1−β2

= Es
E0

= 42.6
= 981

at low energy
at high energy

Es 40GeV to 920GeV energy of synchronous particle
E0 = 0.938GeV proton rest energy
b = 27.5mm radius of beam pipe

a
≈ 4.4mm
. 1mm

r.m.s radius of beam (at low energy)
(at high energy)

We obtain
ZL
n

= i 0.97Ω at low energy (11.13)

ZL
n

= i 3.0 mΩ at high energy. (11.14)

Since ZL / n = const (see last section), the effective impedances for all values of l and m are
given by

Z
(l,m)
eff = i 0.97Ω at low energy (11.15)

Z(l,m)eff = i 3.0 mΩ at high energy. (11.16)
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11.2.2 Resistive wall impedance
A bunched beam travelling in a beam pipe induces wall currents. Depending on the Fourier
components of the beam, these wall currents flow through a layer, whose thickness is given
by the skin depth. The wall currents dissipate power due to the resistivity of the beam pipe
material, and also act back on the beam. Hence, the beam interacts with the so called ‘resistive
wall impedance’.

In the HERA proton ring the beam pipe, inside the superconducting dipole magnets, consists
of stainless steel with an inner copper layer of 10µm to 15µm thickness. The skin depth exceeds
this layer for low frequency components. Therefore, we have to distinguish two cases: For low
frequencies we assume, that the wall current flows completely through the copper layer. At high
frequencies, it flows through a layer with the skin depth. We apply the well known expressions
[68, 46]

ZL
n

=

µ
1 +

ω

|ω| i
¶

L

2π b dc

1

σc

ωrev
ω

for δskin > dc (11.17)

ZL
n

=

µ
1 +

ω

|ω| i
¶

L

2 π b δskin

1

σc

ωrev
ω
∝ ωrevp|ω| for δskin < dc (11.18)

δskin =

s
2 c

Z0 σc |ω| . (11.19)

The parameters are [46]:

L
≈ 0.84 · 2πR
≈ 0.16 · 2πR

length of beam pipe (cold region)
length of beam pipe (warm region)

2πR ≈ 6.3 km accelerator circumference
b = 27.5mm radius of beam pipe (in cold region)
dc ≈ 10µm thickness of copper layer

σc
≈ 2 · 109 (Ωm)−1

≈ 5.9 · 107 (Ωm)−1
specific conductivity of copper at 4.5 K
specific conductivity of copper at 294 K

ωrev = 2π 47.3 kHz revolution frequency
c ≈ 3 · 108 m

s speed of light c
Z0 = 376.73Ω free space impedance

We obtain for the cold beam pipe, inside the superconducting dipole magnets, the values

ZL
n

=

µ
1 +

ω

|ω|i
¶
1.53Ω

ωrev
ω

for |ω| . 8 10
3

s
(11.20)

ZL
n

=

µ
1 +

ω

|ω|i
¶
1.53Ωq
8 10

3

s

ωrevp|ω| for |ω| > 8 10
3

s
. (11.21)

In the straight sections, the beam pipe changes its diameter several times, particularly near the
interactions points. But for simplification, we take here the same radius for the beam pipe as in
the cold region, and get

ZL
n

=

µ
1 +

ω

|ω|i
¶
9.9Ω

ωrev
ω

for |ω| . 270 10
3

s
(11.22)

ZL
n

=

µ
1 +

ω
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The normalized impedances depend on the frequency and we have to carry out the summations
in (11.6) to calculate the effective impedance. We are interested in worst case approximations,
therefore, we consider the following points: The restive wall impedances have the strongest
influence at low frequencies. Longer bunches have larger Fourier components at lower frequen-
cies than shorter ones. Hence, we take for the power spectrum the bunch length lFWHM = 2.4 ns
at low energy. Even for short bunches lFWHM = 1.6 ns, this power spectrum vanishes form = 1
at frequencies higher that 4 GHz. If we carry out the summations for safety up to 10 GHz, the
summation index p for the spectral lines (11.4) has to run from -960 to +960. This summation
can be easily done by a computer algebra system, like Mathematica. The results for the cold
regions are

Z
(l,m=1)
eff = 2.8mΩ+ i 4.6mΩ for l = 1, 74, 163 . (11.24)

For the warm region, one obtains

Z
(l,m=1)
eff = 1.1mΩ+ i 6.1mΩ for l = 1, 74, 163 . (11.25)

The contribution of the resistive wall, to the over all impedance, is not able to drive coupled
bunch oscillations.

11.2.3 Cavity impedances at fundamental frequencies
Likely candidates for impedances driving beam instabilities are accelerating cavities at their
fundamental acceleration frequencies, because of the large shunt impedance Rs and the high
quality factor Q0. Fast feedback loops are mounted for the reduction of beam loading and
transient RF voltage errors, see section 3.2. These loops significantly modify the impedance
seen by the beam.

The impedance with a fast feedback loop is [15, 23]

ZL =
Rs

1 + i QL
³
ωcav
ω
− ω

ωcav

´
−Ae−i τ ff

, (11.26)

where A is the feedback gain, QL is the ‘loaded quality factor’, accounting for the coupling
between the final stage amplifier and the cavity, and τ ff is the signal propagation time through
the loop. This signal propagation time is an integer multiple plus one half of the RF period τ ff =¡
integer+1

2

¢
/fRF . The factor 1

2
is needed for a RF phase advance of π, leading to a subtraction

of the error signal from the loop drive signal. The impedance of the tetrode amplifiers, as seen
from the cavities, is much higher than the cavity impedance. Hence, the ‘loaded quality factor’
is almost equal to the intrinsic quality factor of the cavity: QL ≈ Q0 [23]. Table 3.1 contains
the parameters of the RF systems of HERA. For the worst case approximation, we take for the
cavity frequency the RF frequency plus the technically maximum possible frequency deviation,
due to the tuners. These frequency deviations are smaller than the bandwidth, modified by
the fast feedback loops. So, we can expect from the real values of the effective impedances
information about the maximum possible Robinson effect.

The results for each of the 208 MHz cavities are, for any multi-bunch mode l:¯̄̄
ReZ

(l,m=0)
eff

¯̄̄
. 20mΩ and

¯̄̄
ImZ

(l,m=0)
eff

¯̄̄
. 62mΩ for 208 MHz (11.27)

¯̄̄
ReZ

(l,m=1)
eff

¯̄̄
. 0.64Ω and

¯̄̄
ImZ

(l,m=1)
eff

¯̄̄
. 0.51mΩ for 208 MHz (11.28)
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Here, the sign of the tuning is responsible for the sign of the real part of the effective impedance.
We get for one 52 MHz cavity the results (any l):¯̄̄

ReZ
(l,m=0)
eff

¯̄̄
. 0.17Ω and

¯̄̄
ImZ

(l,m=0)
eff

¯̄̄
. i 0.28Ω for 52 MHz (11.29)

¯̄̄
ReZ

(l,m=1)
eff

¯̄̄
. 83mΩ and

¯̄̄
ImZ

(l,m=1)
eff

¯̄̄
. 26mΩ for 52 MHz (11.30)

Detuned cavities are able to generate an instability, as observed. The value of their impedances,
seen by the beam, are in the same order of magnitude as the impedance values, calculated from
the growth rates (11.10) and (11.11). They drive preferred modes with numbers near l = 2 and
l = 218. For this calculation, we assumed that the signal propagation times in the fast feedback
loops are perfectly adjusted. Deviations would cause larger values of the effective impedances.

From the real part we get the Robinson damping, respectively instability growth rate by
inverting formula (11.9), respectively¯̄̄̄

1

τRobinson

¯̄̄̄
=

1

0.36Ω s

¯̄̄
ReZ

(l,m=1)
eff

¯̄̄
. (11.31)

Higher modes of the cavities [34, 46] may also drive instabilities. If the damping antennas,
cables or RF attenuators are damaged, one can expect here also a candidate for an impedance
which drives instabilities.

11.2.4 Broad band impedances

The vacuum chamber in the HERA-B experiment constitutes a broad band impedance. We will
discuss its possible influence on the HERA proton beam, because its RF properties are known
[70].

The experiment HERA-B analyses Bmesons, which are produced by the collision of protons
from the bunch tails with wire targets. The particles produced leave the collision region at a
small angle with respect to the flight direction of the proton bunches. The beam pipe widens its
diameter at the collision region, to avoid that the secondary particles hit the wall. After about
two meters the diameter is reduced back to the initial one by a sudden step. This structure
forms a vessel, containing the vertex detector inside the vacuum region. From the point of view
of accelerator physics it is a cavity with many resonant frequencies. To reduce the impedances
seen by the beam, the beam orbit is shielded by thin strips of metal. The result are several broad
band impedances, from 800 MHz to 2 GHz, with maximum impedances of 100Ω.

The upper graph in figure 11.1 shows the real part of the longitudinal impedance of the vessel
[70]. For the estimation of the effective impedance, we read from this picture the individual
resonant frequencies fres,k, the impedances Rs, k, and the relating band widths ∆fres,k. The
impedance of the vessel is given by

ZL =
X
k

Rs, k

1 + iQk
³
ωres, k

ω
− ω

ωres, k

´ with Qk =
fres, k
2∆fres, k

. (11.32)

The lower graph in figure 11.1 shows the real part of the created impedance model.
Since the resonant frequencies of the impedances are in the GHz region, short bunches may

suffer more than longer ones. For a worst case estimation, we take therefore the bunch length
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Figure 11.1: Impedance of the HERA-B vacuum vessel with four metal strips, for RF shielding
of the proton beam orbit. The measurement is from [70].

of 1.6 ns, reached at 920 GeV, and theoretical achievable ones1 of 0.6 ns. The results are for any
mode number l and 0 ≤ m ≤ 10:¯̄̄

ReZ
(l,m)
eff

¯̄̄
. 10−9 mΩ and

¯̄̄
ImZ

(l,m)
eff

¯̄̄
. 0.6mΩ for lFWHM = 1.6 ns (11.33)

¯̄̄
ReZ

(l,m)
eff

¯̄̄
. 10−7 mΩ and

¯̄̄
ImZ

(l,m)
eff

¯̄̄
. 0.7mΩ for lFWHM = 0.6 ns (11.34)

From these results, we might expect that the well shielded HERA-B vessel does not have a
negative influence on the HERA proton beam. But measurements of the beam induced RF
spectrum in the vessel [71] showed several lines up to 600 MHz. Unfortunately, the installed
loop antenna is not calibrated so that one can not determine the impedances. The measurements
in the laboratory showed no lines in this range, compare figure 11.1. Since our estimations are
based on these measurements, the impedances may be larger than the numbers given in (11.33)
and (11.34).

1under the assumption of emittance preservation and a bunch lengths after injection of 2.4 ns
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11.2.5 Other impedances
Other conceivable candidates [72], driving coupled bunch oscillations in the HERA proton ring,
are (status until 2000 ):

• beam position monitors of any kind

• longitudinal restive gap monitors

• longitudinal beam current monitors - two types

• wire-scanner beam profile monitors

• rest-gas ionization monitors

• pumping ports

• collimators

• synchrotron radiation monitor

• luminosity monitors

• leading-proton spectrometers from high energy experiments

• transitions in the vacuum chamber profile - the HERA proton ring has 10 different cham-
ber profiles

• photon window for luminosity monitor

• beam pipes inside the detectors

• beam pipes at separation regions of electron and proton beam

One may examine all these impedances by using approximation formulas [15], as we did
for the impedances treated. More exact results can be expected by MAFIA calculations and
measurements in the laboratory.

11.3 Is there sufficient Landau damping?
As already mentioned in section 7.1, a condition for de-coupling of coupled bunch oscillations
is, that the coherent spread among the individual bunch synchrotron frequencies Sω exceeds the
frequency shift ∆ωm,l, caused by the coupling:

coherent spread > shift (11.35)
Sω > |∆ωm,l| for de-coupling. (11.36)

The index m denotes the single bunch oscillation type and l the coupled bunch mode. But
not only a sufficient spread between bunch synchrotron frequencies suppresses coupled bunch
oscillations, but also the frequency spread within the bunches sω, that is Landau damping. A
rule-of-thumb, for suppression of an instability by Landau damping, is that this incoherent
frequency spread should exceed four times the instability growth rate [73, 18]:

incoherent spread > 4× growth rate (11.37)
sω
4

>
1

τ
for suppression. (11.38)
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A typical measured value for the frequency spread at low energy (40 GeV) is sω ≈ 28 1s , and at
high energy (920 GeV) we have sω ≈ 8 1s , compare section 10.5. This means that an instability
with a growth rate smaller than 71

s
is Landau damped at low energy and at high energy for

a growth rate smaller than 21
s
. The assumption that the frequency spread is a monotonous

function, between low and high energy of the storage ring, does not fit with the observation of
instabilities during acceleration. The maximum estimated instability growth rate was 11

s
. With

frequency spreads between 28 1s and 8 1s these instabilities should be suppressed.
Obviously, we lose Landau damping during ramping, from low to high energy, so that these

weak instabilities can arise. Since Landau damping is mostly generated by the deviations of the
bucket from a parabola, we have preferred to consider the RF voltages during ramping.

In section 10.5, we found a large disagreement between the decoherence time, calculated
at low energy from the RF voltages, and the measured one. On may explain this by a wrong
calibration of the voltage of the 208 MHz RF. Three cavities provide 70 kV each and the fourth
compensates most of the RF voltage providing -205 kV. Small errors in the individual cali-
brations have a noticeable effect on the bucket form and thus on the frequency spread. If we
assume, instead of 5 kV for the 208 MHz sum voltage, 40 kV or -40 kV, we get a better agree-
ment between the computed and measured decoherence times, compare section 10.5. For the
relating bucket potentials, see figure 11.2. Both possibilities represent two different voltage
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Figure 11.2: Bucket potentials at 40 GeV for different voltage ratios r = V208MHz / V52MHz of
the 4th harmonic RF system in HERA.

ratios r = V2 / V1 of a double harmonic RF system, namely r < 0 and r > 0. These two
possibilities represent the bunch lengthening (BL) and the bunch shortening (BS) case [50]. A
more detailed examination of the frequency spread in dependence on the bunch length, as in
section 8.1 shows that for the BS case the frequency spread grows continuously with the bunch
length, however, not in the BL case [50]. This results from the dependence of the single particle
synchrotron frequency on its amplitude, shown in figure 11.3. As a consequence, a beam in
the BS case always stabilizes itself, with growing bunch lengths, whereas this is only valid for
short bunches in the BL case. From such considerations and experimental experience [74] it is
known that the HERA proton ring works always in the BS area. The case V208MHz = −40 kV
seems additional not reasonable, since viewing the resulting bucket shape, shown in figure 11.2,
one would expect longer bunches, than observed.

To get a deeper understanding of the evolution of the frequency spread during acceleration,
one first has to check the calibration values. The available Landau damping during the transition
process from the 52 MHz to the 208 MHz RF buckets must be examined by calculations and
decoherence measurements. Calculations of the frequency spread, as in section 8.1, disregard
the influence of the bunch tails to Landau damping. Their influence must also considered in
further examinations.
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BS case

BL case

Figure 11.3: Normalized synchrotron frequency as a function of action, normalized to emit-
tance, calculated for the 4th harmonic RF system of the CERN SPS [50].

The BTF measurements support the evidence that HERA has less damping between low and
high energy. Typical BTF amplitudes are 100 at low energy (40 GeV) and 50 at high energy.
But at the intermediate energy of 300 GeV we found BTF values larger than 250, compare
chapter 9.



12 Active Measures against Emittance
Dilution

The HERA proton ring was designed as a storage ring with low impedance. Hence, we did
not expect a simple source of impedance, responsible for the unstable beam behavior. This
expectation is confirmed. It is visible in the low values of the estimated effective coupling
impedances in the range below 1Ω.

A goal of this work was to provide a robust basis for active measures against beam insta-
bilities, beside the diagnostic abilities. This chapter presents an overview of possible active
measures against the proton emittance dilution in HERA.

12.1 Increase of coherent synchrotron frequency spread

According to Sacherer’s rule (11.35), a larger spread in the synchrotron frequencies of the indi-
vidual bunches decouples bunch oscillations. In HERA the beam loading transients, shown in
figure 6.3, lead to individual bucket shapes of the bunches, and with that, to a coherent spread of
the synchrotron frequencies. These individual buckets manifest themselves in a bunch-to-bunch
variation of the synchronous phase, shown in the lower graph of figure 5.1. But obviously, the
resulting coherent frequency spread of the order of 1.5 Hz is not sufficient to suppress coupled
bunch oscillations, see section 7.4.

One may think first to increase the coherent frequency spread by increasing the beam load-
ing transients. This can be achieved by reducing the gains of the fast feedback loops. But such
a measure is counterproductive, since one then also increases the effective impedances of the
cavities at the fundamental frequencies and, consequently, the bunch-to-bunch coupling. Larger
beam loading transients also seriously interfere with clean bucket matching at injection. Hence,
reducing the gains of the fast feedback loops is not advisable.

An appropriate increase of the frequency spread may be provided by an RF cavity, running
at a different harmonic number [75], for example, one of the four 208 MHz cavities working
at f4400 = 4401 frev instead of fRF4400 = 4400 frev. The 208 MHz voltage varies then, during
one revolution, between VRF4401 − VRF4400 and VRF4401 + VRF4400. As a result, the coherent
frequency spread would be increased over the whole bunch population, depending on the volt-
age ratio V4401/V4400. As long as the difference of the harmonic numbers times the revolution
frequency is in the tuning range of the cavities, this measure should not cause too much tech-
nical effort, except for a phase locked loop, to create the frequency with the different harmonic
number.

This solution has some disadvantages. If we use, for example, only one 208 MHz cavity, this
measure is effective when the buckets are mainly built up by the 208 MHz system, which is only
the case at higher energies. A proper transition between both RF systems appears more difficult.
An additional use of a 52 MHz cavity would decrease drastically the maximum available RF
voltage at low energy. Furthermore, the bucket matching during injection has also to be changed
over the bunch trains, certainly no trivial task.
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12.2 Landau damping cavity
As shown in section 11.3, there is some loss of Landau damping at intermediate energies. A
third RF system with a harmonic number 8800 (416.331 MHz), or even better, 17600 (832.662
MHz), would provide an additional incoherent frequency spread and enlarge Landau damping.
Cavities for such purpose are commonly called ‘Landau damping cavities’ [75] and are often
used to suppress coupled bunch instabilities in proton storage rings [50]. For an estimation
of the required RF voltages, a detailed study of the bucket transition between 52 MHz and
208 MHz during acceleration is necessary.

From the technical point of view one may take an 832 MHz cavity, comparable to the
800 MHz cavities already used for the same purpose in the CERN SPS [50]. The accompa-
nying RF control system requires an additional phase locked loop, locking an 832 MHz drive
signal on the ‘HERA proton master frequency’ of 208 MHz - for this 208 MHz frequency, see
section 3.1. In addition, one has to design a complete RF control system for the cavity, like
these for the 208 MHz cavities. It has to be checked, whether a fast feedback loop can be used
for impedance, respectively beam loading reduction.

12.3 Reduction of cavity impedance by RF feedforward
In section 11.2.3, we found that the impedance of the cavities, seen by the beam at the funda-
mental frequency, is able to drive coupled bunch oscillations as observed. An increase of the
feedback gains A, for a further reduction of the cavity impedances, applying (11.26), is limited.
According to Nyquist’s criterion [76], the upper limit of the feedback gain is given by [23]

Amax =
QL

4 fcav τ ff
, (12.1)

where QL is the loaded quality factor, fcav the cavity frequency and τ ff the signal propagation
time through the loop. From this condition, we get an upper limit for the gain of about 130 for
the 208 MHz RF system and about 230 for the 52 MHz system. Since the 208 MHz RF system
already works with a gain of 100, see section 3.2, a further increase is not possible. At the
52 MHz system, working with a maximum gain of 50, this measure could be helpful. Unfortu-
nately, this requires an intervention in the loop electronics, installed in the HERA tunnel. First
one has to check whether this is technically possible. Increasing the gain results in an increased
demand of RF power, to be supplied by the final stage amplifiers, so, additional amplifiers could
be necessary.

A further reduction of the effective cavity impedance can be achieved with an RF feedfor-
ward control. The idea behind such a system is to estimate the beam loading transient before
the beam passes the cavities, and feed a correction signal to the RF drive signal at the same
time as the beam passes the cavities. The result is ideally a complete cancellation of the beam
loading transient and a vanishing effective impedance [77].

To generate the correction a signal from a beam monitor, installed shortly after the injection
point, can be used. The RF cavities are also installed near the injection point, but at the opposite
side, see figure 1.3. As a result, an injected beam circulates once around the ring before it passes
the cavities for the first time. During the revolution time, the signal from the beam monitor can
be processed and the RF correction signals generated. Since the correction signal avoids the
path around the ring, there is enough time for the calculations. After the first revolution, such a
system acts as feedback system and considers automatically all occurring changes [41].

The HERA proton storage ring is now prepared for the implementation of such a feedfor-
ward system. The monitor signal is analog processed by the real time measurement. It supplies
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analog input signals for analog to digital converters (ADC), necessary in front of digital signal
processors (DSPs). These analog signals are described in chapter 4. From the two different filter
frequencies of the diagnostic system, one can directly predict the beam loading transient of each
individual bunch. Modulation units, controllable by digital to analog converters (DAC), exist
to add corrections to the RF drive signals. A fast cavity field diagnostic is available to check
whether the loop is working properly, see chapter 6. This cavity probe supplies information for
an automated adjustment of the feedforward loop. This is necessary during acceleration, when
the buckets change from 52 MHz to 208 MHz, and with that, the beam loading transients.

A feedforward is expected to reduce the emittance blow up during injection. Without beam
loading transients, the bucket matching should be ideal. The low impedance should reduce the
coupling, given by the cavities, and may reduce coupled bunch oscillations. A feedforward
would also have a direct influence on the luminosity. As already mentioned, the beam loading
transients cause individual bucket shapes and, as a result, a phase variation of the synchronous
phase of up to 5◦, see lower graph of figure 5.1. A phase shift of 5◦ correspond to a shift of
the bunch center by 0.28 ns. A proton bunch would hit the opposing electron bunch 8 cm away
from the interaction point (IP). Because of the small β-function, this reduces the luminosity at
this collision by about 5% [78]. A feedforward which suppresses the beam-loading transients,
would remove the phase shift and preserve the luminosity.

12.4 Coupled bunch feedback
A feedforward has the advantage of decreasing the cavity impedance, but the disadvantage of
reducing the coherent frequency spread, which then supports inter bunch coupling caused by
other impedances. A way out of this dilemma is the installation of a coupled bunch feedback
system.

The detector side of a coupled bunch feedback system has been realized within this thesis.
The oscillation of phase and length of each individual bunch can be measured with the real
time measurement. As for a feedforward system, a coupled bunch feedback system consists of
ADCs converting the prepossessed analog bunch signals and transmitting them to digital signal
processors (DSPs). The processors filter first the measured data, to reduce noise and lower the
threshold for detecting multi-bunch oscillations. Figure 10.6 demonstrates the improvement
by a factor of about 3.5, achieved with a simple digital filter. The demand on the minimum
necessary RF voltage VFB for damping the oscillations depends on this threshold value, δφ for
bunch phase oscillations. In the case of bunch phase oscillations it is given by [73]

VFB ≥ 2VRF sω
ωs

δφ, (12.2)

where VRF is the total RF voltage, sω the incoherent frequency spread and ωs the synchrotron
frequency. The factor sω /ωs considers the fact, that we can counteract only coherent syn-
chrotron oscillations. This means, we have to counteract a bunch oscillation before it vanishes
due to the decoherence effect. Since VFB ∝ δφ, one of the initial demands on the real time
measurement was to reduce δφ as much as possible. Considering the sum RF voltages, since
then used, we get at low energy a minium required feedback voltage of

VFB & 2 · 200 kV
28 1s
126 1s

2 π
0.068◦

360◦
≈ 105V at low energy, (12.3)

and

VFB & 2 · 600 kV
8 1s
188 1s

2π
0.068◦

360◦
≈ 61V at high energy. (12.4)
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In practice, one needs much larger voltages. Considering the maximum possible sum RF volt-
age, see table 3.1, results in

VFB & 2 · 3.6MV
28 1s
126 1s

2π
0.068◦

360◦
≈ 2 kV in practice. (12.5)

Another component of a longitudinal coupled bunch feedback is the ‘longitudinal kicker’,
suppling the voltage VFB for acting on the individual bunches. The bandwidth ∆fFB of such
a device has to take into account the distance between subsequent bunches. Commonly, in
electron and positron rings, the bandwidth is chosen to be one half of the bunch repetition
frequency [79]. This results from frequency domain considerations requiring a ‘steady state’
coupled bunch oscillation. For a proper treatment of transient effects, I recommend for the
HERA proton ring, that the bandwidth ∆fFB has to be significant larger than the bunch repeti-
tion frequency frep. A good choice may be

∆fFB & 2 · frep ≈ 20.8MHz. (12.6)

The HERA proton beam shows large BTF amplitude values, see chapter 9, so that even small
exciting signals lead to large bunch oscillations. In an unfavorable case, a feedback with too
low kicker bandwidth would damp the oscillations of a selected bunch, but excite the subsequent
bunches with the residual signals.

As a first attempt, one may try to circumvent the limited bandwidth of a 208 MHz cavity
by adding a correction signal to the RF drive signal, consisting of two RF spikes with opposite
voltage and a delay time of about 1 /∆fFB. Simulations show that this produces a RF kick in
the cavity, with the desired signal rising and falling time. It has to be verified, whether the high
peak power demand at the final stage amplifier is within the working specification and whether
one can achieve sufficient kick voltages. A too narrow bandwidth of the amplifier chain could
prevent the realization of this idea.

The proper solution is a specialized feedback kicker. Two different types of longitudinal
feedback kickers are commonly used, for coupled bunch feedback systems. One is a stripline
type kicker, for example installed in the LBNL ALS [80]. A more recent development are
waveguide overloaded cavities, first used in the INFN DAΦNE [81]. The second principle has
some advantages, regarding tuning, matching and higher order modes. Whether these principles
are compatible with the requirements of the HERA proton ring, has to be examined. The kickers
mentioned work at fundamental frequencies in the GHz range, whereas we need a frequency
suitable to 52 MHz and 208 MHz.



Conclusion and Outlook

The topic of this thesis is the design and assembly of a fast longitudinal diagnostic system,
aimed at reducing the proton bunch length in HERA, to enable a further increase of the lu-
minosity, after the luminosity upgrade. It provides also the sensor signals for possible control
loops. By using this system, the occurrence of coupled bunch instabilities during acceleration
from low to high energy has been demonstrated.

The fast longitudinal diagnostic system consists of several parts. A real time measurement
setup is able to measure the phase and length of each individual proton bunch during one HERA
revolution. Important parts of this setup are custom designed filters for measuring the 52 MHz
and 208 MHz Fourier components of the individual bunch shapes.

The fast cavity field diagnostic permits the observation of the beam loading voltage and
the accelerating voltage in each cavity. After down conversion of the cavity signals, the tran-
sient signals are separated by specially designed filters, to permit optimum resolution for both
voltages.

A controllable timing system provides clock and trigger signals, for sampling the analog
values.

The data allow the examination of longitudinal stability in the HERA proton ring. Mea-
surements of the longitudinal proton beam emittance have been performed. The simultaneous
appearance of coupled bunch oscillations and emittance blow up is evident.

Measurements of the longitudinal beam transfer function, which have been performed in
collaboration with W. Kriens and U. Hurdelbrink, are needed for theoretical considerations and
for the design of future feedback control loops.

From measurements of the decoherence times, the incoherent frequency spread can be ex-
amined. Hence, the available Landau damping can be evaluated. Beam echo experiments
require nearly the same method. This provides the opportunity to explore incoherent beam
dynamical effects, by means of beam echoes.

The fast longitudinal diagnostic system permits also the observation of transient effects, for
example caused by injection or beam losses. Further insights on transient beam dynamics can
be expected by exploring these possibilities. Other ideas relate to examination of noise on the
RF and the beam, affecting the coasting beam production.

An estimate of the effective impedances of selected accelerator components leads to the
conclusion that the coupled bunch oscillations are not driven by a single strong impedance. On
the contrary, the sum of all impedances appears to be below the tolerable limit. At 40 GeV
and at 920 GeV, the instability thresholds are not exceeded, but during acceleration the Landau
damping is found to be reduced. The double harmonic RF system probably plays an important
role in this respect.

To optimize the longitudinal stability, a careful programming of the RF voltages during
acceleration is desirable. A careful tracking between the RF frequency and the field of the
bending magnets should take place. This alone will not be sufficient to suppress the longitudinal
emittance dilution. Hence, one has to think about the reduction of the cavity impedances, seen
by the beam, through the implementation of RF feedforward control loops. The low power RF
parts for such control loops are now available. An increase of the coherent frequency spread by
a RF cavity, working at a different harmonic number, appears attractive for a test. Whether a
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Landau damping cavity, or a coupled bunch feedback leads to shorter bunches at high energy,
requires some consideration. Stabilization by Landau damping becomes less efficient for shorter
bunches. A coupled bunch feedback should damp oscillations independent of the bunch length.



Appendix

A.1 Notation

A.1.1 Radio frequency waves, phasors and vectors
In this work, ‘phasors’ and ‘vectors’ are used in several places. The definitions are given in the
following section.

A radio frequency (RF) wave with amplitude V , frequency f = ω
2π

and phase ϕ is expressed
as

v (t) = V sin[ω t+ ϕ]. (A.7)

Using Euler’s relation

ei θ = cos θ + i sin θ, (A.8)

this wave can be expressed by

v (t) = V Im
£
ei(ωt+ϕ)

¤
= Im

£¡
V eiϕ

¢
eiω t

¤
. (A.9)

The quantity V eiϕ in (A.9) is named the ‘phasor’ of the RF wave v (t), it is a complex number,
determined by the amplitude and the phase of the RF wave

v =V eiϕ = V cosϕ+ i V sinϕ. (A.10)

Usually, phasors are plotted as vectors in the complex plane. This representation is called a
‘phasor diagram’, shown in figure A.1.

Phasors are written in small bold letters like v, to distinguish them from radio frequency
waves v (t), written in small italics letters. A phasor does not contain any information about the
frequency of the RF wave, it is only determined by the amplitude and the phase.

The expression (V eiϕ) eiω t in (A.9) is called a ‘rotating phasor’, it is a time-dependent
complex number

v = v eiω t

= V eiϕ eiω t

= V cos[ω t+ ϕ] + i V sin[ω t+ ϕ]. (A.11)

RecosV

sinV

Figure A.1: Phasor diagram.
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Rotating phasors are written in small italics and underlined letters, like v. In contrast to a phasor,
a rotating phasor contains in addition information about the frequency of the RF wave.

Rotating phasors are plotted at time t = 0, see figure A.2.

Re

t

tie �v

Figure A.2: Representation of a rotating phasor.

In digital communication systems, such as mobile radio, a similar description of a RF wave
is used [83, 84]. A modulated RF wave can be written as

v (t) = V (t) sin[ω t+ ϕ (t)]

= V (t) sin[ω t+ ϕ−∆ϕ (t)]

= Im
£¡
V (t) ei∆ϕ(t)

¢
eiϕ eiω t

¤
. (A.12)

The RF wave, determined by the time-independent phasor vcar = eiϕ, is called the ‘carrier’.
Modulations are described by the time-dependent phasor

vmod (t) = V (t) e
i∆ϕ(t). (A.13)

In the case when the modulated RF wave is in phase with the carrier, vmod (t) is a real number.
vmod (t) is an imaginary number, when the phasing between the modulated RF wave and the
carrier is 90◦, it is ‘out of phase’ or in ‘quadrature phase’. Therefore, the real part of the phasor
vmod (t) is called the in-phase (I) part and the imaginary part the quadrature phase (Q) part. The
modulation of the RF wave is also completely described by the ‘vector’ spanned by I and Q

vmod (t) =

µ
vmod,I (t)

vmod,Q (t)

¶
=

µ
V (t) cos∆ϕ (t)

V (t) sin∆ϕ (t)

¶
. (A.14)

The accompanying vector space is called the ‘IQ plane’, shown in figure A.3.

Q

)(mod tv

)(sin)( ttV

)(cos)( ttV

Figure A.3: Vector diagram or polar diagram.

One chooses ϕ = 0 in technical installations. In this case one has only to replace ‘I’ by
‘Re’ and ‘Q’ by ‘Im’ to transform a vector in the IQ plane to a phasor in the complex plane.
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By supplying the RF wave and a local oscillator (LO) wave, which is equivalent to the
carrier, an IQ demodulator provides the vector components at the I and Q outputs. This is
called ‘quadrature detection’ or ‘IQ detection”. By modulating the I and Q inputs of an IQ
modulator, one modulates a RF signal, supplied to the RF input. This is normally called ‘vector
modulation’ or ‘IQ modulation”.

A.1.2 Other notation and expressions
The scalar product is

ab =
X
i

ai bi = ai bi, (A.15)

and a · b denotes a dyadic product [85].
The heavy side function Θ is given by

Θ (t) =

 0 for t < 0
1
2

for t = 0
1 for t > 0

. (A.16)

The expression ‘two frequencies are (phase) locked to each other’ does not imply two equal
frequencies f1 and f2. It means that the ratio of both frequencies is a fixed rational number, in
the same way that cog numbers of gearwheels are fixed in a gear unit.

f1
f2
=
integer1
integer2

= const. (A.17)

Some expessions:

‘Multi-bunch oscillation’: any bunch oscillation as soon as more that one bunch rotates in the
storage ring.

‘Coupled bunch oscillation’: a bunch oscillation involving more that one bunch, forming
common oscillation states. A coupled bunch oscillation is always a multi-bunch oscillation.

‘Coherent frequency spread’: spread of synchrotron oscillation frequencies between differ-
ent bunches.

‘Coherent frequency shift’: shift of synchrotron oscillation frequencies of bunches.
‘Incoherent frequency spread’: spread of synchrotron oscillation frequencies of particles,

within the individual bunches.
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A.2 Derivation of the luminosity reduction factor
For the luminosity upgrade, the colliding proton and electron beams in HERA are more strongly
focussed at the interaction points (IPs). The bunch length and the β-function become compara-
ble in magnitude. This leads to an enhancement of the effective cross section, compared to the
cross section at the IPs, and the luminosity becomes dependent on the bunch length. This effect
is called the hour-glass-effect. In section 1.2, the parameters for HERA were discussed. The
formulas presented follow the treatments of [1].

The tri Gaussian density distributions of a proton bunch and an electron bunch are given by

ρp (x, y, s) =
Np

(2π)3/2 σpx σpyσps
exp

µ
− x2

2σ2px
− x2

2σ2py
− s2

2σ2ps

¶
(A.18)

ρe (x, y, s) =
Ne

(2π)3/2 σex σeyσes
exp

µ
− x2

2σ2ex
− x2

2 σ2ey
− s2

2σ2es

¶
(A.19)

with the total number of particles in a bunch N and the bunch size σ. The luminosity for the
collision is given by the integral

Lcol = 2 c
Z
ds dt dy dx ρp (x, y, s− c t) ρe (x, y, s+ c t) . (A.20)

Since bunch length and the β-function have comparable magnitude, the horizontal and vertical
coordinates depend on the distance to the collision point (s = 0). However the bunch length is
independent of s:

σpx = σpx (s) σex = σey (s)
σpy = σpy (s) σey = σey (s)
σps = const. σes = const.

(A.21)

Carrying out the integrations over x, y and t :

1

2π σpx σex

∞Z
−∞

dx exp

µ
−1
2

µ
1

σ2px
+

1

σ2ex

¶
x2
¶
=

1√
2 π

1p
σ2px + σ2ex

. (A.22)

The integration over y is similar:

1

2π σps σes

∞Z
−∞

dt exp

Ã
−1
2

Ã
(s+ c t)2

σ2px
+
(s− c t)2

σ2ex

!!
=

=
1

c

1√
2π

1p
σ2ps + σ2es

exp

µ
− 2 s2

σ2ps + σ2es

¶
.

The luminosity in terms of the bunch sizes σ = σ (s) near the interaction point is given by

Lcol = NpNe

π
√
2 π
p

σ2ps + σ2es

∞Z
−∞

ds
exp

³
− 2 s2

σ2ps+σ
2
es

´
q¡

σ2px (s) + σ2ex (s)
¢ ¡

σ2py (s) + σ2ey (s)
¢ . (A.23)
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In the limit of short bunches (σs ¿ β∗) the bunch sizes are independent of the distance to
the interaction point and equal to the values at the interaction point σ = σ∗:

Lcol,0 = NpNe

2 π
q¡

σ∗2px + σ∗2ex
¢ ¡

σ∗2py + σ∗2ey
¢ . (A.24)

Assuming the bunch size depends on s like

σ = σ∗
µ
1 +

s2

β

¶
(A.25)

we substitute

u =

s
2

σ2ps + σ2es
(A.26)

in order to simplify equation (A.23) and to obtain the luminosity for long bunches

Lcol = NpNe

2π
q¡

σ∗2px + σ∗2ex
¢ ¡

σ∗2py + σ∗2ey
¢ ∞Z
−∞

du
1√
π

exp (−u2)r³
1 + u

u2x

´³
1 + u

u2y

´ (A.27)

with

u2x =
2
¡
σ∗2px + σ∗2ex

¢¡
σ2ps + σ2es

¢ ³σ∗2px
β∗2px
+ σ∗2ex

β∗2ex

´ and u2y =
2
¡
σ∗2py + σ∗2ey

¢¡
σ2ps + σ2es

¢ ³σ∗2py
β∗2py
+

σ∗2ey
β∗2ey

´ . (A.28)

This means, that the short bunch luminosity Lcol,0 is reduced in the long bunch case Lcol by the
luminosity reduction factor R, given by the ratio between (A.24) and (A.27):

R (ux, uy) =
Lcol,0
Lcol =

∞Z
−∞

du
1√
π

exp (−u2)r³
1 + u2

u2x

´³
1 + u2

u2y

´ (A.29)

At HERA, the vertical focussing is much larger than the horizontal; i.e.

σx = σ∗x and σy = σ∗y

µ
1 +

s2

βy

¶
(A.30)

In this special case, the reduction factor can be evaluated analytically:

R (uy) =
Lcol,0
Lcol =

∞Z
−∞

du
1√
π

exp (−u2)r³
1 + u2

u2y

´ = uy√
π
exp

µ
u2y
2

¶
K0

µ
u2y
2

¶
(A.31)

Here, K0 is the modified Bessel function. Comparable derivations of this expression can be
found in [86, 87].
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A.3 Microwave instability

It has long been known, through observations of longitudinal bunch shapes, that bunch shape
oscillations take place during acceleration. Hence, the question arose, whether the HERA pro-
ton ring suffers from microwave instabilities similar to the CERN SPS in former times [88].
In normal operation, a narrow band microwave instability leads to micro-bunching and hence
to emittance dilution. This is caused by impedances with high resonant frequencies, which for
proton machines, like HERA, are typically in the order of GHz. During the HERA machine
studies in December 1998, experiments were carried out to examine this effect [89].

To obtain stable conditions, the RF is first switched off. Then, the shapes of long bunches,
injected from the pre-accelerator, are sampled several times with a fast frame oscilloscope.
Micro-bunching would be visible if a sufficiently strong instability driving impedance is present.
Fourier analysis of the bunch shapes gives indication of the resonant frequency from the
impedance. With that information, the frequencies could be obtained [88].

W. Kriens provided the data of a typical measurement shown in figure A.4. These shapes
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Figure A.4: Longitudinal bunch profiles taken to search for a possible microwave instability in
the HERA proton ring.

were taken from a bunch consisting out of 5 · 1010 to 6 · 1010 protons. No micro-bunching is
visible. Detailed examinations by Fourier transformation also showed no strong frequencies.
This indicated that HERA does not suffer from micro wave instabilities up to bunch currents of
0.38 mA to 0.46 mA. These bunch current correspond to a beam current, for 180 bunches, of
69 mA to 83 mA.

A.4 Details on the phase locked loop for injections

The orbit circumference 2πR in a storage ring depends on the particle energy Es, the RF
frequency fRF and the harmonic number h, see (3.1)

2πR =
h c

fRF

s
1−

µ
E0
Es

¶2
. (A.32)
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Transferring the beam from PETRA to HERA does not change the particle energy. Hence, the
ratio of the orbit circumferences in both accelerators is given by

2 πRHERA

2πRPETRA
=
hHERA

hPETRA

fRF,PETRA

fRF,HERA
. (A.33)

For electrons, the ratio of the orbit circumference is equal to the ratio of the harmonic numbers,
and one can choose equal RF frequencies. In practice, it is more flexible to choose two slightly
different frequencies and accept small orbit deviations. Due to energy loss by synchrotron radia-
tion and re-acceleration, these deviations disappear, called ‘damping by synchrotron radiation’.

PETRA accelerates protons and electrons in the same ring. Hence, protons have to bypass
the electron RF cavities so that the proton beam quality is not affected by the cavity impedances.
This bypass extends the proton orbit circumference in PETRA, and the ratio of the orbit circum-
ference in both rings is not equal to the ratio of the harmonic numbers. To fulfill the condition
(A.33), two different frequencies had to be chosen. The ratio is given by

fRF,HERA

fRF,PETRA
=
hHERA

hPETRA

2 πRPETRA

2 πRHERA
=
1100

400

2303.995m
6335.825m

= 1.0000253. (A.34)

Two different frequencies result in a length deviation ∆ltrain of bunch trains in both accelerators.
Considering the bunch filling scheme, see chapter 1.3, this deviation is ∆ltrain = 0.158 ns. If
the first bunch exactly hits the target bucket, then the last bunch has a phase, with respect to its
target bucket, of

∆φ =
∆ltrain

1
fRF,HERA

360◦

2 π
=

µ
fRF,HERA

fRF,PETRA
− 1
¶
325

360◦

2π
= 0.47◦. (A.35)

This is acceptable. Phase shifts caused by transient beam loading are one order of magnitude
larger, compare section 5.3.

Nevertheless, the frequencies of both accelerators have to be phase locked during the trans-
fer. Otherwise, even the buckets for the first bunch would not be synchronized. This is done
with the phase locked loop, shown in figure A.5. Both frequencies are mixed down to the differ-
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Figure A.5: Phase locked loop for the proton beam transfer from PETRA to HERA.

ence frequency of 1.314 kHz. Since the harmonic number of PETRA is 400, every 400th wave
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of this difference frequency and hence the bucket positions of both rings correspond to each
other. This condition is checked with a counter. From every 39600th RF wave, a clock signal
for a sample and hold ADC is generated. Sampling the difference frequency of 1.314 kHz, with
this clock, results in a stepped wave at the sample and hold ADC output, with a frequency of
0.33Hz. If this wave crosses zero in one direction, the bucket phases of both accelerators are
correlated. This condition is checked with a zero crossing detector. If additionally, the third
condition, namely an injection request from the accelerator control room (BKR), is fulfilled,
the phase locked loop is closed. The additional sampled output signal of the sample and hold
ADC leads to an additive frequency value, supplied to the multiplexer. With this method, the
frequency of HERA is locked to the frequency of PETRA with the fixed ratio of

fRF,HERA

fRF,PETRA
=

1

1− 1
39600

=
93600

93599
= 1.0000253. (A.36)

After the transfer the loop is opened.
To transfer the second, respectively third bunch train to HERA, the counter of the differ-

ence frequency is arranged to skip once over a certain number of counts. Then, the counter
supplies its output signal when the PETRA buckets fit with the HERA buckets for the second,
respectively third bunch train.

A.5 Details on the ep-synchronization
To make easier the understanding of the following explanations, the diagram of the synchro-
nization, between the electron and proton ring, is once again given in figure A.6.
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Figure A.6: Frequency synchronisation of the proton and electron storage ring.

After ramping, the frequency of the proton ring, determined from the dipole field, is fp. The
frequency of the electron ring is not ramped and remains fixed at the value fe.
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Figure A.7: This algorithm leads to a frequency approach during ep-synchronisation by keeping
the ratio tR = N

∆f
constant.

As a the first step, the NORSK DATA computer calculates the difference frequency ∆f
from both frequencies. By sending the correction frequency fcorr to the multiplexer, it changes
the generated frequency for the proton ring, and with it the difference frequency

∆f = fe − fp − fcorr. (A.37)

The correction frequency fcorr is increased until ∆f ≈ 250Hz.
From the 208 MHz reference signal of the proton ring, a 500 MHz signal is obtained by

a phase locked loop. This frequency is used for the ep-synchronization. Mixing with the 500
MHz from the electron storage ring delivers the difference frequency∆f . The harmonic number
of 500 MHz is at HERA 10560. A backwards counter (countdown), restarting counting after
10560 counts, counts the difference frequency waves. When the counter valueN reaches 0, the
bucket positions of both rings match. The remaining time tR until the counter value reaches
0 and reset to 10560, is given by the actual number of remaining counts divided by the actual
difference frequency

tR =
N

∆f
. (A.38)

After reaching ∆f = ∆f0 ≈ 250Hz, the NORSK DATA computer waits until tR = 30 s. This
is the case, when the counter value is given by

N0 = 250Hz · 30 s = 7500. (A.39)

By further changing fcorr, the computer keeps tR constant.
Assume, the computer needs the time ∆tNORSK,0 after tR = 30 s has been reached, to take

the next set of data, then the counter value has changed during this time to

N1 = N0 −∆f0∆tNORSK,0. (A.40)
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To keep tR constant, the next difference frequency must be

∆f1 =
N1
30 s

=
7500−∆f0∆tNORSK,0

30 s
, (A.41)

et cetera. Altogether, we obtain

∆fn =
Nn
30 s

. (A.42)

This results in a correction frequency, transmitted to the multiplexer of

fcorr,n = fe − fp −∆fn. (A.43)

The program of the NORSK DATA computer does not calculate the ratio (A.42) directly. In
fact, it realizes the constant remaining time tR by incrementing the correction frequency fcorr.
The code implemented is shown in figure A.7. This procedure results in a smooth frequency
approach of both accelerators, see figure A.8.
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Figure A.8: Frequency approach during ep-synchronisation by keeping tR = N
∆f

constant.

Reaching the difference frequency tolerance of 5Hz, this procedure is stopped and the com-
puter enables the locking of the phase locked loop by sending ‘start’, i.e. a ‘true signal’ to an
AND-gate. The second input of this gate will become true, when the counter value N reaches
next time 0. In this case, the buckets correspond and the difference frequency is sufficiently
small to phase lock the electron ring to the proton ring, resulting in a frequency jump in the
electron ring of 5Hz. Remember, by reaching the difference frequency of 5Hz after the smooth
approach, the remaining time tR, until N reaches 0, is still 30 s. This mean, there is enough
time for the computer to send ‘start”.

It is planned to replace this system in the future with a more flexible one [29].
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A.6 Stability investigations on the narrow band beam phase
feedback systems

The two narrow band beam phase feedback systems, implemented in the HERA proton storage
ring, represent implementations of two different concepts for damping synchrotron oscillations:
Phase loop I implements a differential controller by feeding back a time delayed phase signal,
this results in stability limits, but with the ability to damp batches of ten bunches independently
from each other. Phase loop II implements a integral controller by changing the reference
frequency, without any stability limits. In contrast to phase loop I, it damps only when all
bunches oscillate in phase.

A.6.1 The beam transfer function used for investigations

The stability investigations presented here are based on the simplified beam transfer function
(BTF)

BTF (s) =
1

s2

ω2s
+ 2 δBTF

ωs
s+ 1

, (A.44)

with damping 0 ≤ δBTF ≤ 1 and synchrotron frequency ωs ≥ 0. With this BTF, we ignore
Landau damping and thus also the incoherent frequency spread. By using the damping value
δBTF = 0.005, representing coherent damping, we obtain a maximum BTF amplitude of 100.
This amplitude is similar to those measured. For the synchrotron frequency we use ωs =
2π 30Hz. Figure A.9 shows the Bode diagram, consisting of the amplitude |BTF (iω) | and
phase arctan Re [BTF(iω) ]

Im [BTF(iω) ] response of the BTF.

10 20 30 40 50 60 70

20

40

60

80

100

frequency (Hz)

m
ag

ni
tu

de

10 20 30 40 50 60 70
frequency (Hz)

0

-�

ph
as

e

Figure A.9: Bode diagram of the BTF with δBTF = 0.005 and ωs = 2π 30Hz.

Even with this simple BTF, the operation mechanism of the phase loops can be investigated.
These examinations may be extended to consider several beam dynamics effects.

A.6.2 Phase loop I

From figure 3.8 we have first to determine the block diagram of phase loop I: Between the phase
shifter and the phase detector, the behavior is given by the BTF. The essential part between the
phase detector and the phase shifter is the 90◦ phase shift of the synchrotron oscillation signal.
Figure A.10 shows the resulting block diagram.
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Figure A.10: Block diargam of phase loop I.

The phase shift of 90◦ is technically realized by the addition of three successive delayed
phases signals [90, 91]

∆φout (t) = g (−0.0175∆φin (t− Ts / 2) + 0.9996∆φin (t− Ts) +
+ 0.0175∆φin (t− 3Ts / 2)) , (A.45)

which can be approximated by

∆φout (t) ≈ g∆φin (t− Ts) . (A.46)

The resulting transfer function is

GD (s) = g e
− s Ts. (A.47)

In practice, the delay time Ts is determined by measurements of the synchrotron frequency
fs and fixed at the value Ts = 1

4
1
fs

. During normal operation, this value is not changed. We
assume, the value is Ts = 1

4
1

30Hz, for the following investigations.
From the block diagram A.10, we get the closed loop transfer function

GPLI (s) =
BTF (s)

1− BTF (s) GD (s) (A.48)

and hence the Bode plots with the loop gain g = 0.3 at different synchrotron frequencies, shown
in figure A.11. This plot gives approximately the damping of the loop
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Figure A.11: Bode plot of the closed loop transfer function with loop gain g = 0.3, for syn-
chrotron frequencies of 10Hz, 15Hz, 20Hz, 25Hz, 30Hz, 35Hz, 40Hz and 45Hz.
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δPLI ≈ 1
2
g (A.49)

when the synchrotron frequency is near 30Hz. Larger deviations of the synchrotron frequency
from 30Hz lead to less damping. It is clear, that at frequencies larger than 2 × 30Hz, the
loop becomes unstable because of the negative feedback, caused by the fixed delay value of
Ts =

1
4

1
30Hz.

For a more accurate stability investigation, the Nyquist criterion may be used. This is due to
the fact that the denominator of the transfer function cannot be factorized and directly checked
for zeros because of the exponential function.

Assuming a control loop with the open loop transfer function G (s) as figure A.12, the

)(sG

Figure A.12: A control loop with the open loop transfer function G (s).

Nyquist diagram is obtained by plotting successive values of G (iω) as a function of the pa-
rameter ω, running from 0 to infinity in the complex, so called G (s)-plane. For the resultant
diagram, the Nyquist theorem says [76]: The closed-loop system is stable if and only if the
number of clockwise encirclements of the point s = −1 + i 0 by the Nyquist diagram of G (s)
plus the number of poles of G (s) in the right half-plane is zero.

In the case of the phase loop I, the open loop transfer function is given by

G (s) = −BTF (s) GD (s)
= − g e− sTs

s2

ω2s
+ 2 δBTF

ωs
s+ 1

(A.50)

and we get the Nyquist diagrams, shown in figure A.13, for several synchrotron frequencies.
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Figure A.13: Nyquist diagrams for the open loop transfer function of the phase loop I at δ =
0.005, g = 0.3, Ts = 1

4
1

30Hz and synchtrotron frequencies of 10Hz, 30Hz, 53Hz and 70Hz.

At synchrotron frequencies greater than 53Hz, the Nyquist diagrams do not encircle the point
s = −1 + i 0 and there are no poles in the right half-s-plane. Frequencies above 53Hz lead to
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an encirclement of s = −1+ i 0. This means, that the loop is stable for synchrotron frequencies
below 53Hz and unstable for synchrotron frequencies above 53Hz.

Note, the starting point of the curves in the Nyquist diagram isG (i 0) = −g+ i 0. One may
increase the damping rate of the loop by increasing the gain g. But this leads to a more unstable
behavior of the loop. By increasing the gain, the synchrotron frequency range of operation
becomes smaller. A gain value of g greater than 1makes the loop immediately unstable, because
the starting point of the curves in the Nyquist diagram is then on the left hand side of s =
−1 + i 0.

A.6.3 Phase loop II

Figure A.14 shows again the technical components of the phase loop II: To analyze stability we
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Figure A.14: Technical components of the phase loop II.

reduce this picture to a block diagram:
A phase change in the 208 MHz generation leads to an identical change in the 52 MHz

phase locked loop and all radio frequency cavities (at point 2 in figure A.14). The connection
between this point and the beam monitor, or the phase detector input (point 3), is given by the
beam transfer function

BTF (s) = G23(s) =
1

s2

ω2s
+ 2 δBTF

ωs
s+ 1

, (A.51)

with 0 ≤ δBTF ≤ 1 and ωs ≥ 0. The reference of the phase detection is equivalent to 2, i.e.
the output of the beam transfer function has to subtracted by the bypassed input signal. We get
from 2 to the phase detector output 4

G24(s) = BTF (s)− 1. (A.52)
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At the end of this section, we will discuss the fact that the high pass filter is an important
component of the loop. But for simplicity it is first neglected

HP (s) = G45 (s) = 1.

The phase detector output is amplified, defining the gain g, and added to the frequency value
ωRF, calculated from the magnetic field of the reference magnet. Therefore, the radio frequency
is changed by ∆ω = g∆φ and with it the phase of the radio frequency

vRF(t) = VRF (t) sin [(ωRF +∆ω) t+ ϕRF]

= VRF (t) sin [ωRF t+ g∆φ t+ ϕRF]

= VRF (t) sin [ωRF t+∆ϕ(t) + ϕRF] . (A.53)

From this approach, we obtain the change of the radio frequency phase at point 2 in dependence
on the beam phase at 5 as

∆ϕ

∆φ
= g t (A.54)

which is equivalent to an integration

GI (s) = G52 (s) =
g

s
(A.55)

with g ≥ 0. Combining all these elements, we get the block diagram, shown in figure A.15.

5

4

3

beam transfer
function

)(sBTF
1

)(sGI

integrator high pass

)(sHP

“bypass“

in out

Figure A.15: Control theoretical block diagram of phase loop II.

To investigate the stability, we have to calculate the transfer function of the whole loop:

GPLII (s) =
BTF (s)− 1

1− (BTF (s)− 1) HP (s) GI (s)
= − s2 + 2 δBTF ωs s

s2 + (2 δBTF ωs + g) s+ 2 δBTF ωs g + ω2s
. (A.56)

The poles of the loop transfer function are given by the roots of the denominator

sp1 = −1
2

³
2 δBTF ωs + g −

p
(2 δBTF ωs + g)2 − 4 (2 δBTF ωs g + ω2s)

´
(A.57)

sp2 = −1
2

³
2 δBTF ωs + g +

p
(2 δBTF ωs + g)2 − 4 (2 δBTF ωs g + ω2s)

´
. (A.58)
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We have to distinguish two cases, namely a negative and a positive argument of the root, with
0 ≤ δBTF ≤ 1 and g ≥ 0 in mind. A negative argument leads to imaginary poles and hence to
oscillatory behavior of the loop and a positive one to purely exponential behavior.

g < 2 (1 + δBTF)ωs oscillations (A.59)
g > 2 (1 + δBTF)ωs exponetial behaviour (A.60)

The loop is stable and will damp synchrotron oscillations, if the real parts of the poles are
negative. This is the case for all limited and non-vanishing values of the synchrotron frequency
ωs. Figure A.16 shows the positions of the poles sp1, sp2 and zeros sn1, sn2 in the complex
s-plane in dependence on the loop gain and the damping parameter δBTF.
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Figure A.16: Poles and zereos of the closed loop transfer function of the phase loop II.

We calculate the damping rate using the inverse Laplace transformation

GPLII (t) =
1

2π i

I
GPLII (s) e

s tds

=
nX
j=1

Res
£
GPLII (spj) e

spj t
¤

(A.61)

where n is the number of poles. In the case δBTF = 0, we get

Res
£
GPLII (s) e

s t; sp1
¤
= −

³p
g2 − 4ω2s + g

´2
4
p
g2 − 4ω2s

exp

·
1

2

³
−
p
g2 − 4ω2s − g

´
t

¸
(A.62)

Res
£
GPLII (s) e

s t; sp2
¤
=

³p
g2 − 4ω2s − g

´2
4
p
g2 − 4ω2s

exp

·
1

2

³p
g2 − 4ω2s − g

´
t

¸
. (A.63)

These expressions supply the damping of the phase loop II directly:

δPLII =
1
2
g for g < 2ωs and δBTF = 0

δPLII =
1
2

³
g +

p
g2 − 4ω2s

´
for g > 2ωs and δBTF = 0

(A.64)

Aside: In the pure damping case, the second pole sp2 plays no role because

lim
g→∞

Res
£
GPLII (s) e

s t; sp2
¤
= 0. (A.65)
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Since this loop influences the frequency of the RF-system, we have to investigate whether
this loop has an unwanted effect on the cavity frequencies. This can be estimated by considering
the transfer function from the frequency generation to the cavity frequency. For calculating this
transfer function, we have to rearrange the block diagram, figure A.15, as follows: The input
is still point 1, but for the output we have to choose point 2. This result in the block diagram
shown in figure A.17.
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4 3
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integrator high pass
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“bypass“

in out

Figure A.17: Block diagram of the phase loop II, in view of the cavities.

The transfer function is

GPLII,cav (s) =
1

1− (BTF (s)− 1) HP (s) GI (s)
=

s2 + 2 δBTF ωs s+ ω2s
s2 + (2 δBTF ωs + g) s+ 2 δBTF ωs g + ω2s

. (A.66)

An adiabatic change i.e. s = iω → 0 of the input ∆ωRF,in frequency and with it the input phase
∆φin = ∆ωRF,in t leads to a change of the output phase ∆φout. The ratio is given by the transfer
function

∆φout

∆φin

¯̄̄̄
s= iω→ 0

= lim
s→ 0

GPLII,cav (s) =
ω2s

2 δ ωs g + ω2s
. (A.67)

We get a not vanishing ratio between the cavity frequency and the required frequency, deter-
mined by (3.3):

∆ωRF,cavity

∆ωRF,required
=

ω2s
2 δ ωs g + ω2s

(A.68)

For typical values of ωs = 2π 30Hz, δBTF = 0.005 and g = 200, the result is 0.99, which leads
to a 9mm larger average orbit radiusR at the end of acceleration. Compare the main principle of
the frequency ramp in chapter 3.1. Even at low energies, during the largest frequency changes,
the σ-emittance of the proton beam is about 4.4mm / 1 σ. A minimum aperture of 5σ is needed
for a sufficiently large life time of the beam. With the beam pipe radius of 27.5mm, the aperture
will be decreased from 27.5mm

4.4mm /σ = 6.25σ to 27.5mm − 4mm
4.4mm /σ = 4.2σ which leads to an enormous

beam loss. Larger damping δBTF of the beam itself increases this effect, for example Robinson
and Landau damping.

This problem can be solved by using the high pass filter, already mentioned above. Its
transfer function is given by

HP (s) = G45 (s) =
τHP s

τHP s+ 1
, (A.69)
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with the filter time-constant τHP = 1 /ωHP. In this case, the transfer function is

GPLII,cav (s) =

·
1 +

g τHP s
2 + 2 δBTF ωs g τHP s

τHP s3 + (1 + 2 δBTF ωs τHP) s2 + (2 δBTF ωs + ω2s τHP) s+ ω2s

¸−1
.

(A.70)

With it, the frequency ratio becomes

∆ωRF,cavity

∆ωRF,required
=

∆φout

∆φin

¯̄̄̄
s= iω→ 0

= lim
s→ 0

GPLII,cav (s) = 1 (A.71)

and the frequency error is eliminated.
In reality, the time constant of τHP ≈ 0.5 s i.e. fHP ≈ 0.3Hz was chosen for the high

pass filter [29]. Phase loop II does not lose the excellent stability behavior due to the filter
implementation.

During development of phase loop II, tests were undertaken, using a loop operation without
high pass filter. Already after starting the ramp process, the beam was lost [29]. This agrees
well with the above done statements.
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A.7 Picture gallery
The following pages show some photographs of the hardware described in this work.

Figure A.18 show the racks, containing the fast longitudinal diagnostic system, whose com-
ponents are labeled in figure A.19. Figures A.20 to A.23 show some low power RF components
of the system, and figure A.24 shows a part of the timing system. Figures A.25 to A.29 are pho-
tographs of particular sections of the HERA proton ring, such as the superconducting magnets,
the transfer line, the resistive gap monitor and the RF cavities. Figure A.30 shows the 208 MHz
cavity controls.

Figure A.18: The fast longitudinal diagnostic system.
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Figure A.19: Scheme of the racks containing the fast longitudinal diagnostic system.
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Figure A.20: RF parts for the bunch phase measurement mounted as a plug-in unit for a crate,
supplying the different voltages needed for amplifiers. Interference from the environment is
prevented by using semi rigid cables and RF-proof solid aluminum cases.

Figure A.21: A view inside a vector modulator - IQ detectors look similar. Striplines on the
board with gold-coated copper conductor ensure an impedance of 50Ω. This prevents signal
reflections.
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Figure A.22: ADC preamplifier to increase the signal levels for optimum use of the dynamic
range of the ADCs. All preamplifiers are installed in RF-proof solid aluminum cases to pre-
vent interference from the environment. By using surface mounted parts, small dimensions are
achieved. (Circuit design: J. Lund-Nielsen)

Figure A.23: RF splitters, respectively LO splitters supply RF reference signals with constant
power levels.
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Figure A.24: A plug-in unit of the remote controllable timing system. SMA connectors and
double shielded cables are used to prevent radiation of high frequency signal components of the
timing signals. Such signal components disturb analog signals. (Circuit design: group FEA)
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Figure A.25: A view inside HERA, in the arc from west to north. The superconducting dipole
magnets of the proton storge ring (large pipe) are mounted above the normal conducting mag-
nets of the electron, respectively positron storage ring (rectangular structure below pipe).

Figure A.26: Injection line to HERA, from PETRA. The magnets descending from the ceiling
are the transfer path from the proton pre-accelerator PETRA II to the proton storage ring.
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Figure A.27: The thick silver pipe with the semi rigid cables is the resitive gap monitor. It is
located shortly before the beginning of the arc from west to south.

Figure A.28: The two 52 MHz cavities build up the proton buckets at the injection energy of 40
GeV.
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Figure A.29: During acceleration from 40 GeV to 920 GeV, the four 208 MHz cavities shown
take over the build-up of the proton buckets from the 52 MHz cavities. At the left flanges, the
final stage amplifiers are mounted, and at the right flanges you can see the tuners.
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Figure A.30: These racks contain the 208 MHz cavity controls. The cable bridge on top leads
to the fast longitudinal diagnostic system.
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