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Kurzfassung

In dieser Arbeit wurden experimentelle und theoretische Untersuchungen der elektro-
nischen Oberfiachen- und Substratstruktur an zwei bedeutenden Klassen yon Halb-
leitern durchgefiihrt: Es wurde die 111-V Verbindung GaN mit einer hexagonalen
Wurtzitstruktur und die II-VI Verbindung ZnSe, welche in Zinkblendestruktur VOf-

liegt, untersucht. Diese Materialien sind aktuell yon groBem Interesse, da ihre opti-
schen Bandliicken im blau-grunen Spektralbereich liegen und ihre Oberfiacheneigen-
schaften sind yon groBer Bedeutung fur das Design licht-emittierender photonischer
Elemente.

Als experimentelle Technik wurde hauptsachlich winkelaufgeloste Photoemissi-
on unter Verwendung yon Synchrotronstrahlung verwendet. Die Messungen wurden
am Hamburger Synchrotronstrahlungslabor (HASYLAB) am Deutschen Elektronen-
Synchrotron (DESY) in Hamburg durchgefiihrt. Die theoretischen Untersuchungen
wurden mit Hilfe yon ab initio Dichtefunktionaltheorie (density functional theory)
Berechnungen im Rahmen der lokale Dichte (local density) oder verallgemeinerter
Gradient (generalized-gradient) Naherung fiir die Austausch-Korrelations Funktio-
nale durchgefiihrt.

Fill den Transport der Proben yon der Probenwachstumsanlage in Wurzburg zum
Experiment in Hamburg wurde eine Transferkammer entwickelt. Winkelaufgeloste
Photoelektronen Spektroskopie wurde intensiv zur Abbildung der Bandstruktur ein-
gesetzt. Unter Annahme des einfachen freier Elektronen-Endzustand Modelles wur-
den mehrere Richtungen der Substrat Brillouinzone hoher Symmetrie auf die gleiche
Oberfiachenorientierung abgebildet. Neben der Abbildung der elektronische Band-
struktur yon Oberfiachen mit Standardtechniken wurde zusatzlich die chemische Zu-
sammensetzung der Oberfiachen mit winkelintegrierter Rumpfelektronen Photoemis-
sion bestimmt.

Die theoretischen Untersuchungen dienten nicht nur zur Verifizierung der Photo-
emissionsmessungen - sie bildeten vielmehr die Planungsgrundlage fur die durch-
gefiihrten Experimente, indem versucht wurde, die zu messenden Strukturen vorher-
zusagen. Es wurde die detailierte elektronische Struktur der ZnSe(001)-c(2x2) Ober-
fiachenrekonstruktion berechnet, welche die stabilste Rekonstruktion der ZnSe(001)-
Oberfiache darstellt. Die durchgefiihrten Berechnungen stimmen gut mit den Messun-
gen uberein und sagen vorher, daB alle Oberfiachenstrukturen innerhalb der obersten
zwei Lagen der Rekonstruktion liegen.

Es wurden GaN-Proben zweier Orientierungen untersucht: Dunne Filme mit
(0001)- und Einkristalle mit (OOOl)-Orientierung. Die Ubereinstimmung zwischen
Theorie und Experiment ist gut bezuglich der Substrateigenschaften, aber nicht alle
Oberfiachenstrukturen werden durch die Berechnungen erklart. Als Erklarungsansatz
wird vorgeschlagen, daB die GaN-Oberfiache aus kleinen Domanen verschiedener Re-
konstruktionen besteht.



Abstract

Experimental and theoretical investigations of the surface and bulk electronic struc-
ture of two important classes of semiconductors are reported: the II1-V compound
GaN with a hexagonal wurtzite crystal lattice and II-VI compound ZnSe with the
zinc-blende crystal lattice. These materials are of current interest because their fun-
damental optical gaps lie in the blue-green spectral region and their surface properties
are of great importance in light-emitting photonic devices.

The main experimental technique used was angle-resolved photoemission with
synchrotron radiation performed at the Hamburger Synchrotronstrahlungslabor (HA-
SYLAB) at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg. The the-
oretical calculations used ab initio density-functional theory with the local-density,
or generalized-gradient approximations, for the exchange-correlation functional.

An experimental system for transferring samples directly from the growth cham-
ber in Wiirzburg to the experiment in Hamburg was developed. Extended use of
angle-resolved photoelectron spectroscopy as a band-mapping technique was applied.
By assuming the simple free-electron final state model several high-symmetry direc-
tions of the bulk Brillouin zone were mapped on the same surface orientation. The
electronic band structures of surfaces were mapped using standard techniques, and
in addition the chemical composition of the surfaces were determined using angle-
integrated core-level photoemission.

The theoretical work served not only as a verification of the photoemission mea-
surements, but was rather a driving force for planning the experiments by predicting
the features to be measured. The surface electronic structure was calculated in detail
for the ZnSe(001)-c(2x2) which is the most stable reconstruction on the ZnSe(OOl)
face. The calculations give very good agreement with the measurements and the
theory predicts that all the surface features to lie within the two uppermost layers
of the reconstructed surface.

Two differently oriented types of GaN samples were investigated: thin films with
(0001) and single crystals with (0001) orientations. There is a good agreement in case
of a bulk specimen but not all the surface features are explained by the theoretical
calculations. As an explanation it is proposed that the surfaces of GaN contain small
domains with different reconstructions.
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Chapter 1

Introduction

The electronic structure of semiconductor surfaces and interfaces plays a crucial

role in modern technology. Gallium nitride (GaN) and zinc selenide (ZnSe) are

important materials for manufacturing solid-state light-emitting devices in the blue-

green spectral region. While commercially available devices already exist (based

mainly on GaN), many of the physical properties of GaN and ZnSe are not well

understood.

GaN is one of the most extensively studied semiconductors over the last decade.

Its wide band gap of 3.4 eV and material properties predestinates it for producing

long-lifetime laser diodes and light emitting devices [1]with the main technological

challenge being the production of devices with a low number of defects and impu-

rities. The high pressure growth technique [2] allows to grow bulk crystals of GaN

from a solution of nitrogen in liquid gallium, however, the so grown crystals suffer

from a high level of oxygen impurities (~ 1019/cm3) and Ga vacancies (~ 1018/cm3)

which make them very good conductors even when undoped. The thin film sam-

ples are produced by vapor-phase techniques or molecular beam epitaxy (MBE)

under ultra-high vacuum (DRV) and the main problem here is to match the lattice

constant of the substrate to the GaN.

The typical application of ZnSe in the past was use in infra-red and laser optics

and in fact the first blue-green solid-state laser diodes were based on ZnSe [3,4]. Re-

cently there has been a revival of II-VI compounds due to the technological progress

in preparing (001) surfaces by MBE and the characterization of their surface con-

stitution is of fundamental interest since some studies revealed that different alloys
of II-IV compounds may become an alternative to GaN based devices [5].

Photoelectron spectroscopy is the main tool for investigations of the electronic



structure of semiconductor surfaces [6]. The advantage of photoemission experiment

is that one sees a fraction of the photoelectrons escaping without any scattering. In

this thesis GaN and ZnSe were studied mainly by means of angle-resolved photo-

electron spectroscopy. This technique allows direct determination of the energy and

momentum of electrons in solids, thus energy versus momentum dispersions can be

determined.

Density functional theory (DFT) allows the electronic properties of semicon-

ductors and their surfaces to be predicted. In this thesis theoretical results for

ZnSe(OOl)-c(2x2) are presented and compared to the angle-resolved photoelectron

spectroscopy measurements.

The thesis is organized as follows:

• The theoretical background concerning density functional theory
and angle-resolved photoemission is given in Chapter 2.

• Experimental techniques and the experimental setup are explained

in Chapter 3.

• Chapters 4 and 5 are dedicated to the results on GaN and ZnSe

respectively.



Chapter 2

Theoretical basis

In this work we deal with bulk semiconductors and their surfaces. GaN has a

wurtzite and ZnSe a zinc-blende crystal structure. In both cases differences between

bulk and surface properties are observed. In this chapter the theoretical aspects of

electronic structure in solids and the photo emission process is presented.

Information about the electronic structure is crucial for the interpretation of photo-

electron spectroscopy measurements. Any problem concerning the electronic struc-

ture of matter can in principle be solved using Schrodinger's time-dependent equa-

tion. In most cases, however, we may focus on the time-independent Schrodinger's

equation

where Htot = Te + TL + Vint is the total Hamiltonian which represents the kinetic

energy of the electrons Te and nuclei TL as well as Coulomb and spin electron-

electron and electron-nucleus interactions Vint; X and x are spin-space coordinates

of the nuclei and electrons respectively. Because it is a many-body problem it is not

possible to solve this problem exactly.

In this remarks I follow the survey articles on electron theory of solids in Solid
State Physics and Reviews of Modern Physics, especially by Reitz [7], Ziman [8],

Dimmock [9]' and Payne et al. [10].



The origin of approximate methods for handling many electron problems lies in

the early attempts to set up self-consistent fields for atomic systems, particularly

in the work of Hartree which followed soon after the introduction of wave mechan-

ics [11]. Slater [12] and Fock [13] independently showed that the Hartree equations

could be derived by means of the variational principle. They were able to go further,

however; using the determinantal form of wave function introduced by Slater [14]

they derived a better set of one-electron equations, namely, the Fock equations. The

theory of the covalent bonds, developed by Heitler and London in 1927 [15]showed

that a one-electron formulation in which each electron is localized on one of the

atoms is capable of predicting the correct order of magnitude for molecular binding

energies.

The following year saw the development of the molecular orbital schemes of

Hund [16] and Mulliken [17], and, finally, the Bloch theorem [18]. Bloch showed

that symmetry of the crystal problem is such that the space part of the crystal

orbital may be written as

where unk(r) is a function with the translational periodicity of the lattice; thus the
solution in one unit cell of the crystal specifies the complete orbital. Bloch also gave

a prescription for setting up the detailed form of the crystal orbital; the method is

known as either linear combination of atomic orbitals (LeAO) or the tight binding

method.

Perhaps the most interesting feature of the Bloch scheme is that not all electron

energies are allowed in the crystal, but rather the energy regions are separated in

bands. The band picture was developed and extended by many investigators during

the period 1928 - 1932. In 1933 Wigner and Seitz [19,20] showed how quantitative

solutions of the Bloch type could be obtained for the alkali metals. Their method was

based on a division of the crystal lattice into space-filling polyhedra, or cells, each

of which containing and being centered on one atom in the metal. Improvements in

the cellular method were made by Slater [21]and Bardeen [22]. The cellular method

has been continually improved, and, today, provides the best developed technique

for computing wave functions in metals. One of the principal assumptions of the

cellular method is that the potential is nearly spherically symmetric in each unit

cell, a condition which, unfortunately is not met in many solids.

An entirely different approach to the problem was provided by the orthogonal



plane wave (OPW) method developed by Herring [23,24] in 1940 in which plane

waves orthogonal to all of the ion-core functions are used. By definition, any ex-

pansion in terms of these waves will always converge to a valence level. The most

severe limitation of the conventional OPW method is faced with materials where

the states in the valence band have the same 'angular momentum' symmetries as

the core functions to which they are orthogonal.

Another procedure is Slater's augmented plane-wave method (APW) [25] in

which a plane wave outside a spherical cell is joined smoothly to atomic-like wave-

functions inside the cell; these augmented waves then form a set for expansion of

the wave function. The APW method was developed in order to circumvent several

difficulties inherent in the earlier cellular method.

In the method of Korringa [26] Kohn and Rostoker [27]one employs the method

of Green's functions in a variation-iteration scheme. The potential is adjusted to

zero in the regions between spheres, and the solution within the spheres is expanded

in terms of radial wave functions and spherical harmonics. Again, the radial wave

functions are chosen so that they satisfy the radial wave equation for a given energy.

So far the procedure is identical to the APW method. At this point, however, in the

APW method the coefficients in the expansion within the spheres are determined

by the requirement that the wave function matches a plane wave function on the

surface of the spheres. The solution of the entire problem is then expanded in terms

of these augmented plane waves [9].

Throughout this period people were trying to replace the wave function by an

electron probability density. As the result of these efforts a new very powerful

method of handling many electron systems was developed; density functional theory.

There have been a number of excellent treatments of the density functional theory

e.g. [10,28-32]. In describing the main points of the DFT I will mainly follow that

of Koch and Holthausen [28].

As already mentioned Slater and Fock independently showed that the Hartree equa-
tions could be derived using the variational princinple [12,13]. Using the determi-

nantal form of wave function <PSD (in short hand-notation, where only the diagonal



where xi(xd are spin-orbitals introduced by Slater [14], they derived a better set of

one-electron equations, known as the Hartree- Pock equations

where E:i have a physical interpretation as the orbital energies. The Fock operator j
is defined as

N

VHF(Xi) = L[Jj(Xi) - Kj(Xi)]
j

is the Coulomb operator which represents the potential that an electron at position

Xl experiences due to the average charge distribution of another electron in spin-

orbital state Xj' The second term in (2.6) is the exchange contribution to the
Hartree- Pock potential, it has no physical meaning and can only be defined through

its effect when operating on a spin-orbital

The Slater determinant is the exact wave function of N non-interacting particles

moving in the field of effective potential VHF. Because the Pock operator j depends

through the Hartree-Fock potential on the spinorbitals, i.e. on the very solutions of

the eigenvalue problem that needs to be solved, we have a pseudo-eigenvalue problem

that needs to be worked out iteratively. The technique is called a self-consistent field
(SCF) procedure since the orbitals are derived from their own effective potential.



The wave function W itself is not observable. According to the Born interpretation a
physical interpretation can only be associated with the square of the wave function

in that IW(Xl,X2, ... ,xN)12 dXldx2 ... dXN represents the probability that electrons

1,2, ... , N are found simultaneously in volume elements, so

is the probability density of finding any of the N electrons within the volume element

drl but with arbitrary spinl while the other N -1electrons have arbitrary positions

and spin in the state represented by W. The quantity p(r), called the electron

density, is a function of three coordinates and is observable, while W is a function of

4N coordinates and is not observable.

The first attempt to use electron density rather than the wave function for obtain-

ing information about atomic and molecular systems are almost as old as quant UIll

mechanics itself and date back to the early work of Thomas [33] and Fermi [34]. In

their approach they take into account only the kinetic energy in terms of a fictitious

model system of constant electron density, while treating the nuclear-electron and

electron-electron contributions in a completely classical way. In the present contcxt.

their approach is of only historical interest.

Density functional theory was born in 1964 when a landmark paper by Hohcn-

berg and Kohn [35] appeared in the Physical Review. The theorems in this report

represent the major theoretical pillars on which all contemporary density functional

theory is erected. The first theorem states, that: 'The external potential '/~It(r) is

(to within a constant) a unique functional of p(r) since, in turn ~xt(r) fixes if we see

that the full many-particle ground state is a unique functional of p(r)'. Pictorially

The second Rohenberg-Kohn theorem provides the energy variational principle. It

reads that for a trial density p(r) such that p(r) 2:: 0 and J p(r)d(r) = N the ground
state energy equals

lThe integral in (2.9) runs over the spin coordinates of all electrons and over all but one of the
spatial variables.



Any trial density p( r) defines its own Hamiltonian H and hence its own wave func-
tion \If. This wave function can now be taken as the trial wave function for the

Hamiltonian generated from the true external potential ~xt. Thus we arrive at

(~IHI~)= T[p] + ~e[P] + J p(r) ~xt dr = E[p] ~ Eo[Po] = (\IfoIHI\Ifo). (2.12)

It should be noted that the difference between the expectation value and the true

ground state energy of any given Hamiltonian is due to the lack of completeness in

the basis set.

Hohenberg theorems tell us that a unique mapping between the ground state

density po(r) and the ground state energy Eo exists in principle. However, they

do not provide any guidance at all on how the functionals that deliver the ground

state energy should be constructed. The Levy constrained-search scheme [28,36,37],

even though being very elegant in appearance and strong in formal power, is only

of theoretical value and offers no solutions to practical considerations.

An avenue for how the Hohenberg-Kohn theorems can be applied in practice was

suggested by Kohn-Sham in 1965 [38].

The Slater determinant \If SD can be looked upon as the exact wave function of a

fictitious system of N non-interacting electrons ('uncharged fermions') moving in the

effective potential VHF. In such a case it will be possible to set up a non-interacting

reference system, with a Hamiltonian in which an effective, local potential Vs(r) was

introduced

1 N N

Hs = -2L \7; +L VS(ri)'
i i

Its ground state wave function is represented by a Slater determinant whose spin-

orbitals e.p are determined by the Kohn-Sham equation

where the one electron Kohn-Sham operator jKS is defined by

jKS = _~\72 + Vs(r),

where Vs(r) represents an effective potential such that the density resulting from
the summation of the moduli of the squared orbitals {e.pd exactly equals the ground



N

ps(r) = L L Icpi(r, 8)12 = PO(r).
s

By choosing the effective potential Vs(r) we connect an artificial system to the one

we are interested in

The only unknown term is the Vxc which includes the non-classical portion of the

electron-electron interaction along with the correction for the self-interaction and

the component of the kinetic energy not covered by the non-interacting reference

system. The energy which represents Vxc is known as the exchange-correlation
energy Exc.

The quest for Exc(p) is based on the adiabatic connection, which provides the

link between the non-classical potential energy of the exchange and correlation and

the Exc functional of the Kohn-Sham scheme, with special emphasis on the cor-

responding hole function [39-43]. The concept of the local density approximation

which represents the bedrock of almost all current functionals is based on the uni-

form electron gas. More sophisticated generalized gradient approximation (GGA)

and the nowadays popular hybrid functionals are developed mainly for applications

in quantum chemistry. All searching for better functionals relies largely on physical

or mathematical intuition and has a strong 'trial and error' component. There are,

however, a few physical constraints which a reasonable functional has to fulfill, in

particular sum rules have to be valid for the exact exchange-correlation holes. The

e~change-correlation energy results from the integral over the exchange-correlation
potential and in principle the correct energy could be obtained even from an erro-

neous potential if a fortuitous error cancellation appears.

In terms of adiabatic connection exchange-correlation energy of the Kohn-Sham

scheme can be expressed through the coupling-strength integrated exchange-correlation

hole hxc



where hXc(rl; r2) = fo1hidrl; r2)d>', >. is the coupling strength parameter, hXc(rl, r2)
is the exchange-correlation hole and is defined as the difference between correlation

n(rl, r2) and the uncorrelated probability p(r2) of finding an electron at r2

P2(rl, r2)
hXC(rl, r2) = () - p(r2)'

p rl

Correlation probability is defined as n(rl, r2) = P2(rl, r2)/ p(rd, where P2(rl, r2) is
a spinless pair density that contains information about the probability of finding

not one but a pair of two electrons simultaneously within two volume elements drl
and dr2, while the remaining N - 2 electrons have arbitrary positions and spins

p(rl,r2) = N(N -1) f··· f IW(Xl,X2, ... ,xN)12

X ds1, ds2, dX3, X4' .. dXN'

The pair density represents diagonal elements of the spinless 'reduced density matrix

for two electrons' defined as

12(rl,r2;r~,r;) = f .. ·f W(Xl,X2 ... XN) W*(x~,x; x~)

x dSl,ds2,dx3,X4 dxN.

f hXC(rl,r2)dr2 =-l.

It can be split into a Fermi hole (representing the Pauli principle) and a Coulomb

hole (representing Coulomb interaction). In the Hartree- Fock approach a Fermi hole

is accounted by a single Slater determinant, whereas the Coulomb hole is neglected,

so the exchange energy is accounted for in the Hartree-Fock approach. A Fermi hole

like exchange-correlation hole integrates to -1, while a Coulomb hole integrates to

'I believe that formal density-functional theory would have been of very little interest

if there had not been a simple and very practical approximation for Exc, the local-

density approximation (LDA), which has yielded surprisingly accurate results ... ' -
W. Kohn2. Central to this model is the assumption that we can write Exc in the

2NATO ASI Series, vol. 337.



EigA[p] = J p(r)exc(p(r))dr, (2.23)

where exc(p(r)) is the exchange-correlation energy per particle for a uniform elec-

tron gas of density p(r). This energy is weighted with the probability p(r) that

there is in fact an electron at this point in space. exc(p(r)) can be split into

exchange ex(p(r)) and correlation ec(p(r)) contributions such that exc(p(r)) =

ex(p(r)) + ec(p(r)). Expression for ex was originally derived by Bloch and Dirac

in the late 1920's

EX ~ -~~ (3) (2.24)4 pr1f

Accurate values of ec(p) are available, thanks to the quantum Monte Carlo calcu-

lations of Ceperley and Alder [44]. These values have been interpolated to provide

an analytic form for ec(p) [45,46]. There are expressions obtained on the basis of

numerical calculations, like Perdew and Wang [46]or Perdew and Zunger [47]both

parameterizing Ceperley and Alder results. If we extend the LDA to the unrestricted

case, we arrive at the local spin-density approximation.

The gradient expansion approximation and generalized gradient approx-

imation

In gradient expansion approximarion (GEA) we expect to obtain a better approx-

imation of the exchange correlation functional by taking the gradient of the local

density within the Taylor expansion. Unfortunately GEA does not lead to the im-

proved accuracy but frequently performs worse than the simple LDA. The reason is

that the exchange correlation hole associated with such functional has lost many of

the properties which made the LDA hole physically meaningful.
This problem was solved by straight-forward enforcing the restrictions valid for

true holes also for the hole of the beyond LDA functionals. E.g. if there are parts

in the GEA exchange holes which violate the requirements of being negative every-

where, just set them to zero. Functionals that include the gradient of the charge

density and where the hole constraints have been restored in the above manner

are known as generalized gradient approximations (GGA) [48-51]. These func-
tionals are the workhorses of the current density functional theory. In practice
E~gA, is usually split into its exchange E~CA and correlation EgCA contributions:

E~gA = E~CA + EgCA. Approximations for the two terms are sought individually.



In this subsection I will follow the review article of Chelikowsky [52].

Mathematically and numerically a plane wave basis formalism is one of the sim-

plest and most natural formalism to implement for crystals. However, expanding the

core wave functions or the core oscillatory region of the valence wave functions into

plane waves is extremely inefficient. Therefore plane-wave basis sets are practically

always used in conjunction with the pseudopotential approximation. This combi-

nation of pseudopotentials and plane waves has become one of the most popular

methods for electronic structure calculations [53].

The pseudopotential model treats matter as a sea of valence electrons mowing

in a background of ions cores. The cores are composed of nuclei and inert electrons.

The notion of replacing each atomic potential by a weak pseudopotential has been

justified by an appeal to scattering theory. Historically it was arrived at in the

study of the core orthogonality condition that dominates the OPW representation.

Hellmann [54] argued that the effects of this condition could be simulated by a

repulsive potential.

Despite this long history, the pseudopotential principle only came into general

use with the demonstration by Philips and Kleinmann [55] and independently by

Bassani and Celli [56], of the connection between this repulsive term and the OPW

formalism [8,57].

Within this model many of the complexities of all-electron calculation are avoided,

for example it allows the electronic wave function to be expanded using a much

smaller number of plane-wave basis states. In developing the pseudopotential ini-

tially a radial pseudo-wave-function is derived from the all-electron valence level with

angular momentum l such that: (1) the pseudo-wave-function and the all-electron

wave-function correspond to the same eigenvalue and logarithmic derivatives of their

radial component (and thus the respective potentials) agree beyond a chosen core

cutoff radius Tel; (2) the radial pseudo-wave-function has the same amplitude as the

all electron wave-function beyond the core cut-off radius and is norm conserving, i.e.

two wave functions generate the same charge densities; (3) the pseudo-wave-function

contains no radial nodes.

Constructing a pseudo-wave function that fulfils these requirements can be ac-
complished using many different schemes (e.g. [53,58-63]). Most modern pseudopo-

tentials are not fitted to experimental data but, are based on density functional



theory. Within this theory the many body problem is mapped on to a one-electron

Hamiltonian. The effects of exchange and correlation interaction are subsumed into

a one-electron potential that depends only on the charge density. Without this pro-

cedure most electronic structure methods would not be feasible for systems of more

than a few atoms.

The root of this method dates back to the early work of Fermi, e.g. the Thomas-

Fermi screening model of the atom [33,34,52]. This mapping of the many-body

problem to a one body problem often incorporates an additional approximation -

LDA or GGA. LDA allows one to construct self-consistent field pseudopotentials for

condensed matter systems. The chief limitation of these approximations is that they

are appropriate only for the ground state structure and cannot be used to describe

excited states without other approximations. As such one uses LDA to determine

structural energies, compressibilities, elastic constants, vibrational modes, and so

on, but not energy band gaps from the eigenvalue spectra. With respect to band

gaps and electronic excitations, it is possible to consider these by implementing

linear response theory on top of the standard LDA calculations. At present GGA

significantly improves enthalpy terms and cohesive energies, but does not always

improve structural properties when compared to experiment [52].

In 1980, Kerker [64] proposed a straightforward method for constructing local

density pseudo potentials that retained the norm conserving criterion. He suggested

that the pseudowave function have the following form

cPp(r) = rl+1 exp(p(r)) for r < rc

cPp(r) = 'l/JAE(r) for r > rc

where p(r) = -aor4 - alr3 - a2r2 - a3. In the polynomial expansion the term linear

in r is not present to avoid a singularity of the screened pseudopotential at r = O.
It should be noted that Kerker's pseudopotential has a discontinuity in its third

derivative at the origin and at the cut-off radius.

Other local density pseudopotentials include those proposed by Hamann, Schliiter,

and Chiang [60]Bachelet, Haman, and Schluter [59]and Greenside and Schluter [61].

These pseudopotentials were constructed from different perspective. The all elec-

tron potential was calculated from for the free atom. This potential was multiplied
by a smooth, short range cut-off function which removes the strongly attractive
and singular part of the potential. The cut-off function is adjusted numerically to

yield eigenvalues equal to the all electron wave functions outside the core region.



The pseudo charge within the core is constrained to be equal to the all electron

value [52].

There is some flexibility in constructing pseudopotentials. While all local den-

sity pseudopotentials impose the condition that 1>p(r) = 'l/JAE(r) for r > rel, the

construction for r < rel is not unique. This attribute can be exploited to optimize

the convergence of the pseudopotentials for the basis of interest.

An outstanding issue that remains unresolved is the best criterion to use in

constructing an optimal pseudopotential. An optimal pseudopotential is one that

minimizes the number of basis functions required to achieve the desired goal; it

yields a converged total energy yet does not sacrifice transferability, i.e. its abil-

ity to accurately describe the valence electrons in different atomic, molecular, and

solid-state environments. Transferability depends critically on the choice of the core

cutoff radii, the linearization of core-valence exchange-correlation, the frozen-core

approximation underlyir;g the pseudopotential's construction and the transforma-

tion of the semilocal into the fully separable form of the pseudopotential. These

issues have been carefully discussed, e.g. FUchs and Scheffler [65], Troullier and

Martins [53], Chelikowsky [52].

The easiest approach to increase the pseudopotential transferability is to sim-

ply decrease the cutoff radius r cl used to generate the pseudopotential and pseudo

wave-functions, thereby reducing the difference between the all-electron and pseu-

dopotential results. However, there are practical limits on how far we can decrease

rcl, for example rcl must be larger than the outermost node of the all-electron wa\'e

function if we insist on having nodeless pseudo wave-functions [53].

One straightforward approach to optimizing a pseudopotential is to build addi-

tional constraints into the polynomial given in Eq. (2.25), for example suppose we

write
N

p(r) = Co +L Cnrn
n=l

In Kerker's scheme, N = 4. If we extend the expansion, we may impose additional

constraints. Troullier and Martins [53] generalized Kerker's method by simply in-

creasing the order n of the polynomial p(r). They write Eq. (2.26) as

6

p(r) = Co +LC2nr2n.
n=l



smoothness properties for a parametrized family of pseudopotentials. These poten-

tials tend to be quite smooth and converge very rapidly in reciprocal space.

Nonlocality in the pseudopotential is often treated in Fourier space, but it may

also be expressed in real space. The interactions between valence electrons and

pseudo-ionic cores may be separated into a local potential and a Kleinman and

Bylander [66] form of nonlocal pseudopotential in real space [52].

The package fhi98md [67] has following features for creating pseudopotentials:

• density functional calculation of the all-electron atom in a reference (ground)

state, within a scalar-relativistic framework and a chosen approximation for exchange-

correlation. For the correlation part LDA representations given by Perdew and Wang

and by Perdew and Zunger [47], both parameterizations of Ceperley and Alder's ex-

act results for the uniform electron gas, may be used. Code includes the GGA

functionals by Perdew and Wang [49], by Perdew, Burke, and Ernzernhof [50], and

Becke's formula for for the exchange part [43] combined with Perdew's formula for

correlation [49]. Substituting for the latter the formula of Lee, Yang, and Parr [68]
provides the so-called BLYP GGA.

• construction of the pseudo-valence orbitals and screened pseudopotential com-

ponents, observing the norm-conserving constraints using either the Hamman's [58]

or Troullier and Martins' [53] scheme.

• removal of the electrostatic and exchange-correlation components due to the

valence electrons from the screened pseudopotential, optionally taking nonlinear

core-valence effects into account.

• assessment of the pseudopotential's transferability by a transformation to

fully separable Kleinman-Bylander [66] form and the exclusion of unphysical 'ghost

states'.

Most of the DFT-LDA calculations for this thesis were performed using the fhi98md
program suite [67]. The programs perform accurate ab initio electronic structure

calculations without introducing undue approximations. The package also permits
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Figure 2.1: Schematic example of super-cell geometry in the simulation of the
bulk and surface.

structure optimization method based on damped Newton ion dynamics3. Typically

one calculates a band structure in three steps: in step one the structure is optimized,

in step two very exact electron density calculation using a special k-point mesh is

performed and in step three one calculates the band structure for the chosen high

symmetry directions in the Brillouin zone. In the present version no spin effects are

included in the program package.

The atomic geometries are given in periodic super-cell scheme. This simplifi-

cation is useful especially for calculations of bulk properties, where the super-cell

should be defined as a lattice primitive cell which is typically very small. The larger

the size of the super-cell the longer the computation time, and the larger the memory

requirements4. Fig. 2.1 shows how one creates a surface in the super-cell scheme.

The resulting slabs are separated by the regions of vacuum. In this case the larger

the slab and vacuum region the better the approximation. To provide some orien-

tation the slab should not be smaller than 5 atomic layers, however, it may depend

on the system and computational goal. Some groups [69] were using only 10 A of

vacuum region and this may be given as some limit. Adding an additional layer

and vacuum region of 5 A does not affect the computational time much even on

state-of-the-art desktop computers and typically it may be better to use the biggest

possible super-cells rather than save time, but the optimal slab will depend on the

3It should be noted that ab initio molecular dynamics within the Born-Oppenheimer approxi-
mation is also implemented but not used in this thesis.

4The current program version running on a Linux PC with 2 GB RAM is capable of making
calculation on the slab of approximately 5 x 5 x 100 A containing 30 atoms of Zn and 30 of Se
with the cut-off of 15 Ry, when the 3d are not explicitly included in Zn pseudopotential. For larger
parameters memory allocation errors appear.
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Figure 2.2: Comparison of the bulk valence electronic band structures calcu-
lated using tight binding [70]and DFT-LDA methods. Zero of the energy scale
indicated valence band maximum.

In Fig. 2.2 calculations using tight binding and DFT-LDA methods are presented5.

The biggest difference between the two structures is observed around the K Brillouin

zone point. This is a consequence of using only nearest-neighbor interactions in the

tight-binding code [70]. It should be noted that the character of the band dispersion

depends mainly on the crystal structure and is similar for all materials having the

same structure (e.g. zinc-blende GaAs, ZnSe, CdTe and many others). The method

of Chadi-Cohen [70] is not parameter-free and during the calculations one changes

several parameters to obtain the best agreement e.g. with experimental results.

Pseudopotentials represent only a pseudo-atom with valence electrons only in

contrast to all-electron atom. The choice of pseudopotential is not unique with

respect to the number of electrons that are included in the pseudo-atom. Zinc has

12 electrons in the valence band: [Ar]3d104s2. When creating the pseudopotential

5The Chadi-Cohen tight binding code based on [70] is available in the web under
http://www.wag.caltech.edu/home/rpm/projects/tight-binding/. The code was written by
Richard P. Muller and is distributed a.'J freeware under the GNU license.

http://www.wag.caltech.edu/home/rpm/projects/tight-binding/.
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Figure 2.3: Comparison of the bulk valence electronic band structures of ZnSe
calculated using fhi98md package using Zn2+ and Zn12+ pseudopotentials.
Zero of the energy scale indicates valence band maximum.

one has to choose between Zn2+ that includes only the two 4s electrons and the full

Zn12+ that includes all the valence band electrons6. For the case of zinc selenide

the choice of Zn2+ is generally valid since the neglected 3d levels are quite well

localized and only slightly interact with sand p states. The use of Zn2+ speeds

up the calculation and reduces the memory allocation needed. A comparison of the

structures obtained using the two zinc pseudopotentials is shown in Fig. 2.3. The

band dispersions are very similar and validate the use of Zn2+. Of course the zinc

3d electrons are not present in the Zn2+ calculation but these shallow core levels

show only a very small dispersion and are typically not a subject of a valence band

structure study.

Moreover the result for Zn12+ is not optimized and shows wrong position for

the 3d levels that should lie about 2 eV deeper, at around -9 eV energy. This is

a common result [73,74] which can be corrected e.g. by using sophisticated 'bro-

ken symmetry' band structure approach [75] or SIRC-PP methods [76]. On the
other hand optimized Zn2+ and Se6+ pseudopotentials were used that were care-

fully tested [77]. One can see that the complete valence band structure of ZnSe can

be divided into a deep s-like band at around -12 eV, the so called antisymmetric [78]
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band gap7 between -12 and -5 eV with the shallow 3d core lying within and the

upper part of the valence band between around -5 and 0 eV. Over this band there

is a fundamental optical gap. A similar situation is found in the case of the GaN

band structure presented in Fig. 2.4, calculated with the LeAO extended-Hiickel-

theory [79] by Strasser et al. [72]. The calculation was performed with a set of 4s

and 4p atomic orbitals for gallium and 2s and 2p atomic orbitals for nitrogen taking

into account the coupling up to fourth nearest neighbor atoms8. The lowest band

in the picture for -16 to -12 eV originate from N 2s states. The valence band for

- 7 to 0 eV contains a mix of all atomic levels, however, close to the VBM almost

only N 2p levels account for the density of states [72,80].

Another important issue when calculating a band structure is the spin-orbit in-

teraction. It is mainly apparent near the r point in the Brillouin zone and can

be observed by state-of-the-art experimental methods. The calculations of Andrzej

Fleszar (published by Droge et al. [81]) include spin-orbit interactions. The com-

parison presented in Fig 2.5 shows the splitting of 0.43 eV at r point compared to

the fhi98md result. These results are further discussed in the experimental part of

7This band gap is a result of the ionicity (charge transfer between Zn and Se) of the crystal
and it is not present in simple fcc materials like Si or Ge.

8The Ga 3d levels are not taken into account and therefore not present in the band structure
plot. From experiments and other calculations it is known that they create a fiat band at around
-17 eV.
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Figure 2.5: Comparison of the bulk valence electronic band structures for ZnSe
calculated using fhi98md package and by A. Fleszar using his code. The code
of A.F. includes spin effects and therefore the splitting of the bands at r due
to spin-orbit interaction is observed.

2.2 Surface - geometry and electronic structure

The termination of a bulk crystal surface to create a surface modifies both its ge-

ometry and electronic properties. The lattice tries to minimize the potential energy

step on the surface by relaxation i.e. rearrangement of the atomic positions. Such a

rearrangement occurs at all surfaces and typically extend over the first 3 - 5 atomic

layers. For deeper layers the displacements are negligible. Often it is energetically

more preferable if the arrangement of the atoms near the surface has a periodicity
different than the ideally terminated bulk crystal. This process is called recon-

struction of the surface. Separation of relaxation and reconstruction is sometimes

artificial, however, from a practical point of view relaxation of the surface can be

performed with the computer code by minimizing the total energy of the system.

Reconstruction on experimentally prepared surfaces can be easily inspected using
electron diffraction techniques.

Typically in these 3 - 5 relaxed and sometimes reconstructed surface layers new,
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Figure 2.6: Surface electronic structure of GaN(OOOI)calculated by T. Strasser
et al. [72]. Shaded areas represent projected bulk band structure.

two-dimensionally localized, surface electronic bands are created. These bands are

called surface states if they lie within the gap of the bulk band structure projected

on the surface or surface resonances is they lie in the projected band structure.

An example of the surface band structure is presented in Fig. 2.6, these results are

discussed in the Chapter 4.

Historically the surface states were first described by Tamm [82] for the case

of tightly bound electrons in the surface region and Shockley [83] for the case of

nearly-free-electrons in the presence of ideal surface. They are often called Shockley

and Tamm states respectively. There is no real physical distinction between the

different terms [84].

It is necessary to note that there are materials whose surfaces are in general

passive and practically neither reconstruct nor relax. These are so called layered

crystals where the sandwiches of strongly bonded atomic layers are separated by

few angstroms and the bonding between the layers is mainly of van der Waals type.

Fig. 2.7 shows the crystal structure of ,B-GaSe9 and it is easy to see highly separated

sandwiches, from this picture it is easy to imagine why the surface of this material

9There are three politypes of GaSe: f1-GaSe, €-GaSe and 1'-GaSe. For the information about
the politypes check Ref. [85] and for the most recent theoretical study of GaSe electronic srtucture
check Ref. [86].



Figure 2.7: Crystal structure of the layered compound (in this case ,B-GaSe).
The hexagonal lattice cell is 15.94 A long in z-direction. The lattice constant
in xy-plane is ao = 3.755 A.

Using fhi98md one can relax the positions of the surface atoms, calculate detailed

charge densities and the band structure of the surface. The necessary steps are

explained below.

The program fhi98md works with periodic super-cells and therefore to create a

surface one has to create a super-cell long in one direction and only partially filled

with atoms i.e. a significant part of the super-cell should be empty. Periodical

multiplication of the super-cells creates slabs that have surface on both sides and

are separated by the vacuum regions.

In the creation of the slab surface one should use available experimental and the-

oretical data concerning the relevant atomic positions. If no input data is available

for the system to be investigated bulk positions could be used as a starting point.

lOThere is always some relaxation in the surface region and indeed it takes place also in case of
GaSe but its effect is practically negligible in case of band structure.



2.2 Surface - geometry and electronic structure

The slab should be constructed in such way that one super-cell contains one surface
lattice cell.

The next step is to perform the relaxation of the atomic positions; fhi98md finds

the equilibrium geometry within the damped Newton scheme. One can choose which

atoms are allowed to move and relaxation of the first three atomic layers is typical,

viz published literature [87-89]. The atomic positions should be optimized until

the force on each atom is minimized. A typical maximum force per atom in the

relaxed system should not be higher than 0.5 eV/ A, however, in some cases such

good optimization is not necessary.

After the atomic positions are optimized one performs an exact total energy

minimization with respect to the spatial charge density. The k-point sampling in

the Brillouin zone and the energy cutoff should be optimized to obtain the best

computational speed with the desired accuracy. In the next step this spatial charge

density is used to calculate the band structure at selected points in the Brillouin

zone. For surface structures only the projection of the coordinates on the surface

plane matters. This calculation yields as many bands as the number of electrons in

the super-cell. The last step is to identify the bands that are localized in the surface

region. For that one has to analyze the charge densities for every electron and every

k-pointll. Such a calculated surface band structure is usually plotted together with

the projected bulk band structure which should be calculated in addition for the
bulk material.

llTypical super-cell for exact surface structure calculation may contain more than one hundred
electrons so it means that in case of 20 k points one has to inspect more than 2000 charge densities.



2.3 Photoemission theory

The theory of photoemission has always been a theory of angle-resolved photoemis-

sion since angular effects have to be calculated before integrating over the angles

to describe traditional angle-integrated data [90]. The first theoretical calculations

dedicated to the angular dependence of the photocurrent were performed within the

three-step-model formalism in 1970 by Mahan [91] and Schaich and Ashcroft [92].

They were motivated by the fact that the experimental developments had reached

the point where it was possible to measure the unscattered electrons from the solid

crystal and therefore direct mapping of the electronic bands with the k-resolution.

Later a lot of work was made to include quantum formalism (e.g. [93]) and to-

day's state-of-the-art methods calculate the photocurrent within a proper, quantum-

dynamical, one-step model [94].

The mean free path of the electrons inside the bulk material depends on the kinetic

energy of the electrons. In the frame of this work the electron energies up to Ekin

= 40 eV are of interest12 and the mean free path at such energies is typically of

the order of 10 A (equals 2-3 lattice constants of the typical semiconductor single

crystal sample). The schematic explanation of how the mean free path effects the

photo emission process is presented in Fig. 2.8. Vacuum-ultraviolet (VUV) photons

impinging on the surface may penetrate up to around 1000 A inside the bulk mate-
rial. However, only the electrons that interact with photons in the first few layers

under the surface can leave the sample without being scattered13. This is the reason

why photoemission is a highly surface sensitive technique. The goal of an angle-

resolved photoemission experiment is to reconstruct the initial momentum of the

electrons inside the crystal and scattered electrons are useless for this purpose. In

Fig 2.9 one can see a typical normal emission photoemission spectrum taken at Eph

= 25 eV which can be separated into three regions. The peak around electron energy

Ekin = 13.5 eV is related to the zinc 3d shallow-core levels14 and between 16.5 and

12This is related to the photon energies Eph = 10 - 40 eV used in the experiments presented
here.

13In this thesis will be considered neither two photon processes nor electrons scattered inside the
sample. Such processes are important at higher photon beam intensities than available here.

14Note that the Se core levels cannot be reached at this photon energy. Zn 3d states are shallow-
core levels very often called semicore levels since they lie within the valence band (see Fig. 2.3)



Figure 2.8: The picture shows the schematic view of the surface of a semicon-
ductor. The two cases of photoemission processes are shown: electron that
interacts with a photon can either be scattered before leaving the sample or it
can leave without scattering. Only unscattered electrons carry the information
about their initial state and are important for angle-resolved photoemission
measurements.

23 eV the valence band of interest appears. The part for the lowest electron kinetic

energy is a scattering tail (also called the secondary electron tail). This low-energy

electron background is produced mainly by electron-electron scattering inside the

sample as indicated in Fig. 2.815.

2.3.2 Phenomenological three-step and quantum-dynamical

one-step photo emission models

The detailed theoretical description of the photoemission process and experimental

examples are presented in numerous books and papers e.g. Cardona and Ley [96],
Hufner [97], Himpsel [90], Yu and Cardona [98]. Here only a brief outline of the

three-step- model and the scattering approach to photo emission will be given.

The three-step model is a phenomenological approach for the interpretation of

the photo emission process developed by Berglund and Spicer [99,100]. It breaks

the photoemission process into three steps: (1) photoexcitation ofthe photoelectron
inside the solid, (2) transport to the surface and (3) escape of the electron into

and are not as well localized as typical core levels. However, in this thesis the dispersion of Zn 3d
states is not investigated and their influence on the valence band is neglected.

15Electrons can interact either via pair creation or plasmon creation [95].
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Figure 2.9: The graph shows the typical EDC from ZnSe(OOl) surface. Incident
photon energy was ru.v = 25 eV.

vacuum. One should distinguish between the three wave-vectors that characterize
the electron 16:

• ki is the initial wave-vector of the electron before photoexcitation.

• kf is the final wave-vector of the electron inside the bulk after photoexcitation.

• K characterizes the momentum of the emitted photoelectron in vacuuml7.

While neglecting the photon momentum is permissible in the VUV range of photon

energies the main inaccuracy of step (1), and the whole model, is due to considering

bulk final state as a photoemission final state. In step (2) one calculates the fraction

of the electrons that reach the surface unscattered. Mean free path explained in

the previous subsection plays the dominant role here. Only electrons that reach the

surface with sufficient kinetic energy can overcome the potential barrier in step (3).

The step-like surface potential leaves kfll conserved (except for a surface reciprocal

lattice vector Gsurf) as is schematically shown in Fig. 2.10 and influences only the

kfl_ component of the electron momentum.

16We follow here the notation from [101] and [102].
17K = pin, where p is the momentum of the emitted electron in vacuum.
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Figure 2.10: The component of the wave vector parallel to the surface kfll = K11
is conserved upon transmission of the electron through the surface.

I(E, nw) oc L IMfil
2 <5(kf - ki - G) <5(Ef - nw - Ei)

f,i

x <5(KII - kfll - Gsurf) <5(Ekin - Ef)

where processes taking place in step (2) are neglected because they do not influence

the energies of the emitted electrons but only intensities. The factor

where A . p is the interaction Hamiltonian within the dipole approximation, rep-

resents the photoemission step (1), and the Kronecker <5function implies direct

transitions within the reduced Brillouin zone. The second <5function in (2.29) is the

energy conservation rule inside the crystal and last two are momentum and energy

conservation rules at the solid-vacuum interface.

The one-step model is a proper quantum dynamical approach to the photoemis-

sion process. The method of calculating the photo current was developed at Kiel

university in the group of Prof. W. Schattke [103,104]. The photo current may be

calculated via [94]

I oc L (if>~EED(Ef' kll)IAo . p!'lIi)
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Figure 2.11: Photo emission experiment in EDC mode as viewed in momentum
space.

where Gi,j is the half space Green function of the valence states in the LCAO basis

(i, j) and the dipole approximation is made for the Hamiltonian. The invers(' low-

energy electron diffraction (LEED) function <I>'iEED is chosen as a final stat('18.

Combining this approach with angle-resolved experiments allows a more realistic

interpretation of the bulk and surface electronic structure. One can extend this

model beyond the dipole approximation and include many-body effects. In this

work extensive use of the one-step results by Thomas Strasser for GaN [72] will be

made.

The goal is to identify the initial ki wave vector knowing the kinetic energy Ekin

and the angle iJ (with respect to the surface normal) of the photo-emitted electron.

If the final state inside the crystal (as shown e.g. in Fig. 2.11) is assumed to be a

free-electron parabola the situation can be simplified within the three-step model. It

is important to remember that the crystal can provide the reciprocal lattice vector



G allowing direct transitions in the reduced zone scheme
fj,2 fj,2

E(k) = -lkfl2 = -Iki + GI2

2m 2m

In the framework of three-step model the KI1 = kfll + Gsurf vector is conserved
(third Kronecker's 8 in Eq. (2.29)) and therefore it can be calculated as19

kill - kfll - GII = KII - Gsurf - GII

kill - J2: Ekin sin rJ - Gsurf - G11 (2.33)

The similar formula can also be written for k.l.., however, here the situation is bit

more complicated because the step potential at the surface must be included. This

results in refraction on the surface that is characterized by an inner potential Va,
such that Ekin = Ef - Va, which can be evaluated experimentally (see section 3.4).

In case of Gsurf = GII = 0 the formula has the form2o

ki.l.. = 2: (Ekin cos2 rJ + Va) + G.l...

For the electrons with the vacuum momentum perpendicular to the surface one can

use this formula [101]

ki.l..= 2: (Ekin + Va) + IGsurfl2 + G.l..'

In all typical cases the ensemble of GII is a subset of Gsurf and therefore in practice

GII is always included in Gsurf and that's why it doesn't appear in Eq. (2.35). This

allows to use G.l.. independently in this equation21.

The primary cone process takes place when GII = 0, Gsurf

typical application of the free-electron final state model.

19Note that Gsurf and G11 maybe different e.g. for a reconstructed surface.
20Note that G = G11 + G.1, where we don't write G.1 as a vector since it has a defined direction.

G11 is noted as a vector but restricted to a two-dimensional surface. One should also note that in
the case of G11 = a we have G = G.1'

21This fact can be misleading and therefore one should always remember that vectors G11 and
G.1 are not independent in the case of off-normal experiment. G11 can be considered as independent
when surface states or resonances are investigated since they have undefined G.1 but when bulk
bands are investigated one has to use G = G11 + G.1 to determine the position of the features
within the 3D Brillouin zone. This is the reason why the measurements at constant photon energy
do not in general allow to map the bulk band structure over the significant portion of the Brillouin
zone even in the frame of the simplest free-electron final state model, but are sufficient to map the
surface band structure.
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Figure 2.12: The final bands for the ZnSe(001) surface. Solid lines show the
band calculated with the fhi98md code. The band gap was corrected to its
experimental value of 2.82 eV. Thick dots show the primary cone parabola
and small dots show secondary cone parabolas for this final energy region.
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The secondary cone process takes place when the G11=I O. Typically secondary

cone processes have lower probabilities in comparison to the primary cone emissions.

An analysis of the photoemission spectra with the use of secondary cone emissions

can be found in many published papers e.g. [105,106]. Secondary cone emissions

can often lead to the misinterpretation of the spectra since they could create fiat

bands similar to surface states or resonances [107].

The primary and secondary cone final state parabolas can be easily visualized as

shown in Fig. 2.12. Here the empirical parameter Va = 11.2 eV (that was the best

fit between the experiment and the primary cone model - see Sec. 3.4) was used to

shift the energies of the free-electron bands and one can see how it corresponds to

the calculated final states.

Surface umklapp process takes place when Gsurf =I o. Surface umklapp scattering

is therefore similar to the secondary cone process, but here not the bulk crystal

but a surface provides the reciprocal lattice vector. Since the surface reconstruction

can have a different periodicity to the bulk material it can lead to different effects

than secondary cone process. One has to also point out that even on an unrecon-

structed surface the result of umklapp scattering can be different to secondary cone
process22. There is a wide literature on the observation of surface umklapp scat-

tering in angle-resolved photoemission [106,108-111]. A typical effect is that short

reciprocal vectors of the reconstructed surface lead to less directional character of

the emitted primary-cone electrons [112].

The free-electron final state model is frequently used to evaluate initial k vec-

tors from angle-resolved photoemission data. The results on simple metals (e.g.

eu [97, 113]) and some semiconductors (e.g. GaAs [114]) are in very good agree-

ment with the theory. There are experimental methods to determine the photoe-

mission final states (Inverse Photoelectron Spectroscopy, Very Low Energy Electron

Diffraction [115-117]), however, typically they provide rather small corrections to

the band dispersions. Also theoretically calculated photo emission curves [72,118]

22E.g. on zinc-blende (001) surface neither G = (2,2,0) nor G = (1,1,1) is not equal in length
to the GSUT! = (1,1) and (1,1,0) is not a reciprocal lattice vector.



are not always able to reproduce the experimental results exactly. I think there

are some simple physical reasons for this situation. In the most simplified view one

should note that a free-electron is the real final state of the photoemission exper-

iment because the electrons photoemitted from the sample (and later collected in

the channeltron) are free electrons. In this context we have the example of a mixed

model: the real final state of the electrons is employed as the final state (inside the
periodic crystal) in the three-step model.

Referring to Fig. 2.12 it is necessary to mention that not all of the final states

can take part in the photo emission process in photoemission step (1). There are

symmetry selection rules that determine which final band contributes significantly

to the photo emission signal. A detailed description of selection rules is given e.g.

by Hiifner [97] but from simplified point of view one can say that the calculated

bands that are closer to the free-electron ones will take part in the photoemission

process. Himpsel [119] pointed out using the example of Si published in [120]23

that it is surprising to see that a complex array of calculated upper bands behaves

effectively like a parabolic band for generating the photo emission spectra. In yet

another sentence he writes that the physics behind such a simplified situation is

that the electron in the upper band has a high enough kinetic energy to feel only

a weak, average influence of the crystal potential. This leads to a slightly different

interpretation of the free-electron model; it works best when the crystal potential

is weak such that the bulk band structure can be described by nearly free-electron

approach. In this interpretation the transition to the free-electron band occurs

inside the crystal. After excitation the electron is transported to the surface and

the surface barrier is simply represented by a constant Va. It is clear that for high

kinetic energy of electrons the model works better because then the crystal potential

plays a less significant role.

Typically for photon energies below 20 eV there are some intense features that

cannot be explained within the free-electron model. In the case of semiconductors

the significant band bending (and therefore departure from the free-electron shape)

in the region of the fundamental gap may be responsible for that. Sometimes (also

in this work) the use of the calculated final states or photoemission spectra can be

very helpful to interpret such features.

23Those experiments were carried out at the same experimental synchrotron radiation beamline
as the present work.



Chapter 3

Experimental techniques and

apparatus

In this thesis new experimental results on the occupied electronic structure of wide

band-gap semiconductors are presented. In this chapter the various experimental

techniques used to characterize the samples are introduced.

3.1 Sample preparation

To perform a successful photoemission experiment in the VUV photon energy range

it is necessary to prepare a sample with an atomically clean surface. Only electrons

which leave the solid without any scattering events carry direct information about

the electronic structure. The electron mean free path is in order of a few atomic lay-

ers for the case of the kinetic energies that are considered in this thesis as explained

in subsection 2.3.1. If any contamination is present on the surface it will automati-

cally reduce the number of electrons that carry the information about the electronic

structure of the sample. To avoid surface contamination all the measurement must

be performed under ultra-high vacuum (URV) conditionsl.

There are several sample preparation techniques. In the case of semiconductors

all the preparation must be carried out under URV.

l'Ultra-high vacuum' refers to total pressures below about 5 . 10-9 mbar and the residual
atmosphere should be free of reactive gases. The typical operational pressures in this work were
below 5· 10-10 mbar. For a prolonged measurements (e.g. more than 24h without cleaning) it
is preferred to maintain the base pressure in the 1O-11 mbar range, however, it depends on the
reactivity of the measured surface.



Figure 3.1: Schematic view of the cleaving tool that is used at
Winkelemi experimental station at HASYLAB. A single crystal (in
this case zinc-blende structure) should be prepared in appropriate
way. Special notches made in the sample could help performing a
successful cleave.

Cleaving in UHV is one of the best sample preparation techniques for photoemis-

sion. It is based on the fact that a single crystal material can be easily cleaved along

selected crystallographic directions. A successful cleave produces a macroscopically

flat surface that is atomically clean and immediately ready for performing measure-

ments.

Cleaving can be realized in several ways. A wedge or knife-edge mechanism can

be used to produce a crack along the desired orientation. Alternatively the tape or a

metal post can be glued on the top of the sample and by knocking it off the sample

is cleaved. This method works well for layered crystals.

Cleaving does not work with polycrystals and it usually produces unsatisfactory

results when used on low quality crystals. Typically for a given material only one

of the high symmetry crystallographic planes can be obtained by cleaving. In the

case of the zinc-blende II-VI semiconductors only (110) direction can be prepared
by cleaving.



3.1 Sample preparation

High temperature treatment is frequently needed in surface science experiments.

Temperatures up to 500 - 600°C are usually sufficient when heating compound

semiconductors.

The most common heaters are tantalum or tungsten wire filaments. Such fil-

ament is usually placed under the sample to avoid contamination from the wire.

One could improve this method and make it more local by applying additional high

voltage between the bottom of the sample and the filament. Such a method is called

e-beam heating because heat is produced mainly by the incident electron beam pr~

duced from the filament. Locally temperatures over 1000°C can be easily achieved.

Also resistive heaters clamped to the bottom of the sample are very often used.

Temperature measurements can be carried out using a thermocouple located

close to the sample or with a pyrometer from the outside of the vacuum chamber

through a suitable viewport.

By applying annealing only it is usually not possible to obtain surfaces of suffi-

cient cleanness for photoemission experiments. However, in special cases it may be

adequate. For example the samples grown by molecular beam epitaxy (MBE) can

be capped under UHV after the growth process is finished. The cap should be a

thick layer of an element which is easy to remove by heating. Ideally the cap should

be one of the elements of the sample itself.

Usually even annealing to a very high temperature does not remove all the contami-

nation from the surface. This is mainly because some of the contaminants can create

very strong bonds to the surface atoms or diffuse a few layers into the sample. To

remove such atoms one usually combines noble gas ion sputtering with annealing.

Ion gas bombardment is realized with a special ion gun. The question of what ion

bombardment really does to the surface is a complex topic; however, the simple

interpretation is that due to momentum transfer it causes successive removal of sur-
face layers. After sputtering the surface may become disordered and some hours of
annealing is necessary for recrystallization.
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Figure 3.2: Scheme of the sputter gun used at the Winkelemi experimental
station at HASYLAB (PHI model 04-161). Electrons that flow from the fila-
ment to the anode ionize the noble gas (usually Ar). The ions are accelerated
towards the sample and a system of lenses is used for better focusing.

It should be noted that the effort required to prepare a clean surface adequate for

a photo emission study2 in the VUV region depends very much on the material to

be studied. There is a huge number of factors that determines why sometimes the

preparation process may be rather fast for some materials and sometimes it may

require a very time-consuming process of trying different recipes to develop the

best preparation procedure that can take several weeks. Very often the readers of

publications in the experimental surface science are not aware of the efforts put into

the preparation of the surface. I would like to shortly compile my experience about

the materials I prepared on the course of this thesis starting with the easiest one and

provide some practical details that are typically not mentioned in papers published

in international journals:

• GaSe: This is the easiest surface for preparation. The crystals are elastic
platelets of about 1xl cm2 and few millimeters thick. The biggest problem is to

stick them to the sample holder. We used a special low-vapor pressure silver epoxy

to ensure electrical contact between the sample and sample holder. After gluing the

ordinary commercial "Scotch" tape is pressed on the face of the sample. The sample

is placed in the load-lock of the vacuum system and pumped until the pressure is
in the 10-9 mbar range (it takes typically several hours). After that the sample
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is transferred to the preparation chambers where it is cleaved - the Scotch tape

is stripped off under DRV. Some of the layers stick to the tape and the rest of

the sample has a clean surface. Since the surface of GaSe is practically passive,

the DRV requirements are not very strict and the pressures of 1 . 10-9 mbar allow

measurements for a few days. Layered compounds are therefore predestinated for

the research under DHV and very detailed and sophisticated measurements can be

performed e.g. as described in the doctoral thesis of Kai RoBnagel [102].

• InAs, ZnSe, ZnTe (110)-face: These surfaces on materials with zinc-blende
crystal structure are prepared by mechanical cleaving as shown in Fig. 3.1. Here

very often the resulting surface is not perfect, but has steps and roughness. In such

a situation the cleave must be repeated. The sample must be specially prepared

(cut along the proper crystallographic direction) to allow a successful cleave. (110)

surfaces of zinc-blende crystals are not as passive as these of layered crystals and

therefore one should maintain the pressures below 5 . 10-10 mbar on the course of

measurements. Most of the (110) surfaces of the important semiconductors were

measured in great details about 10 - 20 years ago and nowadays they serve as

well-defined substrates for the more sophisticated studies on adsorbates [121] and

interfaces.

• ZnSe (OOl)-face: Rere a special care must be taken before the actual prepara-

tion in the experimental chambers. The (001) face is highly reactive and therefore

the sample should never leave DHV conditions. Typically samples are grown in spe-

cialized systems at different location than they are measured and therefore a special

DHV transfer system should be developed. Well-defined surfaces are prepared by

annealing at the appropriate temperature to produce the desired reconstruction3.

Sometimes it is additionally necessary to slightly sputter the sample especially if the

vacuum conditions during the transfers were not adequate. In the best case after
all the efforts with DRV transfer a sample can be ready for measurements 24 hours

after loading to the experimental chambers.

• GaN (OOOl)-faces:These are the most difficult surfaces to prepare. Often the

same preparation procedure leads to a surface that gives slightly different results in

photoemission. Subsequent cycles of sputtering and annealing wear-out the sample

with the danger of destroying thin-film samples. The main reason for these problems
is that the samples are typically grown under high pressures and then exposed to

3The details about the preparation of the ZnSe(OOl) surface are given in the experimental part
of this thesis.
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Figure 3.3: Ewald construction for the case of elastic electron scattering at
a 2D surface. The surface reciprocal lattice points are plotted along kx. A
reflection is observed when the Laue condition (3.2) is fulfilled.

3.2 Low energy electron diffraction

Low energy electron diffraction (LEED) is the most popular technique for evaluating
the cleanness and crystallographic quality of freshly prepared surfaces.

It is intuitive to treat LEED as scattering. The diffraction pattern on a fluorescent

screen is created by elastically backscattered electrons. The general Laue condition
for elastic scattering tells us that the difference K between wave vectors of the
incoming and scattered waves k and k'

is a vector of the reciprocal lattice. For the case of surface scattering with the

additional assumption that only the topmost layer takes part in scattering the par-

allel component of the scattering vector is equal to the 2D surface reciprocal lattice

4This is true for the samples measured in this thesis. However, GaN can be grown also by MBE
and in this case the DHV conditions could be maintained at all stages.
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Figure 3.4: Scheme of the four-grid LEED system used at the Winkelemi
experimental station at HASYLAB.

Angle values for which the Bragg spots appear can be found from the Ewald sphere

construction shown in Fig. 3.3.

LEED experimental setup is presented in Fig. 3.4. It consists of an electron gun with

focusing lenses and display-type hemispherical electron detector with 4 grids. Elec-

trons are emitted from a filament cathode and are accelerated towards the sample

through the focusing lenses and a grounded drift tube. The energy of the incident

electrons is usually varied between 30 and 200 eV. Electrons in this energy range

have a very short mean free path inside the crystal which makes the experiment very

surface sensitive. Grid Gland sample are grounded to establish a field-free space
between the sample and display system [84]. The backscattered electrons contain

inelastic and elastic parts. The inelastic electrons have lower energy and can be
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Figure 3.5: The angle-integrated spectra of from ZnSe(OOl) surface taken at
Eph = 100 eV. The ordinate values are in arbitrary units. No background is
subtracted.

suppressed by the G2 and G3 voltage5. The elastic part passes all 4 grids and is

accelerated towards the screen. The fluorescent screen is at a high potential of 5

kV with respect to the grounded G4 because only high energy electrons can create

visible spots on the fluorescent screen.

3.3 Core-level photo emission

As already mentioned in section 2.3 the photoemission spectrum contains infor-

mation about the valence band, core levels and a scattered electron tail. In the

investigation of molecules and solids one is usually interested in the change in bind-

ing energy between two different chemical forms of the same atom. This energy

difference is called the chemical shift6. Measurements of chemical shifts can provide

the information about the reconstruction or impurities on the surface since VUV

photoemission is a surface sensitive technique.

In Fig. 2.9 one can see a sharp peak related to the emission from the Zn 3d

5In general only 3 grids are necessary for a LEED experiment. However, 4 grid system allow to
use such LEED apparatus as a retarding grid analyzer for example for Auger electron spectroscopy.

6Note that the shift may be due to the different chemical bonding of the bulk surface atoms.



Figure 3.6: Geometry of the typical angle-resolved experiment and with the
various relevant angles indicated.

semicore states. The binding energies of Se 3d3/2 and 3d5/2 core levels are 55.5
and 54.6 eV respectively (the splitting is due to spin-orbit coupling). To reach

those levels in photoemission one has to use photon energies higher than 60 - 70

eV. In Fig. 3.5 an angle-integrated photoemission measurements of both Zn and Se

3d levels at Eph = 100 eV are presented. The spectra were collected at beamline

E1 at HASYLAB equipped with the Flipper monochromator and cylindrical-mirror

angle-integrating electron energy analyser [122].

3.4 Angle-resolved photoemission

Angle-resolved photoemission (ARPES) is the most powerful technique for mapping

the dispersion of the occupied electronic states of semiconductors. To obtain k-

resolution in reciprocal space one has to perform photo emission measurements with
angular resolution. In the ideal case a spectrometer with good angular resolution is
combined with a tunable light source that enables mapping the band structure in

the whole Brillouin zone.
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grating material nw covered leV]

600 lines/mm Aluminium 5 - 25

1200 lines/mm Osmium 10 - 40

The geometry of the ARPES experiment is shown in Fig. 3.6. The photon impinges

on the surface with the incidence angle 'l3i and the electron is emitted at the polar

angle 'l3e and azimuthal angle cpo In a typical experiment 'l3i = 450 and cp = 900 are

kept constant. For subsequent measurements one changes the photon energy (when

using tunable light source) and polar angle 'l3e. Typically normal emission ('l3c = 00
)

spectra are measured first for all accessible photon energies. These measurements

can usually give a reference of how to proceed with the subsequent angle resolved

scans. Azimuthal angle cp is changed when one is interested in polarization effects.

Changing the photon incident angle 'l3i may result in increased/decreased surface

sensitivity.

The main experimental results discussed in this thesis were measured at the F.2.2

beamline at RASYLAB. This beamline is equipped with a 1m SEYA-NA!\IIOKA

monochromator covering the photon energy range 4 - 40 eV with two gratings [123,

124]. The monochromator is a modified URV version of the Minuteman model

310 SN. The dispersion plane of the instrument is turned 900 with respect to the

standard orientation in order to enhance the linear polarization of the beam and to
match the source (4 x 1.6 mm2) to the entrance slit (16 x 0.1 mm2). The instrument

mechanically covers wavelength range from central image (zero order) to 6000 A
with a 600 lines/mm grating installed. A grating exchange mechanism that allows
gratings to be changed under URV gives the possibility to extend the photon energy

range of the instrument by using gratings with different blaze angles and coatings

(see Table 3.1).

The slit widths of the entrance and exit slit are continuously adjustable from
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device application

Analyzer chamber

main angle-resolved electron-energy spec-
trometer

inspection of the surface quality, sample ori-
entiation

Preparation chamber

MBE cell evaporation of adsorbates on the surface

Quartz balance thickness monitor

Cleaving tool preparation of the clean surfaces

Ar-ion gun surface preparation/cleaning

CMA spectrometer with in- Auger electron spectroscopy
tegrated electron-gun

Magazine

Baby-chamber

Load-lock system

storage of up to 4 samples under DHV

transfer of the samples under DHV from
Wiirzburg to Hamburg

10 j.lm to 1 mm. A stepping motor is connected to the sine drive of the gratings

by a threaded rod that moves a precision ball screw at the end of the feedthrough

arm of the grating holder. The linear displacement of the sine drive which is pro-

portional to the wavelength is measured using an optical encoder. Surface contami-

nation of the mirrors and gratings can be avoided by maintaining DHV conditions,

free of hydrocarbons, in the main beam pipe system, the mirror chambers and the

monochromator. Pressures below 1. 10-9 mbar are kept in the monochromator and

the beampipe and down to 3· 1O-11 mbar in the spectrometer chamber.

The photoelectron spectrometer is a Vacuum Generators ADES 400 model in

which the energy analyzer can be rotated independently in both angles around
the specimen. The electron analyzer is a 1500 spherical sector analyzer with a

50 mm mean radius. The distance to the sample is 23 mm, a typical angular



resolution is below 2°. Depending on the pass energy which can be selected between

2 and 200 eV the resolution varies between .6.E = 0.04 eV and 4.0 eV. Analyzer

chamber is additionaly equipped with a LEED system allowing determination of the

crystallographic directions of the sample. It is also possible to use a He-resonance

lamp, however, it is not installed at present.

There is a separate preparation chamber at the beamline and a special UHV

transfer system between the chambers. The preparation chamber is equipped with

a MBE cell for thin films evaporation, quartz oscillator for the thickness monitoring,

Ar-ion gun and cylindrical mirror (double-pass) electron energy analyzer with an

integrated electron gun for an Auger-electron measurements. Manipulators of both

chambers allow to anneal the samples up to temperatures of 5000e by passing current

through the heating wire close to the sample. Higher temperatures can be available

in special cases, e.g. by passing current through the sample or bye-beam heating.

Recently we have developed a special transfer system allowing for the transport of

samples from Wiirzburg to Hamburg under UHV conditions. Our standard sample

holder was adapted to the inlay used at the MBE system at Wiirzburg and a special

baby chamber equipped with the ion pump that can be powered using a battery was
built.



Chapter 4

Electronic structure of GaN(OOOI)

and (0001) surfaces

Gallium nitride has aroused considerable interest over the past decade due to the

progress in crystal growth which opened up the possibility for its use in optoelec-

tronic applications. The goal was to fabricate high performance blue laser diodes.

There were enormous efforts put to characterize its physical properties aiming in

designing the blue laser diodes for massive industrial production. The physical

properties and mechanical strength of GaN make it more attractive than other wide

band-gap semiconductors since it prevents the damage of the light emitting device

allowing longer life-times. However, the surface and interface structure of the GaN

is still not understood in details.

Two different forms of GaN samples with the wurtzite crystal structure are

available: single crystals grown under high pressure and thin films grown using

either metal-organic chemical-vapour deposition (MOCVD), metal-organic vapor-

phase epitaxy (MOVPE) or molecular beam epitaxy (MBE) techniques.

The band structures of GaN calculated using different methods are presented in

Figs. 2.4 and 4.1(a). The schematic view of wurtzite crystal lattice and correspond-

ing Brillouin zone are presented in Figs. 4.1(b) and 4.2. The DFT-GGA calculation

presented in Fig. 4.1 reproduces the results published by Vogel et at. [76]with high

accuracy. At the r point for the band [] Vogel et at. reports -7.1 eV whereas our

result is -6.9 eV so the difference is 0.2 eV. The calculations from [72]presented in

Fig. 2.4 are based on external parameter sets. The parameter set used was adjusted
to the ab initio calculations of Vogel et al. [76].

The large ionicity of GaN results in the antisymmetric gap of more than 5 eV.
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Electronic structure of GaN(OOOl) and (0001) surfaces

Figure 4.1: (a) Band structure for bulk GaN calculated with the fhi98md
code. No 3d electrons were included in the Ga pseudopotential but the Becke-
Perdew [43,49] exchange-correlation functional was used. The k-resolved
charge densities of the bands labeled IT] , ~ , Wand [!] are shown in Fig. 4.3
(b) wurtzite crystal lattice with the plane indicated that was used to create
charge densities shown in Fig. 4.3.



(d) r band [iJ

(b) r band []

(e) A band [I]

(c) r band [I]

(f) M band [iJ

Figure 4.3: Contour plots for bulk wurtzite GaN. Partial densities at different
BZ critical points for different valence bands are presented. The plane used
and the nomenclature of the bands is shown in Fig. 4.1. The darker shade
of gray corresponds to higher intensity, each subfigure has been normalized
separately.

Charge densities calculated using fhi98md code presented in Fig 4.3 indicate charge

transfer to the nitrogen atoms.

The surfaces perpendicular to the c-axis of the hexagonal lattice of the wurtzite

crystals are polar. For GaN the notation is (0001) for Ga-side and (0001) for N-side.
Schematic views of the two surfaces are presented in Fig. 4.4 (a) and (b). After first

STM experiments performed on GaN (0001) surfaces Smith et al. [125] proposed

the Ga-adlayer model for this N-polar surface. The schematics of this model is

presented in Fig. 4.4(c). STM revealed a variety of different reconstructions on

(0001) and (0001) surfaces. Here the comparative results on single crystal samples

and thin films grown by MOVPE are presented [126]. The goal of this work was
to analyze the surface electronic structure of the two polar surfaces and verify the
theoretical models proposed by Smith et al. [125,127].
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Figure 4.4: Schematic views of the GaN surfaces: (a) Ga-side (0001) surface, (b) N-side
(0001) surface and (c) N-side (0001) surface with Ga-adlayer.

4.1 Experimental

The single crystal GaN samples were made at the High Pressure Research Center

UNIPRESS in Warsaw, Poland [2]. They are very thin platelets (around 0.2 mm

thick, 4 x 4 mm2 area) and the pre-prepared surface (electrochemically polished)

normal to the large face is along the [0001]crystallographic direction. Single crystal

GaN samples made under high pressure from pure gallium solution are highly con-

ducting with electron concentrations of 3 - 6 X 1019 cm-3 and mobilities of 30 - 90

cm2/Vs [128].

The thin film sample was 2 11m GaN layer grown on a (OOO1)-orientedsap-

phire substrate using an atmospheric pressure MOVPE growth process at Bremen

University, Germany [129]. It was nominally undoped but had n-type carrier con-

centrations of 2 x 1017 cm-3 and a mobility of 200 cm2/Vs at room temperature.

The surface normal was along [0001]direction. The most likely defects in this sam-

ple were threading dislocations due to the difference between lattice constants of

sapphire and GaN.

Exactly the same cleaning procedure was used for both types of samples: pro-

longed outgassing at 450 - 500°C, then Ar+ ion sputtering at 0.5 kV, 25 mA for 30

min followed by annealing. This procedure applied to the single crystal samples has

been shown [128] to produce a clean but Ga-rich (0001) surface. Fig. 4.5 shows the
Ga 3d level and valence band at different stages of surface preparation. The contri-

bution to the Ga 3d from metallic Ga slowly diminishes with prolonged annealing,
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Figure 4.5: The angle-integrated photo emission spectra from a Gal\' singk
crystal (0001) surface. The relative intensities in the Ga 3d level reveal chemi-
cal shifts due to oxygen, pure Ga and GaN (figure courtesy of B.J. Kowalski).

however, it is still present even after 29 hours of annealingl.

After the cleaning procedure LEED revealed a 1x 1 pattern with extremely sharp

reflections. No surface reconstruction and no charging effects were apparent despite
the fact that the samples were nominally undoped. The excellent LEED patterns

proved that the crystallinity of the samples was very good and that they were

adequate for band structure measurements. All measurements were carried out in
room temperature.

1Note that even after very long annealing the fresh Ga-rich surface may be easily recovered
with the help of sputtering.
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In the past it has been usual to assume free-electron final states when analyzing

angle-resolved photo emission data [114] and it is still widely used in determining

Brillouin zone k vectors for GaN [130-132]. It is frequently stated that this is jus-

tifiable for higher photon energies (i.e. greater than 25 eV) [114,131,133]. Peak

positions are assigned visually, by analyzing the second derivative of the photoemis-

sion spectrum or by non-linear least square curve fitting. Although this procedure

is very successful for simple metals (see references in [114]) it very often leads to

significant errors in determining k-vectors in the electronic band structure of binary

semiconductors [94]. Recently it was proposed that the best way to analyze photoe-

mission spectra is by comparison with theoretical spectra obtained within one-step

photo emission model [72,94,134] or DFT approximation [118].

The usual procedure for band mapping is to measure normal emission energy

distribution curves over the full range of accessible photon energies. From these

data the shoulder associated with emission from the r point can be located. For

subsequent measurements the emission angle and photon energy are then varied so

as to map the desired high symmetry line in the BZ. The correct sample orientation
is determined from the LEED pattern.

Figure 4.6 shows a series of normal emission EDCs for single crystal and thin film

samples recorded for photon energies 13 - 25 eV. Each curve was fitted with a set of

Gaussians. Solid lines indicate the positions of the peaks which match the theoretical

band structure calculation, however, there are more features in the spectra in certain

regions. Transitions to different final states make the fitting procedure uncertain so

we did not consider such features when constructing the band structure. For photon

energies below 17 eV Ga MVV Auger transitions are visible. We found the k.l.. values

corresponding to the identified features with the help of the calculated final bands

shown in Fig. 4.7. Only two final bands were used: a and c. In Fig. 4.8 circles

indicate transition to the a final band and + symbols to the c final band. Squares
and x symbols denote different non-dispersing features.

We located the r point for the valence band maximum at 16 eV photon energy.

This fits very well with the theoretical calculation, however, we find that the width
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Figure 4.6: Representative sets of normal emission EDCs for single crystal and
thin film GaN. Binding energies are refered to the VBM.
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Figure 4.8: Band structure of GaN in the f-A direction. Solid lines show the
calculated band structure from [72].

of the valence band is around 0.5 eV narrower than calculated by Strasser et al. [72].

Both samples show the same bulk features and the energy differences are less than

0.5 eV. The clear shoulder at the top of the valence band for h.w = 15 - 17 eV

provides a reference point and for convenience we denote this energy as the VBM

and reference the energy scale to this point. The more usual procedure would be

to extrapolate the leading edge of the spectra, however, in the presence of surface

states within the fundamental gap this method is unreliable.

We find one surface state in the band gap for the single crystal and two for the

thin film sample. The features indicated with squares in Fig. 4.8 are the same for
both samples and are located approximately 0.5 eV above the VBM. The feature
indicated by x is observed only in thin films and is located approximately 1.5 eV

above the top of the valence band2. For a single crystal sample we have also identified

a non-dispersive feature at approximately -7.5 eV energy. This feature was observed

by Dhesi et. at. [130]at -8 eV binding energy where it was interpreted as a probable
indirect transition from the bottom of the valence band (density-of-states effect),

2 k vectors for the squares and x symbols arise from excitation to the a final state - it should
be noted that kJ. is undefined for a surface state; points above VBM in Fig. 4.8 for the thin film
sample were found using a Gaussian fit - they are marked by vertical lines in Fig. 4.6 for clarity
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Figure 4.9: (a) Comparison of normal emission spectra for 29 eV photon energy
for single crystal and thin film samples. (b) Magnified region showing the
double peak surface structure above the VBM for thin film sample at selected
photon energies.

however, our explanation for this feature is emission from Ga 48 surface state [72].

For our data this cannot be a transition from the bottom of the valence band because

the valence band is too narrow.

In Fig. 4.9(a) normal emission spectra for both samples for the higher photon

energy of 29 eV are presented. It is immediately apparent that both spectra have

similar bulk features but there are significant differences in the surface features.

As in the 13 - 25 eV photon energy range we find that for the MOVPE sample

the surface feature at the bottom of the valence band is missing. Since for the
(0001) surface this peak arises from Ga 4s orbitals from the first atomic layer [72]

it confirms the Ga-adlayer model for the single crystal sample. However, further

off-normal emission results presented in the Subsection 4.2.2 do not fully agree with

the Ga-adlayer model.

The MOVPE thin film sample has a much higher photo current above the top of

the valence band. A magnified view of these regions for selected photon energies is

presented in Fig. 4.9(b). The lack of the surface state at the valence band bottom

and the two surface peaks above the VBM indicate that the MOVPE sample has
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a different, as yet undetermined Ga-termination3. The termination may be simi-

lar to the discommensuration-fiuid phase proposed in Refs. [127,135] for the room

temperature Ga-rich GaN (0001) surface.

In Fig. 4.10 off-normal emission data for thin film sample is presented. A significant

photo current over the VBM for all angles suggest a metallic nature of this surface.

This is similar to the angle-resolved photoemission results of Maruyama et al. [136]4

on similar surface but with higher photon energies. The result presented here partly

agree with the latest theoretical results from Prof. Pollman's group [69,137] since

they predict similar width of the surface band within the fundamental gap for the

Ga-adlayer (0001) surface. However, they predict only one surface band in the gap

and from our measurements we can see two or more bands there. It should be

noted that the calculations presented in reference [69] consider only one Ga-adlayer

on (0001) surface whereas Northrup et ai. [135] predicted a more complex bilayer

termination based on STM results.

In Fig. 4.11 a series of off-normal EDCs along the r-M direction from the GaN

single crystal sample is presented. The band structure presented in Fig. 4.12 was

created using free-electron parabola final states with an inner potential Vo = 10 eV

in agreement with the work of Dhesi et al. [130]. The experimental points indicating

bulk states are also plotted in Fig. 4.13 to show their location in the bulk Brillouin

zone5. Most of the points are located very close to the high symmetry r-M line

because the emission angles and photon energies were carefully selected. However,

for some points a deviation as large as 0.1 A -1 in kl- is found.

Two surface states have been found in the r-M data for the single crystal sample

and are indicated in Fig. 4.12 by crossed squares and circles. The theoretical band
structure by Strasser et al. [72]for the Ga-rich surface presented in Fig. 2.6 does not

reproduce any of the experimental surface bands. The uppermost band fits very well

to the calculation of Wang et al. [69], but for the clean relaxed (0001) surface (not

Ga-rich). The feature at around -7.5 eV energy cannot be seen in Refs. [69,72,137]

3Note that the paper of Strasser et al. [72] gives no information about the (0001) surface.
4Maruyama et al. [136] did not discuss this feature in detail, however, it is apparent on the

published experimental spectra.
5The free-electron final state scheme allows to locate every feature from the given EDC within

the three dimensional Brilloin zone. However, in real-world final state is not always close to the
free-electron and in general such assignment may not be possible.
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Figure 4.10: Off normal emission data for MOVPE sample along r-M direction
in Brillouin zone.
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Figure 4.12: The band structure built from the set of EDCs presented in Fig.
4.11. Solid lines show the calculated band structure from [72].

near the M point. We suppose it may be a final state effect from the bottom of

the valence band. This indicates that the atomic structure of the (0001) surface

is still not well understood. There is paper by Kowalski et ai. [138] which shows
that the surface state at VBM from Fig. 4.12 disappears after in-situ deposition

of the Ga on the surface prepared by sputtering and annealing. It is possible that

the reason for these difficulties is that the surface of GaN contains domains with
different terminations [139]. The STM images presented in Ref. [125] support this

point of view.

The two different polar surfaces of GaN were investigated using angle-resolved pho-

toemission with synchrotron radiation and new surface features were found. The

results confirm the opinion that the surface of the GaN is currently not yet un-
derstood in detail. There is no clear correspondence between the calculated and
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Figure 4.13: The position of points from Fig. 4.12 in the bulk Brillouin zone.
The corresponding symbols are used to indicate the respective bands.

measured surface band structures. Since the bulk structure is reproduced reason-

ably well, it is obvious that the surfaces investigated so far are far from the ideal.

In the case of the single crystal sample this comes from the surface roughness. The

surfaces are prepared by mechanical-chemical polishing, however, the imperfections

are also a big problem for homoepitaxy6. The high level of dislocations in GaN

samples may also contributed. As pointed out by Dhesi et al. [130], if the defects

associated with the dislocation centers were recombination centers it is very unlikely

that GaN-based devices would function. Since they do, it implies that such centers

are passive. The additional random scattering at the surface is probably the reason

why the bulk features appear rather broad in the spectra.

The interesting double surface feature observed above the VBM for the thin

film sample would probably be very difficult to reproduce theoretically. Since

such a structure was also observed in [136] it looks as if the surface on Ga-polar

(0001) face is metallic with very likely a double- or triple-layer termination in a

discommensuration-fiuid phase that would be difficult to simulate using e.g. DFT

methods. However, one should probably start with some simpler model to determine

origin of these peaks.

60n the website http://www.consult.topgan.fr.pl/pr..index.htm one can find more details on
this subject.

http://www.consult.topgan.fr.pl/pr..index.htm


Chapter 5

Electronic and geometrical

properties of ZnSe(OOI)

This chapter is dedicated to bulk ZnSe and the ZnSe(OOI) surface. Extensive theo-

retical ab initio studies of the geometry and the electronic structure are presented

and verified by photoemission measurements. In the first section the sample prepa-

ration techniques are presented and the necessity of transferring of the samples

under URV directly from the growth chamber is stressed. The following two sec-

tions are dedicated to the bulk and c(2x2) reconstructed surface respectively. The

limitations of the free-electron final state model in case of ZnSe(OOI) are described
in the section concerning the bulk. The electronic bands are also analyzed in detail

with the help of ab initio calculations. In the surface section calculations on the

surface electronic structure of ZnSe(001)-c(2x2) are presented and verified by the

angle-resolved photoemission measurements.

5.1 Sample preparation

The ZnSe(OOl) thin film samples were grown on GaAs substrates using MBE at

Wurzburg University. There is a complex system of MBE chambers at the Institut

fur Experimentalphysik in Wurzburg where II-IV materials of the highest quality

can be grown.

We measured several thin film samples with thicknesses of 50 - 100 nm. All

samples were pseudomorphically strained with respect to the GaAs lattice constant

since the critical thickness for this system is around 150 nm [140]. A lattice constant
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Figure 5.1: Left: the BZ for the fcc lattice and the surface BZ for the c(2x2)
reconstruction on the (001) surface. The high symmetry directions are indi-
cated and the nomenclature of the c(2x2) surface BZ high symmetry points is
such that J and j' use 1x 1 surface BZ nomenclature and JC(2X2) uses c(2 x 2)
surface BZ nomenclature. Right: zinc-blende crystal lattice; the shaded plane
shown is used to create a charge densities in Fig. 5.3.
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mismatch of 0.27% between GaAs and ZnSe should have little effect on the shape
of the band structure and unrelaxed samples have the advantage that the number

of dislocations is reduced.

Freshly prepared samples with and without Se passivation were transferred under

ultra-high vacuum conditions directly from the MBE machine in Wiirzburg to the

photoemission beamline in Hamburg. The pressure was below 5 . 10-9 mbar at all

times to avoid the possibility of surface contamination.
From our experience the direct UHV transfer of the samples plays a decisive

role for successful photoemission experiments. After exposure to air even samples

capped with a thick Se layer never yield a pristine reconstructed surface even after

annealing for a long time or after sputtering and annealing.

The reconstruction of the ZnSe(OOl) surface depends on the annealing tempera-

ture. Chen et al. [141] showed that annealing at 300 - 400°C leads to Se-(2x1) and

at 400 - 530°C to Zn-c(2x2) reconstructed surface. Below 300°C they observed a

1x 1 LEED pattern. They also showed that the amount of selenium in the surface

region decreases with the annealing temperature. This is intuitively consistent with

the fact that at the same temperature Se has much higher vapor pressure than Zn.

By using Se-capped samples Se-rich surfaces with a 1x 1 LEED pattern were

prepared by decapping for several hours in 100°C. ZnSe(001)-c(2x2) surfacesl were

prepared by subsequently heating of the same sample to 450°C.

The selenium cap does not change the properties of c(2x2) reconstructed (001)

surfaces. All the UHV-transferred samples after annealing to 450°C showed a sharp

c(2x2) LEED pattern and the photoemission spectra from different samples are

nearly identical. Also the work function was the same for all of the c(2x2) samples2.

1For intermediate annealing temperatures of 300 - 400°C we also always observed 2xl LEED
patterns, however, their qualities were much worse than 1x 1 or c(2 x 2) in case of the samples we
measured.

2For photo emission the distance between Fermi edge EFermi and valence band maximum EVBM

is important and EFermi - EVBM does not change from sample to sample on the c(2x2) recon-
structed surface.



The bulk band structure was mapped on a ZnSe(OOI) surface along the f-X, f-K-X

and f-L directions. The results are compared with ab initio calculations. Three

different calculations were used for comparison and the details are collected in the

Table 5.1.

Program Pseudopotentials used Ecut Lattice constant used

code by A. Fleszar Zn2+ Se6+ 20 Ry 5.67 A,
fhi98md Zn2+ Se6+ 15 Ry 5.59 A,
fhi98md Zn12+ Se6+ 60 Ry 5.82 A,

BZ point Coordinates Type

f 211"(0 0 0) bulk
a "

X 211"(0 0 1) bulk
a "

K 211"(110) bulk
a "

L 211"( 1 1 1) bulka 2' 2' 2
f' 2: (0,0) surface

JC(2X2) 2: (1,0) surface

J 211"(1 1) surfacea 2' 2
J' 211"(1 _1) surfacea 2' 2

Table 5.2: Coordinates of the high symmetry points indicated in Fig. 5.1.

As already shown in Sec. 2.1.3 the different ab initio results presented here give

similar results. We will not investigate the deep s-like band (see Fig. 2.3) so here

the term valence band is used for the upper part of valence band with energies from
around -5 to 0 eV.

Fig. 5.1 shows the relation between bulk and surface Brillouin zones for a (001)
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Figure 5.2: Band structure of bulk ZnSe along r-x. Bands evolving from the
heavy-hole (hh), light-hole (lh) and split-off (so) are indicated. Solid lines show
calculation from [81].

surface on the fcc lattice3. The coordinates of the indicated high symmetry points

are given in Table 5.2. In Fig. 5.2 the nomenclature of the bands for bulk ZnSe is

introduced.

Even taking into account the shallow Zn 3d states the antisymmetric gap of

ZnSe (see Fig. 2.3) is significant. The charge densities for the bulk ZnSe presented

in Fig. 5.3 show that the charge is transferred to the Se atoms, only for split-off

band a significant portion of the charge is located near the Zn atoms.

The paper of Niles and Hochst [142] is a good starting point to the analysis of the

normal emission spectra from the (001) surface of a II-VI semiconductor. They

investigated (001) surface of CdTe using the same type of monochromator and the

same photon energy range as in this work. It is clear that 5 - 40 eV energy range

provided by the Seya-Namioka design is ideal for the measurements on (001) oriented

3Please note, that the notations like (001) or (110) originate from the simple cubic lattice cell.
Also the lattice constant ao is the one from the cubic lattice cell notation. ZnSe has a face-centered
cubic lattice (called zinc-blende because this is binary compound) with primitive vectors not equal
to those of simple cubic lattice. However, for convenience primitive lattice vectors of the simple
cubic lattice are always used and one should keep in mind, that in case of fcc e.g. (0,0,1) and
(1,1,0) are not reciprocal lattice vectors and the shortest reciprocal lattice vector is G = (1,1,1)
(we neglect here the factor 27r/ao). Another reciprocal lattice vector is (2,0,0).



Figure 5.3: Contour plots for bulk zinc-blende ZnSe. Partial densities at dif-
ferent BZ critical points for different valence bands are presented. The plane
contains zig-zag chains of Zn-Se atoms, the abscissa is along (110) and the ordi-
nate along the (001) direction of the cubic cell (this plane is shaded in Fig. 5.1).
Intensities of each figure are separately normalized, the darker shade of gray
indicates a higher electron density.



Electronic and geometrical properties of ZnSe(OOl)

Figure 5.4: Normal emission valence band spectra from ZnSe(001)-(2x2) sur-
face. The spectra were measured at photon energies for the transitions from
the VBM around the r point. The zero of the energy scale refers to the VBM.

zinc-blende II-VI materials. The reason is that for these materials the r point at

normal emission is reached at Eph of 10 - 20 eV where the resolution and the counting
rate is optimal. One should note, that for example on (110) surfaces of II-VI zinc-

blende materials like ZnSe and ZnTe higher photon energies of 20 - 100 eV are

preferred [143,144] and at these photon energies a toroidal grating monochromator
yields a higher photon flux.

In the reference [142] transitions from the heavy- and light-hole bands were

observed. For ZnSe the splitting of these bands is significantly smaller and is not

discern able in our photoemission spectra. The spin orbit splitting at the r point is
observed and the experimental EDCs for this region are shown in Fig. 5.4. From

fitting the features we found a value of 0.40 - 0.45 eV which is in very good agreement
with the DFT theoretical value of 0.43 [81].

As shown in Fig. 5.1 normal emission angle-resolved photo emission experiments
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Figure 5.5: The comparison of the normal emission spectra of the 1x 1 and
c(2x2) reconstructions at Eph = 25 eV.

on ZnSe(OOl) surfaces probes electronic states along the f-X (001) direction in

Brillouin zone. The sets of normal emission spectra from two different surface re-

constructions are presented in Fig. 5.6. The spectra were smoothed using simple

running average and positions of the features were found using the inverted second

derivative method. The inverted second derivative method is preferred when the

spectra are measured with good counting rate because it is parameter-free. For

photon energies from 35 to 40 eV the count rate is rather low when working with

a Seya-Namioka monochromator. On the Se-rich 1x 1 reconstruction these EDCs

are not smoothed because for such noisy spectra smoothing may create artificial fea-

tures. The work function of the Se-rich 1x 1 surface is 0.25 eV smaller than of c(2 x 2)

surface which is consistent with the results of Chen et al. [141]. The corresponding

spectra are shown in Fig. 5.5.

The spectra in Fig. 5.6 are dominated by the transitions from the split-off band.

As in the case of CdTe(OOl) the transitions from the heavy- and light-hole bands

decrease in intensity at higher photon energies. Niles and H6chst [142]explained this

effect as a consequence of selection rules. They conclude that for the (001) direction

only the band with the strongest dispersion has non-zero transition probability if

a free-elect ron-like final band is assumed. This argumentation should also hold for

ZnSe(OOl) since it has exactly the same symmetry4.

4 Another simple argumentation why the intensity of the heavy- and light-hole bands drops away
from the r point would be that the density of states is high only around r where the bands are
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Figure 5.6: Normal emission EDCs from the ZnSe(OOl) surface. Features
arising from a primary-cone free-electron final state and the non-dispersive
feature at the bottom of the valence band are indicated. The zero of the
energy scale refers to the VBM.
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Figure 5.7: The band structure along f-X from the normal emISSIOndata
presented in Fig. 5.6. For comparison the solid line shows the theoretical
bands calculated using the fhi98md package and the dashed line shows the
calculation of Andrzej Fleszar from [81].

Fig. 5.7 shows the band structure along r-x constructed from the features in-

dicated in Fig. 5.6 with comparison to the theoretical calculations. The kl.. vectors

are determined assuming a free-electron final state with '13 = 0

2m
h2 (Ekin + 110)

where Va = 11.2 eV were found to reproduce the theoretical band dispersions the

best. The kl.. vectors of the features are not reduced to the first Brillouin zone5 (G .1.

is not subtracted) in Fig. 5.7.

The agreement with theory is very good but the width of the valence band is

best reproduced by the fhi98md calculation. As shown before, the calculation of
A. Fleszar reproduces very exactly the experimental spin orbit splitting at the r
point. There is an additional fiat band at -5 eV energy. In reference [142] this

was interpreted as a possible indirect transition from the high density of states at

fiat. However, it does not explain why the split-off band intensity does not drop and as we will
see in the next subsection heavy- and light-hole bands can be mapped by off-normal emission and
their intensity does not drop away from r.

5The kl. vectors of the theoretical calculations were scaled to match the high symmetry positions
of the crystal with experimental lattice constant of a = 5.67 A so that r points appear at kl. =
n· 47r /a;:::;;;n· 2.216 A -1 where n are integers. Scaling of this type was used in all of the following
figures.



Electronic and geometrical properties of ZnSe(OOl)

-6 -4 -2 0
energy leV]

Figure 5.8: Comparison of the calculated (thin line) and experimental (thick
line) normal emission spectra from ZnSe. The theoretical bulk spectra were
calculated by A. Fleszar. Corresponding experimental normal emission spectra
from the c(2x2) surface are shown that are presented in Fig. 5.6(b).



the bottom of the valence band. Later Olguin and Baquero [145,146] showed that

this band is surface induced and exists in II-VI zinc-blende semiconductors in gen-

eral. They used tight-binding Hamiltonians and a surface Green-function matching

method for the calculations and considered ideal non-reconstructed surfaces. For

these reasons their results are a good starting point for the DFT-LDA calculations

on the reconstructed ZnSe(OOl) surface presented in Sec. 5.3 of this thesis.

A comparison between the experimental and theoretically calculated spectra is

shown in Fig. 5.8. Transitions from the initial to the final states were calculated by

evaluating the following expression6 [118]

I(E, 1iw) <X JEkin 2:i,J Af J dk.ltkf I ('l/JkiIA· pl'l/Jkf) 1
2

X 8(Ef - Ei - hv) 8(E - Ed,

where 'l/Jki, Ei and 'l/Jkf, Ef are the Kohn-Sham wavefunctions and energies of the

bulk initial and final states. I (E, 1iw) is calculated as a function of the binding energy

of the occupied states E and the incident photon energy 1iw; k = (kll = 0, k.l) for

normal emission, Af is the inelastic mean free path of final states E and Ekin is

the kinetic energy of the detected photoelectrons. The quantity tkf approximates

the transmission coefficient across the surface barrier for a final state 'l/Jkf' A more

detailed description can be found in Ref. [118]. In this calculation the DFT-LDA

band gap was corrected to its experimental value of 2.82 eV by arbitrarily shifting

the final states. The surface was included only via the selection rules. Features

were broadened using Gaussians to model the experimental spectra. The overall

agreement between the theoretical spectra and the experimental data is quite good.

Some peaks are slightly shifted, probably as a result of the arbitrary band-gap

correction, however, this comparison allows non-free-electron final state transitions

to be identified. It is apparent that all the experimental features are reproduced

in the theoretical calculation only the surface-induced band at the bottom of the

valence band is not present. We believe that some of the non free-electron final

state features could also be quite well explained as secondary-cone transitions7,

6The calculations that neglect 3d states in the Zn pseudopotential give results that are in
good agreement with the experiment especially for the occupied valence bands. As mentioned
in subsection 2.1.4 DFT-LDA calculations typically give wrong position of the 3d levels for zinc-
blende binary semiconductor compounds. However, it should be noted that these 3d levels also
influence the unoccupied band structure. This fact, although important will not be considered in
this thesis.

7 Good example of such interpretation for similar II-VI material ZnTe can be found in Ref. [144].
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however, the comparison with theoretically calculated spectra includes these effects

and therefore is preferred.

The overall conclusion is that the main features in the normal emission spectra

from the ZnSe(001) surface could be well explained using the primary-cone free-

electron final state model. On the other hand one should be aware of the limitations

of this model. Comparison with the theoretically calculated spectra is probably the

best way to analyze non free-electron final state transitions in detail.

The fact that the main features in the normal emission spectra originating from

the split-off band dominate the normal emission EDCs and fit very well to a free-

electron final state suggests that the ZnSe(001) surface may be ideal for more exten-

sive normal emission studies within the simple model. In Ref. [120] it is suggested

that when the set of spectra contain some well defined dispersive features, and when

it is possible to identify the initial band related to these features one should create

an experimental final band using the calculated initial bands. The present situation

with ZnSe(001) is ideal- we have a dominating dispersive feature, the assignment of

the initial band is unambiguous and the dispersion fits well to the calculated valence

bands (in fact the discrepancies are smaller than the errors expected due to fitting).

For this reason we decided to map the whole Brillouin zone by adjusting the angle

and photon energy according to the primary-cone free-electron formulas

kll - J2: Ekin sin'l9

kl.. 2: (Ekin cos2 'l9+ Va).



Figure 5.9: Cut through the Brillouin zone showing accessible bulk k-points
when measuring the (001)-c(2x2) surface along the f-Jc(2X2) direction. It is
often denoted as the fKWX plane.

From Fig. 5.1 one can see that the f-X direction is not only accessible in normal

emission. The section of the BZ containing the f-X(OOl) and f-X(lOO) directions

shown in Fig. 5.9 is accessible when performing off-normal scans along f-Jc(2X2)

direction of the surface BZ. Assuming the primary-cone free-electron final state

model allows one to scan the desired line in the Brillouin zone by properly choosing

the photon energy Eph and emission angle '13 using the formulas of (5.3). In the

following subsections we will show that in the case of the ZnSe(OOl) surface this

procedure provides results that are in excellent agreement with theory.

The set of spectra along the f-X(lOO) off-normal direction measured on the

ZnSe(001)-c(2x2) reconstructed surface is presented in Fig. 5.10. The spectra were

smoothed with a Savitzki-Golay local polynomial algorithm and the features were
located using inverted second derivative spectra. As it can be seen we have mea-

sured a large number of EDCs with a small angular step that allows a very detailed

interpretation of the data. In contrast to the normal emission experiment, in this
case heavy- and light-hole bands are clearly visible. The theoretical k-space loca-

tions8 of the spectra are presented in Fig. 5.11. As can be seen, the photon energies
and angles were selected such that the features around the VBM are closest to
the f-X(lOO) line. For the spectra at small emission angles the k.L displacement
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8.0· 14.7 eV
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-16.0· 15.2 eV
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-28.0· 16.7 eV
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Figure 5.10: Set of spectra along f-X direction in the bulk Brillouin zone.
Thicker tick symbols indicate bulk related free-electron final state features
and t symbols indicate surface-related features. Thinner tick symbols indicate
features identified as a transitions to non free-electron final states.
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Figure 5.11: Positions ofthe features from the f-X spectra in the section of the
Brillouin zone calculated assuming free-electron final states. The left picture
shows selected spectra and their positions in BZ for: 0° - 14.5 eV, 26° - 16.3
eV and 52° - 26.9 eV. The right picture shows the corresponding positions for
all of the spectra.

from the f-X(100) line is significant. On the other hand especially for spectra at

higher angles this effect gets smaller and its influence is less important when the

X point is passed. Another essential information from Fig. 5.11 is that the whole

r-X-f(lOO) line can be mapped with the photon energies and angles accessible with

our monochromator. Note that this is twice as much as in the normal emission ex-

periment. Fig. 5.12 shows the band dispersions constructed from features indicated

in Fig. 5.10 compared with the two theoretical calculations. The splitting of the

heavy- and light-hole bands around the X point cannot be clearly decided from the

calculation with the Zn2+ pseudopotential. From the comparison with the Zn12+

calculation we conclude that the lower of the split bands is a bulk heavy- and a

light-hole band and the higher one is a surface-related state9. The width of the

split-off band is in very good agreement with the Zn12+ calculation and reaches a

minimum value of -5.1 eV (with accuracy of ±0.1 eV) at the X point.

Fig. 5.13 presents the spectra from Fig. 5.10 in another way. The spectra are

plotted on a gray-scale in the E(kll) plane assuming of the free-electron final states.

The darker shade of grey indicates a higher photocurrent. Such a graphical pre-

sentation of the data is useful to inspect the general trends in the band dispersions

9The analysis of the c(2x2) surface structure is presented in Sec. 5.3 and here we only discuss
bulk features.
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Figure 5.12: Band dispersions in the r-x Brillouin zone direction constructed
from features indicated in Fig. 5.10. Open circles indicate features identified as
a primary-cone free-electron final state transitions, triangles indicate surface
states and plus symbols non-primary-cone transitions.
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Figure 5.13: The structure plot of the EDCs along r-x Brillouin zone direction.
The solid lines show the theoretical spectra calculated using fhi98md with the
Zn12+ pseudopotential.



especially for the features with higher intensity. The overall impression of this struc-

ture plot is that the main long-range dispersions stay within the free-electron final

state regime. The region at around kll = 0 suffers from the fact that kl.. is not always

close to the f-X line. The splitting of the light- and heavy-hole band at around X
is one of the dominating features.
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Figure 5.14: Section through the Brillouin zone showing accessible bulk k-
points when scanning (OOl)-c(2x2) surface along the f-J or f-J' directions. It
is often denoted the rKLUX plane.

Assuming the free-electron primary-cone model one can map out the r-K-X high

symmetry direction in BZ by scanning along the f-J or f-J' directions on c(2x2)

surface with selected photon energies 1iw and angles '13 (see Fig. 5.1). Fig. 5.14 shows

the plane of accessible k-points in this case. We have performed detailed scans in

this direction and the set of EDCs is presented in Fig. 5.15. Such dense scanning is

time consuming with our experimental equipment, but allows reliable identification

of the peak dispersions. The spectra were smoothed with the Savitzky-Golay local

polynomial algorithm and the spectral features were identified using inverted second

derivatives.

The positions of the spectra in the accessible Brillouin zone plane have been

drawn in Fig. 5.16. In this case the higher 1iw and '13 the closer the spectra lie to the

desired r-K-X direction. At around Eph = 21.1 eV and '13 = 43° the crossing of the

BZ boundary occurs not very close to the K point for some features.

The band structure constructed from the features indicated in Fig. 5.15 is pre-

sented in Fig. 5.17. The comparison to the theoretical calculation confirms that

a large number of features are correctly interpreted with free-electron final states.
The band dispersions are smooth and clear especially for the case of the light- and

heavy-holes bands which in the case of r-K-X direction show a distinct splitting.
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Figure 5.15: Set of spectra along the f-K-X direction in the bulk Brillouin zone.
Thicker tick symbols indicate bulk related free-electron final state features
and :j: symbols indicate surface-related features. Thinner tick symbols indicate
features identified as transitions to non free-electron final states and unassigned
features.
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Figure 5.16: Positions of the features from the f-K-X spectra in the section of
the Brillouin zone calculated assuming free-electron final states. Figure at left
shows selected spectra and their positions in BZ for: 0° - 14.5 eV, 26° - 16.3
eV and 43° - 21.1 eV and on the right the positions of all the series of spectra
are shown.

There is a problematic feature at the bottom of the valence band for k around

0.8 A -1. From Fig. 5.16 it is apparent that for this k-range the above mentioned

crossing of the BZ boundary occurs. On the other hand the feature lies much deeper

than expected with a minimum at -5.4 eV. In this and following subsections the

origin of this feature will be investigated further.

The two features appearing in the higher part of the valence band for the highest

k-vectors do not fit to free-electron final states and they are not likely to be surface

states. They appear only at photon energies larger than 25 eV and it is intuitive

that their appearance is related to the gap in the occupied states that appear at the

f point between 18 and 28 eV (see Fig. 2.12). Hence, they could be interpreted as

secondary-cone emissions from the near- f region.

Fig. 5.18 shows a comparison of the experimental spectra (as in Fig. 5.15) with

the theoretically calculated EDCs. There is good overall agreement between ex-

periment and theory especially for smaller angles and lower energies. The relative
intensities of the light- and heavy-hole bands to the split-off band are also indicated.

The calculation overestimates the role of the split-off band (probably due to selec-

tion rules) so the intensities from this band were reduced by the factor of 2, and the

resulting theoretical EDC was calculated using P(E) = Pz.- and h.-holes + ~Psplit-off'

Four aspects deserve further comment:

1. The non dispersive feature at angles 26° - 46° at an energy of -1 eV is re-

produced in the theoretical calculation and therefore cannot be a surface state.
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Figure 5.17: The band dispersions in f-K-X Brillouin zone direction con-
structed from the spectral features indicated in Fig. 5.15 in comparison to
the theoretical bands calculated with the fhi98md code using Zn2+ pseudopo-
tential.

2. The above mentioned feature at the bottom of the valence band for angles 34 -

42° is reproduced in the theoretical calculation, however, it appears shifted by more

than 0.5 eV with respect to the the experimental peak.

3. Features at the largest angles for energies around -1 and -2 eV are repro-

duced e.g. in the last spectrum at 54° - 28.8 eV.

4. The dispersion of the feature at around -4 eV for large angles is not given
by the calculation so we conclude that it is a surface resonance.

A structure plot created using all the spectra from Fig. 5.15 is presented in

Fig. 5.19. It is apparent that for the primary cone only the light-hole band shows

significant intensity. The other dominating features are the dispersion at the bottom
of the band at 0.5 - 1 A-I and the secondary-cone emissions appearing in figure

between X and the second K point.
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Figure 5.18: Comparison ofthe measured and theoretical EDCs for off-normal
emission along r-K-X direction. Thick lines show measured and thin lines
theoretical spectra. Smaller dots show theoretical emissions from the split-off
and larger dots emissions from the light- and heavy-hole bands (the theoretical
spectra by A. Fleszar).
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Figure 5.19: Structure plot of the spectra along the f-K-X direction in BZ
created assuming the primary-cone free-electron model. The photocurrent in-
tensity is presented on a gray-scale. The darker color indicate higher intensity.
Thin solid lines indicate theoretical bands calculated using fhi98md with the
Zn2+ pseudopotential.
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point Chadi- Chelikowsky- Bernard- fhi98md experiment
Cohen [70] Cohen [148] Zunger [74] Zn2+

L -4.7 -5.08 -5.21 -5.16 -5.18±0.1

X -4.8 -4.96 -4.82 -4.94 -5.10±0.1

Table 5.3: Eigenvalues of the split-off band for ZnSe at L and X relative to the
valence band maximum.

The f-L direction on the (001) surface of zinc-blende materials is not usually studied

by photoemission. However, assuming the primary-cone free-electron model it is

possible to map every desired BZ direction if the necessary photon energy and

emission angle are accessible. We exploited this possibility because in the data for

f-X and f-K-X directions there were apparent features that fitted the photoemission

free-electron final state model predictions very accurately.

The bottom of the split-off band for zinc-blende ZnSe is expected to be at the L

point of the Brillouin zone as predicted in the literature [74,148]. A comparison of

the eigenvalues of the split-off band at L and X calculated with different methods are

presented in Table 5.3. The main goal of this unusual mapping of the f-L direction

was to map the bottom of the split-off band at L within the context of the results

in the f-K-X direction.

The f-L direction is accessible at the same emission plane as f-K-X direction as

can be seen in Fig. 5.14. The spectra collected at specially selected photon energies

and angles are presented in Fig. 5.20. The overall impression is that the spectra

are rather structureless with the prominent feature close to the VBM for all EDCs.

We would like to point out that there is an apparent difference between the present

set and the set for the f-K-X direction. This proves that even though the same

emission plane is used different k-points are mapped.

The positions of the spectra in the the Brillouin zone are presented in Fig. 5.21.

At the accessible photon energies it was possible to map-out the whole f-L line.

The line is quite accurately mapped and no additional effects that could originate
within the free-electron model are expected.
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Figure 5.20: Set of EDC along r-L direction in Brillouin zone. Photon energies
nw and emission angles were selected after analyzing normal emission data.
Only features that were identified as being bulk-related and the fiat band at
the bottom of the valence band are indicated.
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Figure 5.21: Positions of the features from the r-L spectra in the section
of the Brillouin zone calculated assuming free-electron final states (primary
cone). The left picture shows selected spectra and their positions in BZ for:
0° - 14.5 eV, 14.5° - 21.9 eV and 21.8° - 30.4 eV and the right picture shows
the positions of the series of spectra from Fig. 5.20.
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Figure 5.22: The band structure along r-L constructed from the features in-
dicated in Fig. 5.20. The solid lines show theoretical bands calculated using
the fhi98md package using the Zn2+ pseudopotential.



The resulting band structure is presented in Fig. 5.22. The positions of the k-
points (as shown in Fig. 5.21) were projected on the r-L line. The overall agreement

with the theoretical band is very good and demonstrates that the idea of this mea-

surement was correct. Especially the mapping of the light- and heavy-hole bands is

very convincing, however, again no splitting of these bands can be observed. The

bottom of the split-off band at L is slightly deeper than that measured at X - the

numbers are presented in Table 5.3. It is around 0.2 eV above the deep feature mea-

sured at r-K-X direction. This may indicate that either the L point is not mapped

accurately (i.e. the free-electron approximation fails) or that the feature from r-K-X
measurement is not bulk-related. On the other hand the differences of 0.2 eV could

be considered as fitting inaccuracies. We address this problem in the next section

where we consider the surface structure of ZnSe(001)-c(2x2).
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e Se
Zn

Figure 5.23: Schematic view of the Zn-terminated ZnSe(001)-c(2x2) recon-
structed surface and the main symmetry directions.

5.3 ZnSe(OOl)-c(2x2) surface geometry and elec-

tronic structure

The (001) surfaces of zinc-blende II-VI semiconductors are typically grown on GaAs(OOl)

oriented substrate. The first models for the ZnSe(001)-c(2x2) surface were pub-

lished in early 90's and the Zn-vacancy structure proposed by Farrell et al. [149]

is qualitatively valid and was confirmed in all later theoretical and experimental

studies.

Tables 5.4 and 5.5 show the theoretical and experimental positions of the atoms

at the ZnSe(001)-c(2x2) surface. In this reconstruction the top layer Zn atoms
are nearly co-planar with the second layer selenium and the bonds between top and

second layer atoms are shorter than in the bulk. There are slight differences between

the different calculations and experimental results in the literature. Hence it was

decided to perform a theoretical investigation of the surface relaxation in order to
optimize the geometry for the band structure calculations. The surface atoms were

allowed to relax until the forces on each atom were smaller than 0.01 eV/ A. This

is quite a stringent criterium compared to other calculations. We also tested the
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position [ao] energy leV] force [eV/ A]
x y z

Garcia & Northrup [89] -0.0146 0.2

surface Zn 0.0000 0.0000 -0.2120

second layer Se -0.0028 -0.0028 0.0060

Park & Chadi [87, 150] -1.2342 n.a.

surface Zn 0.0000 0.0000 -0.2257

second layer Se -0.0287 -0.0287 0.0035

third layer Zn 0.0000 0.0000 -0.0018

Stefan Gundel [88] -1.2470 0.02

surface Zn 0.0000 0.0000 -0.2011

second layer Se -0.0305 -0.0305 -0.0014

third layer Zn 0.0000 0.0000 -0.0077

this work -1.2787 0.01

surface Zn 0.0000 0.0000 -0.1988

second layer Se -0.0339 -0.0339 0.0130

third layer Zn 0.0000 0.0000 -0.0035

Table 5.4: Atomic coordinated on the ZnSe(001)-c(2x2) surface. The positions
are relative to ideal bulk positions. The values are in lattice constant ao units.
The coordinate system of the cubic fee lattice cell is used. The surface energy
values with respect to the unrelaxed surface are given. The force value indicates
the relaxation criterium - it is a maximum force allowed for each atom.
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position

x y z

Ohtake et al. [150]

surface Zn 0.0000 0.0000 -0.1640

second layer Se -0.0624 -0.0624 0.0829

third layer Zn 0.0000 0.0000 -0.0494

Weigand et al. [151]

surface Zn 0.0000 0.0000 -0.1870

second layer Se -0.0285 -0.0285 0.0230

third layer Zn 0.0000 0.0000 0.0060

fourth layer Se -0.0025 0.0025 0.0040

fifth layer Zn 0.0000 0.0000 0.0010

sixth layer Se -0.0010 -0.0010 0.0000

Table 5.5: Atomic coordinates of the ZnSe(OOl)-c(2 x 2) surface. The positions
are relative to ideal bulk positions. The values are in lattice constant ao units.
The coordinate system of the cubic fcc lattice cell is used.
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Figure 5.24: Total valence band charge density contour for ZnSe(001)-c(2x2)
surface. Maximal charge was normalized to 100. Units are relative to the
maximum.

atomic coordinates obtained by other authors in the jhi98md code, however. the

best total energy for the system was obtained with the relaxation performed in this

worklO.

It should be noted that the total energy does not change within the numerical

accuracy for a change of the atomic positions of 0.001 x ao. The present results

are very close to these of Park & Chadi [87] and Gundel [88]. The result of Garcia

& Northrup [89] only took the two uppermost layers into account and the total

energy is worse than the others. This indicates that at least 3 uppermost layers

should be relaxed because the gain in total energy can be as large as 1 eV per

super-cell. Relaxation of more layers is possible, however, it is difficult to obtain

good convergence within a reasonable time. The accurate high-resolution x-ray
diffraction (HRXRD) experimental results of Weigand et al. [151] show that 011

real surfaces five or six atomic layers relax. We also tried to perform theoretical

optimization of 5 uppermost layers which results in some additional total-energy gain

and minimization of the forces to less than o.Ole V/ A 11. The surface band structure

lOIn the table 5.4 differences in total-energy between the different atomics positions are indicated.
These are values obtained by inserting the atomic positions in the fhi98md code, and they do not
mean that the previously published values are not accurate - they were calculated with the different
parameters using different pseudopotentials, different code etc. The small differences in energies
indicate good overall agreement between the different results and relative independence on the
pseudopotential and DFT-LDA code employed.

llThere was no definitive convergence of the atomic positions within couple of weeks of the
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Figure 5.25: Charge densities along the z-axis of a 31-layer slab used for the
surface band structure calculation. The abscissa is along the z-axis of the slab,
each subfigure is individually normalized. Electronic states from 80 to 120 are
shown (state 120 is the last occupied). The charge densities are k-resolved
and the densities at half way between f' and J, J' are shown. The solid frames
indicate surface states along f'-J' and the dashed frames along f'-J .

calculation with only three relaxed atomic layers provides adequate localization of

the surface features and is therefore satisfactory for most purposes. We have in fact

performed the surface band structure calculations with both 3 and 5 layers relaxed

and the states on the 3-layers-relaxed surface were easier to identify. Moreover, both

structures were compliant with an accuracy better than 0.1 eV. Also the results of

calculations using the experimental positions from [151] or slabs passivated with
partially charged hydrogen atoms on one side were similar.

program run on the state-of-the-art 1 GHz Intel-based server. In the future we plan to perform
such run on Cray T3E with the parallel architecture to have the direct comparison to the result
of [151].
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5.3.2 Theoretical ZnSe-c(2x2) surface electronic structure

- an adsorbate':' like system

The electronic structure of the ZnSe-c(2x2) surface was calculated using fhi98md
with Zn2+ pseudopotential. A slab of 31 atomic layers (15 Se and 16 Zn layers) was

used terminated on both sides with the Zn-c(2x2) vacancy structure. The slabs were

separated by the vacuum equivalent to 7 lattice constants to avoid any interaction

between the surfaces. We define the z-axis [001] as the one perpendicular to the

surface of the slab as indicated in Fig. 5.1. The relaxation of 3 layers on both sides

as given in Table 5.4 was applied. The super-cell of the slab contained 30 Zn and

30 Se atoms, thus there were 240 electrons in the super-cell. Since the fhi98md code

does not include spin effects such a super-cell provided 120 occupied electronic states.

The surface states were identified by inspection of the charge densities integrated

along the z-axis of the slab. Typical charge densities are shown in Fig. 5.25. For

the (001) surface of the zinc-blende materials the f-J and f-J' directions are not

equivalent so the surface structure along both lines is different. The presence of the

c(2x2) reconstruction on both sides of the slab allows the states belonged to f-J and

f -J' directions to be identified simultaneously saving the computational time. States

appear asymmetrically on different sides of the slab when inspecting the k-points

along e.g. [110] direction. When inspecting k-points along [100] f-JC(2X2) direction

the states appear symmetrically on both sides of the slab.

Figure 5.26 shows the calculated surface electronic band structure. The shapes

of the bands are similar to those of CdTe(001)-c(2x2) published in Ref. [71]. We

have used slightly different method to identify the surface bands and more bands

were found. However, the key band for the reconstruction is the one at -4 eV at

the r point. It is the only one for which dispersion is very different in the f-J and

f -J' directions and therefore it is expected that the properties of the wave function

for this band will have the same symmetry as the c(2x2) reconstruction12.

We start the detailed analysis of the surface charge densities with the relatively

fiat surface resonance that appears at -1.5 eV at the r point. It becomes a true

surface state in the f-JC(2X2) direction where the projected and surface band struc-
tures have different periodicities. In Fig. 5.27 the k-resolved charge densities at r

12We have shown in the previous sections that the different DFT-calculated electronic structures
may differ (e.g. in valence band width) by 0.1 eV or more, depending on the pseudopotentials
used, lattice constant etc. Therefore the energy values of the surface bands from Fig. 5.26 may
have an uncertainty of this magnitude.
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Figure 5.26: The calculated surface electronic band structures of the
ZnSe(OOl)-c(2x2) surface. The definitions of the surface directions are given
in Fig.5.1. Shaded areas show the projected bulk band structure.
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Figure 5.27: Comparison of contour plots of the charge densities for the sur-
face resonance that appears at -1.5 eV at r point. Each plot is individually
normalized to the maximum value of 100.

and half way between rand j' are presented. It is apparent that this state is formed

from the 1r-likebonding of the Se 4p orbitals. The symmetry of the 1r-likebond is

consistent with the fact that the dispersion of this state is similar in [110]and [110]

directions, however, at r the symmetry is slightly affected probably by the fact that

the Se-Zn-Se angle is not exactly 1800 and by inter-layer interactions.

The situation with the resonance at -4 eV at r is slightly more complicated but

this state can be interpreted using molecular terminology. A comparison of the DFT

contour-plots at r for this feature is presented in Fig. 5.28. The Fig. 5.28(b) shows

a contour-plot for a simple molecule with 1800 bond angle. One can describe this

result using a linear combination of the 4s and 4p states of Zn and Se. It is necessary

to promote one electron from the Zn 4s to the 4p state to obtain two hybridized

sp orbitals that can bond to the 4p orbitals of Se. The comparison between the

different calculations is very good showing that this surface-feature is electronically

separated from the deeper bulk layers.

Fig. 5.29 shows the charge densities for the additional features indicated on the

surface band structure plots. The contour-plots are very similar and indicate the
inter-chain interactions between the c(2x2) Se-Zn-Se chains. The p-character of the
bonds is apparent and, in this geometry they form an interesting mix of (j and 1r-like
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Figure 5.28: Comparison of contour plots of the charge densities:(a) contour
plot of the k-resolved charge density of surface resonance at -4 eV at the
r point. The contour plane is normal to the surface and contains surface
Zn and subsurface Se atoms (b) contour for the same electronic level for the
isolated Se-Zn-Se molecule. The distance Se-Zn was taken as 0.25V2aol where
theoretical ao = 5.588 A was used. The square of the wave function is plotted
and each plot is individually normalized to a maximum value of 100.
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Figure 5.29: The charge density plots for the additional surface features. The
section is in the surface plane containing the two second-layer Se atoms. The
Zn c(2x2) atom is very close to this surface and therefore is also indicated.
Each plot is normalized to the maximum value of 100.

bonds. The charge densities are similar but the wave functions must be different

since one of the features is flat and the second highly dispersive.

The contour-plots indicate that the electronic structure ofthe ZnSe(001)-c(2x2)

surface has a molecule-like, chain-like character, without significant bonding to the

deeper layers. The surface features in the charge density are easily identified as Se

p-like bonds which sometimes interact with Zn sp hybrids. The obvious question to

ask is what happens when there is no bulk, but just the two last layers of Zn and

Se with the c(2x2) structure. The calculations for such an artificial structure were

performed and the result is shown in Fig. 5.30.

The similarity of the lower bands to the surface structure calculated for the

complete slab is striking. The dispersion is the same and there are no additional

bands in the neighborhood. The upper part contains some bands very similar to

the ones calculated with the complete slab, but they are not so well separated since

there are several bands in this region. To check how much the structure is affected
by long-range interactions an additional calculation was performed with the same

geometrical structure but strained in the (110) direction such that the chain-to-
chain distance was twice as large as in the c(2 x 2) case. It was found that the
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Figure 5.30: The band structure of the artificial atomic structure containing
one layer of Se with a second c(2x2) reconstructed layer of Zn (e f-J', + t-J).
The atomic positions are the same as for the slab geometry but with the rest
of the atoms removed. Additionally the calculations were performed for the
Se-Zn-Se chains separated in the (110) direction by twice as much as in the
c(2x2) structure and the results for the lower band are indicated with dotted
and dashed lines. The bands were shifted so that the zero on the energy scale
indicates the top of the last occupied band. The shaded area on the right
picture indicates what we call a Se-Zn-Se c(2x2)-chain.
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Figure 5.31: The experimental surface electronic structure along r-]c(2X2) di-
rection (f::" experimental features, • theoretical bands). The features from
Fig. 5.12 are shown but only these identified as surface-related. Shaded areas
represent the bulk band structure projected onto (001) surface.

interaction between the adjacent chains disappears (the band along (110) indicated

by the dashed line is fiat).

5.3.3 Experimental ZnSe-c(2x2) surface electronic structure

- comparison with theory

True surface states are expected in the r-]C(2x2) direction. Typically true surface

states are easier to identify than resonances. The results for this direction have

already been presented in Figs. 5.10 and 5.12. Here we redraw them in Fig. 5.31

together with the theoretical bands and the projected bulk band structure for the

r-]c(2X2) direction. It is not clear whether the experimental features at the bottom

of the valence band should be considered as a surface states or resonances, however,

they are shown because they could be related to the lowest feature in the calcu-

lated band structure. The two remaining features can be identified unambiguously,

however, the uppermost feature lies (at the second r) around 0.5 eV below the the-

oretical predictions. A similar shift, but in the opposite direction, was observed on
CdTe in the same direction [71]. The dispersion of the experimental feature is very
apparent as can be seen in Fig. 5.10 and at this point the theoretical calculation

failed to reproduce the value of the eigenstate precisely which is probably due to the
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Figure 5.32: The geometry of the angle-resolved photoemission experiment
used for surface band structure measurements. Schematic sample orientation
for measurement along r-J' is shown. The polarization of the incident light is
indicated - in this geometry the light is p-polarized [97].

limitation of the LDA approximation13. Nevertheless the overall agrement between

the experiment and theory for the two upper bands is very good.

The observation of (2x 1) reconstruction on ZnSe(OOl) by LEED indicates that

no differently oriented domains are present on the surface. Hence, such situation

is expected also for c(2x2) reconstruction. Also from the geometry of zinc-blende

crystals it is apparent that only one orientation of the c(2x2)-chains is allowed even

in the presence of the steps on the surface.

To obtain the experimental band structure for r-J' and r-J directions we per-

formed additional angle-resolved scans at photon energies Eph = 25 and 21.22 ey14.

The geometry of the angle-resolved experiment is shown in Fig. 5.32. The spectra

for Eph = 21.22 eY are shown in Fig. 5.33. Several features are apparent, however,

in this thesis we especially pay attention to the ones that could be assigned to the

theoretical surface bands at -4 and -1.5 eY at r. The features that arise from bulk

13In Ref. [71] Gundel et al. show that the many body GW approach corrects the energy of this
band so it should lie deeper - and agree better with the experiment. Note that comparison of our
results to those on CdTe is reasonable since the two systems are very similar.

14Actually more scans at different !U..J were performed for the f'-3', f'-3 and f'-3c(2 x 2) directions.
All the results are consistent with the ones shown being most representative. Especially Eph =
21.22 eV was chosen to allow our experiments to be repeated with a HeI resonance line when no
synchrotron light is available.
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Figure 5.33: The experimental EDCs for the f-J and f-J' directions at constant
photon energy Eph = 21.22 eV using synchrotron radiation. Features identified
as possible surface related transitions are indicated.
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Figure 5.34: The experimental surface electronic structure along the r-J' di-
rection in comparison to the theoretical calculation. Shaded areas represent
the bulk band structure projected onto the (001) surface.

transitions are not indicated and the feature at bottom of the valence band is partly

indicated in regions where it shows some dispersion. In fact it is likely that this
feature is a mixture of two peaks: one non-dispersive feature arising from indirect

transitions from the high density-of-states at the bottom of the valence band and
the other one originating from the surface band 15.

The resulting experimental band structures along r-J' and r-J directions are

shown in Figs. 5.34 and 5.3516. For some bands there are discrepancies between

theory and experiment, however, they most probably originate from the fact that

some features are not surface-related, but actually bulk secondary-cone peaks. This

is most probably the case for the peaks for k values between 0.0 and 0.4 A-I. The

rather dominant feature at large angles around -2.2 eV in the r-J' direction is

more difficult to explain, however, it may be simply a primary-cone transition, or a

mixture of several features. Nevertheless the most important message from the two

band structures is that the spectral features are found with good accuracy and in

particular the one at -4 eV at r is reproduced precisely. Agreement for the higher

band is a bit worse, and as in the case of the r-Jc(2X2) direction, the theoretical

calculation places the band slightly too high.

The deep lying band at J in Fig. 5.35 that was already considered in Subsections

15The overlap of these features in the spectra makes the assignment difficult.
16A similar, although experimental only study was performed by Xue et al. [152].
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Figure 5.35: The experimental surface electronic structure along the f-J di-
rection in comparison to the theoretical calculation. Shaded areas represent
the bulk band structure projected onto the (001) surface.

5.2.3 and 5.2.4 is most probably related to the surface resonance at the bottom of

the valence band. Since such resonance is not predicted by our calculations it may

originate from the areas on the sample where the surface Zn coverage is not exactly

50%.
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This work indicates that the theoretical model of the ZnSe(OOI)-c(2x2) surface is

consistent with the angle-resolved photoemission results with some surface bands

reproduced to an accuracy of tenths of an electronvolt. This model is also consis-

tent with the latest high-resolution x-ray diffraction measurements [151] and the

calculated atomic positions of the relaxed surface agree well with the experimental

values. The ZnSe(OOI)-c(2x2) structure is an example of a system where surface

and bulk properties are separated. Since the reconstruction is stable and exhibits

long-range order it was possible to map and separate the surface and bulk band

structures. The differences between the spectra for the f'-J' and f'-J directions on

the ZnSe(OOI) surface has been demonstrated and this is a new, previously unpub-

lished result.



Chapter 6

Conclusions and Outlook

For both studied materials, gallium nitride and zinc selenide, distinct photoemission

features originating from the electronic states located in the surface region were

observed.

The angle-resolved photoemission results on GaN revealed the differences be-

tween the electronic structures of (0001) and (0001) surfaces. In case of thin film

sample surface features were observed that are not predicted by the present theo-

retical calculations. The situation for the ZnSe(OOl)-c(2 x 2) surface is the opposite

- here striking agreement between the experiments and state-of-the-art theory has

been achieved.

Regarding GaN the conclusion of this thesis is that there is still a need for ad-

ditional theoretical calculations. We conclude that in case of (0001) single crystal

samples the surface contains domains with different reconstructions. The (0001)

surfaces of thin films have metallic character and the (1x 1) LEED patterns ob-

served on these samples may result from the double overlayer termination in a

discommensuration-fiuid phase proposed by Northrup et ai. [135].

The most important results of this thesis are these related to ZnSe. This is

a good example of a combined theoretical and experimental investigations where

excellent agreement has been achieved. The theoretical surface band structure of

ZnSe(001)-c(2x2) reconstructed surface has not been previously published so it may

serve as a reference for those who would like to verify the presented results e.g. at
higher photon energies. The straightforward continuation of the theoretical part
would be to calculate the ZnSe(001)-(2x 1) surface structure and such a calculation

is planned.



The fact that the surface electronic features of the ZnSe(OOl)-c(2 x 2) recon-

structed surface are located directly in the two uppermost layers and do not interact

with the deeper bulk layers is a particulary interesting result. For one of the fea-

tures the corresponding charge density is very similar to a single Se-Zn-Se molecule.

Similar charge densities were found in CdTe [71].

On the experimental side it was shown that the free-electron final state model

works relatively well in case of bulk primary-cone transitions. To identify other

features comparison to theoretically calculated EDCs is very useful and in the case

of the results on ZnSe the dispersions of unassigned bulk features were resolved.

The differences observed for the f-J and f-J' directions of the c(2x2) reconstructed

surface are new and have not been reported for any of the II-IV (001) surfaces.

The primary cone free-electron final state model allows also to map the bulk f-L
direction on the ZnSe(OOl) surface. The agreement between the measured and the-
oretical bulk band structure in this direction is very good. Hence, all the important

high-symmetry lines (i.e. f-X, f-K-X and f-L) of the Brillouin zone were mapped

using the (001) surface orientation.

In the future close interaction between the theory and experiment will be needed

to unravel the complexities of the electronic structure of reduced dimensional and

localized atomic systems.
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List of abbreviations

ARPES angle-resolved photoelectron spectroscopy

BZ Brillouin zone

DESY Deutsches Elektronen-Synchrotron

DFT density functional theory

DFT-LDA density functional theory with the local density approximation

EDC energy distribution curve

HASYLAB Hamburger Synchrotronstralungslabor

HRXRD high-resolution x-ray diffraction

LEED low-energy electron diffraction

LDA local density approximation

PC personal computer

STM scanning tunneling microscope

UPS ultraviolet photoelectron spectroscopy

UHV ultra-high vacuum

VB valence band

VBM valence band maximum

VUV vacuum ultraviolet

XPS x-ray photoelectron spectroscopy
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