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Chapter 1

Introduction

Since the days of Rutherford [Rutll], scattering experimane the fundamental tool
to study the structure and composition of sub-atomic objastwell as the properties of
matter under extreme conditions. A vast number of procdsesbeen studied, ranging
from the scattering of very simple (fundamental) partidlesy. e~ annihilation) to
rather complex objects (e.g. scattering of relativistitdgons at RHIC). Depending
on the involved objects and the respective energies, thgsximents provide insight
in such diverse topics as the nature of the interactionsspleetrum of particles and
their internal structure. New experiments, like the heasy collider RHIC at BNL,
are designed to analyse matter under extreme conditionkgsimthe beginning of the
universe.

The fundamental process studied with thexkkes experiment is deep inelastic scat-
tering (DIS). DIS uses a simple probe — a lepton — to reveakthgcture of nucleons.
In the most simple form, the interaction is mediated by auairphoton. Given a high
enough energy, the virtual photon can resolve the internattsire of the nucleon by
interacting with one of its building blocks, the quarks amtiiguarks. Deep inelastic
scattering has first been realised at the Stanford Lineaglécator Center (SLAC) in the
1960s, and it were these results which presented the firsriexental evidence for the
point-like substructure of the nucleon [Blo69].

In the models interpreting the SLAC results ([Fey69], [B6these point-like ob-
jects were denoted as partons. It was then suggested teafghgons in fact are identical
to the quarks introduced earlier by Gell-Mann [GM64]. In @dhann’s quark model,
they served the purpose to explain the spectrum of hadrasesedd in the various scat-
tering experiments by postulating that baryons and mesonsist of three quarks or a
guark-antiquark pair, respectively. Since the model nexguine quarks to have electric
charges of fractions of/2 and 23 with respect to the electron charge, they were widely
considered to be more mathematical objects than real |gatiEurthermore, the quarks
were supposed to be fermions, and thus subject to the Patlliston principle. But
with the A*™* there existed a particle which was supposed to consisteé tiparks of the
lightest kind, with all of their spins aligned to give th&3pin of the hadron.

The SLAC results gave new support to the quark theory, anderearly 1970s the
studies resulted in the development of Quantum Chromodias(@CD). In this model,
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qguarks carry a new quantum number, the colour charge. Thigyehgives rise to the
strong interaction which is mediated by new exchange bgdbegyluons. The charge
comes in three variants, denotedrad, greenandblue (and their anti-colours), which
explains why three otherwise identical light quarks carreliae same state to form the
A** hadron. One speciality of the QCD model is the fact that tltharge bosons them-
selves also carry colour charge, which leads to the selplooy of the gluons. Due to
this self-coupling, the coupling streng#g of the strong interaction depends on the scale
on which the interaction is observed. At short distancesdwimeans high energies)
the coupling strength approaches zero, which is referred tbheasymptotic freedoraf
guarks. Conversely, with lower energies and larger scalgscreases, so that it would
require infinite energy to separate two coloured objectss Gjives rise to theonfine-
mentof quarks and gluons inside colourless particles. Thisufeats experimentally
supported by the fact that to date no free quarks have beenaus

Using the powerful tool of perturbation theory, QCD has bgery successful in
describing the hard processes between the quasi-freesradkgluons at short distances
and time scales. However, perturbative QCD (pQCD) cannatdpdied in the domain
of long distances, wheres becomes large and the perturbative expansions divergs. Thi
is a major shortcoming; after all, it are the long rangi@&s that lead to the creation
of the observable final state hadrons. Skedively, there is a missing link between
the part calculable in theory, and thffezts observable in the real world. A tool that
eventually might overcome this obstacle are lattice QCBuwations, which use a four-
dimensional space-time grid to perform numerical cal¢oifet not constraint by the size
of the coupling constant. But still there are enormous techalifficulties to overcome.

The remedy for the unpleasant situation of not having a @ealytical explanation
how hadrons develop out of quarks and gluons is the concelpictdrisation Factor-
isation allows to split a QCD process like DIS into the hardiqaic sub-process (the
photon-quark scattering), and the long range part relaieitie initial and final state
particles. The former is calculable by pQCD, while the iotadle part is transferred into
a set of parametrisation functions. In DIS, there are two @lamfor parametrisation
functions: the initial state nucleon is described by padatribution functions (PDF),
while the hadronisation into the final state is parametrisefiagmentation functions.

HermEs was constructed to study the spin dependence of the pagtibdiion func-
tions. More precisely, it was designed to disentangle thertmution of the individual
quark flavours to the total spin of the nucleon. Its developnveas triggered by the
observation of the EMC experiment that only a small part ef tlucleon spin can be
attributed to its constituent quarks [Ash88]. Recent msstdpresent the most detailed
study of the nucleon spin structure to date [Air05].

This work is concerned with the other domain of parameiogat the fragmentation
of quarks into hadrons. The multiplicity of hadrons versasaus kinematic observables
provide the experimental access to the fragmentation psocddsing the great particle
identification capabilities of the tdmes spectrometer, charge and hadron type separated
hadron yields were extracted. The multiplicities were ecoted for various influences,
like radiative and detectoffiects (e.g. acceptance) as well ardctive contributions to
the hadron sample, to obtain universal Born multiplicities



Another focus of this work is the Monte Carlo simulation aigmentation. Lacking
a strict mathematical description of the process, phenotogital models have to be
employed to obtain the final state of a scattering event.ntatie hadron multiplicities
as reference, the Lund model used in the¥t:s Monte Carlo programs was adjusted to
the Hermes kinematics. Also here, the RICH information allowed a marecgse tuning
than previous gorts.

The outline of this thesis is as follows: In Chapter 2, thetesvork of deep-inelastic
scattering and quark fragmentation is reviewed. Thevids experiment is described in
Chapter 3. Chapter 4 first gives an overview about the MontéoGaols used in the
collaboration, with an emphasis on the smearing generatarhawas implemented for
the tuning of the Lund model. After a description of the matilf the tuning procedure
and its results are presented. Chapter 5 is concerned vatbexinaction of the hadron
multiplicities. The final results are presented in Chapter 6
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Chapter 2

Deep Inelastic Scattering

Scattering processes are an essential tool in nuclear atdgahysics. Depending on
the beam and target objects and their relative energygestajtprocesses can provide a
wealth of information about the properties of the inter@aesiand insight into the internal
structure — if any — of the involved bodies.

In the following, the kinematic quantities used throughtbig work are defined. This
section is followed by the discussion of the DIS cross sactits properties are explained
by the quark parton model (Sec. 2.3). The last part is coreckwith the hadronic final
state of a DIS scattering process. The fragmentation fonstare introduced, which
offer a phenomenological description of the appearance ofrithkdiate hadrons. Some
examples of the wide range of measurements of the hadrmmgabcess concludes this
chapter.

These chapter makes use of Refs. [Hal84], [Bro94], [Berd2] [®ov04], as well as
other sources mentioned throughout the text.

2.1 Kinematics

The main process of interest throughout this work is deefastic lepton-nucleon scat-
tering. More precisely, the analysed data was obtainedavtbsitron beam incident on
a proton or deuteron target. In deep-inelastic scattefg) the positron interacts with
the nucleon in such a way that the target is broken up intorakfreal state hadrons,

[+ N—->1I"+X (2.1)

Ininclusive measurements, only the scattered lefjtisrdetected, while in semi-inclusive
measurements one or more of the final state hadkcar® measured in coincidence.

Figure 2.1 shows a schematic view of this process in the tvoéep-exchange ap-
proximation. The interaction between the positron and #iget can in principle be
mediated by a virtual photon;*, or a virtualZ-boson. However, the beam energy of
27.5 GeV (and thus the maximal transferred energy) is wetivioéhe Z° mas$ of 91
GeV, thus the weak interaction can be neglected.

1Throughout this work, the notatidn= ¢ = 1 is used.
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Figure 2.1
Schematic view of a deep inelastic scattering event on aprairget.

The kinematics of a scattering event is given by the the foamenta of the lepton
before k = (E, K)) and after K’ = (E’, k') scattering, as well as the corresponding four-
vector of the target nucleo® = (Ey, I3). With these vectors three Lorentz invariant
guantities can be defined which characterise the event:

Q= - = ~(k-K)2 % 4EE’sin2(g) (2.2)
W2 = (P+q)? 2 M2+2My— Q? (2.3)
s= (P+k? 2 M212ME (2.4)

Here, M denotes the nucleon mass and E — E’ the energy transfer from the beam
particle to the target. The expressions in the laboratcayn& hold for fixed targets
(P = (M, 0)) and energies high enough to neglect the lepton mass.

The spatial resolution of the scattering process is inlemeportional to the negat-
ive squared four-momentu@? of the virtual photonW? denotes the squared invariant
mass of the hadronic final state. For elastic scattelfg= M? so thatQ? — 2Mv = 0.
The Bjgrken scaling variable

Q2 Ia_b QZ
2P-q 2Mvy

Xg = (2.5)
thus yields¢g = 1 for elastic and & xg < 1 for inelastic events and can be understood as
a measure for the inelasticity of the event. Finatlgenotes the squared centre-of-mass
energy.

The deep-inelastic scattering reaction can be describschdtering € the individual
qguarks in the target nucleon, which subsequently breaks.aplae deep-inelastic scat-
tering domain is approximately given 9? > 1 Ge\® andW? > 4 Ge\?. These
conditions ensure a high enough resolution to probe thenakstructure of the nucleon.
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k = (E,K); K = (E,K)

4-momenta of incoming and outgoiet

p lab (M, 6) 4-momentum of target nucleon
0, polar and azimuthal scattering angle
q= (0 4-momentum of virtual photon

P-q b
—L ez
YT
Q@ o @
Xg = = ———
2P-qg 2Mvy
P-qua v
Y"PKTE

xg€[0;1]

Negative  squared  four-momentum
transfer

Energy transfer to the target

Bjarken scaling variable

Fractional energy of the virtual photon

Squared mass of the final hadronic state

4-momentum of a final state hadron

p= (Eh’ py)
7= P_z iab En ~01; | Fractional energy of final state hadrbn
. 4
Hadron momentum component parallel to
pﬂ:m = E the photon momentum in the centre-of-
1, mass frame
ol 2p) _ _
= —M CM xe[-1:1]  F€ynman scaling variable
¢l w
EN +pl o
n=1%-In (EﬁMtp‘(‘:M) Rapidity
CcM FCcMm
Table 2.1

Definition of the most important kinematic variables usedéep-inelastic scattering.



8 CHAPTER 2. DEEP INELASTIC SCATTERING

Furthermore, th&V? requirement avoids the elastic scattering region, as welelastic
scattering in resonance regions Witlf = M (whereMg is the mass of the resonance).

All the variables noted so far are inclusive variables; they well defined by the
properties of the scattered positron (and of course theepncinass, which is known
a priori) and thus can be calculated from an inclusive mesmsant. Semi-inclusive
variables define the characteristics of the individual badr The most important ones
are the fractiorz of transferred energy taken by the hadron, the Feynmanblariaand
the rapidityn:

En

= , (2.6)
4
2Py
Xg = W and (2.7)
Eh [l
n = %-m(ﬁ“ﬂ;pﬂ”). (2.8)
Ecv — Pewm

Here ng denotes the projection of the hadron momentum in the doedf the virtual
photon in the photon-nucleon centre-of-mass system (siele Pal). In this reference
frame, the Feynman variabk scales the momentum component collinear to the photon
momentum to its maximum possible valuel(< X < 1). The rapidityy is a commonly
used variable in high-energy hadronic scattering sincenteniently transforms addit-
ively under boosts along a special axis (where the natumatehs — as taken here — the
collisions axis, given by the virtual photon momentum) [€4! In the non-relativistic
limit, » becomes the particle velocity along this axis.

2.2 Cross Section

The inclusive deep-inelastic scattering cross sectiorbeagiven as a contraction of the
leptonic tensot.,, and the hadronic tens@v”,

do a? E’
= o — L, W 2.
dE'dQ ~ 2MQ* E ™ (2:9)

Here,a = €?/(4n) is the fine structure constant. The tensors describe thesémior
absorption of a virtual photon by the respective objects.tRke point-like leptons, they
can be calculated in Quantum Electrodynamics (QED). Foolamiged scattering it is
given in leading order by

Ly = 2+ [KK, + Kk, — gy (K - k = 1) (2.10)

with mdenoting the lepton mass agg, the Minkowski metric.
The hadronic tensor has to reflect the hadronic substrucfutiee target nucleon,
and thus cannot be calculated exactly. Fortunately, itggire can be constrained by
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symmetry requirements like Lorentz and gauge invarianoeedsas current and par-
ity conservation, and for the unpolarised (or spin-avedagase, only two independent
structure functions remain:

1 y
mwyv = (_ v qéqz ) Wl( Q2)+
1 .
M2 (pﬂ szqqﬂ)(pv + %%) Wy, Q%). (2.11)
The combination of equations (2.10), (2.11) and (2.9) l¢ads
do  (do > > 0
o (d_Q)Mou - {Wz(v, Q) + 2Wi(v, Q )tanz(é)}. (2.12)
where g A2E? g
o
(dQ)Mou e co§(2) (2.13)

denotes the Mott cross section which describes the scajtefileptons & a spin-less
and point-like particle. The structure functions paraisetthe deviation of the nucleon
cross section from this point-like particle behaviour, vehepecifically the additional
tarf-dependence is due to the interaction of the positrons Wwigmtagnetic moment of
the nucleon. In the elastic limiv(— Q?/(2M)), the structure functiong/, andW, are
related to the electric and magnetic nucleon form factors:

2 _ Q 2 2 Q2
GLU) + #Ch(Q) [ @

M2
Usually, the cross section is expressed in terms of the difoeless structure func-
tionsF1(xs, Q%) andFa(xg, Q2). In the limit of Q* — o for a fixed ratio ofQ?/P - g, the
so called Bjgrken limit, they become a function of the Bjarkealing variable (Eq. (2.5))
alone:

MWy (v, Q%) = F1(x, Q*) — Fi(xs), (2.16a)
YWa(v, Q%) = Fa(x, Q) — Fa(Xg). (2.16b)

This behaviour has been predicted by Bjgrken [Bjg69] anchfayn [Fey69] and
has subsequently been measured at SLAC [Blo70]. It indsdhat, at sfficiently high
energies, the scattering process occurs on point-likécpegtthat form the constituents
of the nucleon. These predictions and measurements forimasie of the quark parton
model.

Comparing Eq. (2.12) with the cross section for scatteriffgpoint-like spin-12

particles
do do
= = (dQ)Mou {1 Wtanz( )} (2.17)
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yields (taking into account Eq. (2.16))
2XF1(X|3) = Fz(XB). (218)

This equation is known as the Callan-Gross relation [Cal@8]experimental verifica-
tion confirmed that the charged partons in the nucleon aexith@pin A2 objects.

The cross section is often written as a functionQ3fandxg. In terms of the dimen-
sionless structure functiorts andF,, it is given by

do Ara?

dxg dQ? B xg Q*

Here,y denotes the fraction of the lepton energy transferred totleteon (see Table
2.1).

{YZXB F1(Xe, Q%) + (1 - y)Fa(Xe, Qz)} . (2.19)

2.3 The Quark Parton Model

2.3.1 The Simple Quark Parton Model

The quark parton model provides an intuitive explanatiaritie observed Bjgrken scal-
ing. The nucleon is considered to be composed of point-lkestituents, the partons. It
is formulated in a reference frame where the nucleon is ngowiith high momentum,

such that transverse momentum components and the rest midEs annstituents and
the nucleon itself can be neglectedfinite momentum frame In this model, the deep
inelastic scattering occurs as elastic scattering on tbesstituents. The model implies
that the interaction between the individual partons is weakshort distances. If the
scattering occurs on fiiciently short time scales, the particles can thus be redaade
guasi-free, and the four-momentum of a parton after scatfés given by

(EP+Q)? =&2M?+ 2¢P-q - Q*~ 0, (2.20)

whereé denotes the fraction of the nucleon momentum carried bytthelsquark. Neg-
lecting the nucleon mass yieldss Q?/(2P - q) and thus allows to relate the momentum
fraction with the Bjgrken scaling variabig in the given approximation (see Eg. (2.5)).

The DIS cross section is then given as the incoherent sumeatrtbss sections for
scattering on the individual partons. The structure fumgiobserved are thus composed
of the probability distributions to find a certain quark iethucleon, weighted with their
squared charges:

1
Fi06) = 5 ) [ aa@ie-x) -3 LS (221)

1
Fale) = Y, [ wded@ie-x)= Y xedate) (222
q q



2.3. THE QUARK PARTON MODEL 11

The sum runs over all quark flavougse {u,d, s, c,b,t}?> and the corresponding anti-
quarks. The parton distribution functions (PDd{}g) give the probability to find a
quark of the respective flavour with momentum fracti while e, denotes its frac-
tional charge in terms of the electron charge.

Figure 2.2 shows th@? dependence of the structure functiég(xg, Q?). For inter-
mediatexz (around 025), the function is independent @QF, as expected from the quark
parton model (Equation (2.22)). However, for larger andllmag, this independence
is lost. This scale-breakingtect can be explained if interactions between the partons
are introduced into the quark parton model, which so far leaen neglected.

2.3.2 The QCD-improved Quark Parton Model

In the so called QCD-improved quark parton model, quarksradt by the exchange
of gluons, which mediate the strong interaction. Figured&icts the basic processes
possible in strong interaction: quarks can radiate glughmns can split into gq pair
and gluons can couple with other gluons. Similar to QED, titeraction strength arises
from a coupling strengthys = g?/4r. Itis given in first order QCD as

: 12r
) = @3 2ny) ogG/AD’
u is the renormalisation scale, whicktectively poses a cut on the time scale in which
virtual fluctuations are taken into account. For DIS, it isialyy set toQ. The number
of quark flavours is given by, where usually all flavours with a mass smaller than
are taken into account, finally, is the QCD scale parameter. For the applicability o
perturbation theorygs must be less than 1, sb sets the scale for the breakdown of
perturbation theory. Depending on the renormalisatioes®hand the number of quark
flavours,A has a value of 200 - 300 MeV.

Unlike the electromagnetic coupling constantas exhibits a strong:? (or for DIS
Q?) dependence. Fd@? — oo, the coupling strengths vanishes. By thissymptotic
freedonmthe simple quark parton model with non-interacting quask®covered. In the
other extreme, the coupling strength becomes larg@ approaches\, giving rise to
confinementwhich explains why only colourless objects can be obsemdthdronic
final states.

The interactions of the partons by the processes shown irRE3gogether with the
Q? dependence of the coupling strength explain the scalingtidms observed in the
structure functions. A photon with a larger four-momenturbes the nucleon with a
higher resolution. With increasing resolution the nuckeappear to be composed of a
larger number of resolved quarks and gluons, all sharinddta nucleon momentum.
The fraction of partons which possess a high sh@ref the total momentum thus de-
creases, while the number of partons with lewincreases (compare Fig. 2.2).

Quantitatively, this behaviour can be described by the D81évolution equations
([Gri72], [Lip75], [Alt77], [Dok77]). For the quark disthutionsg(xs, Q%) and the gluon

(2.23)

2Practically, of course, the heavy flavour contribution te tjuark sea is negligible.
3SDGLAP=Dokshitzer, Gribov, Lipatov, Altarelli, Parisi
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Figure 2.2

The proton structure functiol=‘1IO as a function ofQ2. Shown are results frorap collider
experiments (ZEUS, H1), as WeII as fixed target dat@f(SLAC) andup (BCDMS, E665,
NMC) scattering. For the purpose of p|0ttlr‘|§]§ has been multiplied by'2 whereiy is the
X bin number, ranging fromy = 1 (x = 0.85) toix = 28 (x = 0.000063). The plot was taken
from [Eid04].
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a(xs) 9(xs)
qu qu

a(xg) a(xs)

@) (b)

q(xs)

a(xg)

() (d)

Figure 2.3
Splitting functionsPap(&, Q%). b denotes the initial partora denotes the final parton with
energy fractior¥ = x/x'.

distributionsg(xg, Q?) , they are given as

dq(x, Q°) tdx
dInQ@? fx X’

[q(x’, Q?)- qu(%) + gX,Q)- qu(%)] (2.24a)

d3(|y§§zz : f l d;,(’ [g(%’ Q) Pog()+ > X, Q) qu(%)l (2.24b)
X q

They mathematically express the fact that, at a given réisol@?, e.g. a quark of flavour

g, carrying the momentum fractior, could have been radiated from a parent parton
(quark or gluon) which carried a higher fractich The splitting functiongP,(x/X’)
specify the probability that a partdrwith momentum fractiox’ is the origin of partora
with momentum fractiorx. Or, speaking in terms of resolution, they give the probhbil

to find objecta inside of objecb with a fractionx/x’ of b's momentum. Once the parton
distributions are known at some scale, the DGLAP equatibo® &0 calculate PDFs at
other scales where perturbation theory holds.

2.4 Hadronic Final States & Fragmentation Functions

A concept essential to the description of DIS is factorgati It is assumed that the
scattering process of the virtual photoftf a nucleon can be divided into two parts:
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the hard short distance scattering of the photffrooe of the nucleon’s constituents (the
cross sectionr calculable from perturbation theory) and the selectiomisf ¢onstituents
according to a soft, long range parton density function.

This notion is extended to the hadronisation of the quadkralik system into the
final state hadrons. Due to confinement, these colouredtshijage to settle into colour-
singlet states as they separate. The long range nature girdcess excludes its de-
scription by perturbation theory. Instead, it is paranseli by fragmentation functions
Dg(z, Q?), which give the average multiplicity of final state hadrdrnsroduced from an
initial quark of flavourq, depending on the fractional energynd the resolution scale
Q2. The cross section to produce a certain hadron is then gigémebconvolution of the
hard quark-photon scattering part, the parton distriloufimctions selecting the scatter-
ing partner and the fragmentation functions given the podityato produce a certain
hadron. A convenient observable to measure this convalusiohe diterential hadron
multiplicity, given in LO QCD by

do'(xe. @%.2) _ Zq & 906, Q°) Dy(Q%2)  dPoring
dxgdQ2dz 3, € (%, Q) dxg dQ?’

whereo,q is the inclusive DIS cross section.

Since fragmentation functions cannot be calculated dyreitiey have to be derived
from fits to experimental data (see Sec. 2.4.2). For the imetgation of the hadron-
isation process in Monte Carlo simulations, phenomenoldgnodels are employed,
whose parameters then have to be tuned to reproduce expéaindata. An overview
over the three main schools of fragmentation models is giv&ec. 4.3, where emphasis
is given to the Lund string model used in thersdes Monte Carlo programs. The tun-
ing of the Lund model to Ekmes data (more precisely fierential hadron multiplicities
versus various variables) is described in Sec. 4.4.

(2.25)

2.4.1 Properties of fragmentation functions

Factorisation & Universality. According to the factorisation theorem, the fragmenta-
tion functions should be universal in the sense that they d@pend on the initial parton

a and the final state hadrdm and not on the specific properties of the process from
which they were determined. This assumption has been testedmparing particle
spectra (e.g. inclusive charged particle distributionsweQ?) from DIS with corres-
ponding spectra frong*e~ annihilation, which were found to be consistent ([Bre99],
[AdI97]). Other studies showed that NLO fragmentation fioes [KniOO] obtained
from fits toe*e” data describe experimental data frem ep and pp collisions within

the uncertainties [KniO1].

Another experimental signature of factorisation is theeppehdence of the fragment-
ation functions fromxg. Evidence for a slighks dependence has been seen at EMC
[Ash91] and later also at #dmes [AirO1]. However, the new analysis presented in this
work shows a much less pronouncefddependence (see Chapter 6), similar to the find-
ings of the E665 collaboration [Ada97].
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Energy and Probability Conservation. The entire energy of the initial parton is shared
by its fragmentation products:

Z folz- D2 dz=1 (2.26)
h

Also, the average multiplicity of hadrdmis given by the sum of the contributions of the
individual quark flavours:

1
> fo [Dh@ + DX2)| dz=m, (2.27)
q

Scaling Violation. In analogy to parton distribution functions, the featuréQQ&D
give rise to aQ? dependence of the fragmentation functions. This violatibacaling
(= Q? independence) can be parametrised again by the DGLAP-typaiens

dD(z Q?) lde (7 i
dinQz Zfz gpij (E,Qz) D¢, Q). (2.28)

These equations account for the possibility that the fragat®n of partonj into hadron
h might occur via the radiation of partanwhich in turn fragments into hadrdn

Symmetries. In principle, fragmentation functions can be defined for eambination
of original (struck) quark and final state hadron. Howeuee, framework of the QPM
suggests relations betweelftdrent fragmentation functions based on charge and isospin
invariance and valence quark composition of the respebtdeon. Charge conjugation
invariance implies

Dy =D} and Dj =Df (2.29)
for h € {x, K}. For pions, isospin invariance leads to

DI = D7 . (2.30)

The valence quark composition of the hadrons gives riseddistinction of the frag-
mentation functions intéavoured(valence-type) andnfavoured(sea-type) fragment-
ation functions, the first case meaning that the hadron centavalence quark of the
same flavour as the primary quark. Together with the prevésssimptions, this yields
for pions

D7 = Dj =Df =Dj =D}

D = DI =D% =Dj =Df (2.31)

D} = DY =D% =D} =D}

D7 is thestrangefragmentation functior)’, andD” denote the favoured and unfavoured
fragmentation functions, respectively. Observationsastiat D7 > D”, as name and
physical intuition suggest.
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These relations have been essential for the extractioagfrfentation functions from
experimental data ([Bin95],[Kni00]), since the availabbdéormation did not allow for
e.g. the distinction between the light, d, s) quark flavours. Only recently ([Alb05])
parametrisations have become available which did not nelgtdeast part of these as-
sumptions (see Section 2.4.2).

2.4.2 Existing Measurements

The fragmentation of quarks and gluons into final state hali@as been measured in
many experiments at fllerent energies using a variety of processes. Most dataiis ava
able obtained from electron-positron annihilation

e'e »(y,2)»>qq—->h+X

Figure 2.4 shows fragmentation functions obtainedetsr annihilation by various
collaborations over a wide range of c.m. energies. The kaftrside shows the produc-
tion of all charged hadrons as a function of the scaled mounentBy parametrising
the fragmentation function at some input sc@gand subsequently evolving the func-
tion to different energies using the DGLAP equations (Eq. (2.28)), titeeg coupling
constaniys can be determined by fitting the evolved curves to the medspectra at
the respective energies (see e.g. [Abr97b]). The right tsaohel shows fragmentation
functions separately for charged pions, kaons and (andt9ps. Both plots were taken
from [EidO4] and were compiled from numerous sources, icg experiments with
lower c.m. energies like TASSO [Bra82] and TPC [Aih88], adlwas higher energy data
e.g. from the LEP experiments.

The appealing feature of the annihilation process is thaivel simplicity compared
to e.g. the DIS process studied in this work. The initial ®ratg takes place between
point-like particles whose interaction can be calculatedifperturbative QED, while in
the case of DIS, the description of the scattering requiteskhowledge of the parton
distribution functions.

Nevertheless, the flavour of the initigd is a priori unknown, and until around 1994,
data with identified quark flavours was not available [KniO0j the last decade, the situ-
ation was rectified bg"e” data which used a life time tagging method ([Bus93],[Ab)96]
to obtain flavour enriched data samples ([Bus95], [Abe3)r98]), usually distinguish-
ing between samples enriched with light quankgi( s) or b quarks. The method is based
mainly on the long life time and large mass of hadrons coitgib andc quarks, which
results in a large number of decay products with a positiyeichparametér Additional
information can be obtained by using the correlation betwtee quantum numbers of
high energy particles and those of the primary quarks, a@cion which has been stud-
ied e.g. in [Abe97]. Thisfect allows to extract flavour enriched samples distinguighi
between the individual light quarks [Abb0O].

4This denotes the hadron’s momentum relative to the beanggner

5The impact parameter is defined as the distance of closestagpof a charged particle track to the
reconstructed primary decay vertex. It is positive if thénpof closest approach is in the hemisphere of
the jet direction.
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Figure 2.4

Fragmentation functions froma e~ annihilation versus scaled momentum The left side
shows the fragmentation function for all charged partidtesdifferent c. m. energies/s.
The distributions were scaled lag+/s = 10), wherei is ranging fromi = 0 (/s = 12GeV)
toi = 13 (+/s = 202GeV). The right side shows the distribution(af 7*, (b) K* and(c) p, p
versus scaled momentum for threéelient energies. The plots were taken from [Eid04].

The increasing level of sophistication of the publishechdatreflected in the frag-
mentation function parametrisations which became availabthe recent years. These
parametrisations are obtained by fitete™ data, making use of LO or NLO ansatze for
theete™ — qqcross section and the fragmentation functiaﬁs While initial fits to data
only distinguished between valence- and sea-type quankisglaons) [Bin95], the num-
ber of assumptions could subsequently be reduced. Regcéatiynentation functions
became available which for the first time featured light gusaparation purely derived
from data instead of theoretical constraints [Alb0O5].

In comparison te*e™ annihilation, DIS measurements add the complication of an-
other set of a priori unknown parametrisations, the partstridution functions. The
extraction of fragmentation functions thus usually regsiithe use of PDF parametrisa-
tions . Fragmentation functions have been extracted by EMGb85],[Arn89]) and
HerMes [Gei98]. All analyses assumed isospin symmetry betweertaiyet nucleons
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(e.g. theu quark distribution in the proton is identical to tdequark distribution in the
neutron) and charge and isospin symmetry for the fragmentat u andd quarks. The
first EMC publication presented favoured and unfavouregnfrantation functions into
pions obtained using a deuterium target. By neglecting ¢élaegsiark contributions, the
isoscalar target allowed the extraction without any asgiong about the parton distri-
butions. However, the significance of the sea quark influeémceases with lowekg,
limiting the validity of the approach. The systematic inflae was corrected using a
Monte Carlo method. Of course, since the Monte Carlo simaraequired a PDF para-
metrisation as input, some PDF dependence of the final neaslintroduced.

The later EMC publication relied on PDF parametrisatiomeatly. Sea quarks were
taken into account, the strange fragmentation funcBnwas taken to be similar to
the unfavoured fragmentation function. This less restecinethod allowed to extract
u quark fragmentation functions into charged pions, kaorms(anti-)protons, both for
a proton and a deuterium target. The respective fragmentéinctions for both tar-
get types were found to agree within their statistical exrdrhe pion results were also
compatible with the previous analysis.

The Hermes analysis [Gei98] applied both methods to therMes data. Only pion
fragmentation functions have been extracted due to theclgaidentification limitations
at the time the data was taken (1996)he result was found to agree with the EMC data
for z> 0.4.

Another Hrmes publication [Air01] presented multiplicities af, 7~ andz®. While
the neutral pion multiplicities were consistent with datanfi EMC, the charged pion
multiplicities showed a poorer agreement with the comp&#®ItC data, a feature that
was attributed to the fact that theekdies multiplicities were compared to fragmenta-
tion functions. In [Kre01], the Ekmes multiplicities were combined witle"e™ results
obtained in [KreOQ] to directly extract the fragmentatiemétionsD7, D” and D (see
Eqg. (2.31)).

The EMC and earlier kkmes results are compared with the current analysis in Chapter
6.

5This situation has meanwhile been rectified by the intrddnaif a dual-radiator RICH detector, see
Chapter 3.



Chapter 3

The HeErMES Experiment

The Hermes experiment is located at the Deutsches Elektronen-Sytram¢DESY) in
Hamburg, Germany. It shares the positron beam of thexHositron-proton collidér
with the experiments H1 and ZEBS

HermEes was designed to study the spin structure of the nucleon.otiseption was
triggered by the observation of the EMC experiment, thay @ansmall fraction of the
nucleon spin can be contributed to the spins of its valeneekguAsh88]. To further
study the individual quark contributions to the nucleomspifacility was needed which
features a polarised beam incident on a polarised targélowkng feasibility studies,
HerMmEs was commissioned in summer 1995.

Since the start of data taking, the physics scope aiMds was expanded beyond
the original intentions. Today, #dmes data is used to study many aspects of hadron
structure, hadron production and hadronic interaction.ailyf recent summary of the
Hermes results can be found in [Rit02].

In the following, a short overview of the experimental seigiven, both in terms of
hardware (target, detector) and data processing. Detaleelws can be found in other
publications. The target and its components is for exampseribed in [Bau03] and
[Nas03]. A long article about the detector is available ick88].

3.1 The HERA Accelerator

Figure 3.1 shows an overview of the HERA accelerator. It tea®f a positron beam
running clock-wise (as seen from above) with an energy @ @£V and a proton beam
running in the opposite direction with an energy of 920 Gelle Tings have a circumfer-
ence of 63 km. While H1 and ZEUS are located at the interaction poihte@ positron
and proton beam lines,#r/MEs only uses the positrons.

HERA operation can be split into a number of consecutivesstefhe beams are
filled and ramped to their operational energies. Initialifpos currents of up to 50 mA

1The Hera lepton ring can operate with both electrons and positroimeeShe data used in this work
is based on the positron data only, it is here referred to agrpa beam.
2A fourth HERA experiment — HERA-B — stopped data taking in 200

19
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Figure 3.1
Schematic view of the HERA accelerator.

have been achieved. Due to interactions with residual gigeibeam line, and also due
to the influence of the experiments the positron beam life isiimited to about 12-14
hours. During this time, the current decreases exponénfia avoid ingficient running
with low luminosity, the positron beam is dumped at a curggnt 10 mA . Since 2000,
HerMes makes use of the low currents by injecting at the end of trediipolarised gas
with high density, allowing for ficient data taking at the expense of the beam life time
(see Fig. 3.6).

The polarisation of the beam is achieved by taking advartétjee Sokolov-Ternov
effect [Sok64]. Small dferences in the spin flip probabilities during the emission of
synchrotron radiation cause a transverse (i.e. paraltbetfield of the bending magnets)
polarisation of the initially unpolarised beam. Longitndi polarisation is achieved using
spin rotators before and after themdes experimental area. The polarisation builds up
over time and its maximum is strongly sensitive to HERA ofieraconditions. Beam
polarisations of more than 50% have been achieved, roytinel

3.2 The Internal Gas Target

The Hermes target is a gas target internal to the positron beam linenpolarised mode,
it is able to operate using a variety of target gasses, nahhglid,, He, N;, Ne Kr and
Xe. An important feature for many aspects ofrides physics is the ability to run with
polarised hydrogen and deuterium gas with a polarisatioR,0¢ 80%. To achieve
polarisation, the gas molecules are dissociated using RIS fisubsequently, a series of
sextupole magnets and RF transmitters is used to selectagmdape certain hyperfine
states. This method is described in detail in [Nas03].

Figure 3.2 shows a schematic view of the target. The targanbler is a cylindrical
enclosure which is evacuated using turbo-molecular pumpspressure below 51077
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Schematic view of the target area.

mbar. The beam enters the target chamber from the left. iGatitirs at the entrance of
the chamber protect the target area from synchrotron radiptoduced by the positron
beam. The upstream end of the target chamber features afoigxihich serves the
purpose to limit particle interactions with the target nnizile

As opposed to solid targets, gas targefierothe advantage of low dilution due to
undesired material. In case of polarised running, theyh&rrore allow a higher po-
larisation, which can be flipped within milliseconds. Theimdisadvantage lies in the
lower target density. While the areal density for solid éasgreaches the order of 2P0
atomgen?, polarised gas jets typically are below 20! atomgen?. This is partly com-
pensated by injecting the gas jet into a storage cell, whachligned collinear to the
positron beam. Thus the gas is constrained to spread alenigetiim line, yielding an
increase of the areal density by two orders of magnitudedEaterium, target densities
of 2. 10" have been reached. The storage cell is made of thifbm) aluminium foil
to minimise patrticle interactions. Its elliptical shapetaomes the positron beam profile.
In the cell centre, two tubes are attached to the cell. Oneesl fior the injection of
the target gas, the other allows for the extraction of a gagbkato analyse the atomic
polarisation (using a Breit-Rabi polarimeter) and the ticat of atoms which recom-
bined to gas molecules (using a quadrupole mass spectmni&d¢h measurements are
necessary to determine the average target polarisation.
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Figure 3.3
Schematic view of the kkmes spectrometer.

3.3 The Spectrometer

The HerMmEs spectrometer is a forward angle instrument designed tatietdusive and
semi-inclusive deep inelastic scattering events. Thetfmosbeam pipe traverses the
detector at the centre, thus defining thaxis of the Hrmes coordinate system. The
y-axis is pointing upwards, while the-axis is assigned to the horizontal component,
pointing outwards=left) from the ring centre. The proton beam pipe passes girdie
detector atx = 71 cm, parallel to the positron beam. The detector is thusiafd two
symmetric halves above and below the HERA plane.

Figure 3.3 shows a profile of the setup. The most prominenjpoornt is the spec-
trometer magnet, which divides the installation in the framd back part of the detector.
In the magnet area, steel plates shield the HERA beams frerm#gnetic field. The
magnet defines the upper limits on the geometrical acceptartdch are given by polar
angles of#,| < 180 mrad in horizontal anid,| < 140 mrad in vertical direction. For the
vertical case, the steel plates cause a lower limigpf> 40 mrad.

In conformance with the two basic tasks of the spectromisectpomponents can be
grouped into two categories: the particle tracking systaohtae particle identification
system. The two groups will be addressed in the followinghtiuld be noted that the
HerMEs setup incorporates a humber of special purpose detectachahe neglected
due to their irrelevance for this work. This includes thécsih detector and the muon
detectors.

An exhaustive review of the ttmes spectrometer can be found in [Ack98].
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3.3.1 Tracking

The task of the tracking system is to determine the origigJemand momentum of the
particle tracks. The positions of the particles are maiagjistered using drift chambers,
which constitute the front and back tracking system, retjpadg, depending on their
position relative to the magnet.

The magnet provides an integrated deflection powerdfin, causing a horizontal
bending of the particle tracks. The front and back partedtks are merged by a pattern-
matching algorithm, the deflection yields the particles reatam and charge. The pro-
cedure is described in detail in [Wan96]. In addition, thekbpartial tracks are also
used to match the signal of the particle identification detsqsee next section) with the
corresponding track.

The front tracking system is complemented by an additioniél eertex chamber,
which serves to improve the determination of the event xextel the angular resolution.

3.3.2 Particle Identification (PID)

The task to identify the observed particles can be divided two steps. The first
step, the discrimination between electrons and hadromseriermed using the signals
from the lead glass calorimeter, the pre-shower detecttaatransition radiation de-
tector (TRD). Hadrons are then subsequently identifiedguieir signal in the RICH

detector. The redundancy introduced by using four sepatatiectors to distinguish
between leptons and hadrons not only improves the finaltresutl is also crucial for

the calibration of the individual detectors. The lack oftspossibilities for hadron iden-
tification with the RICH detector introducesfidculties which will become apparent in
section 5.2.2.

The Calorimeter. The electromagnetic calorimeter [Ava98] consists of twaygs of
420 radiation hard lead-glass blocks, arranged in 10 rowls4@columns. Particles
incident on the calorimeter wall deposit part of their eyargform of photon showers
in the material, which in turn are detected using photorplids.

Since leptons deposit almost their entire energy in therica&der, the ratio of de-
posited energy and momentum is peaked arodpd ~ 1. Hadrons only deposit a
fraction of their kinetic energy through ionisation enelggs, resulting in an average
E/p~04-05.

Apart from lepton-hadron discrimination, the calorimegpeovides a fast first-level
trigger for scattered positrons and allows the deternomatif the energy of photons
coming from radiative #ects orz® andn decays.

The Pre-shower Detector. Hermes features three sets of hodoscopes (labelled HO
through H2 in Fig. 3.3), of which H2 (the pre-shower detecfoovides particle identi-
fication information. For this task, H2 is preceded with agpasradiator (11 mm lead
sandwiched between to 1.3 mm stainless steel sheets). Wadlens deposit only a few



24 CHAPTER 3. THE HERMES EXPERIMENT

2
x 102 x 103 X0
g 4000 |- RO 1400 - 7 oreshomer 10000 Calori
- : W L I-
5 3500 - 1200 8000 meter
2288 - 1000 |- 6000 |-
2000 ] g
1500 [ 600 - [ 4000
- 400 [ -
1000 B 2000 [
0 A \ 0 . 0 ‘
0 50 10°  10% 10t O ! 2
Egep ! KEV Egep/ GV Euep/ P
Figure 3.4

Momentum integrated response spectra of the PID detec®iswn is the count rate as
a function of deposited energy (nhormalised to momentum §e ad the calorimeter). The
distributions reflect the descriptions in the text. The fegwas taken from [Wei02] and is
extracted from the year 2000 data production.

MeV in the detector, the lepton signal is much broader andhetgees between 20 and
40 MeV.

The other two hodoscopes provide trigger information. WIHll provides a fast
first-level trigger together with H2 and the calorimeter, #@s introduced in 1996 to
suppress the background generated from the proton bearforward position in the
detector allows the separation of particles going 'backisain the detector, along with
the proton beam line.

The Transition Radiation Detector (TRD). Transition radiation is emitted, when
charged particles with relativistic energies traverse libandary between two media
with different dielectric constants. The threshold is related td.tentz factor and lies
at abouty = E/mc& ~ 100. For leptonsand hadrons with an energy of 5 GeV, the factors
arey, ~ 10000 andy, ~ 35, so that only leptons emit transition radiation.

Due to the low emission probability, the TRD is composed gfidentical layers,
each layer consists of a fibre radiator and an adjacent piopal wire chamber. Both
hadrons and leptons produce a signal in the wire chamberdaianisation of the
Xe/CH,4 gas, but in combination with the transition radiation, tinergy deposited by
the leptons is approximately twice as large.

In summary, the combination of the detector responses esallepton-hadron dis-
crimination of better than 98%, using a likelihood methothsuwarised in section 5.2.1.
A more thorough review can for example be found in [Wen99].

SHere, the terneptonsdenotes electrons and positrons.



3.4. DATA STRUCTURE & DATA ACQUISITION SYSTEM 25

O [rad]

025 -

02 |- ¢

015 -

01

Figure 3.5

Momentum dependence of the

Cerenkov angle for dierent hadron

types and radiators. The upper band

corresponds to the aerogel angles,
L \\\\\\\\ theIowerbandshowsthe4elogas

0 2 4 6 8 10 12 14 16 18 20

p[Gev] [ings.

0.05 -

The RICH Detector. Charged particles which traverse a medium with a velocighér
than the speed of light in the medium emit electromagnetiateon. The angle with
which this radiation is emitted specifically depends on #feactive index of the radiat-
ors and the velocity of the particle. Thugfdrent particles have aftierent momentum
dependence of theerenkov angle due to theirftBrent masses.

The task of the RICH detector is to discriminate betweengi&aons and protons in
the hadron sample. To do so, the detector utilises a comémat two radiators, a clear
silica aerogel (refractive index = 1.03) and a GFy gas radiatorrf = 1.0014). This
relatively new combination allows to span the kinematicdlilficult region between 2
and 10 GeV, which contains most of the hadrons atsMds. The resulting distribution
of Cerenkov angles is shown in figure 3.5. A more thorough intetidn to the RICH
detector can be found e.g. in [Ako02].

3.4 Data Structure & Data Acquisition System

In the following section a quick overview over the structoféhe Hermes data and its
data acquisition system is given. The purpose is mainly tmdluce some jargon used
in this work; and also for completeness. The article [Ack@&jtains more information
about the particle tracking and the read out electronics.ofenthorough review of the
Hermes data processing can be found in [Dur95].

3.4.1 Data Structure

The largest logical unit to group theekMes data is given by thelata taking period
usually labelled by the year of running. It's basically definby the time between to
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major shutdowns, in which #tmes is running with a fixed configuration. During major
shutdowns experimental components might change, e.g.ebgdtition or replacement
of detectors. Also Era might change its operation mode, like for example switching
from positron to electron running or vice versa. The datama#iuring one period is
processed several times, taking advantage of increasensiadding of the experimental
conditions (compare Sec.3.4.2). Thiwductionsare labelled with the data taking period
and a letter denoting the production generation. The datasrnhesis, for example, was
taken from the 00c1 production, the 3rd reprocessing of éte thken in the year 2000.

The next unit — thdill — is defined by the operation of theskh storage ring, which
was already described on page 20. During one fill, the shaftzenight switch operating
modes, a common example is the switch from normal polariseding to unpolarised
running with a high density gas target at the end of a fill.

When H:rwMmes is running, the recorded data is stored in chunks of aboutMBgte
size, theruns A new run is also started by the shift crews when the conatichange
considerably, e.g. when switching from normal to high dgrisirget operation.

Runs are divided into 10 second units callagst In this intervals, slowly vary-
ing quantities like beam current and target polarisatianraad out and stored in the
slowcontrol data tables.

«— Hamburg time on May 30th 2000
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Figure 3.6

Two fills from the year 2000 data taking period. The positrear current drops steadily
due to the particle loss caused by interactions in the exyial areas as well as sources
like the residual gas in the beam pipe. At the end of the fithhhilensity gas is injected
into the target cell to make better use of the remaining beausing a steeper drop of the
current. As can be seen by the indicated two hour intervatgpiaal positron fill lasts for

~ 12 hours.

Figure 3.6 shows two typical fills of the year 2000 data takpegiod. To give an
idea about the involved time scales, markers have been deaeny two hours for the
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first complete fill shown. The fill can be clearly divided inted parts. Between runs
16653 and 16789 data was taken using polarised Deuteriuargest gas. Since each
run represents about the same amount of data, the numbenotaken per two hour
period drops with the beam curreht The last part of the fill shows a steeper slope for
the beam current, which is caused by the high density taagetlg case of the first fill,
the high density gas was Neon, the less steep drop at the ¢he sécond fill is caused
by Hydrogen.

3.4.2 Data Acquisition & Production

Particles of numerous sources are traversing the spedioiaeany given time, caus-
ing signals in the various detectors. A trigger system islusdilter out events whose
structures indicate a physical process of interest. Ifggér is generated, a read out of
all detector components is initiated. During the read oatpew data can be accepted,
so that the number of generated and accepted triggers mitgrt d he ratio defines the
dead time of the experiment

Tacc

Tgen

6dead = 1 - (3.1)

Several triggers are defined, requirinffeient sets of signal3rigger 21is the main
physics trigger, designed to filter out DIS events from thekiggound noise. It requires:

e Coincident signals in the hodoscopes HO, H1 and H2.

e An energy deposition in the calorimeter above a certairstiolel (usually 1.4 Gev
for polarised and 3.5 GeV for unpolarised target operatidh)s signal is usually
caused by the scattered beam patrticle.

e A reasonable timing of the signals. This filters out e.g.ipkrtshowers initiated
by the proton beam which go backwards in the detector.

The detector read out is performed by the data acquisitistery (DAQ). At this
stage, the data is still in a raw format, containing channehipers and digital signal
values stored in the EPIO format (Experimental Physicsti@uiput Package). In a first
step, the data is converted by therives decoder (HDC) into the ADAMO format. HDC
takes into account further input like calibration data amirimation about the detector
geometry, which are optimised with each generation of deddyxtion. External influ-
ences like for example the atmospheric pressure ffantdhe detector responses and are
accounted for in the calibration (see Fig. 3.7).

The numerous read out values of th&elient components have to be converted into
information which is usable for the data analysis. This isalby the HrmEes recon-
struction software (HRC). Using a tree search algorithmtigla tracks are reconstruc-
ted from the hit locations in the wire chambers. By combirtimgfront and back patrtial
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Figure 3.7

TRD response to leptons before (upper panel) and after (lparel) detector calibration.
Shown are the values for the top and bottom part of the deteét® can be seen, the un-
calibrated response varies over time. After correctiop,dnd bottom part of the detector
show an identical, flat leptons signal. For the runs 5823583 high voltage of the top
part of the TRD was set to 3000 V instead of the usual 3100 dltieg in the lower signals
in the 'a’ and (less so) 'b’ production. The other PID detest@ere used to select the lepton
sample. It should be noted that for the 'a’ production, thB Blts are looser, so that the
lepton sample is likely to be less clean.

tracks, the momentum is determined [Wan96]. Based on tlemstaicted tracks, the re-
sponses of the individual PID detectors are associatedthgticorresponding particles.

Apart from the time critical detector signals, there areeotbarameters of interest
which are only slowly changing over time. These values arerded by the slow control
system. Examples are information about the state of tixa Heam (current, polarisa-
tion, ...) as well as various#rdmes operation parameters like voltages, target state and
pressure gauges. The parameters are read out in regulaaisti& the order of seconds
or minutes, and stored chronologically in ADAMO tables. Giteeper fill is produced.
Similar to the physics data, the slow control data is subsety supplemented with
additional expert information (e.g. smoothed polarimeteasurements).

The last step of a data production combines the HRC outputtadlow control
data to provide a uniform source of information for the ase\yprograms. During this
step, the amount of data is further reduced by leaving ootimétion only relevant for
detector studies and not for physics analysis. Also thegbartientification is performed
at this point, relying on the PID detector responses anth@ion information provided

40f course also other factors, like a break in data taking jmtimence this value, but according to the
logbook this is not the case for this fill.
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by the detector experts. Further input is concerned with gaality. The detector experts
identify periods with faulty or unreliable detector opévat The corresponding data sets
are marked accordingly or even left out of the productiorne dhtput is stored run-wise
in so calleduDST files, which are then used as input for the physics argfysigrams.
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Chapter 4

Monte Carlo Simulation

Monte Carlo simulations are an indispensable tool in pargphysics. Many aspects
which play a role in the understanding of experimental tssut and the influences on
them which possibly need to be accounted for — cannot be leédclirigorously in an
analytical way. Instead, parametrisations and modelssed, dhat allow to simulate the
processes of interest on a statistical basis. For exan@ejmulation of a DIS event re-
quires information coming from a number of sources: the ekierematics are generated
(in terms ofy andQ?) according to the dierential cross sectiodfo/dv dQ?, the struck
quark is chosen using a parton distribution function (PDé&ametrisation (e.g. GRV
[GlU98], MRS [Mar00] and — the standard choice at the momer€TEQ6 [Pum02]).
Also the subsequent hadronisation of #irick quarke remnant targesystem has to
be simulated using phenomenological models. Here, the modkl [And97] is the tool
used in the HrMmes Monte Carlo programs. The situation becomes even more eémpl
when further possibilities are taken into account, e.gatae efects. The Monte Carlo
method allows to extract the distributions resulting frdva tonvolution of all these dif-
ferent probability functions.

Experimental results frequently rely on the ability to gtigninfluences on the data
based on such simulations. The analysis of hadron multipkcpresented in Chapter
5 makes use of Monte Carlo predictions to estimate the ditutif the DIS sample by
elastic vector mesons. Also radiativBexts and the limited kkmes acceptance are ac-
counted for by comparing Monte Carlo simulations with antheit these influences.

In the beginning of this chapter, a short overview is giventlo® Hermes Monte
Carlo program suite (as far as they are relevant for thisgheé bit more attention is
then given to the kEkmes smearing generator (HSG), which was implemented as part
of this work as a way to circumvent the time consuming detesitoulation. HSG can
not ultimately replace the full tracking of the particlestire detector, but it proved to
be an invaluable tool for Monte Carlo studies. The main agapion of HSG has been
the iterative tuning of the Lund fragmentation model terMes energies, and this topic
forms the remainder of this chapter. After an introductiothte Lund model, the tuning
method is described. In conclusion, the status of the Lunihtuis presented.

31
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4.1 The Hermes Monte Carlo Setup

The Hermes Monte Carlo consists of a set of programs which

act as building blocks for a complete Monte Carlo chain (see
GMC Figure 4.1). Each Monte Carlo production starts witGen-
; 3 erator Monte Carlo (GMC) program. Several event gen-
HMC ‘ HSG ‘ erators are available which are suitable to simulaféedint
1 aspects of ErMes physics. Their output can be considered
as a simulation of what “really” happens on the physics level
HRC . : :
—7 ‘ For a reasonable comparison with experimental data, hayweve

further dfects have to be taken into account which are inevit-
microDSTwriter ‘ ably introduced by the measuring process: Depending on the
kinematical regime, only a certain part of the particlesat f
traverse the detector. There, they might interact withatete
(and target) material before their kinematic properties aa
tually be measured. In the form of (multiple) scatteringsi
interactions influence the energies and the measured aofgles
the tracks. Since the particle momentum is determined bybé#meling of the tracks
induced by the spectrometer magnet, also the momenturmdetion is d@fected. Ad-
ditionally, the radiation of Bremsstrahlungsphotons ésathe detected energy of the
particles. Finally, the detector signals have to be inttgat by the reconstruction pro-
gram. The reconstructed track properties (momentum, angketicle type, ...) are
subject to inéficiencies like the limited detector resolution, misidengéfions or even
complete patrticle loss if the signal does not allow to dedbéenformation.

The acceptance and particle interactidgfeets are calculated by a program called
Hermes Monte Carlo (HMC) . It contains a model of the #dmes detector and the tar-
get based on the GEANT toolkit [Bru78]. For each particles tlansition through the
detector is simulated taking into account the interacti@sg sections with the material
it traverses. The HMC output contains the response of thecttetcomponents, such
as the signals from the individual wires of the tracking chars. It is thus similar to
the actual detector responses recorded from the experirergpt that it contains in
addition the Monte Carlo information such as particle typd the originally generated
particle kinematics.

Due to the compatible data format, the HMC output can be feztty into theHEr-
MEs reconstruction (HRC) program, which is also used to decode the detector response
of the real experiment (see Sec. 3.4.2 on page 27 and [War@i®pe the procedure to
transfer the detector response into actual track progagigus identical for experiment
and simulation, all possible biases introduced at thisestag automatically accounted
for.

As a last step, the data is usually passed throughE&T writer. This step is ana-
logous to the experimental data productions. The resultdata set whose format is
compatible to experimental data set, except for the additiMonte Carlo information
(true particle type, true track kinematics, .. .).

Figure 4.1

Overview of the
HerMes Monte Carlo
chain
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4.1.1 Event Generators

The generator Monte Carlo programs usually combine twasstefhe event generation:
a physics generator simulates the interaction of the Irste@te particles. The hadron-
isation of the ensuing system into its final state detecthpléhe spectrometer is then
performed by applying a fragmentation model. The lattek taperformed in the k-
mes Monte Carlo using theedser program, which utilises the Lund string fragmentation
model (see Sec. 4.313.

For this work, two generator Monte Carlo programs were u3ée. main work was
done using thegmc_disNG package. This program uses event generators specialised to
simulate deep inelastic scattering:pf? [Man92] for polarised scattering, and its prede-
cessor, kprto [INng97a] for the unpolarised case. Apart from the basic Di&ess, they
can simulate photon-gluon fusion (PGF) and QCD Compton (QDocesses. Results
from gmc_disNG can be compared to experimental data both on cross sectiehds
well as normalised to the number of DIS events. This genekaés used for both the
tuning of the Lund fragmentation model (see Section 4.4)ealtag for the radiative and
acceptance correction in the course of the extraction ddtra multiplicities (Sec. 5.4).

While Lerro and Repsi are an excellent tool to study the DIS process, the number of
considered physics processes is rather limited. In pdaticthey do not account for the
exclusive production of vector mesons, whose influence erdtta had to be studied
in the course of the multiplicity extraction. For this taske Rrrria ([Sjo01],[Sjo03])
event generator has been usdelrtria is a general purpose event generator which takes
into account a variety of processes. For this work, a speeiaion of Rtaia 6.2 has
been used which was adapted terMes energies with special emphasis on the exclusive
vector meson production [Lie04].

Apart from these, a number of other generators are avaitthiermes, all with a
more constrained field of application. Examples are spseidigenerators for exclusive
vector meson production (DIPSI, rhoMC) and heavy flavounerAROMA [Ing97b]).

4.2 The Hermes Smearing Generator

The Hermes smearing generator (HSG) is designed as a replacemenefotNIiC/HRC
part of the Monte Carlo chain. It substitutes the time consgreimulation of the particle
interactions with the detector material, which are otheenalculated using the GEANT
detector model. Instead, HSG uses a set of look-up tableshwaaintain information on
how the kinematic variableg,, 6, and the momentunp are dfected. In some cases,
particles can be absorbed completely (or scattered outcefsd@nce). This is accounted
for by applyingloss functionswhich also reflect indiciencies in the tracking algorithm.

LJerser initially was a stand-alone application (versions 1-7},ibwas later included in thex@uia 6.1
package, thus the main source of information about the progs the RTaia manual [Sj003].

2Also the independent fragmentation model is available gisogbut is usually not used in theskhes
Monte Carlo.

3PytHia is incorporated in thgmc_pythia6 package.
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Naturally, this method constitutes a significant approxiorawith respect to the
original simulation and as such should be used with care h®wpther hand, the reduced
complexity results in vast time savings. While a full detecimulation of 100000 events
takes about 24 hours, HSG reduces the time span to about 1&ewinlrhis makes the
smearing generator a useful tool for initial Monte Carladgts, once it has been ensured
that the approach reproduces the physical features oestter

The status of HSG is presented here as it was implementelddouning of the Lund
model. It should be noted that subsequently, additioffaltewas put into the program
to extend its capabilities. A first step was the inclusionhef detection of short tracks in
HSG [Die03]. Recently, work has been done to include photom$SG [Gul04]. This
will allow to use HSG for DVC$ studies and to reconstruet in HSG generated data.

4.2.1 Implementation

HSG was developed for théferts to tune the Lund model. It was first designed as a set
of functions internal to a specific Monte Carlo analysis cfden01]. In the course of
the work presented in this thesis, the algorithm has beemptemented as a stand-alone
application which can be plugged into the chain akkes Monte Carlo programs (see
Fig. 4.1). HSG was also extended tdfdrentiate between the detector configurations be-
fore and after the replacement of the original thresi@edenkov detector with the RICH

in 1998. As can be seen from Fig. 4.3, the introduction of theéHRhad a significant
impact on the momentum resolution at low particle momentum.

For each of the two configurations, Monte Carlo data was predwvhich included
the full simulation of the detector. For the detector conigions before and after the
introduction of the RICH detector 19971999 geometry, 7.5 and 10 million gener-
ated DIS events were used, respectively. Since both therafedeand reconstructed
track properties are stored in the data structure, the tetefects can be studied. The
guantities

Ap/p = (p*— pe)/pME, (4.1a)
NGy = 0% —pSMC (4.1b)
and A6, = 6O°—oM (4.1c)

represent the resolution of the detector, wh&MC denotes the generated values and
recthe values reconstructed by the tracking algorithm. Theabées

Ox
Qy

arctan(cosf) - tan@)) and (4.2)
arctan(sing) - tan@)) (4.3)

are the horizontal and vertical projections of the polattecig angled, respectively.
Figure 4.2 shows the quantitfp/p for hadrons and leptons with a momentum
between 7 and 8 GeV. Both leptons and hadrons are subject suss@an smearing

4deeply virtual Compton scattering, see e.g. [EII03], [KFaD
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P Figure 4.2

S 7 GeV <P <8 GeV Momentum smearing of elec-
§ trongpositrons and hadrons. Shown
S0t is the diference between the original

Hadrons momentum of the particles as as-

signed by the Monte Carlo generator
and their respective momentum after
passing a full GEANT simulation of
the HermEs detector. The dference
was normalised to the original
momentum.  The momentum is
broadened to a Gaussian distribution
by the detector resolution. Addition-
o1 oo dlly, leptons are subject to energy
Ap/p  |oss by Bremsstrahlung.

Leptons

10

around the original momentum value. This symmetffed is due to the limited resol-
ution of the detector. Additionallyg™ ande™ feature tracks with considerably stronger
energy loss. This tail is due to radiation of Bremsstrahlumiipe detector material.
Similar distributions for all three quantities defined in.BdlL were obtained in 1 GeV
momentum bins for leptons and hadrons separately. Thisrigmaveals the momentum
dependence of the detector resolution , which is given bywidéhs of Gaussian func-
tions fitted to the individual distributions. They are shawikig. 4.3 for the two particle
groups and the three resolution variables. The empty ahdyaoibols show the result
before and after the installation of the RICH detector, eetipely. The RICH detector
had a negative impact on the resolution due to the additemmalunt of detector material.
In order to avoid binningf@ects, the original distributions were scaled with a fit to the
momentum dependence of the resolution, yielding histogsaitih only minor variations
in the distribution widths plus the additional radiativddaThey serve as look-up tables
for the smearing generator: For a lepton or hadron track gntén propertie, 6y and
6y, HSG applies modifications to these values selected rarydarnbrding to the relevant
distributions. Taking into account the scale factor, the K@meared) track kinematics
are obtained by

p™ee = p®MC-(Ap/p- FAPP(pPYC) + 1), (4.4)
OiSC = gEMC + Ag) - £4%(pSMC) (4.5)
and  65C = 6CMC 4 Agl - FA%(pOMO), (4.6)

The fit functionsf2(p©M<) are also shown in Fig. 4.3.

In addition to particle smearing, there is also the possgjttihat particles are not re-
gistered at all, either due to iffeciencies of the tracking algorithm or due to interactions
with the detector material, causing for example the trackdbent out of acceptance.
By comparing fully tracked and reconstructed data with agaronly including the
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Figure 4.3

HerMmes detector resolution for the setup before ('1997’) and aftE999") the introduction
of the RICH.
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smearing, the influence was estimated and fitted (see Fiy. H8G takes thesefte
ciencies into account by rejecting smeared particles wilohability corresponding to
the respective function. Generally, the correction is i ¢inder of a few percent. For
kaons, however, the loss is generally larger than 10%, watincang decline for low mo-
menta. This behaviour can be attributed to the by 50% shbftetime of the kaons
with respect to the pions. The life timefi#irence in the laboratory frame is even much
larger due to the fact that the Lorentz factor is inversebpprtional to the mass and thus
Ypion ~ 3 - Ykaon fOr the same momentum. Thus, a certain fraction of the kaecays
while traversing the detector, which in the standard MordddCis simulated by HMC.
HSG has to account for thigfect by applying a larger particle loss probability to kaons.
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Figure 4.4

Loss functions used in HSG for the 1999’ setting. The p&tloss due to tracking irfi-
ciencies and interactions with the detector material wamaged by comparing the particle
yields after full tracking and after applying smearing eations only, both in Ekmes ac-
ceptance.

4.2.2 Comparison of Tracked and Smeared Data

As stated before, HSG was implemented in this work mainiywhie Lund tuning ef-
forts in mind. Thus, the aim was to reproduce the data prigsevthich were used for
the tuning, namely the hadron multiplicities versus vasigariables. In this section, the
effect of smearing with HSG is compared to the one of full Monte&aacking using
HMC and HRC. For this task, a Monte Carlo production with 2@ion generated DIS
events was used, which was then fed to HMRBC or HSG, respectively. So the input
to both alternatives was identical. The cuts correspontidémnes used in the data ana-
lysis (Table 5.3 on page 61). In particular, all data setsliiding theGMC set without
detector €ects) are subject to a box acceptance cut as specified infénenmeed table.

When comparing the results it should be kept in mind that H8@&nwas designed
to be a replacement for tracking with HMC and HRC. The smeaggnerator is able to
reproduce a large part of the detector influence on the datéhéagreement is definitely
not perfect. Nevertheless, it has proven to be a very usadlifor Monte Carlo studies
and for the tuning of the Lund model.

Figure 4.5 shows th€? and W? distributions of semi-inclusive DIS positrons ob-
tained from HSG in comparison to the result without any detesmearing generated
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Distribution of semi-inclusive DIS positrons v§? and W?2. Shown are the yields after
smearing (HSG) and a full detector simulation (HRC) in corigma with the input data from
the Monte Carlo generator (GMC). HSG can largely reprodheedetector and tracking
effects on the generated events. The observed discrepanciest dtier the usefulness of
HSG for the studies it was designed for.

(GMC)) and with full tracking fracked (HRC). HSG is able to reproduce a large part
of the detector and tracking influence on tfeyields. Especially from the ratios in the
lower part of the plots, some discrepancies between futkinggy and smearing become
apparent. For lowew?, HSG causes the loss of too many positrons. Vef3tisghis
effect is distributed almost uniformly over the ent{é range.

A selection of hadron multiplicities is shown in Fig. 4.6. &g, three data sets are
shown, corresponding to the multiplicities before deteeftects and the multiplicit-
ies after full tracking or smearing, respectively. The dags obtained using the same
cuts and Monte Carlo productions as the one presented idFg.The multiplicities
of 7~ and K versusz on the bottom show a very good agreement between HSG and
HMC/HRC. For the multiplicities of positive pions and kaons wsrsnomentum on the
top, slight discrepancies in the high statistics regiomad5 GeV are visible. Neverthe-
less, the agreement is good enough to warrant the apphcatiBlSG for the tuning of
the Lund model.

4.3 Fragmentation Models

Fragmentation models bridge the gap between the short tale,shard scattering pro-
cess calculable from perturbation theory and the final gtatgcles observed in the de-
tectors. They can be grouped into three main schools of titoatuster fragmentation,
independent fragmentation and string fragmentation. €asan for the fact that fier-
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Hadron multiplicities ofr* and K' vs. P (top) andnr~ and K vs. z (bottom). Given the
same input, HSG produces multiplicities in good agreemeitt tive ones obtained by a full
detector simulation (HMERC).
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ent models with dferent approaches exist can be seen in the lack of undenstpofli
the hadronisation process from first principles.

In the following, the emphasis is put on the Lund model (®ec4i.3.1). Itis the most
successful and most widely used model to date and furthermsdhe model of choice
used in the lHrMes Monte Carlo programs. Section 4.3.2 summarises the iddaade
the other models. A more profound comparison (and deseriptf the models can be
found in [Sj088].

4.3.1 The Lund Model

The Lund model is based on tmeassless relativistic strings a model for the QCD
colour force fields between quarks and gluons. It providestanial approach in model-
ling the quark (and gluon) dynamics during the fragmentapimcess. The Lund model
is able to reproduce many of the dynamic properties of hagroduction. Today it is
the most widely used model to simulate the properties offiigtation processes. In
particular, the Lund model is used in conjunction with therttes Monte Carlo gen-
erators lerro, Pepst and Rrraia. In the following, a short introduction and overview is
given. The basic ideas of the Lund string fragmentation rhealebe found in [And83a].
Later, the model has been refined and extended. In [And83dEkymmetric fragmenta-
tion function (Eq. 4.9) has been introduced. Other addstiooncern the fragmentation
of multiparton jets ([Sj084b], [Sjo84a]) and an extendb@alyon production mechanism
(— popcorn model, [And85]). A very exhaustive and detaileccdpsion can be found
in [And97].

|7
f37
173
1
t 2‘5:\ /(Z‘Eo
X o
Figure 4.7

The massless relativistic string in the Lund model. The haftd side illustrates a bound
state of two particles. At the turning points of the parsci, t3) the complete energy of
the system is contained within the string spanned betweeitvth particles. The process
of fragmentation in the Lund model is shown on the right haidlg:s New qq pairs can
be produced along the string, causing a breakup into sephoaind states which contain
different fractions of the total original energy.

The underlying principle of the Lund model — the masslesatnrgbtic string —
is illustrated in Fig. 4.7 for the case efe -annihilation. Aqg-pair is produced at a
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single point in space-time. Owing to the energy obtainedendriginal process, they
start to move apart in opposite directions. The attractored due to the colour field
between the quark and the anti-quark is represented by tlssl@sa relativistic string
spanned between the two objects. The constant focegised by this string gives rise to
a linear potential. Thus a stable meson configuration preglacso-called yoyo-mode, in
which the system oscillates between states where all emempntained in the particles’
momentum {5, t;) and the turning points where the energy is contained in titegsof
lengthAx stretched between the particlds € « - AX). The amount of energy per unit
length has been deduced from hadron spectroscopyto-hk GeV/fm.

For suficiently high energies, newg-pairs can be produced along the force field.
This corresponds to creating new end points and thus to #ekbp of the string into
two parts. As there is no force field between the new partiolgsan attractive force
towards the original ones, the two systems immediately re¢pdrom each other and
can be treated as isolated.

Several string breaks can occur, until the individual systeeach a cut{d energy
threshold. Figure 4.7 shows an example with two string ts@akhe verticed = (Xa, ta)
andB = (X, tg). In this case, the final state would consist of three medeémisinstance,
ga andgg from the adjacent vertices A and B form the final stafg, whose energy and
momentum are given by the vertex positions in space-time:

E?-p?=nf =« [(XA - xg)° — (ta - tB)z] : (4.7)

This illustrates the relation of the vertex positions ane thass of the final state con-
taining the string in between and its end point quarks. Theré@sting consequence of
Eq. 4.7 is that, in order for the massto be real, the distance in space-time between the
vertices A and B must be space-like. This in turn means thatithe-ordering of the
string breakups is just a matter of the frame of referenagetis no universdirst and
last vertex.

The Lund model uses an iterative approach to simulate tlygnfeatation process.
An iteration essentially consists of three steps:

Flavour Selection. In the first step of each iteration, the flavour of the ragppair is
chosen. Massless quarks without transverse momentum beyldoduced at one point
in space-time and then be pulled apart by the force field (pgctdel in Fig. 4.7). If
the quark masses and transverse momentum are taken intmngceowever, the quark
and anti-quark have to be produced in a certain distance éach other to account for
the energy contained in the transverse nmass= /2 + p2. In a quantum mechanical
picture, the quarks may be produced at one point to then tuuténto the classically
allowed region. The tunnelling probability is given by

2
P~ exp(—ﬂzﬁ) = exp(—g) - exp(—ﬂ), (4.8)

which gives rise to a suppression of heavy quark productiard(: s:c~1:1:03:
101Y). Thessproduction probability relative to the lighter quarks isred parameter of
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the model (strangeness suppression faB®,) 2), since the quark masses aréidult
to assign. Also the Gaussian width of the transverse momeuligtribution can be
adjusted (see page 49).

Hadron Selection. Once the quark flavours which form a new bound state have been
selected, the spin and angular momentum state of the cordpg@sto be decided. Con-
cerning the two possible spin couplings, a vector meson ¢nigis-scalar meson ratio
of 3:1 could be expected due to the relative number of availgpin states. However,
this dfect is countered by the spin-spin interaction of the camstits, which suppresses
the vector meson production with respect to pseudo-scataomproduction. The rel-
ative probabilities can be set in the parameBa®] 11 (for mesons containing andd
quarks; default: 0.5) aneAR] 12 (squarks; 0.6).
While mesons emerge rather naturally as bound
5 effective field states consisting of a string withgegandq as end points,

b . :
there is no clear and unique way to produce baryons
| _| in this model. Three alternatives are implemented in
g B————% Gy Jerser. In the simplest form, baryons arise by repla-
| | cing the g—q pair with a qgq—qq configuration (both
g g gg andq are colour anti-triplet states). Again, the relat-

1 ive probability can be adjuste@ARJ 1). While in this

field between g pairs ' simple model baryon and antibaryon are automatically
produced as nearest neighbours, the alternatpeorn
modelallows for one (simple popcorn [And85]) or sev-
eral (advanced popcorn [Edé97]) mesons to be produced
in-between. No diquarks are produced, but baryons arise
from the successive production of seveya] pairs with diferent colours. In Figure
4.8, the initial endpointsjygo are assumed to be of type (red and anti-red). Instead

of producing another pair, e.g. a greegg pair is created. The non-vanishing field in
the centre is of typbb (b = blue). A new pairgsgs of the right type would now experi-
ence an attractive force for the quark and anti-quark toswygh anddoQ,, respectively,
resulting in a colourless baryon and anti-baryon state.ithadhl bb pairs can result in
meson states between the baryon and anti-baryon.

Figure 4.8
Popcorn baryon production

String Fragmentation. At this stage, the hadron (and thus its mass) has already been
decided upon, as well as the transverse momentum compoiéné is left is the choice

of the total energy and consequently the particles longialanomentum. The fraction

z of the total available energy to be assigned to the new paigcgiven by the Lund
symmetric fragmentation function [And83b]

f@~z1(1-2?2 exp(— brzrﬁ) (4.9)

The variables (PAR] 41) andb (PARJ 42) are instrumental to regulate the distribution
of energy across the final states. Figure 4.9 shows the dbéasdics of the function for
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The symmetric Lund fragmentation function (Eq. 4.9) fdfetient values o& andb.

varying values of (left side) andb (right side) while keeping the other variable fixed.
All functions have been normalised to unity. As can be seanet values ofa shift
and broaden the distribution towards higlaewhile lower values ob have the opposite
effect.

The functional form of Eq. 4.9 is motivated by the requiretidat the fragmenta-
tion process should be independent of the choice of thetdirethe fragmentation is
performed along the string [And83b]. In fact, at each iterathe Lund algorithm is
randomly choosing a string end from which the fragmentatakes place. Once the
remaining energy has dropped below a given vaRiR] 33), two hadrons are pro-
duced after a final string break. This avoids the problem tipmthe last hadron on the
mass shell while being at the same time completely constogianergy and momentum
conversation.

4.3.2 Alternative Models
Independent Fragmentation

In many aspects, the independent fragmentation (IF) maedghiilar to the string frag-
mentation model. But while in the latter the whole initiarfwam configuration is taken
into account for the fragmentation (e.g.<> qqatfter a DIS process on a baryon valence
quark), IF treats the fragmentation of each jet indepergent

The fragmentation of the initial quarkis triggered by the creation of a nenq; pair
with opposite and compensating transverse momenta (givenGaussian distribution)
(Figure 4.10). The energy fractiantaken by the new mesagu; is again determined
by a distribution functiorf (2). Several functions have been used, a common form is the
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The independent fragmenta- < (1-2z)-W
tion model. remainder
Field-Feynman parametrisation
f@=1-a+3a(l-2>? (4.10)

with a default value o = 0.77 [Fie78].

The concept of independent fragmentation has some shartgemot found ine.g. the
string fragmentation model. One issue are the small vimhatof conservation of energy,
momentum and flavour. These come about, for example, by théHat the last parton
with an energy below a certain thresholdefhaindet in Fig. 4.10) is discarded. Fur-
thermore, particles produced with a very small energy ilbact move backwards in the
jet (p. < 0) and are usually also discarded.

Several model extensions exist which fix these issues, thiementations most com-
monly used are the Hoyer et al. [Hoy79] and Ali et al. [Ali8@pgrams.

The other problem of the independent fragmentation is tisatormulation is not
Lorentz-invariant, the outcome depends on the choseneraferframe. As a work-
around, the fragmentation is always carried out in the c. mamé. However, there
is neither a physical motivation for this restriction noredahe workaround scale well
beyond simple 2-jet events.

Cluster Fragmentation

The cluster fragmentation model (Fig. 4.11) utilises a Q@Rgn branching mechanism
to obtain the multitude of final state particles. The fragtagan process is basically
divided into three steps: First, parton showers evolverttiml partons far & mass-shell
into partons nearer to mass-shell. The energy sharing ibrdreching verticeg — qg,

g — qgandg — ggis given by the corresponding Altarelli-Parisi splittingictionsP,y,
(see Eq. (2.24)). In a second step, partons in the same refjpirase space are grouped
together into clusters, which in case of high masses fragmemsmaller ones. Finally,
the clusters decay isotropically into hadrons.

In general, the cluster model contains few adjustable petens, like the QCD scale
parameterAqcp and energy cutdds. Again various implementations exist, the most
prominent ones being the Webber model ([Web84], [Mar84plemented in the HER-
WIG program [Cor01] and the CALTECH-II model [Got87].
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Figure 4.11
Scheme of the cluster fragmentation model

4.4 Fragmentation Tuning

The original drser parameters that regulate the fragmentation in the Lund hicale
been tuned for high energyye collisions. At Hrmes, two major tuning &orts were
undertaken to adjust the model tesdies energies. At first, tha andb parameters of
the Lund fragmentation function (Eg. 4.9) and the Gaussii#émavof the the transverse
momentum distribution were tuned to yields of positive aedative hadrons versus
and p, in 5 @ bins. At this stage detectoffects were taken into account applying a
detector correction factor to the generated yields. Thaltieg Holger tuneis described
in [Gei98] and [Tal98].

Afterwards [Men01], further parameters were taken intosoeration. The detector
correction factors were replaced by the HSG, which at tlaigestvas a function internal
to the analysis code. The Monte Carlo data was tundd @ndh~ yields versugz and
the distribution of all hadrons versps

The tuning &ort presented here adds additional complexity to previoaskvby
considering the hadron multiplicities for pions, kaons @ndtons individually, taking
into account the information provided by the RICH detecfdso, the later tuning runs
took into account the elastic vector meson contributioniém pnultiplicities versug,
which in the highz region amounts to about 50% of the pions (see Figure 5.7 oa pag
71). Since lepro does not simulate the underlying processes, this coniwiitas to
be subtracted from the experimental data multiplicitiesrisher to compare on the same
basis.

Various (and varying) hadron spectra have been includeldeinuning process. The
latest and best tune presented in Table 4.1 was adjusted &~ and antiproton dis-
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tributions vs.z, p; and rapidity. Additionally, the dierences between the negative and
positive hadron distributions for the three hadron typed @ariables were taken into
account. This choice of tuned properties was motivated bplpms to simultaneously
adjust the positive and negative kaon multiplicities. Alfagood tune for K would
result in a too low K yield, but increasing the Kyield automatically lead to an excess
of K=. As possible cause for this discrepancy an additioralr{simulated) source for
positive kaons was considered (see page 51). The chosepriyperties thus emphasise
the negative hadron multiplicities, while still trying taljast the (for kaons too large)
differences between the distributions.

The comparison to the older parameter sets in this tablelésilated including the
charge separated multiplicities for the three hadrons bedhree variables. The was
calculated running over all bins of the above-mentionediplidities, taking the number
of (non-zero) bins as degrees of freedom:

(M (X))Eyp — (M(X):
Xt = : Z Z Z m Ep' m iy (4.112)
A

Npins (O'ih(X))EXp + (O-P(X))ZMC

AP 7

Each multiplicity distribution comprised 20 equidistam$in the range of 0.. 1 (2),
0...2GeV (@) and 0... 3 (rapidity).

The experimental errors;r{‘(x))éxp. included the statistical error as well as the sys-
tematic uncertainty introduced by the RICH unfolding. lbsld be noted, however, that
the unfolding errors used for latest tune (and also forythealues in Table 4.1) cor-
respond to the now obsolete method used for the June 2004{lhcitl release. More
information about the RICH unfolding can be found in Secio& 2 on page 63.

In the following, the iterative tuning procedure is desedb The parameter space is
explained. Finally, the current status of the tunifiges is presented.

4.4.1 The Fitting Procedure

The goal of the tuningféorts is to improve the consistency of Monte Carlo generased d
with experimental results. The main approach is the iteeadjustment of a number of
parameters using an algorithm which tries to minimiseythbetween the two data sets.
Additionally parameters can be fitted by systematicallyngjiag the parameter values.
The latter method is reasonable for parameters which atg €eicorrelated from others.

Even with the HSG, the iterative tuning is very time consugnireviously ((Men01],
[Tal98]), the tuned multiplicities were not distinguishieg hadron type. Consequently,
it was suficient to generate in the order of °LDIS events per iteration. Since one of
the specific aims of the new round of tuning was to make useepdrticle informa-
tion provided by the RICH detector, the multiplicities wém@ken up into the individual
hadron contributions, thus demanding higher statisticaidlly, three million DIS events
were generated per iteration.

After each iteration, the multiplicities resulting frometicurrent parameter set were
compared to the experimental multiplicities. At this poiatstrategy is needed to de-
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cide upon the generation of a hopefully better parameter @aginally, the downhill
SIMPLEX method [Nel65] as implemented in the MINUIT packddem75] was used.
This algorithm has the advantage of being rather robushagfiictuations of thg? sur-
face. On the other hand, the algorithm is inherently linesaning that one parameter
set after the other has to be evaluated. Since tivitt PC Farm essentially provides
a multi-processor computing setup, it was desirable tolledise the evaluation. One
way would have been to distribute the generation of eventgedch step over several
computing nodes and combine the statistics once all subpses have finished. The
disadvantage would have been a higher sensitivity to fsland delays in the Monte
Carlo productions. Any problem in any of timedifferent nodes involved in the compu-
tation would have halted the tuning progress. Additionahlg nodes of the PC Farm are
equipped with dierent processors and might be subject ttedent work loads. Thus it
is not possible to a priori decide which work load distribatwould result in a minimal
wait time for the last job to finish.

For this reasons, genetic algorithnGol89] has been implemented as an alternative
method. The principle is illustrated in Figure 4.13. Theefparameters of a given set are
translated into a string of bits. To do this, for every parsana minimum and maximum
value is defined, as well as the number of bits which will bedusestore the parameter
value. The first bit then defines whether the parameter vagan the upper or lower
half of the specified interval. Accordingly, the next bit &t $y the position within the
upper or lower half. Each additional bit thus doubles theigien of the parameter grid.

The algorithm makes use of a number of parameter sets — thalled population
— which are ordered in terms of their respectife(for the initialisation, see below).
Two parameter sets are chosen from the list, with a bias ttsveelecting better sets
from the top. Thesparentsare then used to generate two new sets by bit by bit crossing
of the information using a random mask (see Figure 4.13).ekample, theffspring
set 1lconsists of the bits of parent 1 when the corresponding maklevs 1, the other
bits are taken from parent 2.fiSpring 2 is constructed in the opposite fashion.

Evidently, if one or several parameter values are identaralhe two parents, both
offspring sets will again have the same values. This causessthefithe population to
degenerate, meaning that the limited variety of parametiereg prevents the algorithm
from testing the full phase space. To compensate that mis#gditional random element
is introduced, thenutationof individual bits. With a certain probability, any singlé& b
can be flipped. The probability has to be low (in the order o percent), otherwise
the information gained in the previous iterations (inheztiin the form of the parent
parameter sets) is obscured too much by the random vasation

The two new parameter sets are then evaluated using a comrmpote /@arlo setup
which consists of the Monte Carlo generator, HSG and theyaisgbrogram which ex-
tracts the desired multiplicities. For this purpose, thiesbings are converted to their
corresponding numerical parameter values. These areswiitto the card files read
in by GMC. Once the Monte Carlo production is finished, #3ds calculated and the
parameter set is sorted into the population.

The advantage of this method lies in the fact that it is egsésallelisable. The
supervising program was running on an interactive node erPth Farm. It produced
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as many parameter sets as it had processors at its dispas&dragach set submitted
a Monte Carlo production job to the batch system. In reguitarvals, the supervising
program checked for finished jobs, replacing any completedyxction by a new one
with new parameters (after having processed the results fin@ previous). Increasing
the number of parallel productions increases the latenttyeahformation transfer, since
for i parallel jobs thenth job only draws from the results ofi iterations. Nevertheless,
the available computing setup atiies made this approach very attractive.

For theinitialisation of the population, two methods have been used. One posgibili
is to start of with random values within the parameter spddese parameter sets got
assigned a high? value and subsequently were replaced by tested sets withrkno
(better)y?. Another possibility was to start a new tuning round basetherknowledge
of previous @orts. Upon initialisation, the supervising program coutéd in tables
containing parameter sets and their correspongfnthus having a base to start from.

4.4.2 Results

The parametera (PARJ 41) andb (PAR] 42) of the symmetric Lund fragmentation
function have the major impact on how the available energyistributed among the
produced hadrons. Larger valuesab$hift the hadron production probability towards
lower values ofz, while the increase db causes the oppositdéfect (see Figure 4.9).
This shift of energy is of course reflected in the multiplestversug, x= and rapidity.
Since the default fragmentation settings ierto (a = 0.3, b = 0.58) show a too broad
distribution overz, all tuning dtforts at Hirmes resulted in larger values afand smaller
values ofb (see [Gei98],[Men01] and Table 4.1). This can be explaingd the much
higher energies to which the default parameters were tundtiat region, higher order
QCD dfects cause additional low energy parton emissions. éiMek energies, these
effects can be neglected, which has to be accounted for by thetadjnt of the Lund
fragmentation function.

Additionally, the Lund fragmentation function can be fuatimodified specifically in
the case of diquark fragmentation. The paramajg(PAR] 45) is added to the value of
a if the original or produced object is a diquark. Enlarging fparameter decreased the
proton distributions significantly, while at the same tinavimg only a minor influence
on the other hadrons. Since tunes before the considerdtibisgarameter showed an
excess of protons, this allowed a better adjustment of thet&Garlo proton data to the
observed yields.

Theo parameterEAR] 21), which corresponds to the width of the Gausgm=and
py transverse momentum distribution, remained very stabii@gall tuning etorts. Any
substantial shift of this parameter dramatically detaties the data agreement of fhe
and rapidity distributions (see Fig. 4.9).

The diquark suppression fact@og,,, 0r PARJ 1) determines the probability ratio of
diquark-antidiquark production versus quark-antiquaddpction:PAR] 1= P(qq)/P(q).
It has a huge impact on the antiproton yields, since the mtomlu of an antiproton re-
quires the creation of a negg pair. Protons are also stronglffected, but since they can
also originate from a new antiquark plus the target remrnhgtgtect is much less pro-
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Figure 4.13

Schematic overview of the Monte Carlo tuning using a geradtiorithm. The supervising
program was running on one of the interactive nodes on the &@.FThe Monte Carlo
productions were submitted to the standard batch system.
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nounced. Of course a higher proton and antiproton yieldd¢eéadome on the expense
of the other hadrons. However, due to the much larger statist kaons and especially
pions, the &ect is hardly visible.

Table 4.1 shows dlierent parameter sets used afkMes over time. They? values
given for each tune are based on the charge sepazape@nd rapidity distributions of
pions, kaons and protons. For every set, 6 million DIS evieat® been generated. The
cuts are equivalent to the ones used in the multiplicity ysial(Table 5.3 on page 61).
Additionally, z > 0.2 was required for th@, and rapidity multiplicities.

All Monte Carlo productions used for the multiplicity analy presented in Chapter
5 are based on the 2004c parameter set. This parameter seingdusing the JETSET
default parameters as starting point (first parameter cojuriariables for the iterat-
ive tuning werePAR]J 41, 42, 45, 1, 2 and21. The set 2004c-high was further
optimised by performing a parameter scan on the variab@aRJ 23) and ptf (PAR]
24). These two parameters cause a fractfoaf the Gaussian transverse momentum
distribution to be a 1‘actol3>tf larger than the original widthr, thus dfectively allowing
for non-Gaussian tails. As already stated in [Men0Q1], iasieg these two factors con-
siderably improve the agreement with experimental dataénhighp; area. Since the
effect on the other distributions is minimal, these parametere never included in the
iterative fitting.

Figures 4.14, 4.15 and 4.14 compare 2004c with the JETSEullefalues and the
all W? tune from [Men01]. The cuts used to acquire the multipksitare the same as
for the multiplicity extraction presented in the next clagiTable 5.3). For the multipli-
cities versugy; and rapidity, only hadrons with > 0.2 were taken into account. With
respect to thall W? tune, the agreement of many individual hadron distribigticould
be improved. The pion agreement vergus fact is slightly worse. However, the and
rapidity distributions show a considerable improvemenan€&rning the protons, the
notable excess has been reduced, although — especiallyswers the yields are still
far from perfect. Comparing the antiproton multiplicitieersusp; and rapidity, it seems
that for the latter case the integrated yield from the 20CGtaimeter set shows a larger
excess over the experimental yield than is the casefoFhis apparent disagreement is
caused by the fact that the antiproton distributions exteride negative rapidity region,
where the excess is partly cancelled. For protons, thetsitus similar.

For the kaons, the Kmultiplicities has been improved at the expense of the negat
kaons. This is characteristic for all the tuninfijogts: a reasonable match in the K
yields results in an excess of Kwhile improving the K distributions causes too low
K* yields. The direct handles on the kaon yields — most notdi#ystrange quark and
strange vector meson suppression facteiR] 2 and 12) — have only a symmetric
effect. It was considered that there might be other sourceokitiyge kaons that are not
simulated in the Monte Carlo program, thus explaining thartsige of K then the K
yields are matched. A possible candidate was the exclusoguption of K. However,
a recent study [Die05] showed that these channels can odlgtzalit 1% to the observed
cross section and thus can not be responsible for theégficiency. This problem has to
be studied further.
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Figure 4.14

Comparison of experimental data witférent Lund fragmentation parameter sets as a func-
tion of z.
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Same as Figure 4.14, but versys
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Same as Figure 4.14, but versus rapidity.



4.4. FRAGMENTATION TUNING 55

Parameter JETSET | JETSET| Holger | Felix | Felix 2004c | 2004c

default | Tune | all W? | highW? high p
a PAR] 41 | 0.30 0.82 1.74 | 1.14 1.94 1.94
b PAR] 42 | 0.58 0.24 0.23 | 0.35 0.54 0.54
fq PARJ 45| 050 | 050 |050 |050 |1.05 |1.05

Q0supp PAR] 1 | 0.10 0.10 | 0.02 | 0.03 0.029 | 0.029

qgupp PAR] 2 0.30 0.16 0.20 0.20 0.28 0.28
qugupp PAR] 3 0.40 0.40 0.4 0.4 0.4 0.4
VM supp PAR] 11 | 0.50 0.50 0.5 0.5 0.5 0.5
VM$,, |PARJ 12060 |0.60 |0.6 |0.6 06 |06

o PAR] 21 | 0.36 0.34 0.37 0.34 0.3812| 0.3812
f PAR] 23| 0.01 0.01 0.03 | 0.03 0.01 0.04
p; PAR] 24 | 2.00 2.00 2.50 2.50 2.00 2.50
Eo PAR] 33| 0.80 0.80 0.80 | 0.80 0.8 0.8

kt PARL 3 0.44 0.44 0.78 0.85 0.44 0.44
‘XZ \ ‘ 226 \ 235 ‘ 163 ‘ 129 ‘ 43 \ 40 ‘
Table 4.1

Comparison of dterent Lund parameter sets. Tiewas calculated using the charge separ-
atedz, p; and rapidity distributions of pions, kaons and protons. &lbtunes, 6 million DIS
events were generated.

4.4.3 Conclusion

The current best tune presents an improvement with respebiet previous available
parameter sets. Nevertheless, there are areas were adbgtadies are desirable in
order to achieve improvements. Especially, it would be twwtile to improve both the
K* and K agreement with the experimental data, without refinemenbfe charge
impairing on the other.

New parameter fits should also take advantage of updatedmerqreal multiplicities.
Since the last fits were performed, new RICH unfolding masiwere released, also the
method to assign the corresponding systematic errors eldari@pth innovationsféect
the reference data.

While the iterative tuning focused on the reproduction @f mhultiplicities of pions,
kaons and protons, also other properties might be of intefsidies are underway to
improve the hyperon production features of the latest tunyestudying their depend-
ence on the diquark suppression facBARJ 1), the strange diquark suppression factor
(PAR]J 3) and theayy parameterKARJ 45) [KraO5b]. The recent work on the smear-
ing generator with respect to the photon smearing will evalhy allow to includer®
multiplicities as tuned properties.

Further tuning &orts will most likely lead to further improvements in the @dilonte
Carlo agreement. But, considering the wealth of featuresdastributions which — de-
pending on the aspects of physics one is interested in — caeduered for agood
tune, it seems highly unlikely to ever achieve a near-pedgeeement. The fragment-
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ation parametrisations have already come quite far duestavtitk done by the various
parties.



Chapter 5

Extraction of Born Multiplicities

The analysis is based on the unpolarised data set on a peotyet tind the data set on
the deuteron target obtained in the year 2000. It providgis iiatistics and — due to the
RICH detector — the particle identification capabilitiesessary to extract the desired
charge and hadron type separated multiplicities.

Several steps are required to obtain the final Born mulit@g in 47r. Fig. 5.1
provides an overview. The initial experimental multiplies have to be corrected for in-
efficiencies in the performance of the RICH detector, the chsygemetric background
due to pair production and hadrons fronfidictive processes. As a last step, the multi-
plicities are corrected for the HERMES acceptance and imgaificiencies, as well as
radiative smearingfgects.

Table 5.1 summaries the statistics on which this analydissed on. Note that the
given numbers refer to the raw’ hadron numbers, which dotake into account the
misidentifications by the RICH corrected for by the RICH udiog.

In the following sections, the individual steps are addedsme by one.

5.1 Data Selection

To ensure good quality of the analysed data, numerous cdteegmirements are neces-
sary. As a first step, a run list is compiled which selects #ita thking periods with the
desired target gas type and operation modes. The availablaformation also allows a

Hadrons

Target DIS - - K+ K- o 5
Proton | 5875796/ 961368| 689024| 203620, 87936| 156411| 32191
Deuteron| 6496826| 1078644| 875506| 227764| 110225| 175355| 40041

Table 5.1
Statistics obtained from the deuteron and proton data $éeshadron numbers refer to the
‘raw’ data, meaning that they do not account for RICH mistd&mations.
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Schematic overview of the analysis steps, starting fronralaemultiplicities up to the final
Born multiplicities in 4r. The grey box indicates the steps which are performed simult
eously when running over theekives data. The subsequent corrections are applied suc-
cessively using correction factors obtained from otheragailike Monte Carlo simulations
(rad. unfolding, vector meson correction) and parameioisa (Q? evolution). For a better
orientation, the respective sections and page numberssrthésis are referenced on the

right.
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first selection on the data quality, since data runs withalyistor unclear experimental
conditions can be excluded. A total of 1549 runs with datalenunpolarised proton
target and 25973 runs with data on the deuteron target wkreted. From the deuteron
data, only a small fraction of 261 runs was taken in the urnssd target mode. The
remaining runs come from the polarised data taking, whiphesents the by far largest
fraction of the year 2000 data. These runs were analysed bpalgsis code which ap-
plied further cuts to the data. These can be divided intcetgreups, as to the level in
the data structure they are applied:to

e Burst level cutensure an overall good performance of HERA, the target amd th
spectrometer

e Event level cutselect (as much as possible) DIS events from the data and avoi
e.g. resonance regions. The inevitable dilution of the sletavith undesired phys-
ical processes (like Bhabha scattering dfrdctive processes) has to be accounted
for in further analysis steps.

e Track level cutgequire that the individual particle tracks originate i ttarget
chamber and traverse the spectrometer within the georalddceptance, avoiding
problematic regions at the edge of the detector accept&ucther kinematic cuts
ensure a reliable PID response of the detectors.

5.1.1 Burst Selection Cuts

As already mentioned above, these cuts aim to guarantealtivaportant detector and
target components were operational and working. Thereiéiiereht sources of inform-
ation on which these decisions are based. Many parameteis,as target operation
mode, beam conditions, burst length etc. are recorded kslalaecontrol part of the data
acquisition. Furthermore, the data quality group and thealer experts gather informa-
tion from logbook entries, data quality analyses and otberces to identify periods with
non-working or unreliable equipment. This knowledge isagted in status bit patterns
which can be checked by the analyser in/lmes program.

The following list summarises the checks which were donéfisranalysis. The cuts
are specified quantitatively in Table 5.2.

Dead time correction factors for trigger 21 and all triggeesween 0.5 and 1.0
Require a reasonable burst length

Require a reasonable beam current

O O 0O Od

CheckiuDSTbad bit pattern (this pattern e.g. marks the last burst of a filh-s
chronisation problems etc.) andDSTbad2 bit pattern & discard bursts with no
PID values)

IFor an overview over the times data structure see section 3.4.1.
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g1DAQ.rDeadCorr

L 0.5 g1DAQ.rDeadCorr21 = 1

o 0 < glDAQ.rLength < 1

0 5 < glBeam. rMdmCurr < 50

O ! (glQuality.iuDSTbad) & 0x1e081ff9

! (glQuality.iuDSTbad2) & 0xc

O 1 (glQuality.bCaloDead) & Ox81ff01ff
! (glQuality.bH2LumiDead) & Oxaf2f001f

O glQuality.iTrdDQ = 3

U glQuality.iExpment =1

Table 5.2
Burst level selection cuts

[0 Check for dead blocks in calorimeter, H2 and the luminositnitor
O Check that the TRD was OK

[0 Check that the run is marked as 'analysable’

5.1.2 Cuts on Track and Event Level

The cuts on track and event level are summarised in TableTh8.cuts on the lepton

vertex ensure that the electrons or positrons originatéentarget cell. For hadrons,
these cuts are relaxed to allow for the possibility thatéHesdrons were not produced in
the primary interaction in the target cell, but subsequedntldecay of one of the primary

hadrons. Furthermore, tracks hitting the outer edges afaleimeter wall are excluded

to guarantee that the electromagnetic shower is mosthagawed within the calorimeter

glass blocks.

The allowed momentum range for hadrons is limited by theigartdentification
capabilities of the RICH detector. For pions, it would be gibke to lower the mo-
mentum cut to 1 GeV. Nevertheless, it was chosen to use aromltaver momentum
cut for hadrons in order to avoid potential systematic peotd in the unfolding (see sec-
tion 5.2.2 on page 63). Leptohare required to deposit an energy of at least 3.5 GeV in

2Throughout this chapteleptonsrefers to electrons and positrons.
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track level cuts

Selected trigger 21

Tracking method NOVC

Vertexz cut for hadrons -1800< 7! < 1000 cm

Vertexd cut for hadrons none

Vertexz cut for leptons ~-1800< Z,, < 1800 cm

Vertexd cut for leptons 00<d, <075cm

Calorimeterx position —1750 < Xcap < 1750 cm

Calorimetely position 30.0 < |Ycanl < 1080 cm

Ecaio for leptons 3.50 < Ecap

event level cuts

Total rec. momentum in ever Ewot < 28.0 GeV

DIS cuts

Q? cut Q%> 1.0 GeV®

W2 cut W? > 10.0 Ge\?

y cut 0.1<y<0.85

hadron momentum cuts

pions, kaons, protons 20< p< 150 GeVv
Table 5.3

Kinematic cuts on event kinematics and single track progeert

the calorimeter. The total energy of the tracks is restlitteless than 28 GeV. This is
a sanity check excluding events with unphysical highh{gher than the beam energy)
total energy. Requirin@? > 1 GeV? andW? > 10 Ge\? selects the energy scale of deep
inelastic scattering and furthermore excludes the resmgegion of the photon-nucleon
system. The fractional lepton energy transfer is limitefl.fo< y < 0.85 to constrain the
influence of radiative ffects and the associated uncertainties on the event kiresmati

5.2 Particle Identification and RICH Unfolding

Particle identification (PID) is a crucial part of any anadygspecially if — like in this
case — a clean separation offdrent hadron types is required. TherEes experi-
ment includes four detector components which provide theesgary information for
this task: the calorimeter, the pre-shower, the transitaiiation detector and the RICH
(Ring ImagingCerenkov detector). The latter replaced the thresBaenkov detector
in 1998. Based on the fact thatfidirent particle types producefidirent responses in
these detectors, the combination of these signals allomastiaghly dficient discrimina-
tion of leptons and hadrons. In a second step, the track$fiéeimas hadrons are further
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classified as pions, kaons and protons, depending on theuneeiderenkov opening
angles in the RICH detector.

5.2.1 Discriminating Leptons and Hadrons

In practice, the individual detector responses are coegsldd conditional probabilities
Po(HimlE, p, 6), yielding the hypothesis that a given particle is a leptpor(hadron (),
based on the track’'s momentymits polar angle and the energy depositidh in the
detectorD. These probabilities can be written as a convolution of ttubability that
a particle with certain momentum and polar angle is a lepb@aion) — the particle
fluxesP(Hn|p, ) — and the probability that such a lepton (hadron) with motaemnp
deposits the enerdy in the detector — the parent distributi®g(E|H). p):

P(Hinlp, 6) - Po(ElHr), p)

Po(HinlE, p,0) = . 5.1
o(FinlE.p.6) Zi=in P(Hilp. 6) - Po(E[Hi, p) &)

The logarithmic ratio of these quantities for leptons andrbas yields
PID = logy, FHE PO _ b5 jog, o, (5.2)

10 P(H,E, p, 6)

where PID, is the (detector dependent) ratio of the parent distrilmgtindd the (mo-
mentum and depended) flux ratio

D= $n _ P(Hn[p, 0) (5.3)

~ ¢ P(Hilp,6)’
To combine the information from fierent detectors, one can add their respective;PID
values. For this analysis, the following combinations wesed:

PID, = PIDcy + PIDpre (5.4)
PID; = PIDrro. (5.5)

Including the flux factor®d, the lepton-hadron separation was based on the following
conditions:

PID, + PIDs —log,,® > 0 <= lepton (5.6)
PID, + PIDs —log,,® < 0 <= hadron (5.7)

The parent distributions for the individual detectors weetermined directly from
the data taken in the respective data taking period. Stningets on the responses of
the other PID detectors provide a clean data sample to aealbese functions. The
flux factors are estimated in an iterative approach, sineé ttalculation requires the
PID values, which in turn depend on the factors. A more datadescription of the
Hermes PID framework and the determination of the necessary fanstcan be found
in [Wen99].
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5.2.2 ldentification of Hadrons with the RICH

Once a track is established to be a hadron, it is further ifledsusing information
provided by the RICH detector (see section 3.3.2). Evergkttaas assigned a field
specifying the identified hadron type and a quality paramdggined as

P(most likely hadron type)
(2nd most likely hadron type)

smRICH.rQp = log,, 7 (5.8)

To ensure a good performance of the detector and the PIDithlgy, this parameter is
required to be larger than zérdBut even then, there is still a certain level of misidenti-
fication due to the limitations in the detector accuracy. SEhmisidentifications have to
be corrected using a parametrisation of the detector apgura

Unfolding the Hadron Multiplicities

The performance of the RICH detector is parametrised ifPth@atrices. These matrices
relate the vector of identified hadror1§ (vith the vector of true hadron typeB_fI

N Y (PP PP ey [
N¢ |=]| Pr PK PR 2% (.| © (5.9)

Np Pr PK PP PX e

whereX stands for the unidentified hadrons. The elem@&tsf the matrices thus denote
the probability that a hadron of true types identified as a particle of tyge Elimination
of the entries for unidentified hadrons frdfrand |’ and inversion of the resulting:83
matrix yields the equation

N=2P2t .1 (5.10)

trunc

which can be used to obtain the vector of true hadrons fromsliiserved hadron fluxes.

Obviously, this method requires a good knowledge of theafetetficiency. Ideally,
this knowledge is gained using an undiluted hadron samgilerdirom a test beam or by
using PID information from (an)other detector(s). Howegarce both approaches were
not feasible, alternative methods had to be found.

One option is to tune the RICH Monte Carlo simulation to rejuce the signals
produced byelectrons and positronsvhich can be clearly identified using the other
detectors. The RICH operation parameters which were ceresidare for example the
y yields and the distribution of théerenkov angles. The most important tune variables
were the transparency of the gas and aerogel (influencing yietds) and the so called
'mirror roughness’, which influences tt@erenkov angle resolution. One result of this
effort was the version 28 matrix set, which was the basis of this analysis up to theistat
presented in the summer 2004 release [Hil04b].

3This ensures that there is indeed a most likely particle.tyfdeuality parameter of zero signifies
that the two most likely particle types have the same prdityahd be correct, meaning that no decision is
possible.
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Figure 5.2

The P-matrices versus momentum for 1 track per detector half. cih@mns represent the
3 true particle types (left to right: pion, kaon, proton)k tlows denote the identified particle
types. The &-diagonal fields thus show the probabilities for misidecdifion. The four data

sets represent the version 2a matrix (used for the releaaamimer 2004 [Hil04b]) and the

three new matrix sets [Miy04] used for the results presemt¢hiis thesis.
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A possible way to obtain cleanadron samplefrom the experiment is the use of
decaying particle data. In that case, hadrons can be ig=htii be decay products of
processes such as

o - 2K,
Ksg — 2n,
pg o o (5.11)

and A - p+7x.

However, such data samples are limited to certain kinemegiicnes and event topo-
logies. For instance, decay particle data usually contatoshadron tracks per detector
half, a feature that stronglyfects the RICH performance. Even so, the data allowed to
test the validity of the tune in the accessible topologieslanematics. It was discovered
that the observed discrepancies between the decay Morlitestaulation and the exper-
imental decay data was mostly sensitive to the mirror roeghmparameter. Varying this
parameter led to another tune of the RICH MC, which allowsstingate the systematic
error introduced by the RICH unfolding (see next section).

The RICH performance for a given track depends on severaradt was chosen to
bin theP-matrices in terms of the track momentum and the event tgyploeaning the
number of tracks per detector half. Figure 5.2 showstheatrices in their momentum
binning for the case of 1 tragitetector half. The open circles denote the version 2a mat-
rix which was used for the release in June 2004 [Hil04b]. Télelssymbols represent
the three sets that constitute the version 2.0 matricesinsi current analysis. The
e-tune matrices correspond to the old version 2a matriceszeShe new matrices were
extracted using an independent tune toféedent Monte Carlo production, slight devi-
ations from the 2a values can be observed. Tuning the RICH®&/Barlo to agree with
clean hadron samples obtained frgndlecays results in the data set denoteg-#isne.
The actual multiplicity values are obtained using tieaiterset.

As can clearly be seen, the RICH allows for a very good piomtifieation across
the major part of the design range between 2 and 15 GeV. Athiglymomentax¥ 12
GeV), there is a growing likelihood for misidentificationstiveen pions and kaons. In
this region theCerenkov angles of pion and kaon tracks become very sinsitar Figure
5.2). Kaons and protons show a strong momentum dependente adentification
efficiencies. In particular the kaon momentum threshold of @ rgdiator around 10
GeV has a major influence on kaon and proton related matnmeziés.

Figure 5.3 shows the influence of the RICH unfolding on thertiaanultiplicities
in the cases ofi* and K. The actual multiplicities are shown in the top part. The
solid circles represent the "raw” multiplicities, relyirpmpletely on the most likely
hadron type as given by the RICH detector. The open squaresab&ained by unfolding
using the centre values of the version 2.@natrices. The dashed and dotted lines show
the result obtained with thetune and thes-tune, respectively. The relative change is
shown as a ratio below. While the pion multiplicity is incsed by the correction, the'K
multiplicity drops by 20-30% for A < z < 0.3. The diferent impact can be understood
when considering the sizeableffédrence in the relative particle fluxes (see Fig. 5.4).
Despite the generally better RICH identification capalsitfor pions, more pions are
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Comparison ofr* (left) and K+ (right) multiplicities versus, with and without unfolding.
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Relative hadron fluxes v& Pions are dominating over the entzgange. For negative
hadrons, the pion fractions reas®7% at highz.
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misidentified as kaons then vice versa, and this is reflegteétdebunfolding.

For negative hadrons, théect is similar. However, the relative changes for the K
multiplicities are considerably larger, since the fluxes @uch more dominated by the
pions (Fig. 5.4).

Systematic Errors

A Historical Overview. Estimating the systematic uncertainties introduced byriigH
unfolding has been a long debated problem. In previous aegjythese uncertainties
could be neglected [WenO03]. In this analysis, howeverMiais not really an option. This
is due to the fact that, in contrary to e.g. the analysis neetl above, the consideration
of the RICH indficiencies introduces a sizeable shift in the resulting ithstions. This
makes the method of taking thefid@rence between unfolded and raw data as an upper
limit of the systematic #ects highly undesirable.

In the course of this analysis, several methods have beehtoisssign a systematic
error from RICH unfolding to the multiplicities. These mets were

e an analytic method, as described in [HomO02],

e a matrix error Monte Carlo method, where a large number afoar? matrix sets
was generated, taking the error on the matrix values as sidtlhe distribution of
the individual matrix entries. The unfolding was then dosimg each of the matrix
sets. This method produced a (mostly) Gaussian distribddioeach multiplicity
bin, whose width represented the uncertainty du@ toatrix errors.

e an alternative set o matrices. The dferences between the multiplicities ob-
tained from this set and the original multiplicities origtmg from the real set
were identified with the systematic error.

The first two methods were presented in the March 2004 relegs@t [HilO4a].
Since it was unclear at that point which method was morebigjaghe values obtained
from the first method were suggested for release. Theses/lere generally larger and
thus provided an upper limit.

The third method was used for the release of the multipdisith June 2004 [Hil04b].
The new errorgl? specify the diference between the origin@lmatrix set (version 2a)
and a new seP, = P, + dP, which represents the alternative tune of the RICH Monte
Carlo to reproduce the decaying particle data. Both matis svere used to obtain
unfolded multiplicities. The dierence between these two multiplicity sets represented

the systematic uncertainty:
m':PZ - mvaZa

5sys = T,

where the factory3 was introduced to obtain the standard deviation on thenasgu
uniform distribution between the two extremes. This systicrerror was to be assigned
asymmetrically in the direction of the change when goingnft®,,, to P,. This lead to
the unpleasantfiect that the nominal best values lay strictly on the uppeowel edges

(5.12)
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of the error band. Since this seemed to be unphysical, it weisled to release the plots
with the errors assigned symmetrically.

The Present Situation. It is apparent that neither the asymmetric errors nor the 'ar
ficial’ symmetric errors represent a satisfying solutioar that reason it was decided to
essentially use 3 sets fffmatrices [Miy04]:

e Thee-tune matricess the matrix obtained from the RICH MC, tuned to simulate a
number of RICH operation parameteys/{elds andCerenkov angles) for electrons

e Theg-matriceswas derived from the-tune matrix by adjusting the mirror rough-
ness parameter to reproduce decay Monte Carlo data.

e Thecentrematrices results from setting the mirror roughness parantalf way
between the values of tleetune (MR = 0.9883333) and the-tune (MR= 0.985)

Using the central matrix set results in the best value forRH@H unfolding, while the
two other sets define the boundaries for the systematic tancst.

At present, however, this new approach does not generdihg $loe original prob-
lem, namely that the central value of the unfolded multipks sits on one end of the
systematic error band. This is already apparent from Fig§L8elooking at the ratios one
can see, that for a few bins — notably at lafor both hadrons and~ 0.5 for kaons —
the results for the-tune and thes-tune are both lower (or higher) than for the version
2.0 central values. The reason can be found in the fact tivag tlsee middle value for the
mirror roughness does not automatically produce matrimelds in between the ones
obtained from using the two extremes. In Figure 5.2 this aasden in the first bin of
Pr and in 10-12 GeV region fdPy, .

As indicated by the name, thiematrices only use the information provided by the
¢ — 2K decay. Itis planned [Miy04] to extend the data sample $o alcorporate data
from Ks andA decay. First results [Miy05] indicate that the inclusionnobre decay
channels leads to a lower value for the mirror roughnessiciag the overall systematic
error. If the new matrices will allow to extract central mplicity values in between
upper and lower limits remains to be seen.

5.3 Background Corrections

The process of interest in this analysis is the deep inelastttering process. Some
of the cuts discussed in section 5.1.2 have been introduceddude areas where the
physics processes are dominated by resonance reactiongveip some more work is

needed to further suppress the influence of undesired Eeses

5.3.1 Charge Symmetric Background

One possible source of events is the charge symmetric bawwhkdr e.g. fromy — efe”
pair production in the detector material or the deedy— e‘e™y. These processes
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Impact of the charge symmetric background correction onhtimron yields. Shown are
the ratios between corrected and uncorrected yieldsrfo(full symbols) and K (open
symbols). The circles depict the ratio between pure hadiglds/without normalisation, the
squares show the ratio after normalisation to DIS. The totlalence of the charge symmetric
background correction is below 1% except for very low

lead to the possibility that a positron from the pair prodluttis misidentified as the
scattered beam partiéleTo estimate the influence of these processes, no constraint
imposed on the charge when searching for the leading lepkbrs leads to a number
of pseudo-DIS events with a 'scattered lepton’ charge ojpptsthe beam charge. Due
to the symmetric nature of the original process it can berassiuthat the number and
kinematic properties of the events from pair productiorne DIS sample= the part of
the data with correct charge) is the same. The number of DéBtewvas consequently
reduced by the number of events found to have wrong charge #ddron yields were
corrected by inverting the respecti¥amatrix weights.

The influence on the final hadron multiplicities as a functajrz can be seen in
Figure 5.5. As expected, the resulting correction is sndlis is even amplified due to
the fact that the twoféects — reduction of the number of DIS events and reduction of
the number of hadrons — partly cancels in the normalisafitve. number of DIS events
is reduced by 1.5%. The correction for the hadron yields is below 1%, exceptvéry
low z. In combination, the hadron yields are increased by-01.5% forz > 0.2.

Versusxg, the influence is shown in Figure 5.6. The charge symmetickdraund
contribution is highest for lowg, where the total number of DIS events is reduced by
~ 6% by the correction. The same is therefore true for the ladount rates (full
symbols). Due to the stronger decrease of the DIS yield, dhmalised multiplicities in
fact increase for lowxg, whereas the neffiect is strongest for the highesbin (5%).

4assuming, of course, @i beam for this argument
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The influence of the charge symmetric background correetsorg, shown for the highest
(triangles) and lowest (circlegpin. While the closed symbols show the ratio of the absolute
hadron count rate, the open symbols give the multiplicitioralhe line shows the ratio of
the DIS yields in the respective; bin.

5.3.2 Elastic Vector Meson Production

The hadrons extracted from the experimentaditk:s data can be produced by a number
of processes. A group of processes that can — for certairohdagpes and certain kin-
ematic regions — contribute substantially to the obsenaattén sample are the elastic
diffractive, single and doublefiliactive processes. There are two vector mesons’—
and¢ — whose elastic production is of special interest when logkit pion and kaon
multiplicities:

ep —» ep’—emr (5.13)
ep —» ep — em@K (5.14)

The contribution of diractive events to the semi-inclusive data has been stugtede
ively using diferent Monte Carlo models [Lie03].

For this analysis, this contribution has been estimatedgutie Rthia 6 Monte
Carlo program, which has been adapted far¥tk:s kinematics. This specifically in-
cludes modifications to the originalvBiia code to better reproduce the excluspfe
cross section [Lie04]. The 2004c tune was used to simulaté&figmentation part. De-
tector dfects have been accounted for by using tkemts Smearing Generator.yPxia
provides a process ID to specify the type of the event. Eweiitsthe IDs 91 (elastic
scattering), 92, 93 (single filiactive with one or the other partner breaking up) and 94
(double ditractive) were included in the fifactive sample.

Figure 5.7 shows the fraction of hadrons coming from vectesom decay as a func-
tion of z The (black) circles give the fractions for a proton targee triangles show
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Figure 5.7

Exclusive vector meson fractions &sobtained from two Priia Monte Carlo simulations
using proton and neutron targets, respectively. The deutirget fractions where derived
by averaging over those two data sets. The white area witleirsihaded boxes denotes the
kinematic domain considered for the final #esult.

the result for the deuterium target. Sincerita does not allow to simulate compound
target objects like the deuteron, the deuteron data sethaeldeduced from combining
the proton fractions with the results for a neutron targebya as squares.

As can be seen, the correction is largest for pions in the highge. This fect can
be attributed to the non-flat decay angle distribution ofdbeayp — n*x~. In their rest
system, mosps decay with one pion going in the forward direction of thécos@) —
+1), while the other pion then has to go in the backward dioectcos¢) — —1). This
angular distribution is caused by the spin density matexwnts which govern the decay
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Figure 5.8

Similar to figure 5.7 but vsxg in two differentz bins. Shown are the lowest and highest
region of the 4 bins used in this analysis.

of spin-1 particles [TytO1].

Boosting into the laboratory frame, this means that the &dipion takes most of
the energy of the. SinceE, ~ v in exclusive productiorz — 1 for the forward pions,
while the backward pions have low valueszf The semi-inclusive pion multiplicity
drops almost exponentially with so that the forward pions from exclusigedecay
constitute a significant part of the total sample, while tlaeKward pions are only a
minor correction.

For aproton target the 7~ fractions are consistently higher than the fractions for
n*. This is due to the higher DIS cross section for produeihgbased on the favoured
fragmentation functioD?" and the dominance of the quarks over thal quark. The
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pion yield from dttractive processes is the same for both charges, resultihg inigher
vector meson influence on the negative pions.

The neutron targetfeatures a higher yield of firactive hadrons~« 10%). At the
same time, the™ yield is lower and ther™ is higher, both with respect to the proton data.
While the combinedféect leads to higher VM fractions far*, the dfects almost cancel
for negative pions, making the fractions similar for botig&ds.

Similar &fects concerning the charge and target dependence of thi®fican be
observed for kaons. However, the degay» K* + K~ is much flatter in terms of decay
angle distribution. The observed fractions are peakednapy 0.5. For largez, there
is again a moderate increase due to the strong decline ofletBtistics.

Figure 5.8 shows the situation versgs Unsurprisingly, the fractions are largest for
the highestz bin, shown as open symbols. The fractions rise towards logiewhich
corresponds to lowe®?. This is due to theQ® dependence of the filiactive cross
section.

Error Calculation.  Although the difractive fraction extracted from therBia simu-
lation results in a correction factor to the experimentabhdd is important to be aware
that the physical meaning of the correction is the subwaadf a background. This is
significant for the way the errors are propagated in thisszion step.
Considering the uncorrected multiplicityand the correction fact@, the new mul-
tiplicity is given by
N=N@2-C)=N-B (5.15)

whereB = N-C is the background. Treating the background as statistizalependent,

this yields
\O& + 03 (5.16)

JN2o2 + (1+ C2)o, (5.17)

ON/

So even the smallest correction factresults in the inflation of the original error. This

is in contrast to the resulry = \/aﬁ(l— C)? + N20Z, which is obtained from the

middle part of Equation (5.15) when considering the multipl N and an independent
correction factoC. Here the correction could actually decrease the error.

5.4 Correction for Radiative & Detector Smearing

5.4.1 Motivation

Figure 5.9 depicts the DIS process in first order QCD, whicthésprocess of interest
in this analysis. The electron reacts with the nucleon byharge of a virtual photon.
The properties of the scattered electron (namely the ertergynd the scattering angle
0) are measured in the detector. Taking into account the knoival energyE, the kin-

ematics of the virtual photon — and thus the kinematics ofethiire scattering process
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DIS process in first ordel
QED (Born level). The scat- V*

tering kinematics are wel

defined by the properties ©

the incoming and outgoingN—» X
electron.

— are well defined by this measurement. In the real world, vewehings get more
complicated.

QED Radiative Effects. Additionally to the first order — so called Born level — pro-
cess, there are infinite possibilities for higher order peses, which are suppressed by
at leastO(a). Possible higher order processes are shown in Figure S\lile vertex
corrections (Fig. 5.11c) and vacuum polarisations (Fifj18) dfect the overall normal-
isation of the DIS cross section, initial (Fig. 5.11a) analffifiFig. 5.11b) state radiation
also hide the true event kinematics from the observer. Asbeaseen by Figure 5.10,
they introduce a systematic bias of the observed kinemaitbsrespect to the true Born
level kinematics.

Detector Effects. Another layer of uncertainty is introduced by the measupragess
itself. While traversing the target and the detector, thelfgtate particles are subject
to interactions with material. Scattering processes infteethe energy and direction
of the tracks. The tracking algorithm assumes the partieeks to be straight lines
in the sections before and after the spectrometer magnaedir fidal behaviour causes
e.g. deviations between the measured and the true scgttngle. Furthermore, the
determination of the particle momenta ifezted, since this is done by an algorithm
matching the partial tracks in the front and the back halhefdetector.

Furthermore, the Ekmes spectrometer allows only for the detection of particlesdea
ing the target area in a certain solid angl@. To be able to compare the results with
other experiments, this spectrometer dependent restrichiave to be accounted for.

All of the effects mentioned above can be simulated using Monte Carlohdn t
Hermes Monte Carlo framework, the radiative corrections are uguahndled by the
RADGEN program [Aku98]. RADGEN was specifically designedsimulate radiative
corrections for deep inelastic scattering events with facently low energy scale, so
that electroweak contributions and corrections are nixég

Interactions of the particles with the detector are acaedifdar by HMC, the GEANT
simulation of the Hrwmes detector. This program uses a model of the detector to steula
the particle interactions with theftierent materials they traverse. The calculated detector
responses are then passed on to the tracking algorithm.
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Figure 5.10
Schematic view of the influ-
ence of initial and final state
radiation on the Born kin-
) - ematics. The energy transfer
Vg = (E - Eg )-E' Vg =E - (E' - Epyy) is always increased by the en-
=V-Egyg ergy of the Bremsstrahlung-
sphoton. This gives rise to
T the asymmetric shape of the
= smearing matrices (Fig. 5.13
and 5.14)

5.4.2 The Correction Method

The unfolding formalism used to correct for QED radiatifieets, detector smearing
and acceptancetfects was originally described in [Mil02]. It involves thefanmation
from two separate Monte Carlo productions:

e atracked MC production, including QEDfects and a simulation of the detector
effects (and thus automatically limited to thersies acceptance) and

e a Born Monte Carlo, without the simulation of radiativiéeets and without any
further detector #ects.

By design, the tracked Monte Carlo production provides mbg the observed kinemat-
ics after simulating allects, but also the true (Born level) kinematics. For therkiatc
variable of interest this allows the extraction of thiex (Ng+1) matrixn(i, j), which spe-
cifies the number of events where thieservedquantity falls in bini while theoriginal
value would have fallen in (Born) bin The indices run from

i = 1---Nx and (5.18)
j = 0---Ng. (5.19)

Nx andNg denote the number of bins for the observed and true valugsecavely. As

in reference [Mil02], binj = 0 is used for events which would have been excluded from

the sample by the original kinematics but subsequently aégrinto the acceptante
Summing over the Born binpyields the experimental distribution

N

@)= > nG. ), i=1...Nx (5.20)

j=0

SHere, acceptance refers to the geometric acceptance oftbetdr as well as the phase space selected
by further kinematic cuts.
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Figure 5.11
Higher order QED contributions to the DIS process.

However, the original Born distribution can not be calcaethfrom this data set in a
similar way:

Nx
ne(j) #  nGi.j). j=0....Na. (5.21)
i=1

One reason is the fact that QED radiative processes do neepanthe total DIS cross
section. Furthermore, Born events might not end up in theim¢cause they migrate
out of acceptance or are lost due to (simulated) detectéigrencies. For these reasons,
the Born distribution®®(j) have to be obtained from the separate Born data set.

The matrixn*(i, j) and the vecton®(j) now allow us to calculate the smearing matrix
defined as
_ dd*(i) _ an*(i) _ n(i, )
~90B(j)  anB(j)  nB(j)’

S, j) (5.22)
where the last step holds under the assumption that highler derivatives are negli-
gible. This is the case if only cross sections (and not aombéis) are involved in the
radiative calculation.

The aim of the unfolding procedure is to get the Born multipyi from the exper-
imental multiplicity, which — for the case of the semi-inslve variablez — can be
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written as
1 do" _ X)) o
[#5),,0 - foe RO o
1 do" _ B(i) :
()., 0 - a0 o

Xn(i) andBy (i) are the observed and Born level yields for hadnpKps andBp,s are the
number of DIS events for the two cases. Corrected and urated®alues are connected
via the smearing matrix ([Mil02])

Ng

Xa(i) = Lk(i) Z Sn(i, J)Br(j)  and (5.25)
j=0

XDIS = Lk(SD|S . BDIS + S(E))IS . B%IS) . (526)

In the given example of a multiplicity versus a semi-inchesvariable, the smearing
matrix Spis is a 1x 2 matrix, since there is no binning apart from the extra 0 bin

for events migrating into the cuts by radiativBests. The additional factdr denotes
the experimental luminosity, which (given that one set dhda a subset of the other)
is the same for both cases. The unknown vek{gris a normalisation constant which
incorporates unsimulated iffeciencies. Assuming that these are uniform over the kin-
ematic range, we can eliminakeby combining equations 5.25 and 5.26, yielding the
experimental multiplicity

Xn(i) X% S0, ))Bn(j) + Sh(i, 0)Br(0)
XDIS SDIS . BDIS + SODIS . B(I)DIS

, (5.27)

where the nominator on the right-hand side is just the tatadlmer of DIS events in the
Monte Carlonj,s. S (i, j) is the square matrix which resulted from separatingjtked
column. If it can be inverted, the Born yield can be written as

Nx .
B = D570 |32 s = 56.0): B0)] 5.28)
— DIS

To obtain the Born multiplicity, the yield has still to be moalised with the DIS cross
section

Nx
Ro(i) = 5 x D IS D [ReCi) - s -~ m(,0)]. (5.29)
DIS i=1

This equation holds assuming that the Monte Carlo simulatarrectly reproduces the
unpolarised Born cross section

n&s = Bps. (530)
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5.4.3 Practical Implementation

Monte Carlo Productions. As mentioned before, each target required two separate
Monte Carlo productions to gather the information needeapialy the unfolding pro-
cedure. In all cases the latest (2004c) Monte Carlo tune wed to simulate the frag-
mentation process. The CTEQ6L LO parametrisation was chfusehe parton distri-
bution functions. Each data set consisted of 20° events. The tracked MC set was
generated using the usual cuts, including the requirerhanthe DIS positron is gener-
ated within the Hrmes acceptance. Since the Born Monte Carlo sample had to beffree o
any detector influence, the latter constraint had to be ethitinstead, only cuts on the
event kinematics were imposed. The generated events weprged to have kinematics

of 0.1 GeV? < Q% < 30 GeV?, 4 GeV? < W? < 500 GeV, 2-10°2 < xg < 0.99 and
0.05 < y < 0.95; the constraints thus lie well outside the kinematic ofithis analysis.

2-dimensional Unfolding. Apart from a simple 1-dimensionabinning, the unfolding
procedure also had to be applied to 2-dimensional binnimgsusz and xg and Q?,
respectively. While it might be possible to extend the fdrsma to using 4-dimensional
matrices, a much simpler approach was chosen by ’linegfisind renumbering the
bins. The principle is shown in Figure 5.12.
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Figure 5.12

Bin renumbering scheme for the 2-dimensional binning \v@rand xg.

Resulting Matrices. Figure 5.13 shows the smearing matrix ggor positive pions.
The (symmetric) kinematical smearing by the detector ardréck reconstruction only
shifts the pions by one or two bins. The clearly asymmetrapghof the matrix is due
to the radiative ffects, which change the kinematics towards smalléiig. 5.14 shows
then(i, j) matrix for 7™ in the ’linearised’ 2-dimensional binning. The bins arelgyed
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The smearing matrir(i, j) for z*. The binning corresponds to the 15 binsaas defined in
Tab. A.1.
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Figure 5.14
The smearing matrir(i, j) for #* in the 2-dimensional binning vxg andz. The fourz bins
are indicated by the dashed line. Eadbin is divided in 9xg bins.
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in the fourz bins which are indicated by the dashed lines. Ealim is separated in 9
bins. Since the radiative smearing causes higher valuésdabserved, Xz is reduced
together withz.

Figure 5.15 illustrates the DIS smearing matrix in the 2-hsional binning. Since
z is a semi-inclusive variable, theftirentz bins are filled with copies of the event
smearing in theg binning.

5.4.4 Error Propagation & Systematic Error

The error propagation is based on the radiative dilutiorrisn&l(j, i) given as ([Mil02]):

_ [SUGL D)

D(j,1) 0 (5.31)
which propagates the error using the relation
nx
o?(Reom(i)) = D D*(i» ) (Ry(0)). (5.32)

i=1

The dilution matrix causes the inflation of the propagatedrsi{HilO4a].

The limited statistics of the Monte Carlo sample used toeetthe smearing matrices
gives rise to another source for systematic errors. Theenéla of the statistical uncer-
tainty of the smearing matrix on the unfolded result was rieiteed using a variational
technique. A large number of alternative smearing matneas generated, where each
element was varied independently using a Gaussian distrbwith the original value
as central value. The standard deviation was given by thiststal uncertainty. Each
matrix was then used to unfold the hadron multiplicitiesutgng in a Gaussian-shaped
distribution for each multiplicity value. The systematitcertainties were then obtained
as the standard deviation from these uncertainties.

5.5 Q?Evolution

The property of interest is the dependence of the hadronpticities on the variableg
(andxg). In the framework of the quark parton model, the multipies can be expressed
as a convolution of fragmentation functio@ﬁ(z, Q?) and parton distribution functions

a(Xe, Q?), .
1 do"(z Q) _ Tq€ J dxs a(xe. Q) Di(z Q%)

opis 0z P fol dxg g(xs, Q?)

both of which scale logarithmically wit®?. However, the extracted hadron multiplicit-
ies show varying averag@? for different bins, thus the results are a combingeat of
changingQ? as well azz (andxg). Figure 5.16 shows the avera@@ values for the pion
and kaon multiplicities versus It is apparent that the avera@® varies only slightly
with z. Versusxg, however, theQ? dependence is much stronger (Fig. 5.17). In order

(5.33)
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Average Q? of the multiplicities for several hadron types versusThe z dependence is
obviously not very strong. The avera@® values have been obtained from the Born Monte
Carlo simulation used for radiative and acceptance coorect

to isolate the desired and xg dependencies, the multiplicities have to be evolved to a
commonQ?. Applying evolution factors is also necessary for a meafoihgpmparison
to other experiments. EMC, for example, has an ave@igef 25 Ge\2.

While the logarithmic scale dependence of the parton 8igion functions is de-
scribed by the DGLAP evolution ([Gri72],[Alt77]), it is nafear how to model th€)?
dependence of the fragmentation functions, which can notbrilated in perturbative
QCD. It was chosen to calculate the evolution factors from (&d3) using paramet-
risations for the fragmentation functions as well as theéguedistribution functions. For
the fragmentation functions, the PKH parametrisation bgrstzer [Kre00] was chosen.
This model provides charge and flavour separated paraatéins of the form

Df = No- 2*(1- 2. (5.34)

The parameters are determined by a fit method applied to flaseparated data near
the Z° pole forn* and Kt from the SLD [Abe99] collaboration and summed charged
hadron data from the ALEPH [Bus95] collaboration. Furtherey low energy scale data
from TPC [Aih88] is included in order for the fragmentatiamttions to properly reflect
QCD scaling violations. The PKH parametrisation is avdédinth in leading and next-
to-leading order. For the actual correction factors, tiaglileg order parametrisation was
used, the next-to-leading order was used as an input foryteraatic error calculation
(see below).

For the parton distribution functions the CTE®I® parametrisation was used, which
is the current standard distribution of the CTEQG6 'famillym02]. The numerical in-
tegration versusg was based on thextended trapezoidal ruleThe specific algorithm
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AverageQ? for 7+ and K. Sincexg = Q?/2mv, the averag€)? rises sharply withg.

allows the subsequent calculation of additional pointd the integral converges, mean-
ing that the relative dierence between the new and the old result is less than a predlefi
value. For the integrations in question, a lower limit of 1&as used. Theg integra-
tion was done in a range between 0.023 and 0.6. The algorghtescribed in detail in
Chapters 4.1 and 4.2 in [Pre92].

Systematic Errors. Clearly, there is some arbitrariness in the choice of patasae
tions and parametrisation orders, as well as in the usedratien boundaries. To ac-
count for that, alternative evolution factors have beenuwated using a combination of
PDF and FF parametrisations in leading and next-to-leadidgr, as well as signific-
antly changed integration boundaries (the latter is of s@umly possible for the evol-
ution factors versus, since the factors for thez bins are calculated at their respective
values).

A further fact to be considered is the comparatively |Q# region of the Hr-
MES experiment. With an averag®? of about 2.5 GeV, it is worthwhile to check
whether the CTEQ6 parametrisations of the parton disiobudtinctions really describe
the F»(Xg, Q%) nucleon structure function at th{®. Using the relation

Fa(xe, Q) = Xa - ) € (%, Q°) (5.35)
q

the results from the CTEQG6 parametrisations was compartektealues obtained from
the ALLM97 parametrisation [Abr97a]. The latter is an updtd the ALLM paramet-
risation, which specifically improves the descriptionogfi(y*p) in the low Q? and low
Xg region.
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The structure functiorIFzP , in one case obtained from the ALLM97 parametrisation, & th
other calculated from the CTEQ6M PDFs using Eq. (5.35). HfiehHand side shows the
comparison for &Q? of 1 Ge\?, the right hand side for 10 Gé&V It can be seen that the
differences increase with lowér.

Figure 5.18 compares the results @ values of 1 Ge¥ and 10 Ge¥. Clearly, there
is a growing discrepancy between thgresults for decreasin@?. To account for this
fact, the parton distribution functions were re-weightsthg the factor

F?LLMQ? (XB’ QZ)
XB : Zq ecz] q(XB’ QZ)’

so that the re-weighted (x, Q%) = W, (%, Q%) - q(x, Q%) reproduce the ALLM97 para-
metrisation. The PDFs provide the correct normalisatiothefinclusive cross section,
while at the same time keeping the ratio of th&etient quark contributions to the nuc-
leon structure.

To summarise, the following alternatives were used to ¢aleuhe evolution factors:

W, (Xg, Q) = (5.36)

0 CTEQ6MS orLO as PDF

O use re-weighted/ (Xs, Q%) = Wq(Xs, Q%) - q(Xs, Q%) or originalg(xg, Q?)

0 PKHLO orNLO as FF

O [Xmin; Xmax] = [0.023; Q6] or [0.01; 09] as boundaries for the; integration.

The original evolution factors were obtained by always ggshe first option. Alternat-
ively, 15 (vsxg: 7) further sets of evolution factors can be calculated liyguall possible
combinations. The systematic uncertainty is given by theimal and minimal values.
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In Figure 5.19 the resulting 16 evolution factor sets for ¢helution toQ?> = 2.5
GeV? are plotted vsz for #* (5.19a) and K (5.19c). Also shown are the relativefiair-
ences between the set used for the original evolution fa¢RIDF: re-weighted CTEQG6
MS, FF: PKH in LO; integration between@®3 < xg < 0.6) and the alternatives. The
differences are in general less than 0.5 %, the largéstelnce arises at lomwhen us-
ing the NLO fragmentation functions. However, these largesertainties do notftect
the final results, since only the region abave 0.15 is included.

Due to the larger variation of the avera@é versusxg, the corresponding evolution
factors are naturally higher. For pions, the evolutiondexare shown as dashed lines in
Fig. 6.11 on page 102 on the right hand plot.

5.6 Summary

The Relative Size of the Diferent Uncertainties. The various correction steps in-
troduce new uncertainties which have to be accounted fonenfinal result. For the
multiplicities versug, Figure 5.20 shows a compilation of all errors consideredtie
final results presented in the next chapter. The specifiegalere taken from the mul-
tiplicities including exclusive vector meson correctiditea evolution to a commoR?
of 2.5 Ge\. The errors are given in percent of the respective mulitglialue. For the
final result, the diferent error contributions were added quadratically. StheeRICH
unfolding and theQ? evolution resulted in asymmetric errors, the positive aaegative
errors are given separately.

It can be seen that the RICH unfolding is dominating the higlistics area at lower
z, especially in the case of kaons. Naturally, the statisBoar becomes increasingly
important for higherz and is in almost all cases the largest single contributidhenast
bins. TheQ? evolution error rarely reaches 2% of the respective mutiiylvalue. For
negative kaons the statistics drops dramatically at kjgbading to very large relative
errors.

Further Studies. In a recent study [Hil05], the influence of the ebgependence of
the DIS cross section and thestdies acceptance on the extracted multiplicities was
investigated. The azimuthal anglef a produced hadron is defined as the angle between
the lepton scattering plane and the hadron production gasms by the virtual photon
and the produced hadron. Thedependence of the semi-inclusive cross section (Cahn
effect) can be parametrised as

d—g = A+ Bcosy + C cos 2. (5.37)

do
This behaviour arises from the intrinsic transverse matidhe partons ([Cah78],[Cah89]).
The Monte Carlo productions used for the acceptance carert Sec. 5.4 did not
contain anyy dependence. On the other hand, tha&atks acceptance is known to vary
with ¢. Neglecting thes dependence of the DIS cross section thus might lead to under-
and overestimations in the acceptance correction.
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The study presented in [Hil05] estimated tHeeets by imposing an artificiat de-
pendence on the Monte Carlo data. The moments were obtajnedntparing the ex-
perimentalp distributions with the ones present in the Monte Carlo sampthe accept-
ance. The resulting shift of the acceptance correctiomfdthe ratio of the multiplicity
in the acceptance divided by the unconstrained multiglicitthe full solid angle) is an
estimate of the error made by using a Monte Carlo productairniaking thep depend-
ence into account. For most bins, the variations are rathafls For the multiplicities
versusz, the change is below 5%. Versyg, they can reach 10% for the highest(and
2) bins.

The findings of the study can be applied to the multipliciegber as an additional
correction to the central values, or as another contributdhe errors. However, at this
stage the results are considered rather preliminary. Fample, they depend heavily on
the treatment of exclusive vector mesons in the extracianthermore, the influence of
a possible detector misalignment is not yet fully underdtdeor this reason, the influ-
ence of the azimuthal angle dependence of the DIS crosssés not been considered
for the final results presented in the next chapter.
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Figure 5.19

Q? evolution factors forr* (top) and K- (bottom) versug. The left side shows the factors as
obtained from the 16 €lierent setups. The right side shows the ratios between #raative
setups used for the estimation of the systematic error andribinal evolution factors. The
factors generally dier by less than 0.5%, in the area of largest deviation (atdpthe
difference is due to the change of the fragmentation functiams £rO to NLO.
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Overview over the relative seize of the uncertainties fraffecent sources. The errors are
given in percent of the respective multiplicity value. Fbe ffinal error shown in the next
chapter, the errors have been added quadratically.
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Chapter 6

Results

In this chapter, the results of the multiplicity extractidascribed earlier are presen-
ted. The set of results comprises charge separated pion§3gand kaon (Sec. 6.2)
multiplicities, in both cases verszsand — divided into 4z bins — versusg and Q?,
respectively. In general, all results of this work presdritere include all the corrections
described in the previous chapter, they are thus Born nfigltips in the full solid angle
(4r). As an exception, several plots distinguish between thalt®with and without the
correction for dffractive contributions (Sec. 5.3.2). In many plots, the apgnbols have
been shifted slightly to higher values along thaxis to allow for a better comparison.

The proton multiplicities have already been released imalai form in June 2004
[Hil04b]. However, there are several small changes whiald l® some dferences with
respect to the previous results. This changes are
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Figure 6.1
Comparison of the updated analysis (this work) with theastefrom June 2004. Shown as
an example are thet multiplicities versusz and xg.
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e new P matrices for the RICH unfolding, together with an updatedhuod to es-
timate the systematic uncertainty,

e a new set of Monte Carlo fragmentation parameters (2004eadsof 2004a),
which was consistently used for all steps involving Montel€adata (exclusive
vector meson correction, radiative and detectteas), and

e the use of a fully tracked Monte Carlo production for the ataace and radiative
correction (the preliminary released data made use of MGaté data produced
with HSG).

The preliminary release and the current results are cordpargigure 6.1 for the case
of positive pions versusandxg. The agreement is generally quite good. For kaons, the
changes have been a bit larger, since they are more senaitiianges in th& matrices.

6.1 Pion Results

Figure 6.2 compares the final multiplicities of positiveplf@and negative (bottom) pions
vs. z for the two considered target types. The data sets inclugledlrection for pions
from exclusivep® decays and have been evolved to a comr@drof 2.5 Ge\,. The
deuterium data (open squares) has been shifted slightbrttsdarger values a Figure
6.3 compares the ratios of the pion multiplicities. The ugpets shows the ratio of the
two target types forr* andn—, the charge ratio is shown in the lower panel, both for the
proton and deuterium target. The error bars representdtistgtal error only.

It can be seen that the" multiplicities obtained from a proton target are generally
larger ¢~ 5%). This can be attributed to thefidirent (valence) quark content of the two
targets: ther™ multiplicity gives the average numberof produced per scattering event
involving any quark in the target. For a proton target thelllkood to scatter onaquark
is larger than for a deuterium target, resulting in a largactfon of events involving the
favoured fragmentatioB? . For -, the situation is inverted, leading to an increase of
the multiplicity when using deuterium. Witk 10% the €ect is about twice as large as
for n*.

The ratio of positive and negative pions in the lower part igf. B.3 shows that for
both targets ther* multiplicity dominates over th@~ multiplicity. This again can be
attributed to thes quark dominance in both targétsThe dfect is stronger for the proton
target, as is to be expected. With increasm@avoured fragmentation becomes more
dominant. Foz — 1, the hadron contains all the energy transferred by thealighoton
and thus essentially must contain the struck quark. Cooretipgly, ther*/zx~ ratios rise
with z, where the ffect is again stronger for the proton.

Figure 6.4 shows the charged pion multiplicities vergus comparison with the
pion multiplicities previously published in [Air01]. Thevb data sets from the current
analysis illustrate the influence offttactive p° production on the pion multiplicities.

LIn case of deuterium this is mainly based on the highgnark charge.
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The pion multiplicities vsz using a proton (filled symbols) and a deuterium target (open
symbols).
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Figure 6.3
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Figure 6.4
The pion multiplicities vsz using a proton target. The filled symbols have been corrected
for contributions from diractive p° production, the open symbols show the data without

the correction. The data points have been evolved to a con@iaf 2.5 Ge\?. The new
analysis is shown in comparison to the olerives analysis published in [Air01].

While an dfect of a few percent is visible across the en#nange, the two data sets
start to deviate foz > 0.6 (see also Fig. 5.7 on page 71). The old analysis made use
of data collected during the 1996 and 1997 data taking perfeat this reason, only
pion data is available. The error bars of the old data givesthgstical error only. In
addition, the systematic uncertainty amounts to 7%. Theyes@ame notable fferences

in the analysis procedure used for the old and new data setdid$he old analysis not
take into account contributions from exclusive vector nmgsmduction. Furthermore, a
stand alone application was used to simulate radiatiexts (POLRAD 2.0, [Aku97]),
while the acceptance correction was done separately usiiog of hadron yields in the
full solid angle and in the detector acceptance. In this wbdkh correction steps are
performed in one integrated step as described in Sec. 5¥ertlleless, the agreement
is generally very good. In the higtregion, the old data lies in-between the new values
with and without exclusive vector meson correction.

Figure 6.5 compares theekiMes proton results with fragmentation functions pub-
lished by the EMC collaboration [Arn89], which were obtairfeom muon-proton scat-
tering at an energy of 280 GeV. For this purpose, tleemds data has been evolved
to EMCs average€)? of 25 Ge\?. EMC extracted the fragmentation functions using
Equation (5.33), taking into account thed ands quark (and corresponding antiquark)
distributions as given by a parametrisation by Gluckffhiann and Reya [Gli182]. The
given errors on the EMC data are due to statistics, the aditsystematic error amounts
to ~ 15% and is mostly due to particle identification uncertasitbut also the fragment-
ation function extraction method. The twatlies data sets represent the final multipli-
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The pion multiplicities vsz using a proton target. The filled symbols have been corrected
for contributions from diractive p° production, the open symbols show the data without
the correction. The kkmes data is compared tB7 andD? fragmentation functions from
EMC published in [Arn89] (stars). For this purpose, it hasrbevolved to a commo®? of

25 Ge\2.

cities with and without correction for the pion contributirom exclusive®. As can be
seen from the associated statistical errors, they provitistantially improved statistics
in comparison to the EMC results.

It should be noted that the compared quantities havetardnt interpretation. The
EMC fragmentation functionB! give the average number of produced haditoosder
the condition that a1 quark was struck. The #dmes multiplicities give this number
averaged over all DIS events. However, due to the dominaheequark scattering
(especially in the case of a proton target), the two quastiéire expected to be rather
similar, which makes a comparison meaningful.

In general, the agreement betweeirkes and EMC is quite good, considering that
the beam energies at which the measurements were taffenluy a factor of ten. The
observed dterences can be attributed to th&elient plotted quantities, namely multi-
plicities in the case of Ekmes andu quark fragmentation functions in the case of EMC.
These findings support the notion that factorisation hadd$irmes energies, or at least
in as much as it holds for EMC.

Then* data agrees rather well within errors with the EMC fragmeoefunctions,
illustrating how strongly ther* production is dominated by quarks scattering. The
data set corrected for exclusive vector meson influencesshdetter agreement with
the EMC data. Ofractive contributions were not accounted for in the EMC wpsial
however, at &2 of 25 Ge they are insignificant due to ti@°® dependence of the cross
section.
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Enhancement and suppression of favoured fragmentation*f@nd 7~ vs. xg. The dis-
tributions of (anti-)quarks allowing for favoured (unfawred) fragmentation were added,
weighted by the square of their charges. The CTE{Zparametrisation was used.

For negative pions, the EMC data lies systematically betewHermes results. This
is to be expected, since the former represents the unfavdnagmentatiou — 7~ only,
while the multiplicities also include the favoured fragrtegiond — n~. Also here, the
z dependence of the corrected multiplicities is in betteeagrent with EMC than the
uncorrected one.

The xg dependence of the pion multiplicities is shown in Fig. 6.6gak the data
sets are presented at a comn@hof 2.5 GeV? and include the exclusive vector meson
correction. Ther* multiplicities (top) exhibit a somewhat strongey dependence than
the 7~ (bottom). This is behaviour is very similar for the protondatie deuterium
data, which dfer only in the same fashion as already observed foztmailtiplicities
(Fig. 6.2).

The xg dependence of the multiplicities is again a test for fastdion, the assump-
tion that the fragmentation of a quark is independent of thial scattering event it
originates from. If factorisation holds, fragmentatiométions should not vary witlg,
since the hadronisation of the struck quark should not bendowhe fraction of the nuc-
leon’s momentum it initially carried. The multiplicities iFig. 6.6 show a rather weak
Xg dependence, suggesting that factorisation is a reasoaaslenption at Ekmes en-
ergies. Furthermoresg independence is only expected to hold for quark fragmenntati
functions. The plotted multiplicities still contain thersmlution with the parton distri-
butions inside the nucleon, which of course depengghis is illustrated in Figure 6.7
for positive (left) and negative (right) pions: shown is then over the quarks allowing
for favoured fragmentation divided by the sum over the otjuarrks which require unfa-
voured fragmentation to produce the hadron. The ratio wiasileded using the CTEQ6
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MS parametrisation, weighted with the square of the resgequark charge and taking
into account the light quarksi(d, s) and their anti-quarks. For both hadrons, the ratio
for a proton and a deuterium target is shown. In the case ofhe ratios rise withg,
owing to the dominance of the quarks. Theu quark dominance also suppresses the
ratio for then™.

Since the fraction of DIS events allowing for favoured fragtation is growing with
Xg, It is not surprising that the* multiplicities are also increasing. Although the cor-
responding fraction for negative pions is decreasing withthe 7~ do not decrease at
higher xg, nevertheless the slope is distinctly smaller compared- toStudies in con-
junction with the extraction of the quark helicity distrimns [Air05] have shown that
n~ production is dominated by the unfavouneduark fragmentation: more that 50% of
all negative pions originate from scattering eventauaquarks, sharply rising to almost
80% forxg ~ 0.4 (see Fig. 6.8). This dominance of unfavoured fragmerniaeems to
cancel the suppression of the scatteringl@andu quarks.

Figure 6.9 compares the new results from the year 2000 d#tethg previous ana-
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Figure 6.8

Purities for positive and negative pions as well as posdive negative kaons for scattering
on a proton and a free neutron target. The purities give thetifm of scattering events
involving a struck quarkj under the condition that a quanks produced. The purities were
extracted from a Monte Carlo simulation, the shaded bangs thie estimated systematic
uncertainty based on the use offdrent fragmentation tunes. This figure was taken from
[Air05].
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. -1
new analysis are 10 1
compared. Xg,

lysis of the year 19987 data published in [Air01]. The data points represent the s
of charged pions. For the new analysis, the results are dieéimincluding exclusive
vector mesons and corrected for exclusive vector mesoesriglthere is some discrep-
ancy between the two analyses. After first establishingtti@multiplicities extracted
from the 199@7 data and the 2000 data agree before applying any comegtszveral
possible sources for this discrepancy were investigat@diig4b:

e Different sets of fragmentation parameters were used for the aeptance cor-
rection. While the analysis presented here uses the 2004c set of laradhpters
(see Table 4.1 on page 55), the old analysis relied on an pltameter set (de-
noted agHolger tunein Table 4.1). To investigate the impact of these modificetio
on the final result, the Monte Carlo tune dependence of thepaaoce correction
method was studied. The left hand side of Figure 6.10 iltes the dference
between the hadron yields obtained from the parameter $hesright hand side
then shows the correctexkperimentatlata, where the correction was performed
using the corresponding Monte Carlo production (see Séi.. 6nly by using the
Jetset default tune (and only for higha significant deviation can be seen from the
result of the other two tunes. But for the two tunes adaptddetoes ("Holger’
and 2004a), the agreement is quite good. In no case doesdhgelof the tune
influence thez dependence in a way necessary to explain tiferdinces between

2In fact, there are minor momentum-dependeffedences related to theftérent dficiencies of the
RICH detector used in 2000 and the threshOlketenkov detector used in 1998. They are, however,
insignificant for the problem at hand.
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Independence of the acceptance correction method from treeMCarlo tune for™ + 7.
The left plot shows the Monte Carlo multiplicities obtainfedm three diferent fragmenta-
tion parameter settings. The right hand side shows the e corrected Born multipli-
cities, as they were obtained by using the correspondingt®iGarlo setting.

the old and the new analysis. It should be noted that the cosgmashown here
features the 2004a tune used for the multiplicity releasgéuime 2004 instead of
2004c used for the results presented in this work. Nevarsisethe conclusion re-
mains valid, since changing from 2004a to 2004c did not #ttexz dependence
of the multiplicities (Fig. 6.1).

The Q? evolution was performed in a diferent way. While the correction factors
in this analysis were calculated from the full DIS formula3®)), using paramet-
risations for the parton distribution functions (CTEQG6 fifdR2]) and fragmentation
functions (S. Kretzer [Kre00]), the analysis in [Air01] gnlised fragmentation
function ratios

Di(z Q3)

Di(z Q%)°
with Q? being the average value in the respective bin @d=2.5 GeV¥) being
the target value. For the fragmentation functions, therpatasation by Kniehl,
Kramer and Potter [KniOO] was used. Figure 6.11a compaeesdrrection factors
calculated with Eq. (6.1) using the old (KKP) and new (Krefzmrametrisations.
As can be seen, the new parametrisations should in factaserthe slope with
rising xg, compared with the old parametrisation. The same observainlds
when replacing the old Equation (6.1) with the new Equat®B3) (Fig. 6.11b).

Cq(z Q%) = (6.1)

The method for the acceptance correction was changed.he old analysis used
ratios of pion yields within and outside thesklies acceptance to obtain correction
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Q? evolution factors calculated usingfi@irent fragmentation function parametrisations (left)
and diferent evolution formula (right). In both cases, the switobnf the old analysis
method to the new one (FF:KKP Kretzer; Formula: Eg. (6.1 Eq. (5.33)) should have
rather enhanced the; slope than reduce it.

factors [Bia99]. This method assumes that there iggndependence of the lepton
detection éiciency. However, this is not the case. Figure 6.12 comparespé:
ance correction factors obtained from ratios of pion yi@dd ratios of DIS norm-
alised pion multiplicities, respectivelylt can be seen that by taking the positron
detection éiciency into account, the correction factors are smalleihfgher xg
and larger for lowxg. The crossing of the two correction factor sets happensain th
area of best agreement between old and new results.

In conclusion, the method for acceptance correction isghoto be responsible for
a major part of the inconsistencies between the two analyseagddition, it should be
noted that the Monte Carlo programs used for radiative and@ance correction were
heavily modified in the recent years, including numerousfixes. This might have had
further influences on the result, which can not be specifi@dtounted for.

The Q? dependence of the pion multiplicities is presented in Feghii3. The first
plot compares the results obtained from the twitedent targets for™ andx~ separately.
The observed) dependence is very small as expected from theory. This ipdstrated
in Fig. 6.14. Here the multiplicities for the sum of chargedns are compared with the
result obtained with the parametrisation by S. Kretzer )6le  While the fragment-
ation function parametrisation lies generally above th@sneed multiplicities, th&?

3In this work, the acceptance correction was performed tegawith the radiative unfolding by the
matrix method described in Sec. 5.4, which takes into adciheriepton éiciencies.
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dependence of the experimental data matches the thebretieas very well. The mul-
tiplicities generally show a very wea®? dependence, which is becoming larger with
increasingz. This is consistent with results from E665 [Ada97].

6.2 Kaon Results

In addition to the pion multiplicities, also kaon multiglies have been extracted versus
z, Xz andQ?. The available statistics for the positive and negativegémditers much
more dramatically then it is the case for pions. This is dudédact that for K (valence
quark compositionsu) favoured fragmentation is only possible for scatteringnooleon
sea quarks, while the dominant valence quarks only allowméavoured fragmentation.
For K* (us), these restrictions do not apply, causing ak ratio of about 72:28 for a
proton target (compared to 58:42 for:z™).

Figure 6.15 shows the kaon multiplicities verafer both the proton and deuterium
target. Athighz (> 0.85), no meaningful Kresult could be obtained. In this region, the
RICH unfolded K multiplicities in fact become negative. This indicatest tite current
P matrices overestimate the misidentifications from piongams. The unfolding of
the RICH errors then leads to an increase of the pion yieldseaéxpense of the kaon
multiplicities. Since the hadron flux in the highdomain is so severely dominated by
pions & 95% of all negative hadrons are for z > 0.75, Fig. 5.4), even small errors
have a dramatic impact on the kaons.

To compare the multiplicities for the two charges and thetlwvgets, the multiplicity
ratios of the diferent targets (top) and the charges (bottom) are plottedgn@-16.
As was the case for the pions, the Kultiplicity is larger for the proton target. The
ratio of K from proton to K from deuterium seems to rise with largeralthough a
conclusive assessment igtdiult due to the large statistical uncertainties. Very stigk
on the other hand, is the strong rise of the charge rati)KK with z for both targets.
The slope is substantially larger than in the case of pioitgs @3). This is in line with
the expectation that favoured fragmentation plays a mudllenrole for K, since its
valence quark content only permits favoured fragmentdtimm sea quarks.

In Fig. 6.17, the kaon multiplicities are compared to fragtagion functions obtained
by EMC from muon-proton scattering at a beam energy of 280 (?¢%89]. As in
Fig. 6.5, the HrMEs data was evolved to a commda@f of 25 Ge\? for this purpose.
Again, the HrwmEs results feature a dramatically improved statistical aacyr For K,
the multiplicity lies below the EMC fragmentation functi®f". This can be attributed
again to unfavoured contributions to the kaon productiohictv reduces the average
number of K produced per struck quark compared to the favoured fragatienu —
K*. On the other hand, the two data sets for negative kaons agrgewell within
errors. The HrMes multiplicities can be expected to contain very small cdnttions
of favoureds andu fragmentation — in fact, the purities extracted for thg analysis
suggest thatl quark fragmentation plays the dominant role in groduction [Air05]
(Fig. 6.8). This is consistent with the much better agreemeth the unfavouredX”
fragmentation function.
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The kaon multiplicities vsz using a proton (filled symbols) and a deuterium target (open
symbols).
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The kaon multiplicities vsz using a proton target. The filled symbols have been corrected
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correction. The Hrues data is compared tBK" and DX~ fragmentation functions from
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25 Ge\2.

Figures 6.18 and 6.20 show the kaon multiplicities in thealidz bins as a function
of xg andQ?, respectively. Th&? dependence seems to be much weaker than it is the
case for pions. Versuss, the slope for K is comparable to the positive pions (Fig. 6.6).
The K™ multiplicities, however, decrease with larger, a tendency which becomes more
pronounced in the higherbins. A possible explanation for thisftBrent behaviour is
shown in Fig. 6.19. Similar to the pion case in Fig. 6.7, tha sfithe parton distributions
of (anti-)quarks allowing for favoured (unfavoured) fragmbation is calculated, taking
the quark charges into account. Dividing these quantities gives a probability ratio
signifying how likely a scattering event allows for favodrigagmentation in relation to
unfavoured fragmentation. For positive kaons (left), thgos are very similar to the
case ofr*, since both are dominated by thguarks. In the case of K(right), however,
the suppression of favoured fragmentation at highecomes quite dramatic. While the
ratios vary by about an order of magnitude #6rand K, the K" ratio falls by two orders
of magnitude. It is thus not surprising that the correspoganultiplicities drop withxg,
especially in the highezregion which is more dominated by favoured fragmentation.
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Chapter 7

Conclusion

This work has been concerned with the fragmentation pramieldsrmes. It can be split
into two major parts: the Monte Carlo simulation of hadratisn and the extraction of
charge and hadron type separated Born multiplicities.

In the Monte Carlo part, the Lund model has been adjustegtodece experimental
hadron spectra observed with thermes experiment. In contrast to earlier tuningjaets,
this work for the first time made use of the RICH detector idtroed in the year 1998,
permitting a clean separation of pions, kaons and protohss ddditional information
allowed for a more detailed fitting of the model parameteosne of which were not
accessible previously. The iterative fitting of the modeipaeters also took advantage
of a new tuning algorithm, which allowed to harness the caimguypower available with
the Hermes PC farm. In the course of the tuninfferts, the Hirmes smearing generator
(HSG) was implemented, an application which is able to sateulhe smearing and loss
effects caused by thedrives detector by applying corrections on a statistical basi® Th
program allows for Monte Carlo studies to take into accoatector &ects, while being
a factor of~ 100 faster than a full detector simulation. HSG is indispéites for the
tuning of the fragmentation model, but has also been use@tigus other Monte Carlo
projects in the collaboration.

The tuning &orts resulted in a very much advanced parameter set, wighiclahim-
provements especially in the reproduction of the (ant{gm multiplicities. Open issues
remain regarding the simultaneously satisfying desaiptif the K and K~ multiplicit-
ies.

The second part of this work was concerned with the extracti@orn multiplicities
for pions and kaons. Pion multiplicities froenp scattering have already been published
before [Air01]. In this work the year 2000 data was used, fliog higher statistics and
improved particle identification due to the RICH detectar.abddition, the proton data
was complemented by an analysis of data taken with a demtddtget. Furthermore,
the analysis was extended in various ways. For example thigilmation of exclusive
vector mesons to the hadron sample has been accounted foh ditute the hadrons
produced by deep-inelastic scattering. With respect tootanultiplicity analysis, a
new method for the correction of radiative and acceptafieets was used.

The extracted multiplicities provide a high statisticsads¢t forz*, 7~, K* and K-,
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112 CHAPTER 7. CONCLUSION

obtained both from a proton and a deuterium target. Theyfaith the basis for the
extraction of fragmentation functions and will thus allosvtést the universality of the
fragmentation process. The multiplicities versushow a reasonably good agreement
with fragmentation functions by EMC, which were measurea t&n times higher beam
energy. TheQ? dependence of the pion data is in line with QCD expectations-
gether with the wealkg dependence, the results show that the assumption of featori
tion, which is fundamental to the extraction of the quarkdigl distributions [Air05], is
well justified.



Appendix A

Tables: Multiplicities vs. z

In this section, the final multiplicities as a functionére tabulated. Table A.1 defines
the bin numbers used in Tables A.2 to A.13. The results foptbeon and the deuterium
target are always given on one page. First the results evdlv€? = 2.5 Ge\* are
given, where the data corrected for the contribution of @sigk vector mesons preceed
the uncorrected data. This is followed by the results@ée= 25 Ge\?, in this case only
for the proton target (the results with and without vectosaorecorrection are given on

one page).

W
=

min

max

0.150
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
10 | 0.600
11| 0.650
12 | 0.700
13| 0.750
14 | 0.800
15| 0.850

OCoOoO~NOOTPh,WN P

0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.700
0.750
0.800
0.850
0.900

Table A.1

Binning versug

The colummmult gives the multiplicity valueg g the stat-
istical error. oricy represents the syst. error from RICH un-
folding, omc the syst. error from the correction for radiative
and detector fects. o, gives the systematic uncertainty
from Q? evolution.

113



¢’V 9lqeL

T Target: Proton Q? =25 GeV T Target: Deuterium Q2% =25 GeV?
(excl. VM subtracted) (excl. VM subtracted)

Bin | mult Tstat ORICH omc Tevol Bin | mult T stat ORICH oMmc Tevol

1|3.02701] 0.01222 007920 | 9,00903| *0001%2 1| 2.04858 0.01113| 207228 | 900970 *2005%7
2| 2.13312| 0.00892 09950 | 0.00807| 399003 2| 2.07807| 0.00815| 09334 | 0.00792 *0992%8
3| 1.56293) 0.00736 202997 | 0.00707| 39000 3| 149781 0.00671 291972 | 0.00685 090127
4| 1.16725] 0.00646 29098 | 0.00636 *00000s 4| 1.11943) 0.00587| 299950 | 0.00618 *O000>%
5 0.87276| 0.00584) 29970 | 0.00576| *200000 5| 0.82861 0.00524| 2993 | 0,00552 *9000%0
6 0.65989| 0.00541 000%4% | 0.00521| 090092 6| 0.62918 0.00496| 050121 | 0.00508 020017
7 0.50582( 0.00513 099990 | 0.00487| 299002 7 0.48236 0.00471| 29999 | 0.00474 090072
8 | 0.38966| 0.00503 299901 | 0.00461 390002 8 | 0.37607| 0.00462| 299000 | 0.00449 29000
9| 0.32043( 0.00508 099923 | 000454 099003 9 | 020300 0.00465 299019 | 0.00436 39000
10 | 0.23887 0.00524) 399131 | 0.00450] *20000% 10 | 0.24857 0.00487| 290171 | 0.00442 200000
11| 0.21892| 0.00571 *399270 | 0.00471| *2900% 11| 0.19071 0.00522) *3992%% | 0.00445 *200098
12| 0.16280| 0.00619 290241 | 0.00476| *O000% 12| 015151 0.00580| *20920% | 0.00460 09%0%7
13| 0.12421) 0.00674) 299263 | 0 0p4gs| 200000 13 | 0.10953 0.00615 99222 | 000458 390000
14 | 0.07995| 0.00676 *29995 | 0.00465| 090000 14| 0.06699 0.00575| *90009% | 0.00400 290099
15| 006576 0.00480 099282 | 0 00326 290000 15 | 0.06443 0.00407| 299298 | 000286/ *3°00%
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€'V olqeL

T Target: Proton Q? =25 GeV? T Target: Deuterium Q? =25 GeV?
(excl. VM subtracted) (excl. VM subtracted)

Bin | mult T stat ORICH oMe Tevol Bin | mult O stat ORICH omMC Tevol

1| 2.42483 0.01080| *03°79% | 0.00869 090371 1| 2.66967| 0.01061 T00°1>  0.00936 090920
2| 1.60087) 0.00785| 09319 | g og705 090185 2| 1.82696| 0.00756 00541 | 0.00744| FoO042L
3| 1.16385 0.00628) 29081 | 000501 300097 3| 1.26842| 0.00609 "291718 | 000628 390201
4| 0.84561 0.00540| *2908%0 | 000518 090059 4 0.92162| 0.00527 *2998%0 | 0, 00554| 000099
5|0.60182| 0.00481 099377 | 0.00450 *2099%9 5 0.66081| 0.00469 009351 | 0.00491| *2000%7
6 | 0.44347 0.00439| 0907 | 0.00414 090032 6| 0.48943( 0.00425 099%38 | 0.00441] 09903
71 0.33370 0.00418) 299925 | 0.00388 *2000%% 7| 0.37761| 0.00398 39993 000408 *0000%2
8 | 0.25635 0.00405) 299018 | 0.00368 *O000c 8 0.28032| 0.00387 299911 | 0.00387| *200027
9 0.19677| 0.00397| 299973 | 0,00352 099033 9| 0.21618| 0.00392 09991 | 0,00383| 099020
10 | 0.15299 0.00407| 399182 | 000348 20003 10 | 017805 0.00413) 299242 1 000392 200024
11| 0.11365 0.00422| 099204 | 000340 300028 11| 013292 0.00430, 099240 ' 000384 200019
12| 0.08634  0.00448| 009210 | 0.00334 200023 12| 0.10240| 0.00452 009253 | 0.00373| 000903
13 | 0.06420| 0.00522 099188 | 000355 *20002% 13| 0.07601| 0.00473 299229 | 0.00356| 090010
14| 0.04625 0.00516] 290117 | 0.00324) 20001 14| 0.05178) 0.00503 29921 | 000340 290012
15 | 0.02808 0.00387| "2%918% | 0.00226) 0017 15| 0.03510 0.00362 "2992% | 0.00230| *200007

GT1



¥’V olqeL

K* Target: Proton Q? =25 GeV K* Target: Deuterium Q2% =25 GeV?
(excl. VM subtracted) (excl. VM subtracted)

Bin | mult T stat ORICH oM Tevol Bin | mult T stat ORICH oMc Tevol

1| 0.63996| 0.00878| 09999 | 0.00542 0990'7 1| 0.62493 0.00805| *00%9% | 0.00529 *200299
2| 0.37845| 0.00539] 099287 | 0.00358| 099000 2| 0.37328) 0.00495| 099207 | 0.00353 *0900°1
3| 0.28213| 0.00415 2999 | 0.00305 290002 3| 0.27489) 0.00374 29943 | 000294/ 200023
4 0.23129| 0.00344 299352 | 0 00279| 200002 4021921 0.00316] *299%°7 | 0.00270 *2000t%
5| 0.18174| 0.00309] T00027% | 0.00258| 00000 5| 0.17764) 0.00284| 000272 | 0.00249 20009
6 0.15028| 0.00201 03929 | 0.00243| 29000 6| 0.14032) 0.00266| 00211 | 0.00229 020002
7 0.12858| 0.00207 29999 | 0.00236 099001 7 0.11330 0.00268| 299910 | 0.00221 09900
8 | 0.09944| 0.00294) 299990 | 0.00222| 390000 8 | 0.10510 0.00277| 299990 | 0.00224 290001
91 0.08919| 0.00322 20990 | 000237 20000 9 | 0.08453) 0.00286 000990 | 0.00220 20000
10 | 0.08285) 0.00352) 299000 | 0.00249| 290000 10 | 0.07165 0.00290| 399090 | 0.00213 290001
11| 005826/ 0.00357| 299958 | 0.00236 30000 11| 0.05104 0.00313 *39902% | 0.00216) 0007
12 | 0.05183| 0.00349 29993 | 0.00227| 200090 12 | 0.04572 0.00292| *209%%0 | 0.00198 290001
13| 0.03238) 0.00335 299087 | 0.00214| 290000 13 | 0.02919 0.00272| 299982 | 0.00181 290001
14| 0.02857| 0.00313) 299000 | 0.00207| 290000 14| 0.02337 0.00248) 390000 | 0.00177| 290007
15| 0.02023 0.00199 29901 | 0.00136| *20000% 15 | 0.01924 0.00164 "3991%0 | 0.00122) *390007
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G’V 9|qeL

K~ Target: Proton Q2% =25 GeV? K~ Target: Deuterium Q2% =25 GeV?
(excl. VM subtracted) (excl. VM subtracted)

Bin | mult T stat ORICH oMC Tevol Bin | mult T stat ORICH omC Tevol

1|0.36328 | 0.00706) 299090 ' 0.00353 390030 1{0.39816 | 0.00678 099900 | 0.00380 090128
2| 0.20847 | 0.00409 *390101 | 0 g0232| 000020 2| 0.20581 | 0.00385 *200132 | 0.00233| 000000
3|0.13626 | 0.00281 ‘200217 | 000178 *200018 3| 0.15020 | 0.00275 *29925% | 000193 *3900°8
4|0.09992 | 0.00224 *200208 | 0.00154| *200018 4010552 | 0.00215 *20%201 | 0.00160| *900029
5 0.07036 | 0.00190, "2%9113 | 0.00130| 39001 5| 0.07752 | 0.00184) 290127 | 0.00140| 390020
6| 0.05413 | 0.00166 *000%%%  0.00113 20001 6| 0.05885 | 0.00167 ‘000055 | 0.00125 20001
7| 0.03746 | 0.00153 209000 | 0.00098| 200908 7| 0.04203 | 0.00153 299000 | 0.00107| 200042
8| 0.03309 | 0.00153 *2200% | 0.00099| *2O00LT 8| 0.03408 | 0.00153 290000 | 0.00103) 320018
9 0.02433 | 0.00148 299000 | 0.00087| 390010 9 0.02722 | 0.00145 399900 | 0.00094| 39001
10 | 0.01443 | 0.00154 *229%%% | 0.00081| *2O0010 10 | 0.01889 | 0.00153 *200%%% | 0.00084| 20001
11 | 0.00960 | 0.00162 299118 | 0.00069| *39000° 11| 0.00922 | 0.00150 *2907°% | 0.00070| *390010
12 | 0.00583 | 0.00156 *2201%8 | 0.00061| *20000° 12 | 0.00698 | 0.00159 *2202%% | 0.00068| *20000%
13 0.00090 | 0.00146 *2901°1 | 0.00056 *09000% 13 | -0.00014| 0.00156 *290255 | 0.00069| 090090
14 | 0.00066 | 0.00118 *2002%% | 0.00055 09900 14| 0.00292 | 0.00129 *200%%% | 0.00072 20090
15| -0.00313| 0.00062 ‘290178 ' 0.00038 29000 15| -0.00411| 0.00072 *220287 | 0.00049| 200008
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9’V 9|qeL

T Target: Proton Q? =25 GeV T Target: Deuterium Q2% =25 GeV?
(excl. VM included) (excl. VM included)

Bin | mult O stat ORICH oMC O evol Bin | mult O stat ORICH omc T evol

1|3.13917| 0.01214 007575 | 0.01028 29013 1| 3.06922 0.01108| 007498 | 0.01008 *2000%%
2| 2.21413| 0.00885 03227 | 0.00837 390009 2| 216305 0.00811 09108 | 0.00822 099273
3 1.62343] 0.00730 29217 | 0.00733 *0000%7 3| 1.56111 0.00667| 29222 | 0.00714 *2001%2
4| 1.21479] 0.00641 291927 | 0.00662| 00000 4| 1.16967 0.00583) 290957 | 0.00645 ‘000000
5 0.90826| 0.00579 29979 | 0.00601| *200000 5| 0.86723 0.00521) 2992 | 900579 *9000%2
6 0.69062( 0.00535 0070 | 0.00547| 090002 6 0.66198 0.00493| 29125 | 0.00537 020078
7 0.53163| 0.00507 09999 | 0.00517| 299002 7| 051100 0.00467| 299920 | 0.00505 099073
8 0.41328| 0.00495 299990 | 0.00496| *200002 8| 0.40169) 0.00457| 299990 | 0.00488 *20000°
9 | 0.34388| 0.00499 20001 | 0.00500] *200003 9| 0.31779) 0.00458 00990 | 0.00487 20000
10 | 0.26300| 0.00510 399133 | 000514 *200002 10 | 0.27826 0.00476| 290180 | 000514/ 200000
11 | 0.25200| 0.00550 399304 | 0.00568| *2000% 11| 0.22161) 0.00505| 399275 | 0,00551 *90000%
12 | 0.19556| 0.00587 299278 | 0.00623| *0000% 12| 0.18842 0.00552| *0002%% | 0.00629 000092
13| 0.17664 0.00626) "2993%> | 000716 290000 13 | 0.15833 0.00574 399512 | 000712 200000
14| 0.09929| 0.00615 299043 | 0.00767| 20000 14| 0.09235 0.00525) 290117 | 000721 200000
15 0.16128) 0.00429) 299505 | 0.00580| *3°00%0 15| 0.16100 0.00364 399983 | 000557 200007
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L'V 3lqeL

T Target: Proton Q? =25 GeV? T Target: Deuterium Q? =25 GeV?
(excl. VM included) (excl. VM included)

Bin | mult T stat ORICH oMe Tevol Bin | mult O stat ORICH omMC Tevol

1| 2.52849 0.01071| T09%92° | 0.00004 090350 1| 2.78805| 0.01056 00°110  0.00975 09097
2| 1.76419) 0.00778| 293323 | 000734 200194 2| 1.90829| 0.00751 00388 | 000776 000440
3| 1.21761 0.00623) "291%1 | 000618 300102 3| 1.32923) 0.00605 "J17%7  0.00657| 390210
4| 0.88711 0.00535) 299957 | 000543 090002 4096801 0.00523 299900 | 0.00583) 200104
5 | 0.63460| 0.00476 09939 | 000485 2000 5 0.69773| 0.00465 099%10 | 0.00520 *2900%%
6 | 0.46904| 0.00434| 290U | 0.00442 290031 6| 0.51871( 0.00421 0992 | 0.00470| 099937
7 0.35739) 0.00412| 099925 | 000419 090050 7/ 0.40452( 0.00394 009928 | 0 .00442| 090034
8 | 0.27591) 0.00397| 299908 | 0.00407 *2000%2 8 0.30230| 0.00382 299909 | 0.00429| *200027
9| 0.21835) 0.00388| 030999 | 0.00402 090037 9| 0.23991( 0.00385 09993 | 0.00441| 099078
10 | 0.17273 0.00394| 39014 | 0.00418 200037 10 | 0.20193) 0.00401 299280 | 0.00474| 300028
11| 0.13978 0.00402( 399239 | 000445 30003 11| 0.16445 0.00412) *299%%% | 000503 290024
12| 0.11207) 0.00416| 009200 | 0.00495 200058 12| 0.13254| 0.00425 009287 | 0,00556| 00002
13 | 0.10465 0.00471| 399283 | 0 0pp22| 290039 13| 0.12088) 0.00432) *299%%0 | g gppg| *+000026
14| 0.06524 0.00453) 29919 | 0.00661 200022 14| 0.07814| 0.00444) 299178 | 000724 200018
15| 011032 0.00331 "299%7 | 0.00528 290002 15| 0.12803) 0.00311) *299°12 ' 0.00560| 200027
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8’V 9|qeL

K* Target: Proton Q? =25 GeV K* Target: Deuterium Q2% =25 GeV?
(excl. VM included) (excl. VM included)

Bin | mult O stat ORICH oMC O evol Bin | mult O stat ORICH omc T evol

1| 0.64924| 0.00876 09999 | 0.00550 099078 1{0.63475 0.00803| *00%9% | 0.00536 000212
2| 0.38415( 0.00537] 09929 | 0.00363 030000 2| 0.37907| 0.00494 299271 | 0.00359 090002
3| 0.28610| 0.00413 29997 | 0.00309| 290002 3| 0.27936 0.00374 099433 | 0.00299 090925
4 0.23526( 0.00343 00957 | 0.00285| 00090 4| 0.22349 0.00315| "2095°% | 0.00276 *000%
5| 0.18748| 0.00307 009252 | 0.00266| 00000 5| 0.18400| 0.00282| 000302 | 0.00258 00000
6| 0.15678| 0.00288 299215 | 0,00253| *90000! 6| 0.14760 0.00264| 299223 | 000241 *90000%
7/ 0.13469| 0.00203 29999 | 0.00247| 099901 7 0.12006| 0.00266| 09091 | 0.00234 099000
8 | 0.10503| 0.00290, 29999 | 0.00233) 39000 8 | 011147 0.00274 299990 | 0.00237 290901
9| 0.09540( 0.00318| 09999 | 0.00249| 29999 9 | 0.09055| 0.00283) 299920 | 000233 299001
10 | 0.08522| 0.00349) 299090 | 0.00257| 290000 10 | 0.07474 0.00289| *2990%0 | 000221 *29000%
11| 0.06033) 0.00354) 299959 | 000243 290000 11| 0.05243 0.00312| 399027 | 0.00224) 290007
12 | 0.05286| 0.00347 *29903% | 0.00233 200090 12 | 0.04702 0.00290| *229%%0 | 0.00204 290001
13| 0.03398| 0.00332) 299091 | 000222 290000 13 | 0.03039 0.00271| 299988 | 000189 290001
14| 0.02900| 0.00310, 299000 | 0.00216 220000 14 | 0.02428 0.00246| 290000 | 0.00188 220007
15| 0.02216 0.00196) 299170 | 0.00144 *22000% 15| 0.02123 0.00162( 39173 | 000132 390001
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6'V 9lqeL

K~ Target: Proton Q2% =25 GeV? K~ Target: Deuterium Q2% =25 GeV?
(excl. VM included) (excl. VM included)

Bin | mult T stat ORICH oMC Tevol Bin | mult T stat ORICH omC Tevol

1| 0.37057 | 0.00705 299990 ' 0.00360| 390031 1{0.40647 | 0.00677 29999 | 0.00387 09031
2| 0.21266 | 0.00408 ‘29015 0.00236 090020 2| 0.20992 | 0.00385 *20013% | 0.00238| 090098
3|0.13884 | 0.00280 090221 ' 0.00182 209018 3|0.15345 | 0.00274 299259 | 0.00197| 200047
4|0.10238 | 0.00223 *200208 | g 0o158) *000018 41010819 | 0.00215 *20%207 | 0.00165| *0000%0
5 0.07379 | 0.00188 "2%011% | 0.00136) 0001 5| 0.08149 | 0.00183 29013 | 000148 390020
6| 0.05770 | 0.00164 *2900%% ' 0.00121| 200011 6| 0.06339 | 0.00165 *0000° | 0.00134 20001
71004043 | 0.00152] 299999 | 0.00106| 20099 71004534 | 0.00151 299000 | 0.00116| X000%3
8 | 0.03606 | 0.00151 20009 | 0.00107| *2O00L8 8| 0.03711 | 0.00152) 290000 | 0.00112| 290014
9 0.02638 | 0.00147| 299900 | 0.00094| 39001 9 0.02988 | 0.00144) 390000 | 0.00102] *220016
10 | 0.01549 | 0.00153 *2201%2 | 0.00085 *OO0OL 10 | 0.02010 | 0.00153 *200%% | 0.00089| *2O00L
11| 0.01001 | 0.00162) 399122 | 000072 *39000° 11 | 0.00967 | 0.00150 290159 | 000073 390010
12| 0.00614 | 0.00155 *2092%3 | 0.00063| *20000° 12| 0.00744 | 0.00159 *9002%% | 0.00072| *200010
13| 0.00097 | 0.00145 *2901%% | 0.00058 9000 13 | -0.00020| 0.00156 *220288 | 0.0p073| 290000
14 | 0.00085 | 0.00118 *2001%9 | 0.00058 039002 14 | 0.00335 | 0.00129 *200%%8 | 0.00076 *>0%00°
15 | -0.00344| 0.00061 ‘290223 ' 0.00040 *29%00° 15| -0.00451| 0.00071 *909%2% | 0 gp052| 200009
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0T’V alqeL

T Target: Proton Q? =25 GeV? T Target: Proton Q2% =25GeV
(excl. VM subtracted) (excl. VM included)

Bin | mult O stat ORICH oMC O evol Bin | mult O stat ORICH omc T evol

1| 2.86522| 0.01157 00093 | 0.00940 217907 1| 2.97130) 0.01149| 207170 | 0.00973 *018570
2| 1.91509| 0.00800 09393 | 0.00724 007701 2| 1.98783 0.00794 29379 | 000751 2079
3| 1.33868| 0.00630 ‘00119 | 0.00p05| 003424 3| 1.39050 0.00625| 00855 | 0.00628 DO%°°
4 0.95803| 0.00530 29911 | 0,00522 *OO17S1 4| 0.99704) 0.00526) 29954 | 000543 *D01822
5| 0.68907| 0.00461 0993 | 0.00455/ 2O 5| 0.71710 0.00457| 099398 | 0.00474 0020
6 0.50275( 0.00412 2901 | 0.00397| 000852 6| 052617 0.00408| "20H4 | 0.00417 290871
7 0.37235( 0.00378 099990 | 0.00350| *090%%7 7| 0.39135 0.00373| 099900 | 0.00380 090722
8 | 0.27730| 0.00358 200001 | 0.00328 30053 8| 0.29412) 0.00352| 299900 | 0.00353 *Q90°0°
9| 0.22012( 0.00349 0999%° | 000312 290 9 0.23623 0.00343| 09990 | 0,00343 090
10 | 0.15786| 0.00346) 299087 | 0.00207| *200782 10 | 0.17381 0.00337| 299088 | 000340 20010
11 013868 0.00362 39011 | 0.00209| 200221 11| 0.15964 0.00349| 399193 | 000360 2002
12| 0.09812| 0.00373 29012 | 0.00287| 2000 12| 011786 0.00354 *2001%7 | 0.00376 00078
13| 0.07065 0.00383 299199 | 000276 20001 13 | 0.10047 0.00356 299208 | 0.00407 200130
14| 0.04232) 0.00358) 299050 | 0.00246 200090 14 | 0.05256  0.00325) *29002° | 0.00406) 20007
15| 0.03167 0.00231 299130 | 0.00157 200026 15 | 0.07768) 0.00207| 399243 1 000280 *3990%7
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TT'V a|qeL

T Target: Proton Q? =25 GeV? T Target: Proton Q? =25 GeV?
(excl. VM subtracted) (excl. VM included)

Bin | mult T stat ORICH oMe Tevol Bin | mult O stat ORICH omMC Tevol

1| 2.28835 0.01019| *09°%%0 | 0.00820 1019004 1| 2.38617| 0.01011 0992 0.00853| 1019058
2 | 1.51019) 0.00701| 09280 | 000630 207227 2| 1.57567| 0.00695 0929% | 0.00656 007540
3|0.98916 0.00534| 291397 | 000502 393307 3| 1.03485) 0.00529) 291493 | 0. 0p525| 093459
4| 0.68667| 0.00438| "000>47 | 0.00420 0058 4 0.72036| 0.00434] T000%80 | 0.00441| D019
5 | 0.46894) 0.00375 009294 | 000358 *O01194 5 0.49448| 0.00371 099%%7 | 0.00378| 001259
6| 0.33276 0.00330| 09998 | 0.00311 090948 6| 0.35195( 0.00326] 09995 | 0.00332| 091003
7 0.24173 0.00303| 00992 | 0.00281 090813 7/ 0.25889| 0.00299 29998 | 0.00304 000871
8| 0.17956 0.00284] 299012 | 0.00258 *O0000! 8 0.19326| 0.00278 29990 | 0.00285| *0007%8
9 0.13327| 0.00269| 0999 | 0.00238 090500 9| 0.14789| 0.00263 09907 | 0.00273 09041
10 | 0.09998 0.00266| "2%911% | 0.00227) 200444 10 | 0.11288) 0.00257| 299127 | 0.00273| 200501
11| 0.07143 0.00265] "299128 | 000214/ 300330 11| 0.08784| 0.00252) *2991°0 | 000280 390409
12 | 005189 0.00269| *39%127 | 0,00201 *2002% 12| 0.06735| 0.00250 *3991%0 | 0.00207| 000829
13 | 0.03661 0.00208| "39929° | 000203 29018 13| 0.05969| 0.00269) 399162 | 0 gp355| *+299300
14 | 0.02473 0.00276| *2990°% | 000173 200128 14| 0.03488| 0.00242) 299090 ' 0.00354| 200180
15| 0.01378) 0.00190| 299990 | 9.00111  *90007 15| 0.05415| 0.00163 *299219 ' 0.00259 000287

et
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K* Target: Proton Q? =25 GeV? K* Target: Proton Q2% =25GeV
(excl. VM subtracted) (excl. VM included)

Bin | mult O stat ORICH omMC O evol Bin | mult O stat ORICH omc O evol

1 0.70809| 0.00971 *200°%0 | 0.00599| 00700 1| 0.71836 0.00969| ‘200000 | 0.00608 *90°0>00
2| 0.38648| 0.00550 099293 | 0.00366 392393 2| 0.39229) 0.00548| 099297 | 0.00371 09243
3 0.26933) 0.00396 090 | 0.00201 201078 3| 0.27312) 0.00394 2994 | 0.00295 *0919%3
4| 0.20810| 0.00310 *299%2% | 0 00251| 00053 4| 0.21167 0.00308) 299332 | 0.00256 ‘0001
5| 0.15477| 0.00264) 299232 | 000220 390100 5| 0.15965 0.00261 090249 | 0.00227 090100
6| 0.12159| 0.00236) 39917 | 0.00106| *200002 6| 0.12685 0.00233) 29917 | 0.00205 *900002
7/ 0.09904( 0.00228 29999 | 0.00182| 09992 7 0.10374) 0.00225] 299900 | 0.00190 3999
8 0.07301| 0.00216 299999 | 0.00163| *2000%0 8| 0.07712 0.00213) 299990 | 0.00171 *2000%9
9| 0.06246| 0.00226 009990 | 0.00166| 00002 9 | 0.06680| 0.00223 009900 | 0.00174 2000
10 | 0.05531] 0.00235) 299990 | 0.00166 390000 10 | 0.05690 0.00233) *299%00 | 0.00171 200000
11| 0.03702| 0.00227 *399937 | 0.00150 *0900% 11| 0.03833 0.00225) *2999%8 | 000154 *2000%
12 | 0.03124| 0.00211 *299%21 | 0.00137 20008 12 | 0.03187 0.00209| *200%2% | 000141 2009
13 | 0.01843| 0.00191 029057 | 0.00122 *2000%3 13 | 0.01934| 0.00189| 229052 | 0.00127) *3000%
14| 0.01521) 0.00167) *2999%0 | 0.00110 39003 14 | 0.01544  0.00165) *>900%0 | 0.00115 29005
15| 0.00994 0.00098 *399°7% | 0.00067| *2200% 15 | 0.01088 0.00096| "399%%% | 0.00071 300042
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K~ Target: Proton Q2% =25 GeV K~ Target: Proton Q2% =25 GeV?
(excl. VM subtracted) (excl. VM included)

Bin | mult T stat ORICH oMC Tevol Bin | mult T stat ORICH omC Tevol

1| 0.40025 | 0.00778) 299290 ' 0.00389| 394160 1{0.40828 | 0.00776 099990 | 0.00397| 093244
2| 0.21179 | 0.00416 ‘290087 | 0.00235 001650 2| 0.21605 | 0.00415 *290107 | 0.00240 001699
3|0.12937 | 0.00267 *20920% | g 0o169| *O0076° 3|0.13182 | 0.00266 ‘290210 | 000173 *200779
4|0.08939 | 0.00201 *200181 1 000137 *200407 4| 0.09160 | 0.00200 *9001% | 0.00142 *2004L]
5| 0.05964 | 0.00161 *2909%% ' 0.00110| 090212 5| 0.06255 | 0.00160 *2907%0 | 0.00116 090223
6| 0.04365 | 0.00134 *2999%% ' 0.00001| 20015 6| 0.04653 | 0.00132 *220%%7 | 0.00097| 20014
7| 0.02883 | 0.00118 299000 | 0.00076| 320108 7003111 | 0.00117 393900 | 0.00082) 220110
8| 0.02437 | 0.00113 220099 | 0.00073| *OO01 8| 0.02656 | 0.00111 *2999%0 | 0.00079| 320120
9 0.01719 | 0.00105 299990 | 0.00062| 390092 9 0.01864 | 0.00104) 39092 | 0.00066 *3000%7
10 | 0.00981 | 0.00105 *299%%% | 0.00055 *>9%0% 10 | 0.01053 | 0.00104 *209%°% | 0.00058| *29%0%
11 | 0.00629 | 0.00106) *390%77 | 0.00045) *2000%% 11 | 0.00656 | 0.00106) *290%%0 | 0.00047| *399050
12 | 0.00369 | 0.00098 *22012% | 0.00038| *2000% 12 | 0.00388 | 0.00098 *20072% | 0.00040| *2000%
13| 0.00055 | 0.00089 *900%%2 | 0.00034| 099990 13| 0.00059 | 0.00089 *2201%1 | 0.00036 230000
14 | 0.00039 | 0.00070 *2001%% | 0.00033 200002 14 | 0.00050 | 0.00069 *2001% | 0.00034| 20%99°
15| -0.00177| 0.00035 *9901%0 | 0.00022 299021 15 | -0.00194| 0.00035 *290126 | 0.00023| 290023

Gc1
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Appendix B

Tables: Multiplicities vs. xg

In this section, the final multiplicities as a function xf in four z bins are tabulated.
Table B.1 defines the bin numbers used in Tables B.2 to B.1&.r@sults for the proton
and the deuterium target are shown alternating. The resoitected for the contribu-
tion of exclusive vector mesons are shown first, followed hgy tesults including this
contribution.

Bin _Z s Bin _Z %
min | max || min max min | max || min max
1| 0.250| 0.350|| 0.0230| 0.0400 19| 0.450| 0.600| 0.0230| 0.0400
2| 0.250| 0.350|| 0.0400| 0.0550 20| 0.450| 0.600| 0.0400| 0.0550
31| 0.250| 0.350| 0.0550| 0.0750 21| 0.450| 0.600| 0.0550| 0.0750
41 0.250| 0.350| 0.0750| 0.1000 22 | 0.450| 0.600| 0.0750| 0.1000
51 0.250| 0.350/|| 0.1000| 0.1400 23| 0.450| 0.600| 0.1000| 0.1400
6 | 0.250| 0.350(| 0.1400| 0.2000 24 | 0.450| 0.600| 0.1400| 0.2000
7 | 0.250| 0.350( 0.2000| 0.3000 25| 0.450| 0.600| 0.2000| 0.3000
8 | 0.250| 0.350|| 0.3000| 0.4000 26 | 0.450| 0.600| 0.3000| 0.4000
91 0.250| 0.350/|| 0.4000| 0.6000 27 | 0.450| 0.600| 0.4000| 0.6000

10 | 0.350 | 0.450|| 0.0230| 0.0400 28| 0.600| 0.750( 0.0230| 0.0400
11| 0.350| 0.450|| 0.0400| 0.0550 29 | 0.600| 0.750( 0.0400| 0.0550
12| 0.350| 0.450|| 0.0550| 0.0750 30 | 0.600| 0.750( 0.0550| 0.0750
13| 0.350| 0.450|| 0.0750| 0.1000 31| 0.600| 0.750( 0.0750| 0.1000
14 | 0.350  0.450| 0.1000| 0.1400 32| 0.600| 0.750( 0.1000| 0.1400
15| 0.350 | 0.450|| 0.1400 0.2000 33| 0.600| 0.750( 0.1400| 0.2000
16 | 0.350| 0.450|| 0.2000| 0.3000 34 | 0.600| 0.750(| 0.2000| 0.3000
17| 0.350| 0.450|| 0.3000| 0.4000 35| 0.600| 0.750( 0.3000| 0.4000
18| 0.350| 0.450|| 0.4000| 0.6000 36 | 0.600| 0.750(| 0.4000| 0.6000

Table B.1
Binning versus<g in 4 zbins
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T Target: Proton Q2% =25 GeV?
(excl. VM subtracted)

Bin | mult Ostat ORICH oMC Cevol Bin | mult Ostat ORICH omMC Cevol

1| 1.49200| 0.01348| 299915 | 001201 292892 19 | 0.40504 0.00651 *000%%% | 0.00583 0000
2| 1.38732 0.01202| 201901 | 0.01018 2019 20 | 0.37472| 0.00518 0009 | 0.00442 200009
3| 1.32628  0.01110| 291285 | 000931 20134 21| 0.36294| 0.00452| 23078 | 0.00386 OO0
4| 1.27172| 0.01156| 01712 | 0.00940| 00055 22 | 0.35889| 0.00465| 000" | 0.00393 OO0
5| 1.29881  0.01162| 200959 | 0.00921| 200241 23| 0.37852| 0.00458| 0000 | 0.00382 0o00%
6 | 1.35854| 0.01408| 292252 | 0.00978| 200020 24 | 0.41650| 0.00555| 0000 | 0.00397 0O00%0
7| 1.48381 0.01925| 2024 | 0.01114| 229000 25 | 0.41428| 0.00735| 2000 | 0.00404 200000
8 | 1.69224  0.04386| 292539 | 001804 299900 26 | 0.43401| 0.01692| 000212 | 0.00603 OO00%0
9 | 1.88727) 0.09581| 20131l | 002813 299090 27| 0.47061| 0.03771| 03033 | 0.00912 OO0
10 | 0.79400 0.01071| *20%0%% | 0.00951 *200300 28 | 0.17469| 0.00562| 00023 | 0.00435 000000
11 | 0.74235  0.00877| *2002%% | 0.00753 *000%%° 29| 0.16779| 0.00395| 0000 | 0.00304 2000
12 | 0.71769 0.00803| *2001°7 | 0.00685| 000252 30 | 0.15574| 0.00328| 000292 | 0.00255 Oo0000
13 | 0.70611 0.00827| *20029% | 0.00695 200217 31| 0.16439| 0.00364| *0002%% | 0.00296 OO00%
14 | 0.72941) 0.00816| *200°77 | 0.00687| 200002 32| 0.17195| 0.00350| 000%7 | 0.00279 OO0
15 | 0.75977| 0.00977| 2051 | 0.00711| 2009 33| 0.17661| 0.00421| 2993 | 0.00284 209000
16 | 0.82188 0.01338| ‘20317 | 0.00776 000000 34| 0.19337| 0.00596 0ON021 | 0.00310 D000
17 | 0.87387 0.03037| *200%%° | 0.01172| *2000%0 35| 0.19563| 0.01315| 0000 | 0.00436 OO00%0
18 | 1.00231) 0.06820| *000°% | 0.01852 *0O000 36 | 0.16519| 0.02711| 0902 | 0.00603 OO0
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T Target: Deuterium Q? =25 GeV?
(excl. VM subtracted)

Bin | mult Tstat ORICH omc Tevol Bin | mult Tstat ORICH oMmc Tevol

1 1.46639| 0.01211) 299875 | 0.01149 20291 19 | 0.37931| 0.00588 000000 | 0.00548| 0O00%7
2 | 1.34613| 0.01082| 299998 | 0.00977| 001502 20 | 0.36108| 0.00460| 200%%° | 0.00418| 00000
3| 1.26116( 0.01002| 292255 | 0.00886| 0012%0 21| 0.34793| 0.00410| 2008 | 0.00370| DO
4 | 1.24828| 0.01062| 291873 | 000922 200801 22| 0.35717| 0.00431| *230%%% | 0.00385 OO0
5| 1.24172| 0.01066| 21541 | 0.00887 000231 23| 0.36312| 0.00428| *000%% | 0.00371| OO0
6 | 1.27296| 0.01307| 29204 | 0.00934| *O900%0 24| 0.38719| 0.00516| *000%%° | 0.00380( OO0
7| 1.41834| 0.01825 29247 | 001081 200000 25 | 0.38193| 0.00697| *000%% | 0.00388| OO0
8 | 1.63812| 0.04395 292531 | 001785 000900 26 | 0.43965| 0.01736| 000°7 | 0.00618| DO00%0
9 | 1.74244| 0.10094| 29207 | 0.02773| 009000 27 | 0.39588| 0.03743| 00022 | 0.00856| 0o0000
10 | 0.76792| 0.00929 200000 | 0.00881 OO0z 28 | 0.17396| 0.00526| 00020 | 0.00426| OO0S
11| 0.70789| 0.00782 *20%27% | 0.00713] DO0% 29 | 0.16629| 0.00352| 2027 | 0.00290( P00
12 | 0.68443| 0.00716] 0008 | 0.00649 000203 30 | 0.14592| 0.00295| 2901°* | 0.00243 20099
13 | 0.67076| 0.00749 000293 | 0.00664 OO02% 31| 0.15693| 0.00332| 0018 | 0.00276 D000
14 | 0.70165| 0.00756 0005 | 0.00669 0o00S! 32 | 0.15793| 0.00324| 200122 | 0.00266| OOoo0S
15 | 0.73460| 0.00918 0008 | 0.00692 OO0 33| 0.16665| 0.00392| 0013 | 0.00270 20000
16 | 0.78706| 0.01271 *20%2%% | 0.00756 00000 34| 0.18309| 0.00545| 20000 | 0.00287| DO00%)
17 | 0.80499| 0.02993 200000 | 0.01140 200000 35| 0.17843| 0.01296 000000 | 0.00424| 200999
18 | 0.91165| 0.06768 000000 | 0.01756 00000 36 | 0.21586| 0.02986 “Doooel | 0.00636( 000000
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T Target: Proton Q?=25GeV
(excl. VM subtracted)

Bin | mult Tstat ORICH Ye Tevol Bin | mult Tstat ORICH aYe Tevol

1| 1.24092| 0.01243| 29995 | 0,01095 002522 19 | 0.29726| 0.00569| 000178 | 0.00497 OO0
2| 1.08861 0.01052| 29994 | 0.00869 201030 20 | 0.27374| 0.00445| 23002 | 0.00372| %!
3| 1.02109| 0.00975| 291998 | 0.00789 20180 21| 0.24982| 0.00381| 0008 | 0.00312) o007
4| 0.94685| 0.00988| 291370 | 0.00780 200722 22 | 0.23580| 0.00381| OO0 | 0.00309 OO0
5| 0.90742| 0.00974| 2907 | 0.00737| 20087 23 | 0.24432| 0.00374| 200099 | 0.00300 20020
6 | 0.94299  0.01163| 29555 | 0.00777| 209000 24 | 0.24334| 0.00429| 200099 | 0.00294 220000
7| 1.00350  0.01592| 2952 | 0.00886| 000030 25| 0.23758| 0.00571| 000099 | 0.00300 OO0
8 | 1.11384| 0.03595| 201952 | 001422 *209950 26 | 0.24444| 0.01289| 0300 | 0.00443 200030
9 | 1.17399  0.07765| %70 | 0.02219 20097 27| 0.28221| 0.03061| OO0l | 0.00729 *2O00%2
10 | 0.59964 0.00905| 200 | 0.00783 *0oNI02 28 | 0.13328| 0.00499| 20%%%9 | 0.00393 OO
11| 0.54546) 0.00762| 000249 | 0.00629) OO0 29 | 0.11470| 0.00347| *232% | 0.00257 OO0
12 | 0.51639| 0.00692| 20015 | 0.00566 *Ooooes 30 | 0.10249| 0.00267| 200235 | 0.00201 OO0
13 | 0.47920) 0.00693| *20025% | 0.00561| *o00158 31| 0.09689| 0.00280| 0005 | 0.00214 20009
14 | 0.48959| 0.00669| ‘00057t | 0.00544 200052 32| 0.09570| 0.00257| 200059 | 0.00195 OO0
15 | 0.49382) 0.00789| *200%2° | 0.00546 200000 33 | 0.09562| 0.00299| 20023 | 0.00193 OO0
16 | 0.49865  0.01057| ‘000272 | 0.00584 *OO0022 34 | 0.08950| 0.00394| 2307 | 0.00196 OO0
17 | 0.54825 0.02442| *2000%0 | 0.00916| *0000%2 35| 0.10694| 0.00911| 20057 | 0.00300 3OO0
18 | 0.60024 0.05398| ‘000050 | 0.01420| *200053 36 | 0.10718| 0.02063| 000023 | 0.00460 2008
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T Target: Deuterium Q? =25 GeV?
(excl. VM subtracted)

Bin | mult Tstat ORICH omc Tevol Bin | mult Tstat ORICH oMmc Tevol

1| 1.30204| 0.01142) 299979 | 0.01002| 202595 19 | 0.32114| 0.00534| 00077 | 0.00506( o000
2 | 1.17789| 0.00996| 2950 | 0.00903| o070 20 | 0.28357| 0.00411| 200098 | 0.00374 DO
3| 1.07807| 0.00915 29047 | 0.00807| 0oL 21| 0.27418| 0.00362| 00007 | 0.00326| OO0
4 | 1.05730| 0.00981| *2015%9 | 0.00845 200774 22| 0.27636| 0.00378| 299923 | 0.00338| 2O004l
5 | 1.02306| 0.00964| 29159 | 0.00806| 000203 23| 0.27417| 0.00365 290099 | 0.00321| OO0
6 | 1.03397| 0.01157 291707 | 0.00826| 90007 24 | 0.26583| 0.00426 29009 | 0.00312 D000
7 | 1.08715| 0.01586| 291748 | 0.00929| 000042 25| 0.27735| 0.00589| 290099 | 0.00332 o003
8 | 1.14986( 0.03643| 005550 | 0.01440( 00097 26 | 0.29796| 0.01406| 290198 | 0.00510( Do00o
9 | 1.39831| 0.08690 090737 | 0.02524| 009080 27 | 0.32233| 0.03206| 2O0T% | 0.00756| Dovoe
10 | 0.63943| 0.00854 200°%° | 0.00798| *Do0002 28 | 0.14746| 0.00474| *2009%9 | 0.00412 *DO00%
11| 0.58964| 0.00719| *2002%% | 0.00650( *Do0o00 29 | 0.12434| 0.00316 20522 | 0.00259 OO0
12 | 0.56894| 0.00658 *00%2% | 0.00595( OO0 30 | 0.11832| 0.00259| 290222 | 0.00217| OO0
13 | 0.53764| 0.00685 0002%% | 0.00603| OO0 31| 0.11382| 0.00282| 2% | 0.00238 OO0
14 | 0.54435| 0.00657 00012 | 0.00582 OO0 32| 0.11611| 0.00277| 2398 | 0.00227| OO0
15 | 0.55180| 0.00778 *000%7% | 0.00585( *OO00% 33| 0.12315| 0.00323| 20T | 0.00225) OO0
16 | 0.56427| 0.01079| 200257 | 0.00631| *Do00or 34| 0.11058| 0.00420| 29098 | 0.00218 Do0o
17 | 0.58565| 0.02491 200099 | 0.00951| *DO0>0 35| 0.11491| 0.00995| 20004 | 0.00328| DO00Z
18 | 0.57908| 0.05400 20000 | 0.01367| ‘ooooe 36 | 0.10905| 0.02185 0000%° | 0.00472| OO0
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K* Target: Proton Q2% =25 GeV?
(excl. VM subtracted)

Bin | mult Ostat ORICH oMC Cevol Bin | mult Ostat ORICH omMC Cevol

1| 0.27799| 0.00748| 29999 | 0.00517| 200822 19 | 0.13515  0.00513| 000200 | 0.00359 *OO00%0
2 | 0.24917| 0.00680| 291 | 000440 090570 20 | 0.09809| 0.00335| *9000%% | 0.00221| *900000
3| 0.27559| 0.00657| 09039 | 0.00424| *000824 21| 0.09204 0.00273| *299095 ) g gp187| *000000
4| 0.24714| 0.00657| 009278 | 0.00406 000227 22 | 0.09098| 0.00279| 2009 | 0.00189 DO0000
5| 0.25279| 0.00656| 29033 | 0.00404| 20002 23| 0.09908| 0.00269| 00029 | 0.00186 ooo0%
6 | 0.25218| 0.00793| 299812 | 0.00419 229001 24| 0.11215| 0.00330| 20099 | 0.00206 OO0
7| 033684 0.01226| 200570 | 0.00584| 200000 25| 0.11762| 0.00454| *2001% | 0.00226 2000
8 | 0.38768| 0.03123| %71 | 0.01035 2990%0 26 | 0.12301| 0.01048| 2052 | 0.00354 OO0
9 | 0.32556  0.07058| 201910 | 0.01467 200000 27 | 0.21076| 0.02556 000233 | 0.00683 ooNeTT
10 | 0.17552) 0.00631| *20023% | 0.00443| *2001°0 28 | 0.05754| 0.00449| *2°7*% | 0.00262 OO0
11| 0.14977 0.00493| *20030% | 0.00331| *2000%0 29 | 0.06181| 0.00281| *230°%% | 0.00187 20090
12 | 0.16242 0.00445| *2002%° | 0.00317 20078 30 | 0.04591| 0.00218| *2O0° | 0.00145 200000
13 | 0.15062 0.00457| *20021% | 0.00317| *200010 31| 0.04979| 0.00223| 20090 | 0.00154 00000
14 | 0.16051 0.00431| *201%7 | 0.00308 *20000° 32 | 0.04483| 0.00219| 2000 | 0.00143 200000
15 | 0.19344  0.00587| 209119 | 0.00376 220001 33| 0.05444| 0.00270| 29999 | 0.00149| 209017
16 | 0.19822| 0.00775| *2003°% | 0.00402 *220000 34| 0.06051| 0.00380| *0O%°% | 0.00161 OO0
17 | 0.22332) 0.01796| *20%2%% | 0.00670| *200°% 35| 0.06578| 0.00932| 0007 | 0.00255 ~*OO0108
18 | 0.22830) 0.03951| *200°% | 0.01035 200090 36 | 0.03577| 0.01829| 00022 | 0.00392 OO0
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K* Target: Deuterium Q? =25 GeV?
(excl. VM subtracted)

Bin | mult Tstat ORICH omc Tevol Bin | mult Tstat ORICH oMmc Tevol

1 0.24181| 0.00629) 099°8% | 0.00439 20053 19 | 0.12413| 0.00441 300099 | 0.00318| *Do0000
2 | 0.24875| 0.00600| 299550 | 0.00417| *O095%0 20 | 0.09340| 0.00287| 200772 | 0.00203 2O0000
3| 0.27712| 0.00613| 299920 | 0.00427| 00043 21| 0.08849| 0.00247| 200090 | 0.00177| DO
4 | 0.24618| 0.00619| 299252 | 000409 090232 22 | 0.10058| 0.00267| 090009 | 0.00198| 20000
5 | 0.24245| 0.00627| 299339 | 000398 290018 23| 0.09395| 0.00248 *230%% | 0.00179| OO0
6 | 0.26289| 0.00769| 299329 | 000431 299000 24 | 0.09948| 0.00298| *230°2% | 0.00186| OO0
7 | 0.28076| 0.01138| 290450 | 0.00513| 229000 25| 0.10763| 0.00424| *230%%% | 0.00214 2003
8 | 0.33103| 0.02881| 290747 | 0.00895 000000 26 | 0.10975| 0.01133| 200159 | 0.00328 Do00o
9 | 0.30335| 0.06695 20219 | 001290 000000 27| 0.19871| 0.09664| 000207 | 0.00658| Do000
10 | 0.16340| 0.00542| 200258 | 0.00394 D00 28 | 0.04812| 0.00337| *00°°%7 | 0.00200( *2O00%
11| 0.15454| 0.00444 200525 | 0.00324) 2000 29 | 0.04725| 0.00234| *2O0°%° | 0.00151| OO0
12 | 0.14135| 0.00397 000287 | 0.00286 o000 30 | 0.04465| 0.00188| 00099 | 0.00129| *OO0%00
13 | 0.14733| 0.00417 200287 | 0.00307 OO0 31| 0.04307| 0.00196 090%%0 | 0.00141| 20000
14 | 0.16424| 0.00428 000228 | 0.00316/ OO0 32| 0.04689| 0.00199| *230%% | 0.00134| 20090
15 | 0.16352| 0.00506 000233 | 0.00323 OO0 33 | 0.04384| 0.00233| 000%% | 0.00126| OO0
16 | 0.20421| 0.00764 ‘200222 | 0.00415 000000 34| 0.05947| 0.00356| 00000 | 0.00152| OO000S
17 | 0.19252| 0.01714| 300279 | 0.00610 0O0%% 35| 0.06695| 0.00891| 0000 | 0.00241| 200
18 | 0.21353| 0.04171 30055 | 0.00953 000000 36 | 0.09850| 0.05884| 000°°0 | 0.00396 0O0o07

€eT



8'd 9|qelL

K~ Target: Proton Q2% =25 GeV?
(excl. VM subtracted)

Bin | mult Ostat ORICH oMC Cevol Bin | mult Ostat ORICH oMC Cevol

1| 0.14489| 0.00514| 2904 | 0.00309 200450 19 | 0.05338 | 0.00318| 23999 | 0.00180 23999
2| 0.13741 0.00491| 29941 | 000277  *299%27 20 | 0.03584 | 0.00203| 299987 | 000110 3000
3| 0.14356| 0.00476| *29919¢ | 0.00268| 29020 21| 0.03397 | 0.00160| 29999 | 0.00093 *2.399%
4| 0.10633| 0.00437| 090158 | 0.00218| 000108 22 | 0.03100 | 0.00154| 29999 | 0.00088| 200003
5| 0.10722| 0.00445| 299228 | 000221 2000 23| 0.02370 | 0.00130| 299999 | 0.00072 220000
6 | 0.11198  0.00542| 299105 | 0.00237| 200007 24| 0.02744 | 0.00160| 29997 | 0.00080 220007
7 | 0.12736) 0.00750| *200122 | 0,00299 *OO00L3 25| 0.02409 | 0.00207| *>30%° | 0.00082) 2000
8 | 0.11399  0.01797| 299984 | 000483 2000 26 | 0.03427 | 0.00526| 299999 | 0.00217 0300%2
9 | 0.20243| 0.04408| 299907 | 0.01127| 299920 27| 0.06373 | 0.01214| 2013 | 0.00587 009099
10 | 0.08866 0.00417| *200218 | 000258 *000071 28 | 0.00397 | 0.00269| 291999 | 0.00068 Q3909
11| 0.07020) 0.00335| *20011> | 0.00190| *2000> 29 | 0.01149 | 0.00154| 299228 | 00069 299902
12 | 0.06560 0.00293| 20027 | 0.00170) 20 30 | 0.00489 | 0.00101| 299%%5 | 0.00060| 2000
13 | 0.05553) 0.00272| *20%07% | 0.00150| *20002° 31| 0.00410 | 0.00101| 299999 | 0.00069) 20000
14 | 0.06322| 0.00275| *2000°° | 0.00160 20000 32 | 0.00385 | 0.00098| 299975 | 0.00060 2000
15 | 0.04977 0.00303| 22978 | 0.00142| *200002 33| 0.00350 | 0.00113| 29978 | 0.00061) >0
16 | 0.05752) 0.00413| *200%%% | 0.00172] *2000%9 34| 0.00470 | 0.00144| 29993 | 000058 299007
17 | 0.05834 0.00967| 000 | 0.00296 o002 35| 0.00408 | 0.00244| 299989 | 0.00208 239999
18 | 0.10052| 0.02621| 00028 | 0.00706 *000020 36 | -0.14079| 0.00656| 039938 | 002043 000300

VET
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6°d 9lqeL

K~ Target: Deuterium Q2=25GeV
(excl. VM subtracted)

Bin | mult Tstat ORICH oMmc Tevol Bin | mult Tstat ORICH omc Tevol

1 0.16002| 0.00487 299522 | 0,00324| 200502 19 | 0.05782 | 0.00300 209999 | 0.00185 200000
2 | 0.14064| 0.00462| 2999 | 0.00276| 000532 20 | 0.04600 | 0.00205 299957 | 0.00127 29000
3| 0.14477| 0.00448| 200233 | 0.00264| 000247 21| 0.03394 | 0.00147 29009 | 0.00090 *2200%°
4| 0.12084| 0.00445 290172 | 0.00249| 000123 22| 0.03313 | 0.00149| 299990 | 0.00094 299093
5| 0.11926( 0.00428| 299115 | 0.00235| 299000 23| 0.02912 | 0.00135 29999 | 0.00080 290099
6 | 0.12138| 0.00538| 299127 | 0.00256| 00000 24| 0.02650 | 0.00159| 2901 | 0.00081 290099
7| 0.13604| 0.00775| 39093 | 0.00320( 29001 25| 0.02563 | 0.00205 29908 | 0.00084 29007
8 | 0.16441| 0.02301| 29999 | 0.00669| 0000>2 26 | 0.02411 | 0.00464| 20095 | 0.00177 200027
9 | 0.38486| 0.15921| 20000 | 0.02119| 000078 27| 0.06668 | 0.01340 20000 | 0.00616 0005
10 | 0.09506| 0.00401 200270 | 0.00269| OO0 28 | 0.00830 | 0.00245 2950 | 0.00068 200000
11| 0.07285| 0.00317 220142 | 0.00199| *2000°2 29| 0.01113 | 0.00141 220238 | 0.00066| *Oo000s
12 | 0.06818| 0.00275 00M* | 0.00174| 20040 30 | 0.00689 | 0.00103| 29915 | 0.00062 290002
13 | 0.06524| 0.00283 0000 | 0.00175| OO0 31| 0.00569 | 0.00100 2%1° | 0.00069 22000
14 | 0.06645| 0.00274 *00WT | 0.00168 OO0 32| 0.00290 | 0.00089| 29725 | 0.00059 29999
15 | 0.05759| 0.00303 0O007% | 0.00160( D000 33| 0.00574 | 0.00106| 29999 | 0.00055 299092
16 | 0.07022| 0.00433 *200°% | 0.00203| DO0Z 34| 0.00346 | 0.00140| 29999 | 0.00059 29009
17 | 0.05929| 0.00974| 200223 | 0.00307| *Do00L 35| 0.01871 | 0.00369| 20093 | 0.00220 200047
18 | 0.08390| 0.02845 *200%%% | 0.00696( *Do00c 36 | -0.14329| 0.00804| 200992 | 0.02278 00438

GET



0T'd aiqeL

T Target: Proton Q2=25GeV
(excl. VM included)

Bin | mult Tstat ORICH Ye Tevol Bin | mult Tstat ORICH aYe Tevol

1| 1.59420| 0.01328| 299975 | 0.01280 29309 19 | 0.46377 0.00627| *000%20 | 0.00677 OO0
2 | 1.46787| 0.01187| 21950 | 0.01073| 202U 20 | 0.41648| 0.00503| 090%% | 0.00499 20077
3| 1.38931 0.01099| 20141 | 00971 20147 21| 0.39231| 0.00443| *230%78 | 0.00421 2007
4| 1.32064| 0.01247| 024775 1 0.00971| *O000% 22 | 0.38027| 0.00458| 000 | 0.00419 2000
5| 1.33752 0.01155| 200995 | 0.00946| 200248 23| 0.39538| 0.00453| 2009 | 0.00400 2O00%
6 | 1.38763| 0.01402| 202298 | 0.00997| 200000 24| 0.42931| 0.00552| 2000 | 0.00410 OO00%0
7| 151314 0.01918| 292550 | 001134 209000 25 | 0.42209| 0.00733| 2000 | 0.00412 20000
8 | 1.71431) 0.04375| 292570 | 001825 299900 26 | 0.44095| 0.01687| 000213 | 0.00612 00000
9 | 1.91047| 0.09555| 291825 | 002844 209000 27| 0.47891| 0.03762| 0O01%° | 0.00924 20000
10 | 0.86408 0.01049| *200%%0 | 0.01036 ‘o000 28 | 0.25570| 0.00517| 001392 | 0.00624 000000
11| 0.79573) 0.00862| *0002%% | 0.00808 *OO0! 29 | 0.23627| 0.00367| 001> | 0.00410 20000
12 | 0.75732) 0.00793| *200178 | 0.00723| *2002%° 30 | 0.21184| 0.00310| 200257 | 0.00319 OO0
13 | 0.73858 0.00819| *20025% | 0.00725| 200227 31| 0.21300| 0.00351| *200%%% | 0.00341 200000
14 | 0.75537 0.00810| *200°%% | 0.00709| *2000%° 32 | 0.20518| 0.00341| *2001°° | 0.00308 OO00T
15 | 0.77605| 0.00973| *20%52° | 0.00726| 00090 33| 0.19917| 0.00415| 299181 | 0.00302| 299000
16 | 0.83658 0.01334| *000321 | 0.00789 000000 34| 0.20735| 0.00592| 0902 | 0.00322 OO0
17 | 0.88510 0.03030| *200%%0 | 0.01187| *2000%0 35| 0.20751| 0.01307| 0900 | 0.00447 200090
18 | 1.02078 0.06801| *200°%0 | 0.01882 *0O00%0 36 | 0.17453| 0.02699| 0003 | 0.00613 000099

9ET
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T Target: Deuterium Q? =25 GeV?
(excl. VM included)

Bin | mult Tstat ORICH omc Tevol Bin | mult Tstat ORICH oMmc Tevol

1| 157280| 0.01199) 2999 | 0.01229 2O% 19 | 0.43626| 0.00572| 20009 | 0.00643| 0O0077
2 | 1.42917| 0.01073| 290000 | 0.01034| 00177 20 | 0.40557| 0.00449| 20090 | 0.00477| OO0
3| 1.32602| 0.00995 295317 | 0.00927| 001550 21| 0.37826| 0.00404| *200%° | 0.00407| 2002
4 | 1.29985| 0.01057| 291738 | 000957 09089 22 | 0.38184| 0.00426| 090%% | 0.00413 20009
5| 1.28248| 0.01062| 291857 | 0.00914| 090238 23| 0.38126| 0.00425| 0009 | 0.00390 OO
6 | 1.30461| 0.01303| 292992 | 000955 090000 24 | 0.40087| 0.00514| 23099 | 0.00394| 2000
7| 1.44945| 0.01820| 2924 | 001103 220000 25 | 0.39182| 0.00695| *000%%% | 0.00397| 20000
8 | 1.66991| 0.04383 292577 | 0.01816| 000000 26 | 0.45100| 0.01731| 2007 | 0.00631| OO00%)
9 | 1.79703| 0.10054| 292352 | 0.02844| 000000 27 | 0.40918| 0.03731| 20022 | 0.00874| 0O00%0
10 | 0.84080| 0.00916 200000 | 0.00966 0O000! 28 | 0.25882| 0.00490| 20151 | 0.00619| Do0ocT
11| 0.76192| 0.00773 200278 | 0.00769 D005 29 | 0.23920| 0.00332| *POM° | 0.00398| DO00%
12 | 0.72604| 0.00709 *2001%% | 0.00688 OO0CT 30 | 0.20393| 0.00282| 290413 | 0.00307| OO0
13 | 0.70414| 0.00744 20257 | 0.00696 OO0 31| 0.20772| 0.00321| 2002 | 0.00324| 20090
14 | 0.72867| 0.00753 001> | 0.00694 000 32| 0.19298| 0.00318| 09 | 0.00297| OO0
15 | 0.75484| 0.00915 0005 | 0.00711 00009 33| 0.19187| 0.00388| 0O01%1 | 0.00290( 20000
16 | 0.80494| 0.01267 20287 | 0.00772) 200090 34| 0.20026| 0.00541| 2000 | 0.00302| 2O00%9
17 | 0.81834| 0.02987 200000 | 0.01158 000000 35| 0.19240| 0.01289| 0000°° | 0.00438| 0009
18 | 0.93201| 0.06750 200000 | 0.01792 000900 36 | 0.23475| 0.02967| 000027 | 0.00658| 0o0000

LET



c1'a9|qeL

T Target: Proton Q?=25GeV
(excl. VM included)

Bin | mult Tstat ORICH Ye Tevol Bin | mult Tstat ORICH aYe Tevol

1| 1.33745) 0.01225| 20099 | 0.01178 202718 19 | 0.34979| 0.00546| 000175 | 0.00595 000
2 | 1.16202| 0.01038| 29107 | 0.00925 201740 20 | 0.30981| 0.00431| 2L | 0.00432 02
3| 1.07752 0.00965| 291153 | 000829 201225 21| 0.27523| 0.00372| 2008 | 0.00350 OO0
4| 0.99190| 0.00979| 29430 | 000814 290750 22| 0.25511| 0.00375| 0000 | 0.00336 OO000
5| 0.93920 0.00968| 20M5° | 0.00762| 2009 23| 0.25941| 0.00370| 20009 | 0.00320 OO0
6 | 0.96866  0.01158| 295037 | 0.00797| 209000 24| 0.25421| 0.00425| 200099 | 0.00308 OO0
7| 1.02627) 0.01586| 201°% | 0.00906| 2003% 25 | 0.24469| 0.00569| 0000 | 0.00309 OO0
8 | 1.13133| 0.03584| 29107 | 001443 200057 26 | 0.25160| 0.01284| 03007 | 0.00454 20003
9 | 1.20298| 0.07734| %0727 | 0.02266| 2900%9 27 | 0.28620| 0.03054| 0O% | 0.00740 OO0
10 | 0.66227 0.00886| ‘00000 | 0.00865 00009 28 | 0.20078| 0.00456| 00199% | 0.00582 OO0
11 | 0.59254 0.00748| *0002°0 | 0.00684 *000%27 29| 0.17638| 0.00319| 00028 | 0.00376 DO07°
12 | 0.54925  0.00683| ‘00027 | 0.00604 200247 30 | 0.14879| 0.00251| 00252 | 0.00270 2O00%0
13 | 0.50764  0.00685| ‘000208 | 0.00592| *2001%8 31| 0.13445| 0.00267| 00012 | 0.00262 OO0
14 | 0.51146) 0.00664| *000°2> | 0.00567 ‘20000 32 | 0.12220| 0.00249| 2O01%° | 0.00227 PO
15 | 0.51034 0.00785| *200%°7 | 0.00563 ‘200000 33| 0.11404| 0.00293| *2O004% | 0.00215 2O0000
16 | 0.51132 0.01053| *20%27% | 0.00598| *000022 34| 0.10015| 0.00389| 0O | 0.00209 OO0
17 | 0.55733 0.02435| *200%%0 | 0.00931| *2000%2 35| 0.11386| 0.00905| 00009 | 0.00312 OO0
18 | 0.61278 0.05381| 00005 | 0.01447 *2000% 36 | 0.11470| 0.02051| *090%%% | 0.00476 OO0%%

8€T
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arget: Deuterium =2.
T Target: Deut 2=25GeV?
(excl. VM included)
Bin | mult O stat ORICH oMmc Tevol Bin | mult O stat ORICH oMc Tevol
+0.00946 +0.02795 +0.00168 +0.00056
1| 1.40378| 0.01131| 20048 | 0.01174| 202755 19 | 0.37655| 0.00518 ‘000108 | 0.00606| *O00000
+0.01118 +0.01820 +0.00024 +0.00064
2 | 1.25857| 0.00988| 2018 | 000962| 201820 20 | 0.32068| 0.00401| 000028 | 0.00434| *2O00%
+0.01209 +0.01234 +0.00097 +0.00054
3 | 1.13908| 0.00908| 201299 | 0.00849| 20123 21| 0.30238| 0.00355| 00007 | 0.00367| 000
+0.01578 +0.00812 +0.00017 +0.00044
4| 1.10817| 0.00975| 291578 | 0.00882| 200812 22| 0.29821| 0.00373| 290017 | 0.00369| OO0
+0.01652 +0.00210 +0.00000 +0.00018
5 | 1.06015| 0.00960 091952 | 0.00834| 290210 23 | 0.29127| 0.00362| 000000 | 0.00344| *200018
+0.01752 +0.00007 +0.00000 +0.00003
6 | 1.06367| 0.01153| 291752 | 0.00849| *O900%7 24 | 0.27792| 0.00424| 29009 | 0.00326| OO0
+0.01790 +0.00043 +0.00000 +0.00023
7 | 1.11559| 0.01582) 291799 | 0.00950| *299943 25 | 0.28663| 0.00587| 000000 | 0.00343 *00002
8 | 1.17455| 0.03634 jgggggg 0.01468 jgg‘l)gﬁﬁ 26 | 0.30669| 0.01403 jgggég‘g 0.00523 jggg‘l)gg
+0.00757 +0.00068 +0.00180 +0.00036
9 | 1.43838| 0.08662 23057 | 0.02588| 29999 27 | 0.33199| 0.03197| 000180 | 0.00774 000030
10 | 0.70677| 0.00842 jgggggg 0.00883 jgggggg 28 | 0.22159| 0.00441 jggig% 0.00610 jgggggé
+0.00287 +0.00313 +0.00477 +0.00043
11 | 0.64028| 0.00710| 290287 | 00p708| 290313 29 | 0.19067| 0.00295 *290477 | 0,00379| *000043
12 | 0.60725| 0.00652) 00021 | 0.00636| *Oooeet 30 | 0.17207| 0.00246| 29892 | 0.00293 2O
+0.00255 +0.00166 +0.00251 +0.00022
13 | 0.56976| 0.00680 ‘29925 | 0,00637| *O00LC0 31| 0.15782| 0.00271| ‘00021 | 0.00294| *200022
14 | 0.56895| 0.00654) 0003 | 0.00607| OO0 32 | 0.14898| 0.00270| 29238 | 0.00267| OO0
+0.00386 +0.00005 +0.00166 +0.00001
15 | 0.57032| 0.00775 *299%8% | g 0ogo4| +0000° 33 | 0.14642| 0.00318| ‘000100 | 0.00253| *200001
16 | 0.57896| 0.01076 jgggggg 0.00648 jgggggj 34 | 0.12462| 0.00416 jgggégg 0.00236 jgggg;j
+0.00000 +0.00052 +0.00049 +0.00025
17 | 0.59850| 0.02485 299990 | 0.00971| *0000°2 35 | 0.12485| 0.00989| 0000 | 0.00344| *00025
+0.00000 +0.00042 +0.00058 +0.00020
18 | 0.58793| 0.05391 299900 | 0.01389| *000042 36 | 0.11844| 0.02174| *0000%% | 0.00490| *2O0020

6€T



¥1'd alqeL

K* Target: Proton Q2=25GeV
(excl. VM included)

Bin | mult Tstat ORICH Ye Tevol Bin | mult Tstat ORICH aYe Tevol

1| 0.28358| 0.00744| 290710 | 0.00529| 290550 19 | 0.14564 0.00503| 00000 | 0.00386 Oo000
2| 0.25385 0.00676| 20073 | 0.00449) 200550 20 | 0.10647| 0.00328 *090%2% | 0.00238 OO00%%
3| 0.28123| 0.00653| 209493 | 0.00434| 200432 21| 0.09966| 0.00268 *0000%% | 0.00200 32009
4| 0.25164| 0.00654| 099253 | 000413 000231 22| 0.09719| 0.00275 20099 | 0.00200 20000
5| 0.25555 0.00654| 299%5 | 0.00408| 20002 23| 0.10353| 0.00267| *000%20 | 0.00193 OO0
6 | 0.25427  0.00791| 299355 | 0.00423) 200001 24| 0.11515| 0.00328 200> | 0.00211 P03
7| 033934 0.01224| 299578 | 0.00589| o000%0 25| 0.12054| 0.00451| *20011% | 0.00231 OO0
8 | 0.39093  0.03117| %9777 | 0.01043 299000 26 | 0.12501| 0.01044| 2392 | 0.00359 OO0
9 | 0.32774 0.07050| 201923 | 0.01478| 290000 27 | 0.21014 0.02556 0002 | 0.00684 OO0
10 | 0.18379 0.00623| *2002%% | 000465 *000153 28 | 0.06309| 0.00440| 2097 | 0.00284 200000
11| 0.15713 0.00486| *00032% | 0.00348| *0000%° 29 | 0.06531| 0.00277| 23050 | 0.00196 OO0
12 | 0.17068 0.00439| *200°%¢ | 000332 *200077 30 | 0.04861| 0.00215| 200°% | 0.00150 0O0000
13 | 0.15630 0.00452| *200221 | 0.00329| *200017 31| 0.05192| 0.00221| 2000 | 0.00158 Oo0000
14 | 0.16504 0.00427| *201%2 | 0.00316 *200000 32 | 0.04638| 0.00218| 0000 | 0.00146 OO0
15 | 0.19806 0.00583| *209'%% | 0.00384 200001 33| 0.05614| 0.00269| 29999 | 0.00151 209017
16 | 0.20244 0.00771| *2003%% | 0.00410 *220000 34| 0.06095| 0.00379| 0O | 0.00162 OO0
17 | 0.22768 0.01787| *00%292 | 0.00681| *000°%0 35| 0.06722| 0.00929| *0O%07> | 0.00257 OO0
18 | 0.23449 0.03918| *200°20 | 0.01056 *0o00o0 36 | 0.03543| 0.01829| 000022 | 0.00392 OO0

orl
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+ .
K Target: Deuterium Q? =25 GeV?
(excl. VM included)
Bin | mult O stat ORICH oMmc Tevol Bin | mult O stat ORICH oMc Tevol
+0.00597 +0.00770 +0.00000 +0.00000
1| 0.24722| 0.00626| 2307 | 0.00450 290770 19 | 0.13506| 0.00435 29909 | 0.00345| *000000
+0.00568 +0.00561 +0.00074 +0.00000
2 | 0.25394| 0.00598| 29998 | 000427 299551 20 | 0.10198| 0.00283| *900°7% | 0.00220 00000
+0.00429 +0.00440 +0.00000 +0.00000
3 0.28343| 0.00611 09%42% | 000438 290440 21| 0.09630| 0.00244| *299090 | g gp190| *O0000
+0.00256 +0.00236 +0.00000 +0.00000
4| 0.25083| 0.00617| 299250 | 000418 290239 22 | 0.10724| 0.00264| *200000 | 0.00210| *2000%0
+0.00344 +0.00018 +0.00006 +0.00000
5 | 0.24562| 0.00626| "09%%% | 0.00404| 290018 23 | 0.09902| 0.00246 ‘90000 | 0.00187| *2000%0
+0.00333 +0.00000 +0.00030 +0.00020
6 | 0.26557| 0.00768| 299333 | 0.00436 020000 24| 0.10301| 0.00296| 0900 | 0.00192| *2O0%20
+0.00454 +0.00000 +0.00086 +0.00054
7 | 0.28311| 0.01136) 239 | 0.00518| 299990 25 | 0.11070| 0.00422| *9000%% | 0.00219| *20005
+0.00758 +0.00000 +0.00187 +0.00089
8 | 0.33623| 0.02874 29978 | 0.00910 29999 26 | 0.11876| 0.01019| ‘200187 | 0.00339| 00089
+0.02230 +0.00000 +0.00181 +0.00108
9 | 0.30798| 0.06682 292239 | 001312 *2999% 27 | 0.11252| 0.02164| *20018L | 0.00473| *OO0108
10 | 0.17064| 0.00537 jgggggg 0.00414 jgggégf 28 | 0.05217| 0.00334 jgg(l’ﬁ;’ 0.00215 jggg‘l)gg
+0.00345 +0.00100 +0.00100 +0.00000
11| 0.16375| 0.00439 20083 | 000343 290100 29 | 0.05029| 0.00232| *290990 | 0 00159| *O00000
12 | 0.14928| 0.00394 *000%%% | 0.00302] OO0 30 | 0.04740| 0.00186| 090009 | 0.00135| *OO0%00
+0.00248 +0.00048 +0.00000 +0.00000
13 | 0.15425| 0.00414| ‘299298 | 90320 +000048 31| 0.04517| 0.00195 *900000 | 0.00144| *200000
14 | 0.17016| 0.00425 *00%2% | 0.00327| OO0 32 | 0.04868| 0.00198| *000%% | 0.00137| 20000
+0.00239 +0.00000 +0.00000 +0.00015
15 | 0.16802| 0.00504 *299239 | 0 00331| +000000 33 | 0.04529| 0.00233| ‘900000 | 0.00128 *2O001
16 | 0.20985| 0.00761 jgg(l’gég 0.00426 jgggggg 34 | 0.06067| 0.00355 jggggg‘; 0.00154 jggggg‘z‘
+0.00277 +0.00000 +0.00053 +0.00116
17 | 0.19783| 0.01702| ‘299277 | 0.00624| *000000 35 | 0.07026| 0.00857| *000°°% | 0.00246| *0O0L10
+0.00395 +0.00000 +0.00107 +0.00102
18 | 0.23283| 0.03957| 299395 | 0.00990| *O000%0 36 | 0.04864| 0.01696| ‘000107 | 0.00315| 00102

vl
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K~ Target: Proton Q2=25GeV
(excl. VM included)

Bin | mult Tstat ORICH Ye Tevol Bin | mult Tstat ORICH Ye Tevol

1| 0.14947| 0.00511| 29089 | 0.00319) 2070 19 | 0.05930 | 0.00312| 23099 | 0.00200 239099
2 | 0.14156  0.00488| 299270 | 0.00286| 200337 20 | 0.04011 | 0.00199| 239987 | 000122 Q30004
3| 0.14695  0.00474| 299230 | 0.00275| *290250 21| 0.03809 | 0.00158| 299990 | 0.00102| 299999
4| 0.10871| 0.00436| 000181 | 000223 o000 22| 0.03341 | 0.00152| 299990 | 0.00094 *D2999%
5| 0.10874| 0.00444| 200150 | 0.00224| 2009 23| 0.02543 | 0.00129| 299990 | 0.00076 20000
6 | 0.11369  0.00541| 2901 | 0.00241| 200004 24| 0.02881 | 0.00159| 29999 | 0.00083 20007
7 | 0.12837| 0.00749| 200123 | 0.00302) o001 25| 0.02522 | 0.00206| *>9000° | 0.00085 007
8 | 0.11474 0.01795| 2999%% | 0.00486| 2000 26 | 0.03508 | 0.00524| 299999 | 0.00220 39033
9 | 0.20216| 0.04408| 29999 | 0.01128| 290928 27| 0.06501 | 0.01208| 2018 | 0.00500 23007
10 | 0.09442 0.00412| *20%2%2 1 0.00276 *20007° 28 | 0.00462 | 0.00268| 001292 | 000071 23999
11| 0.07541 0.00331| *9001%5 | 0.00204| *2000%° 29| 0.01259 | 0.00153| 299243 | 00073 290002
12 | 0.06987 0.00290| *200%> | 0.00180 *2o000 30 | 0.00555 | 0.00101| "290%7 | 0.00061| 200002
13 | 0.05915 0.00269| ‘200057 | 0.00159| *20002° 31| 0.00472 | 0.00101| 2902 | 0.00069 200001
14 | 0.06629 0.00273| 20007 | 0.00167 20000 32 | 0.00422 | 0.00097| 299978 | 0.00061 2000
15 | 0.05188  0.00302| 22091 | 0.00147| *200092 33| 0.00389 | 0.00113| 2975 | 0.00062| >0
16 | 0.05883) 0.00412| *200%® | 0.00176 OO0 34| 0.00493 | 0.00144| 29993 | 000058 299007
17 | 0.05956 0.00964| *900%%% | 0.00302| *20001% 35| 0.00410 | 0.00244| 299%9 | 0.00208 299999
18 | 0.10220 0.02613| *2002%% | 0.00716] *000%21 36 | -0.14006| 0.00653| 099939 | 002041 000354
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K Target: Deuterium Q? =25 GeV?
(excl. VM included)

Bin | mult Ostat ORICH omMc o Bi
1 0.16521| 0.00485 29933 | 0.00335 ;éoglggig 1”; 232395 g.s(t)act)zge 00000 g.hg(:)204 000
2 | 0.14486( 0.00460 299977 | 0.00286| 000502 20 | 0.05139 | 0.00203 000071 0.00141 000005
3| 0.14872| 0.00446| 20024 | 0,00271| 200253 21 | 0.03787 | 0.00146 00000 0.00098 1000005
4 | 0.12361| 0.00444| 290170 | 0.00255| 090125 22 | 0.03596 | 0.00148 +ag0e 0.00101 a0
5| 0.12094| 0.00427| 299118 | 0.00239( 220000 23| 0.03144 | 0.00134 00000 0.00085 100000
6 | 0.12304| 0.00537| 299128 | 0.00260( 00000 24 | 0.02787 | 0.00158 oooots 0.00084 oo
7| 0.13770| 0.00774| 399994 | 0.00325| 20001 25 | 0.02666 | 0.00204 000018 0.00087 000016
8 | 0.17703| 0.02102| 29999 | 0.00669| 00005 26 | 0.02544 | 0.00462 000016 0.00181 000028
9 | 0.23750| 0.04893| 209900 | 0.01382| 000049 27 | 0.06751 | 0.01336 000046 0.00617 0000ee
10 | 0.10116| 0.00397 20025 | 0.00288| D000 28 | 0.00921 | 0.00244 01 0.00072 100000
11| 0.07883| 0.00314 *2301°% | 0.00214| *2000%0 29 | 0.01243 | 0.00140 00036 0.00069 100000
12 | 0.07346| 0.00273] 0001°° | 0.00186| *Ooooe 30 | 0.00772 | 0.00103 -avoiss 0.00063 o000
13 | 0.06947| 0.00282 00098 | 0.00186| OO0 31| 0.00633 | 0.00100 00022 0.00070 00001
14 | 0.07005| 0.00273 0092 | 0.00176| OO0 32 | 0.00331 | 0.00089 00011 0.00060 100000
15 | 0.06019| 0.00302| 002059 | 0.00166| OO0 33 | 0.00621 | 0.00106 000056 0.00055 00002
16 | 0.07306| 0.00431 20005 | 0.00210( D002 34 | 0.00375 | 0.00140 000051 0.00059 000005
17 | 0.06045| 0.00971 20252 | 0.00315 *Do00ed 35 | 0.01918 | 0.00368 ;§§§§§§ 0.00221 ;§§§gig

-0. —0.0000
18 | 0.09353| 0.02782| 20032 | 0.00703| DO00%) 36 | -0.14206| 0.00799| 209992 | 0.02268 jgggggg

erl
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Appendix C

Tables: Multiplicities vs. Q?

In this section, the final multiplicities as a function @f in four z bins are tabulated.
Table C.1 defines the bin numbers used in Tables C.2 to C.9reBudts for the proton
and the deuterium target are shown on one page for each habherresults corrected
for the contribution of exclusive vector mesons are showvat, fiollowed by the results
including this contribution.

Bin _Z : Q’ Bin _z : <&
min | max | min | max min | max || min | max
1| 0.250| 0.350|| 1.000 1.500 11| 0.450| 0.600| 1.000| 1.500
2| 0.250| 0.350|| 1.500| 2.000 12| 0.450| 0.600| 1.500| 2.000
31 0.250| 0.350|| 2.000  3.000 13| 0.450| 0.600| 2.000| 3.000
4 | 0.250| 0.350|| 3.000| 5.000 14| 0.450| 0.600|| 3.000| 5.000
51 0.250| 0.350|| 5.000| 15.000 15| 0.450| 0.600| 5.000| 15.000
6| 0.350| 0.450|| 1.000| 1.500 16 | 0.600| 0.750| 1.000| 1.500
71 0.350| 0.450|| 1.500| 2.000 17| 0.600| 0.750| 1.500| 2.000
8| 0.350| 0.450|| 2.000| 3.000 18 | 0.600| 0.750| 2.000| 3.000
91 0.350| 0.450|| 3.000| 5.000 19| 0.600| 0.750| 3.000| 5.000
10| 0.350| 0.450|| 5.000 15.000 20 | 0.600| 0.750| 5.000| 15.000

Table C.1
Binning versusQ? in 4 z bins
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146 APPENDIX C. TABLES: MULTIPLICITIES VSQ?
T + Target: Proton Target: Deuterium
(excl. VM subtracted)
Bin | mult Tstat ORICH oM mult Tstat ORICH omMc
1| 1.36009| 0.00788 fg:géigz 0.00908|| 1.32178| 0.00715 fg:géiig 0.00878
2 | 1.32396| 0.01013 fg:géigg 0.00938|| 1.25003| 0.00902 tg;géiﬁ 0.00877
3 | 1.36133| 0.00904 fg:géigé 0.00752|| 1.32091| 0.00830 fg:géizg 0.00727
4| 1.39614| 0.00991 fg:géigg 0.00667|| 1.35321| 0.00921 tg;gégig 0.00647
5 | 1.50030| 0.01495 fg:gg;gg 0.00694|| 1.40945| 0.01425 fg:géégj 0.00669
6 | 0.76989| 0.00605 fg:gg%i 0.00708|| 0.75208| 0.00548 fgzgggg; 0.00684
7 | 0.77209] 0.00767 fgzgg‘;’gj 0.00734|| 0.71212| 0.00675 fg:gggjﬁ 0.00673
8 | 0.76706| 0.00668 fg:gg;g? 0.00560|| 0.73928| 0.00615 fg;ggggg 0.00539
9 | 0.76658| 0.00719 fg:ggéii 0.00477|| 0.72785| 0.00666 fg:ggg?; 0.00457
10 | 0.76181| 0.01022 fg:gg%g 0.00450|| 0.72438| 0.00969 tg;ggégé 0.00436
11 | 0.42671| 0.00373 fg:ggggg 0.00432|| 0.41536| 0.00341 ig:ggggg 0.00417
12 | 0.39578| 0.00435 fgzggggg 0.00403|| 0.39005| 0.00398 igjggi)?? 0.00390
13 | 0.40006| 0.00384 fg:ggg?g 0.00315|| 0.37225| 0.00347 fg:ggg’gg 0.00293
14 | 0.40183| 0.00408 fg:ggggi 0.00266|| 0.37086| 0.00375 fg;ggggg 0.00249
15 | 0.36651| 0.00541 fgzggggg 0.00225|| 0.35411| 0.00519 fg:ggggg 0.00221
16 | 0.19969| 0.00306 fg:gggig 0.00307|| 0.19005| 0.00275 fgzgggii 0.00288
17 | 0.18454| 0.00347 fg:gggig 0.00291|| 0.18072| 0.00312 fg:ggggi 0.00274
18 | 0.19225| 0.00304 fgzggggg 0.00226| 0.17131| 0.00269 tg;ggig‘; 0.00204
19 | 0.19089| 0.00319 fg:gg;g; 0.00187|| 0.18181| 0.00294 fg:ggggg 0.00177
20 | 0.17346| 0.00406 fg:ggigg 0.00155|| 0.16133| 0.00381 tg;ggﬁg 0.00145

Table C.2
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T Target: Proton Target: Deuterium
(excl. VM subtracted)
Bin | mult Tstat TRICH oMC mult Tstat ORICH aMC
1| 1.03556| 0.00678 fg:géggi 0.00759|| 1.13288| 0.00652 fg:géi;g 0.00803
2 | 1.00189| 0.00874 tgzgéggi 0.00782| 1.07838| 0.00832 tgzgégég 0.00809
3 | 0.99716| 0.00767 fg:géggg 0.00619|| 1.09964| 0.00752 ig:géig; 0.00659
4| 0.98411| 0.00830 fg:géﬁg 0.00537| 1.08554| 0.00819 tg;géiég 0.00572
5 | 0.98685| 0.01222 igiggigj 0.00541|| 1.06087| 0.01222 fg:gggg 0.00565
6 | 0.55720| 0.00511 fg:ggfgg 0.00581| 0.61882| 0.00494 fg;gg%g 0.00617
7 | 0.53098| 0.00624 f8:88i§2 0.00565|| 0.56011| 0.00589 fg:ggi?g 0.00577
8 | 0.51576| 0.00548 fg:ggigg 0.00441|| 0.58463| 0.00542 tgjggigg 0.00476
9 | 0.48942| 0.00576 fg:ggi?g 0.00363|| 0.54998| 0.00572 fg:ggigg 0.00390
10 | 0.46518| 0.00807 tgzggigg 0.00339|| 0.51303| 0.00816 tgzggﬁ'g 0.00359
11 | 0.30138| 0.00313 fg:ggggg 0.00351 || 0.32343| 0.00295 ig:ggggg 0.00363
12 | 0.26907| 0.00359 tgggg% 0.00325|| 0.29937| 0.00346 tgzgggég 0.00343
13 | 0.25227| 0.00306 fgjgggéé 0.00244| 0.29161| 0.00305 fg:gggég 0.00267
14 | 0.23580| 0.00314 fg:ggggg 0.00195|| 0.26212| 0.00310 f8j888§3 0.00206
15 | 0.19422| 0.00401 fg;gggég 0.00157|| 0.22838| 0.00419 fg:gggég 0.00175
16 | 0.13122| 0.00249 fg:gg;?g 0.00242| 0.15156| 0.00241 fgzggggg 0.00263
17 | 0.11512| 0.00272 fg:ggigg 0.00222|| 0.13143| 0.00264 fg:ggggg 0.00234
18 | 0.10729| 0.00219 tgzggigg 0.00161|| 0.13000| 0.00231 tgzggggg 0.00184
19 | 0.09452| 0.00217 fg:ggi‘?‘; 0.00123|| 0.11850| 0.00231 ig:gg;g? 0.00142
20 | 0.07704| 0.00261 tgzggigg 0.00097|| 0.09614| 0.00286 tg;ggigi’ 0.00112

Table C.3
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K+ Target: Proton Target: Deuterium
(excl. VM subtracted)
Bin | mult T stat ORICH (Ve mult Tstat ORICH omc
1 | 0.24324| 0.00427 fg:gg?;‘g 0.00374|| 0.23007| 0.00383 ig:ggggg 0.00350
2 | 0.25105| 0.00565 i8:82228 0.00401|| 0.25390| 0.00517 tg;gg?ig 0.00395
3| 0.25791| 0.00502 J_’g:gg?g‘; 0.00325|| 0.25062| 0.00477 ig:ggﬁ% 0.00319
4 | 0.27513| 0.00576 tgzggggi 0.00301|| 0.26601 0.00524 J_’g:gg‘;ﬂ 0.00290
5 | 0.31796| 0.00909 fgig%gi 0.00350|| 0.28920| 0.00853 fg:ggg?g 0.00324
6 | 0.15779| 0.00322 tg:ggégg 0.00309|| 0.15045 0.00294 fg:ggégg 0.00293
7 | 0.15451| 0.00400 ig:ggégé 0.00309|| 0.14897| 0.00373 fg:ggggé 0.00301
8 | 0.17044| 0.00368 fg:ggg?? 0.00263|| 0.16592| 0.00344 fgzggégé 0.00254
9 | 0.18232| 0.00409 J_’g:ggigg 0.00238|| 0.16965| 0.00376 ig:ggjgi 0.00223
10 | 0.19565| 0.00602 tgzgggg; 0.00247|| 0.18076| 0.00569 tgzggggi 0.00233
11 | 0.10160| 0.00212 J_’g:ggggg 0.00196|| 0.10202| 0.00193 ig:ggggg 0.00192
12 | 0.10159| 0.00268 tgzggggg 0.00202|| 0.10037| 0.00238 tgzggggg 0.00192
13 | 0.10967| 0.00240 igiggggg 0.00164|| 0.10026| 0.00218 fg:ggggg 0.00152
14 | 0.11280| 0.00261 fg:ggggg 0.00141|| 0.10867| 0.00246 fg;gg?gg 0.00136
15 | 0.11594| 0.00367 ig:gggzg 0.00135|| 0.10692| 0.00351 fg:ggé}lg 0.00128
16 | 0.05532| 0.00176 fg:ggicl)g 0.00155|| 0.04653| 0.00149 fg;ggiﬁ 0.00133
17 | 0.04953| 0.00215 J_’g:ggg;g 0.00153|| 0.04624| 0.00190 ig:gggig 0.00136
18 | 0.05742| 0.00200 tgzggggé 0.00121|| 0.05396| 0.00173 tgzggggg 0.00109
19 | 0.06233| 0.00225 J_’g:ggggg 0.00105|| 0.05343| 0.00197 ig:ggggg 0.00092
20 | 0.06029| 0.00308 tgzggggg 0.00091|| 0.05856| 0.00286 tg;gg?gg 0.00088

Table C.4
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K_ Target: Proton Target: Deuterium
(excl. VM subtracted)

Bin | mult T stat ORICH (Ve mult T stat ORICH (Ve

1| 0.11359 | 0.00284 fg:g%gz 0.00207|| 0.12440 | 0.00275 fg:g?igg 0.00220
2 | 0.12122 | 0.00390 fg:ggfé;‘ 0.00235| 0.12619 | 0.00368 fg:ggégé 0.00237
3| 0.11484 | 0.00337 fg:ggiﬂ 0.00180|| 0.12635 | 0.00336 fg:ggggg 0.00195
4| 0.12151 | 0.00380 fg:ggijg 0.00170|| 0.13323 | 0.00373 tgzg%g; 0.00183
5| 0.12683 | 0.00571 fg:gg’ggi 0.00189|| 0.13522 | 0.00577 fg:gg’gfﬁ 0.00201
6 | 0.06197 | 0.00201 fg:gggﬂ 0.00153|| 0.06877 | 0.00193 fg:ggggg 0.00165
7 | 0.06822 | 0.00253 fg:ggggg 0.00166| 0.06781 | 0.00244 fg:ggggé 0.00170
8 | 0.05910 | 0.00214 fg:ggggg 0.00122|| 0.06808 | 0.00219 fg:ggggz 0.00137
9 | 0.06035 | 0.00225 fg:gggg% 0.00108|| 0.06237 | 0.00227 fg:gg;g 0.00112
10 | 0.05259 | 0.00318 fg:ggig; 0.00103|| 0.07255 | 0.00358 fg:gg;gj 0.00135
11 | 0.03748 | 0.00122 fg:ggggg 0.00095|| 0.03939 | 0.00114 fg:ggggg 0.00095
12 | 0.03157 | 0.00139 fg:ggggg 0.00086| 0.03904 | 0.00148 fg:ggggg 0.00100
13 | 0.03219 | 0.00124 fg:ggggg 0.00069|| 0.03325 | 0.00121 fg:ggggg 0.00070
14 | 0.02579 | 0.00126 fg:ggggg 0.00052|| 0.03228 | 0.00129 fg:ggggg 0.00060
15 | 0.02971 | 0.00165 fg:ggggg 0.00068|| 0.02646 | 0.00160 fg:gggjg 0.00064
16 | 0.00442 | 0.00087 fg:ggigg 0.00061|| 0.00721 | 0.00085 fg:ggigg 0.00061
17 | 0.00525 | 0.00100 fg:gg;gi 0.00058|| 0.00697 | 0.00095 fg:gg;ié 0.00054
18 | 0.00618 | 0.00091 fg:gg;gg 0.00041|| 0.00573 | 0.00083 fg:gg;gg 0.00039
19 | 0.00698 | 0.00096 fg:gggg 0.00033|| 0.00642 | 0.00088 fg:ggéig 0.00030
20 | -0.02004| 0.00102 fg:gg;gg 0.00151|| -0.01684| 0.00117 fg:gg;gé 0.00154

Table C.5
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T + Target: Proton Target: Deuterium
(excl. VM included)
Bin | mult Tstat ORICH oM mult Tstat ORICH omMc
1| 1.45115| 0.00777 fg:gézgg 0.00967|| 1.41671| 0.00709 fg:gézgg 0.00938
2 | 1.38316| 0.01003 ig;géﬁg 0.00980|| 1.31061| 0.00897 tg;géggg 0.00919
3 | 1.40312| 0.00898 fg:géigg 0.00774|| 1.36503| 0.00827 ig:géiig 0.00751
4 | 1.42599| 0.00986 ig:géigg 0.00681|| 1.38472| 0.00918 tg;géggg 0.00661
5 | 1.52178| 0.01491 fg:gg%gg 0.00704|| 1.43512| 0.01421 fg:gééﬁ 0.00680
6 | 0.82939| 0.00595 fg:gg‘z‘gﬁ 0.00764|| 0.81389| 0.00541 fg;ggggg 0.00743
7 | 0.80885| 0.00759 fg:ggggé 0.00771|| 0.75049| 0.00670 fg:ggggg 0.00711
8 | 0.79439| 0.00663 fg:gg;g? 0.00580|| 0.76803| 0.00612 fg;gg;gg 0.00560
9 | 0.78292| 0.00716 tgggéi? 0.00487|| 0.74630| 0.00664 fg:ggégg 0.00468
10 | 0.77189| 0.01020 ig:gg%g 0.00456|| 0.73729| 0.00967 tg;ggéij 0.00443
11 | 0.47011| 0.00363 fg:ggg?g 0.00487| 0.46211| 0.00333 ig:ggggg 0.00475
12 | 0.42083| 0.00427 ig:ggggg 0.00434|| 0.41811| 0.00393 tg:83228 0.00425
13 | 0.41893| 0.00379 fg:ggg?g 0.00331|| 0.39173| 0.00344 fg:ggggg 0.00310
14 | 0.41380| 0.00406 fg:gggcl)g 0.00275|| 0.38355| 0.00373 fg;ggggg 0.00258
15 | 0.37239] 0.00539 fg:ggggg 0.00229]| 0.36229| 0.00517 fg:ggggg 0.00226
16 | 0.28852| 0.00286 fg:gggfg 0.00401|| 0.28174| 0.00261 fg;ggggg 0.00384
17 | 0.24032| 0.00332 fg:ggggg 0.00348|| 0.23897| 0.00302 fg:ggggg 0.00334
18 | 0.22799| 0.00297 ig:ggggi 0.00256|| 0.20892| 0.00264 tg;ggggg 0.00234
19 | 0.21169| 0.00315 fg:gggé 0.00201|| 0.20526| 0.00291 ig:ggg;g 0.00194
20 | 0.18424| 0.00403 fg:ggig 0.00161|| 0.17425| 0.00379 tg;ggigg 0.00154

Table C.6
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T Target: Proton Target: Deuterium
(excl. VM included)
Bin | mult Tstat TRICH oMC mult Tstat ORICH aMC
1| 1.11677| 0.00668 fg;géﬂg 0.00816| 1.22209| 0.00646 fg:géiég 0.00864
2 | 1.05407| 0.00865 tgzgéggi 0.00823|| 1.13597| 0.00826 tg;géigg 0.00852
3 | 1.03477| 0.00761 fgzgégéé 0.00642| 1.14223| 0.00748 ig:géigé 0.00685
4 | 1.01000| 0.00826 fg:géﬁg 0.00550|| 1.11457| 0.00817 tg;géigg 0.00587
5 | 1.00332| 0.01218 igiggig? 0.00550|| 1.08234| 0.01219 fgﬁg?,gg 0.00575
6 | 0.60954| 0.00501 fg:ggfgg 0.00638|| 0.67685| 0.00487 fg;gggi; 0.00678
7 | 0.56283| 0.00616 fg;ggigé 0.00601 | 0.59506| 0.00584 fg:ggi;g 0.00616
8 | 0.53850| 0.00543 fg:ggig? 0.00461| 0.61116| 0.00538 fg;gg;gg 0.00499
9 | 0.50433| 0.00573 fg:ggigi 0.00374| 0.56695| 0.00570 fg:gg%g? 0.00402
10 | 0.47420| 0.00805 tg:ggigg 0.00345|| 0.52396| 0.00814 tg;ggi?é 0.00366
11 | 0.34132| 0.00303 fgggggg 0.00410|| 0.36523| 0.00288 ig:ggggg 0.00425
12 | 0.29238| 0.00352 tg:ggggg 0.00360|| 0.32503| 0.00341 tg;ggggg 0.00382
13 | 0.26839| 0.00301 igigggég 0.00262|| 0.31035| 0.00302 fg:ggggg 0.00288
14 | 0.24510| 0.00312 fg:gggjé 0.00204| 0.27299| 0.00308 fg;gggié 0.00217
15 | 0.19915| 0.00399 fg;ggg;g 0.00161| 0.23478| 0.00418 fg:ggg;g 0.00180
16 | 0.20375| 0.00231 fg:gggg; 0.00344|| 0.23406| 0.00227 fg;ggg;g 0.00374
17 | 0.15904| 0.00258 fg:ggggé 0.00284| 0.18233| 0.00253 fg:gggg? 0.00303
18 | 0.13583| 0.00212 tg:ggggg 0.00193|| 0.16506| 0.00225 tg;ggg?i 0.00223
19 | 0.11064| 0.00213 tgigg%g 0.00139|| 0.13894| 0.00227 ig:ggg;? 0.00162
20 | 0.08413| 0.00259 tgzggigj 0.00104| 0.10609| 0.00284 tgzgggg 0.00121

Table C.7
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K+ Target: Proton Target: Deuterium
(excl. VM included)
Bin | mult Tstat ORICH oM mult Tstat ORICH omMc
1| 0.24869| 0.00424 tgg?éi? 0.00384| 0.23586| 0.00381 fg:gg?g 0.00360
2 | 0.25497| 0.00563 i8:8222$ 0.00408|| 0.25873| 0.00516 tg;gg?‘;’; 0.00403
3 | 0.26189| 0.00500 fg:ggggg 0.00330|| 0.25463| 0.00476 ig:gg;‘ig 0.00324
4| 0.27776| 0.00575 ig:ggggg 0.00304|| 0.26884| 0.00523 tg;gg‘?‘gi 0.00294
5 | 0.31974| 0.00907 fg:g%is 0.00352| 0.29183| 0.00852 fg:ggggg 0.00327
6 | 0.16621| 0.00317 fg:ggggz 0.00326|| 0.15997| 0.00291 fg;gggé 0.00312
7 | 0.16212| 0.00395 fg:ggégi 0.00324| 0.15668| 0.00370 fg:gggg? 0.00316
8 | 0.17534| 0.00365 fg:ggggg 0.00271|| 0.17169| 0.00342 fg;ggég 0.00263
9 | 0.18599 0.00407 fg:ggig% 0.00243|| 0.17380| 0.00375 fg:ggf&i 0.00228
10 | 0.19955| 0.00599 ig:gggjg 0.00252|| 0.18530| 0.00567 tg;ggggi 0.00238
11 | 0.11075| 0.00208 fg:ggggg 0.00211|| 0.11200| 0.00190 ig:ggggg 0.00208
12 | 0.10910| 0.00264 ig:ggggg 0.00215|| 0.10773| 0.00235 tg;gg?gg 0.00204
13 | 0.11475| 0.00238 fg:ggggg 0.00171|| 0.10574| 0.00216 fg:ggg’gg 0.00159
14 | 0.11623| 0.00259 fg:gggg; 0.00145|| 0.11271| 0.00245 fg;gg?gg 0.00140
15 | 0.11797| 0.00366 fg:gggzg 0.00137|| 0.10930| 0.00350 fg:ggé}lg 0.00131
16 | 0.05870| 0.00174 fg:ggig 0.00162|| 0.04963| 0.00147 fg;ggig; 0.00139
17 | 0.05181| 0.00213 fg:gggié 0.00157|| 0.04861| 0.00188 fg:ggggg 0.00141
18 | 0.05960| 0.00199 ig:ggggg 0.00124|| 0.05604| 0.00172 tgzggggg 0.00112
19 | 0.06409| 0.00224 fg:ggggg 0.00107|| 0.05514| 0.00197 ig:ggggg 0.00094
20 | 0.06112| 0.00308 ig:ggggg 0.00092|| 0.06010| 0.00285 tg;gg?gg 0.00090

Table C.8
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K_ Target: Proton Target: Deuterium
(excl. VM included)

Bin | mult T stat ORICH (Ve mult T stat ORICH (Ve

1| 0.11731 | 0.00282 tg:g?iii 0.00215|| 0.12868 | 0.00274 fgigfﬁéé 0.00229
2 | 0.12437 | 0.00388 fg:ggigg 0.00242|| 0.12942 | 0.00366 fg:ggégg 0.00244
3| 0.11667 | 0.00336 fg:ggiég 0.00184| 0.12866 | 0.00335 fg:g%% 0.00199
4| 0.12312 | 0.00379 fg:ggigg 0.00172|| 0.13501 | 0.00373 fg:ggégg 0.00185
5| 0.12808 | 0.00570 fg:gg’ggg 0.00191| 0.13706 | 0.00576 fg:gg’ggg 0.00203
6 | 0.06712 | 0.00199 fg:gggig 0.00166| 0.07517 | 0.00191 fg:ggigg 0.00179
7 | 0.07247 | 0.00250 fg:gggiﬁ 0.00176|| 0.07227 | 0.00242 fg:ggggg 0.00181
8 | 0.06194 | 0.00213 fg:gggig 0.00128|| 0.07155 | 0.00218 fg:ggigi 0.00144
9 | 0.06251 | 0.00224 fgzggggg 0.00112|| 0.06498 | 0.00226 tg:gg;;; 0.00117
10 | 0.05377 | 0.00317 tg:gg;gj 0.00105| 0.07467 | 0.00357 tg:gg;% 0.00139
11 | 0.04215 | 0.00120 fg:ggggg 0.00105|| 0.04423 | 0.00112 fg:ggggg 0.00106
12 | 0.03462 | 0.00137 tg:ggggg 0.00093|| 0.04285 | 0.00147 tg:ggggg 0.00109
13 | 0.03441 | 0.00123 fg:ggggg 0.00073|| 0.03574 | 0.00120 fg:ggggg’ 0.00074
14 | 0.02723 | 0.00125 fg:ggggg 0.00055|| 0.03410 | 0.00128 fg:ggggg 0.00063
15 | 0.03061 | 0.00164 fg:ggggg 0.00070|| 0.02740 | 0.00159 fg:gggﬁ 0.00065
16 | 0.00520 | 0.00087 fg:ggigi 0.00062|| 0.00826 | 0.00085 fg:ggggg 0.00063
17 | 0.00591 | 0.00099 fgzggﬁé 0.00059|| 0.00770 | 0.00095 fgzggggg 0.00056
18 | 0.00674 | 0.00090 tg:ggggg 0.00042|| 0.00632 | 0.00082 tg:ggggi 0.00040
19 | 0.00736 | 0.00096 fg:gg;gg 0.00034| 0.00684 | 0.00088 fg:ggégg 0.00031
20 | -0.01988| 0.00102 tg:gg;gg 0.00151|| -0.01656| 0.00116 tg:gg;‘g 0.00154

Table C.9




154 APPENDIX C. TABLES: MULTIPLICITIES VSQ?




List of Figures

2.1
2.2
2.3
2.4

3.1
3.2
3.3
3.4
3.5

3.6
3.7

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11
4.12
4.13
4.14
4.15
4.16

5.1
5.2

Diagramofthe DISprocess . . . . . . . . . . . .. . ... 6
Proton structure functioRy versusQ? . . . . .. ... ... ... ... 12
Splitting function®, . . . . . Lo 13
Fragmentation functions frogie™ annihilation . . . . .. .. .. ... 17
Schematic view of the HERA accelerator . . . . .. ... ... .... 20
Schematic view of the targetarea . . . . . . .. ... ... ... ... 21
Schematic view of the#dmes spectrometer . . . . . . . ... .. ... 22
Response spectra of the PID detectors . . . . . ... ... ..... 24
Momentum dependence of tBerenkov angle for dierent hadrons and
radiators. . . . . . 25
Exampleforakkafill. . . . . . .. .. .. o oo 26
TRD response for leptons before and after calibration. .. .. . . ... 28
Overview of the lHrMes Monte Carlochain . . . . . ... ... .... 32
Momentumsmearing . . . . . . . . ... e 35
HerMes detector resolution . . . . . . . . .. Lo 36
Lossfunctions .. . . . . . . . . .. 37
HSG vs. HM@HRC: Semi-incl. DIS positron distribution vQ? andW? 38
HSG vs. HM@HRC: Hadron multiplicites . . . . . . .. .. .. ... 39
The massless relativistic string in the Lund model. . ...... . . ... 40
Popcorn baryon production . . . . . .. .. ... .. L. 2 4
Lund symmetric fragmentation function . . . . . . . ... ... .. 43
Independent fragmentationmodel . . . . .. ... ... ... ... 44
Cluster fragmentationmodel . . . .. .. ... ... ... ...... 45
Lund parameter influence on hadron multiplicities . ...... . . ... 46
Lundtuningoverview . . . . . . . . . . ... 50
Data-MC agreementVva.. . . . . . . . . . . . oo 52
Data-MC agreement V. . . . . . . . . . . . e 53
Data-MC agreementvs. rapidity . . . . .. .. ... ... ... ... 54
Schematic analysis overview . . . . . . ... .. .. ... ...... 58
The RICHP-matrices for 1 trackletectorhalf . . . . ... ... .. .. 64

155



156 LIST OF FIGURES

5.3 Comparison of* (left) and K* (right) multiplicities versug, with and

withoutunfolding.. . . . . . .. ... ... 66
5.4 Relative hadronfluxesva.. . . . .. .. .. ... .. .. ....... 66
5.5 Impact of the charge symmetric background correctiomvs . . . . . 69
5.6 Impact of the charge symmetric background correctioaxs . . . . . 70
5.7 Exclusive vector meson fractionsws. . . . . . ... ... ... 71
5.8 Exclusive vector meson fractions wg.intwo zbins. . . . . ... . .. 72

5.9 DIS process in first order QED (Born level). The scattpkimematics

are well defined by the properties of the incoming and outgeiectron. 74
5.10 Schematic view of the influence of initial and final statgiation on the

Born kinematics. The energy transfeis always increased by the energy

of the Bremsstrahlungsphoton. This gives rise to the asymiorshape

of the smearing matrices (Fig. 5.13and 5.14) . ... ... ... ... 75
5.11 Higher order QED contributions to the DIS process. . ...... . 16
5.12 Bin renumbering scheme for the 2-dimensional blnnmguvsz ande 78
5.13 The smearing matrix(i, j)forr*vsz. . . . . . .. .. ... ... ... 79
5.14 The smearing matrix(i, j) for * in the 2Dzxbinning . . . . . . . .. 80
5.15 The matrixipis inthe 2Dzxbinning . . . . . . ... ... ... .... 81
5.16 AverageQ? of the multiplicities for several hadron types vergus. . . 83
5.17 AverageQ’forrtand K. . . ... ... ... ... ... ... 84
5.18 Comparison of} from ALLM97 and CTEQ6M . . . . ... ... .. 85
5.19 Q% evolution factors Vsz . . . . . . . o oo 88
5.20 Overview over the fferent error contributions . . . . . . ... .. .. 89

6.1 Comparison of the updated analysis (this work) with #lease from

June 2004 . . . .. 91
6.2 Pion multiplicitiesvszfromPandDtarget . . .. .. ... ...... 93
6.3 Target and charge ratios of pion multiplicitieses.. . . . . . .. ... 94
6.4 Pion multiplicities vszevolvedtoQ? =25GeV? . . . . .. ... ... 95
6.5 Pion multiplicities vsz evolved toQ? = 25 GeV? in comparison with EMC 96
6.6 Pion multiplicities vsxg fromPandDtarget . . ... ... ... ... 97
6.7 Enhancement and suppression of favoured fragmentatiort andsz~

VS.XB v v v e e e e e e e e e e e e e e e 98
6.8 Puritiesforr*and K. . . . ... ... L 99

6.9 Comparison of charged pion results ¥gfrom the old and current analysis100
6.10 Independence of the acceptance correction methodlfirwMonte Carlo

tUNe . . . e 101
6.11 Q? evolution: Influence of dierent FF parametrisations andfdient

evolutionformula . . . . . . . .. ... ... 102
6.12 Acceptance correction factors with and without actiognfor lepton

acceptanCe. . . . . . . .. e 103
6.13 Pion multiplicities vsQ?> fromP andDtarget . . . . . ... ... ... 103

6.14 Comparison off( + n~) multiplicities vs. Q? with a parametrisation by
S.Kretzer . . . . 104



LIST OF FIGURES 157

6.15 Kaon multiplicitiesvszfromPandDtarget. . . . ... ... ... .. 106
6.16 Target and charge ratios of kaons multiplicitiesavs.. . . . . . . . .. 107
6.17 Kaon multiplicities vsz evolved toQ? = 25 Ge\? in comparison with

EMC . . . e 108
6.18 Kaon multiplicitiesvsxg fromP andDtarget . . . . .. .. ... ... 109
6.19 Enhancement and suppression of favoured fragmemfatic&* and K

VS.XB v v e e e e e e e e e e e e e e e e e e e e e 110

6.20 Kaon multiplicitiesvsQ? fromPandDtarget. . . . . . ... ... .. 110



158 LIST OF FIGURES




List of Tables

2.1 Definition of kinematicvariables . . . . . ... ... ... ... ..
4.1 Comparison of dierent Lundtunes . . .. .. ... ... ... ...

5.1 Statistics obtained from the deuteron and proton ddsa 3é&e hadron
numbers refer to the raw’ data, meaning that they do not aector
RICH misidentifications. . . . . .. .. ... ... ... .......

5.2 Burstlevelselectioncuts . .. .. ... ... ... ... .......

5.3 Kinematic cuts on event kinematics and single track gntogs . . . . .

Al BinNNiNQVersug. . . . . . . . . e
A.2 Born multiplicities vs.z #* with excl. vector mesons subtracte@?(=
25GEVR) ..,
A.3 Born multiplicities vs.z 7~ with excl. vector mesons subtracte@?(=
25GEVR) ..,
A.4 Born multiplicities vs.z. K* with excl. vector mesons subtracte@?(=
25GEVR) . .
A.5 Born multiplicities vs.z. K~ with excl. vector mesons subtracte@?(=
25GEV) . .
A.6 Born multiplicities vs.z. 7+ with excl. vector mesons include®t = 2.5

GEV?) . e

A.7 Born multiplicities vs.z. 7~ with excl. vector mesons include®t = 2.5

GEVR) . e

A.8 Born multiplicities vs.z. K* with excl. vector mesons include®f =
25GEVR) ..,

A.9 Born multiplicities vs.z. K~ with excl. vector mesons include®f =
25GEVB) .

A.10 Born multiplicities vsz «* from a proton target@? = 25 GeV?) . . . .

A.11 Born multiplicities vsz. 7~ from a proton target@? = 25 Ge\V?) . . . .

A.12 Born multiplicities vsz. K* from a proton target@? = 25 Ge\?)

A.13 Born multiplicities vsz. K~ from a proton target@? = 25 Ge\?)

B.1 Binningversusgindzbins . ... .. ... .. ... ... ......
B.2 Born multiplicities vs xg: 7t with excl. vector mesons subtracte@f(=
25GEVR) ..,

159



160

LIST OF TABLES

B.3 Born multiplicities vs xg: 7t with excl. vector mesons subtracte@f(=

25GEVR) . .,
B.4 Born multiplicities vs xg: 7~ with excl. vector mesons subtracte@f(=
25GEVR) L. e
B.5 Born multiplicities vs xg: 7~ with excl. vector mesons subtracte@f(=
25GEVB) . . e
B.6 Born multiplicities vsxg: K* with excl. vector mesons subtracte@f(=
25GEVR) . .,
B.7 Born multiplicities vsxg: K* with excl. vector mesons subtracte@f(=
25GEV) . .
B.8 Born multiplicities vs xg: K~ with excl. vector mesons subtracte@f(=
25GEVR) . .
B.9 Born multiplicities vsxg: K~ with excl. vector mesons subtracte@f(=
25GEVR) . .,
B.10 Born multiplicities vs.xg: n* with excl. vector mesons include®f =
25GEVR) . .
B.11 Born multiplicities vs.xg: n* with excl. vector mesons include®{ =
25GEVP) . .,
B.12 Born multiplicities vs.xg: 7~ with excl. vector mesons include®f =
25GEVR) . .
B.13 Born multiplicities vs.xg: 7~ with excl. vector mesons include®{ =
25GEVB) . .
B.14 Born multiplicities vsxg: K* with excl. vector mesons include®f =
25GEVR) ..,
B.15 Born multiplicities vsxg: K* with excl. vector mesons include®f =
25GEVR) . .
B.16 Born multiplicities vs.xg: K~ with excl. vector mesons include®f =
25GEVR) ..,
B.17 Born multiplicities vsxg: K~ with excl. vector mesons include®f =
25GEVR) . .,

C.1 Binningversu®?in4dzbins . . . ... ... ... ... ........

C.2 Born multiplicities vsQ?: n* with excl. vector mesons subtracted . . .
C.3 Born multiplicities vs Q?: 7~ with excl. vector mesons subtracted . . .
C.4 Born multiplicities vsQ?: K* with excl. vector mesons subtracted . . .
C.5 Born multiplicities vs Q?: K~ with excl. vector mesons subtracted . . .
C.6 Born multiplicities vs Q?: n* with excl. vector mesons included . . . .
C.7 Born multiplicities vs Q?: 7~ with excl. vector mesons included . . . .
C.8 Born multiplicities vsQ?: K* with excl. vector mesons included . . . .
C.9 Born multiplicities vsQ?: K~ with excl. vector mesons included . . . .



Bibliography

[AbbOO] G. Abbiendietal. (OPAL Collaboration),eading particle production in light
flavour jets Eur. Phys. J.C16, 407-421 (2000).

[Abe97] K. Abe et al. (SLD Collaboration)Measurement of leading particléects
in decays ofZ° bosons into light flavors Phys. Rev. Lett. 78, 3442-3446
(1997).

[Abe99] K. Abe et al. (SLD Collaboration)Production oft*, K*, K°, K*°, ¢, p and
A° in hadronicZ® decays Phys. Rev.D59, 052001 (pp. 1-33) (1999).

[Abro6] P. Abreu et al. (DELPHI Collaboration)Performance of the DELPHI de-
tector Nucl. Instrum. Meth. A378, 57-100 (1996), [Erratum-ibid. 896
281(1997)].

[Abr97a] H. Abramowicz and A. Levy,The ALLM parameterization af(y*p): An
update (1997), hep-pf9712415, DESY 97-251.

[Abr97b] P. Abreu et al. (DELPHI Collaboration)A measurement ats from the scal-
ing violation ine*e™ annihilation Phys. Lett. B398 194-206 (1997).

[Abr98] P. Abreu et al. (DELPHI Collaboration)*, K*, p andp production inz° —
qq, Z° — bb, Z° — uu, dd, ss, Eur. Phys. J.C5, 585-620 (1998).

[Ack98] K. Ackerstdt et al. (HERMES Collaboration), #tmes spectrometerNucl.
Instrum. Meth.A417, 230—-265 (1998).

[Ada97] M. R. Adams et al. (E665 Collaboration)pclusive single-particle distribu-
tions and transverse momenta of forward produced chargeégbihs inup
scattering at 47GeV , Z. Phys.C76, 441-463 (1997).

[AdI97] C. Adloff et al. (H1 Collaboration) Measurement of event shape variables in
deep inelastie p scattering Phys. Lett.B406, 256270 (1997).

[Ain88] H. Aiharaetal. (TPZTwo Gamma Collaboration)Charged Hadron Inclusive
Cross-Sections and Fractionsene™ Annihilation at /s = 29 GeV, Phys.
Rev. Lett. 61, 1263-1266 (1988).

161



162

BIBLIOGRAPHY

[Air01]

[Air05]

[Ako02]

[Aku97]

[Aku9s]

[AIbO5]

[Ali80]

[Alt77]

A. Airapetian et al. (HirmEes Collaboration),Multiplicity of charged and neut-
ral pions in deep-inelastic scattering of 28V positrons on hydrogereur.
Phys. J.C21, 599-606 (2001).

A. Airapetian et al. (Hrmes Collaboration), Quark helicity distributions
in the nucleon for up, down, and strange quarks from sentirgne deep-
inelastic scatteringPhys. Rev.D71, 012003 (2005).

N. Akopov et al., TheHermes dual-radiator ring imaging Cerenkov detector
Nucl. Instrum. Meth.A479, 511-530 (2002).

I. Akushevich, A. llichev, N. Shumeiko, A. Soroko @nrA. Tolkachev,
POLRAD 2.0: FORTRAN code for the radiative corrections aédtion to
deep inelastic scattering of polarized particlesmput. Phys. Commuri.04,
201-244 (1997).

I. Akushevich, H. Bottcher and D. RyckbosctiRADGEN 1.0: Monte Carlo
generator for radiative events in DIS on polarized and wsmixdd targets
1998, hep-pf9906408.

S. Albino, B. A. Kniehl and G. Kramer,Fragmentation functions for light
charged hadrons with complete quark flavour separatiof2005), hep-
phy0502188.

A. Ali, J. G. Korner, G. Kramer and J. WillrodtHeavy quarks ire*e” anni-
hilation, Nucl. Phys.B168 409 (1980).

G. Altarelli and G. Parisi, Asymptotic freedom in parton languggé&ucl.
Phys. B126 298-318 (1977).

[And83a] B. Andersson, G. Gustafson, G. Ingelman and Bt&dd, Parton Fragment-

ation and String Dynami¢c$hys. Rept.97, 31-145 (1983).

[And83b] B. Andersson, G. Gustafson and B. SoderbeA),General Model for Jet

[And85]

[And97]

[Arn89]

[Ash8g]

FragmentationZ. Phys. C20, 317 (1983).

B. Andersson, G. Gustafson and T. SjostraBéaryon Production in Jet Frag-
mentation and’ Decay Phys. Scripta32, 574-580 (1985).

B. Andersson, The Lund model Camb. Monogr. Part. Phys. Nucl. Phys.
Cosmol. 7, 471pp. (1997).

M. Arneodo et al. (European Muon Collaborationyeasurements of the
valence quark distribution function in the proton anduark fragmentation
functions Nucl. Phys.B321, 541-560 (1989).

J. Ashman et al. (European Muon CollaboratioAyneasurement of the spin
asymmetry and determination of the structure functipnn deep inelastic
muon proton scatteringPhys. Lett.B206, 364—370 (1988).



BIBLIOGRAPHY 163

[Ash91] J. Ashman et al. (European Muon Collaboratiofgrward produced had-
rons inup andud scattering and investigation of the charge structure of the
nucleon Z. Phys.C52, 361-388 (1991).

[Aub85] J.J. Aubert et al. (European Muon CollaboratioA)Determination of Frag-
mentation Functions afi Quarks into Charged PionsPhys. Lett. B160
417-420 (1985).

[Ava98] H. Avakian et al., Performance of the electromagnetic calorimeter of the
Hermes experimentNucl. Instrum. Meth.A417, 69—78 (1998).

[Bau03] C.Baumgarten et alThe storage cell of the polarizedBiinternal gas target
of the Hermes experiment at HERA Nucl. Instrum. Meth. A496, 277-285
(2003).

[Ber02] C. Berger,Elementarteilchenphysik (in Germa®@pringer, 1st edition, 2002.

[Bia99] N. Bianchi and P. Di Nezza,Pion electroproduction in Deep Inelastic Scat-
tering November 1999, EkMmes release report.

[Bin95] J. Binnewies, B. A. Kniehl and G. Kramelext-to-leading order fragmenta-
tion functions for pions and kaon&. Phys. C65, 471-480 (1995).

[Bjg69] J.D. Bjegrken and E. A. Pascholielastic Electron-Proton andProton Scat-
tering and the Structure of the NucledPhys. Rev.185 1975-1982 (1969).

[Blo69] E.D.Bloom et al.,High-Energy Inelastie— p Scattering at 6°and 10Phys.
Rev. Lett. 23, 930-934 (1969).

[Blo70] E. D. Bloom et al., Recent Results in Inelastic Electron ScatterifiQ70),
Presented at the XV International Conference on High EnBtgysics, Kiev,
USSR, Aug 26-Sep4, 1970.

[Bra82] R. Brandelik et al. (TASSO Collaboration)Scale Breaking in Inclusive
Charged Patrticle Production e~ annihilation Phys. Lett. B114, 65
(1982).

[Bre99] J. Breitweg et al. (ZEUS Collaboration)Measurement of multiplicity and
momentum spectra in the current and target regions of thefBrme in deep
inelastic scattering at HERAEur. Phys. J.C11, 251-270 (1999).

[Bro94] R. Brock et al. (CTEQ Collaboration}landbook of perturbative QCD; Ver-
sion 1.1: September 19941994), FERMILAB-PUB-94-316.

[Bru78] R. Brun, R. Hagelberg, M. Hansroul and J. C. Lassall&EANT: Simula-
tion Program for Particle Physics Experiments. User Guiag Reference
Manual (1978), CERN-DD-78-2-REV.



164

BIBLIOGRAPHY

[Bus93]

[Bus95]

[Cah78]

[Cah89]

[Cal69]

[Col97]

[Cor01]

[Die03]

[Die05]

[Dok77]

[DUr95]

[Ede97]

[Eid04]

[EI03]

[Fey69]

D. Buskulic et al. (ALEPH Collaboration), A Precise Measurement of
I'z_ub/T zohadrons Phys. Lett.B313 535-548 (1993).

D. Buskulic et al. (ALEPH Collaboration)\leasurement ats from scaling
violations in fragmentation functions @fe~ annihilation Phys. Lett. B357,
487-499 (1995), [Erratum-ibid. B64(1995) 247].

R. N. Cahn, Azimuthal dependence in leptoproduction: A simple parton
model calculationPhys. Lett.B78, 269-273 (1978).

R. N. Cahn,Critique of parton model calculations of azimuthal depemde
dependence in leptoproductioAhys. Rev.D40, 3107-3110 (1989).

J. Callan, C. G. and D. J. GrosKljgh-energy electroproduction and the con-
stitution of the electric currenPhys. Rev. Lett22, 156—-159 (1969).

J. C. Collins, Light-cone variables, rapidity and all that(1997), hep-
phy9705393.

G. Corcella et al., HERWIG 6: An event generator for hadron emission re-
actions with interfering gluons (including supersymmeprtocesses)JHEP
01, 010:1-96 (2001).

M. Diefenthaler, HSG-Short Tracks2003.

M. Diehl, W. Kugler, A. Schafer and C. Weis£xclusive channels in semi-
inclusive production of pions and kaqgr(2005), 33pp., hep-pb506171.

Y. L. Dokshitzer, Calculation of the structure functions for deep inelastic
scattering an@*e- annihilation by perturbation theory in quantum chromo-
dynamics. (in russiap)sov. Phys. JETRI6, 641—-653 (1977).

M. Duren, TheHermes experiment: From the design to the first resus-
bilitation thesis, Friedrich-Alexander-Universitatl&mgen-Nurnberg, 1995,
Hamburg DESY - Int.Rep.HERMES-95-02 (83 ,rec.Aug.) 234 pp.

P. Edén and G. GustafsorBaryon production in the string fragmentation
picture Z. Phys.C75, 41-49 (1997).

S. Eidelman et al. (Particle Data Group Collabana}j Review of patrticle
physics Phys. Lett.B592, 1 (2004).

F. Ellinghaus, Beam-Charge and Beam-Spin Azimuthal Asymmetries in
Deeply-Virtual Compton Scatterind®hD thesis, Humboldt-Universitat Ber-
lin, 2003, DESY-THESIS-2004-005.

R. P. FeynmanVery high-energy collisions of hadronBhys. Rev. Lett.23,
1415-1417 (1969).



BIBLIOGRAPHY 165

[Fie78] R.D. Field and R. P. Feynmaw\ parametrization of the properties of quark
jets Nucl. Phys.B136, 1-76 (1978).

[Gei98] P. Geiger, Measurement of fragmentation functions-atkmes , PhD thesis,
Ruprecht-Karls-Universitat Heidelberg, 1998, DESY-H&RS-98-05.

[GlU82] M. Gluck, E. Hdfmann and E. ReyaScaling Violations and the Gluon Dis-
tribution of the NucleonZeit. Phys.C13, 119-130 (1982).

[GIU98] M. Gluck, E. Reya and A. Vogt,Dynamical parton distributions revisited
Eur. Phys. J.C5, 461-470 (1998).

[GM64] M. Gell-Mann, A Schematic model of baryons and mesoR$ys. Lett. 8,
214-215 (1964).

[Gol89] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Machine
Learning Addison-Wesley Longman Publishing Co., Inc., Boston, MA,
USA, 1989.

[Got87] T. D. Gottschalk and D. A. MorrisA new model for hadronization arele”
annihilation Nucl. Phys.B288 729-781 (1987).

[Gri72] V. N. Gribov and L. N. Lipatov, Deep inelasti@ p scattering in perturbation
theory Sov. J. Nucl. Phys15, 438-450 (1972).

[GulO4] H. Guler, HSG for photons, studies and implementatiorc 2004, Talk on
the Hermes collaboration meeting.

[Hal84] F. Halzen and A. D. Martin,Quarks & Leptons: An Introductory Course in
Modern Particle Physi¢slohn Wiley & Sons, Inc., 1984.

[Hil04a] A. Hillenbrand, B. Maiheu and E.-C. AschenaueExtraction of Pion and
Kaon multiplicities from Hermes 2000 dat&larch 2004, Hrmes Release
Report.

[HilO4b] A. Hillenbrand, B. Maiheu and E.-C. Aschenaueitxtraction of Pion and
Kaon muiltiplicities from Hermes 2000 data — Additional sealand cross
checksJune 2004, Ekves Release Report.

[HilO5]  A. Hillenbrand, B. Maiheu and E.-C. Aschenaue¥fonte Carlo study of the
influence of possiblécosg)yy moments on thélermes acceptance function
for hadrons.2005, HirMmes Internal Note 05-004, 37pp.

[Hom02] B.Hommez, H. Jackson, R. Kaiser and Y. Miyacbising the RICH detector
for Physics Analysis (Version 1.42002, Internal lHrmes Note.

[Hoy79] P. Hoyer, P. Osland, H. G. Sander, T. F. Walsh and RZ&fwas, Quantum
chromodynamics and jets &1e-, Nucl. Phys.B161, 349-372 (1979).



166

BIBLIOGRAPHY

[Ing97a]

[Ing97b]

[Jam75]

[KnioO]

[KniO1]

[KraO5a]

[Kra05b]

[Kre00]

[Kre01]

[Kre05]

[Lie03]

[Lie04]

[Lip75]

[Man92]

G. Ingelman, A. Edin and J. RathsmdEPTO 6.5 - A Monte Carlo Gener-
ator for Deep Inelastic Lepton-Nucleon Scatteri@@mput. Phys. Commun.
101, 108-134 (1997).

G. Ingelman, J. Rathsman and G. A. SchulkROMA 2.2 - A Monte Carlo
Generator for Heavy Flavour Eventsemp Collisions Comput. Phys. Com-
mun. 101, 135-142 (1997).

F. James and M. Roo8VIINUIT’ A System for Function Minimization and
Analysis of the Parameter Errors and Correlatjodemput. Phys. Commun.
10, 343-367 (1975), CERN Program Library Long Writeup D506.

B. A. Kniehl, G. Kramer and B. PotterFragmentation functions for pions,
kaons, and protons at next-to-leading ordétucl. Phys. B582 514-536
(2000).

B. A. Kniehl, G. Kramer and B. PotterJesting the universality of fragment-
ation functions Nucl. Phys.B597, 337-369 (2001).

B. Kraul3, Deeply virtual Compton scattering and th&ermes recoil-
detector PhD thesis, Friedrich-Alexander-Universitat Erlanddirnberg,
2005, DESY-THESIS-2005-008.

P. Kravchenko, Tuning JETSET parameters for hyperon productidpr
2005, Talk on the kErRMmEs collaboration meeting.

S. Kretzer, Fragmentation functions from flavour-inclusive and flavour
taggecete annihilations Phys. Rev.D62, 054001 (2000).

S. Kretzer, E. Leader and E. Christovetagmentation functions from semi-
inclusive DIS pion production and implications for the patad parton dens-
ities, Eur. Phys. J.C22, 269-276 (2001).

S. Kretzer, 2005, Private communication.

P. Liebing, Contribution of dffractive events to the semi-inclusive da&t@03,
DESY-HERMES-03-20.

P. Liebing, Can the Gluon Polarization in the Nucleon be Extracted from
Hermes Data on Single Highpr Hadrons?PhD thesis, Universitat Hamburg,
July 2004, DESY-THESIS-2004-036.

L. N. Lipatov, The parton model and perturbation thead®pv. J. Nucl. Phys.
20,94-102 (1975).

L. Mankiewicz, A. Schafer and M. VeltriPEPSI: A Monte Carlo generator
for polarized leptoproductigrComput. Phys. Commur¥.1, 305-318 (1992).



BIBLIOGRAPHY 167

[Mar84] G. Marchesini and B. R. WebberSimulation of QCD jets including soft
gluon interferenceNucl. Phys.B238 1-29 (1984).

[Mar00] A. D. Matrtin, R. G. Roberts, W. J. Stirling and R. S.drhe, Parton dis-
tributions and the LHC: W and Z productipreur. Phys. J.C14, 133-145
(2000).

[Men01] F. M. Menden, Determination of the gluon polarization in the nucleon
PhD thesis, Albert-Ludwigs-Universitat Freiburg, Novaen 2001, DESY-
THESIS-2001-060.

[Mil02] A. Miller, Applying Radiative Corrections to Ratios of Cross Sectitors
Deeply Inelastic Scatterin@002, unpublished.

[Miy04] Y. Miyachi, RICH Systematic Study: Past, Present and Fut8ep 2004,
Talk at the Sep. 2004 Collaboration Meeting.

[Miy05] Y. Miyachi, 2005, Private communication.

[Nas03] A. Nass et al.,The Hermes polarized atomic beam sourc&lucl. Instrum.
Meth. A505, 633—-644 (2003).

[Nel65] J. Nelde and R. MeadA Simplex Method for Function MinimizatigniCom-
put. J. 7, 308-313 (1965).

[Pov04] B. Povh, K. Rith, C. Scholz and F. Zetschiilchen und Kerne (in German)
Springer, 6th edition, 2004.

[Pre92] W. H. Press, S. A. Teukolsky, W. T. Vetterling and BFRnnery, Numerical
Recipes in C: The Art of Scientific Computin@ambridge University Press,
1992.

[PumO02] J. Pumplin et al.New generation of parton distributions with uncertainties
from global QCD analysjsJHEP 07, 012, 1-47 (2002).

[Rit02] K. Rith, Spin asymmetries in deep-inelastic electron nucleonesvagt Se-
lectedHerwmEs results Prog. Part. Nucl. Phys49, 245-324 (2002).

[Rutll] E. Rutherford, The Scattering of the a and b Rays and the Structure of the
Atom, Proc. of the Manch. Lit. and Phil. Soc., 185, 18-20 (1911).

[Sjo84a] T. Sjostrand, Jet fragmentation of multiparton configurations in a string
framework Nucl. Phys.B248 469-502 (1984).

[Sjo84b] T. Sjostrand, The merging of jetsPhys. Lett.B142 420-424 (1984).

[Sj688] T. Sjostrand Status of fragmentation modelst. J. Mod. PhysA3, 751-823
(1988).



168 BIBLIOGRAPHY

[Sjo01] T. Sjostrand et al.,High-energy-physics event generation wikriia 6.1,
Comput. Phys. Commurl35 238-259 (2001).

[Sjo03] T. Sjostrand, L. Lonnblad, S. Mrenna and P. Sksanétaia 6.3: Physics and
manual 2003, hep-plH308153.

[Sok64] A. A. Sokolov and I. M. TernovDn Polarization and spirfiects in the theory
of synchrotron radiationPhys. Dokl. 8, 1203—-1205 (1964).

[Tal98] H. A. M. Tallini, A measurement of the quark spin distributions of the
nucleon at HERMES PhD thesis, University of Liverpool, 1998, DESY-
HERMES-98-24.

[Tyt01] M. Tytgat, Diffractive production op® andw vector mesons atErMes ,
PhD thesis, University of Gent, 2001, DESY-THESIS-2008-01

[Wan96] W. Wander, Reconstruction of high energy scattering events inHbheves
experimentPhD thesis, Friedrich-Alexander-Universitat Erlanddirnberg,
1996, DESY-HERMES-97-31.

[Web84] B. R. Webber,A QCD model for jet fragmentation including soft gluon in-
tergerenceNucl. Phys.B238 492-528 (1984).

[Wei02] C. Weiskopf, Measurement of the spin-dependent structure function)gl1(d
of the deuteron aHerwmes. (In German) PhD thesis, Friedrich-Alexander-
Universitat Erlangen-Nurnberg, 2002, DESY-THESIS-2439.

[Wen99] J. Wendland, Improved particle identification atHlermes and polarised
valence quark distributions in the protdi®99, DESY-HERMES-99-16.

[Wen03] J. Wendland, Polarized Parton Distributions Measured at the Hermes EX-

periment PhD thesis, Simon Fraser University, September 2003, DESY
THESIS-2003-032.



Acknowledgment

First of all | would like to thank my supervisor Prof. Dr. Klatith for his support and
for providing me the possibility to work on such an interegtsubject in an exciting in-
ternational community. | am also indebted to him for allogvine to be based the whole
time in the great city of Hamburg and giving me the possiptlitattend conferences and
summer schools, which were not only interesting themsdduealso often at interesting
places.

In Hamburg, | have to foremost thank Elke-Caroline Aschenawithout her guid-
ance and support, this thesis would maybe never have beshdihi Our small mul-
tiplicity group was completed by Bino Maiheu, with whom | sioeconsiderable time
chasing down these last hadrons which mysteriously showed the result of one of
us, but not in the other. | enjoyed it a lot to work in our smalklysis group. | also would
like to thank Marc Beckmann, who not only guided me on my firslgsis steps, but
whose HASY code provided the foundation for my own analysgec Discussions with
and comments from various people contributed a lot to thé&\woesented here. For this
| am deeply grateful.

During these years, | had the pleasure to share fiigeowith Mark Henoch, Phil Tait
and Markus Diefenthaler. Together we enjoyed the beautigy on the back side of
building 55. They also helped me to take care of thiece plants inherited from Ines,
and I'm happy to announce a survival rate of 75% for the lasary.

Life outside the €fice was made enjoyable by a lot offigite activities, including,
of course, the mother of all such events, thisite meeting itself. For this and all the
other activities, a hearty thank you to Andreas, Beni, Bi@aro, Charlotte, Dominik,
Frank, Hayg, Larry, Marc, Ralf, Markus (2x), Phil, Sebasti&oerne, Uli, Yves ...and
all whom | forgot (sorry?).

Being in Hamburg most of the time naturally limited somewtia contact with
my Erlangen-based colleagues. Nevertheless, | enjoyetheetings and activities in
Erlangen and Hamburg. So thanks to Martin Raithel, DidieteiNils Pickert, Bernhard
Krauss, Friedrich Stinzing, Tom Michler ...and especidlyristian Vogel, who has
always a cryptic solution for an obscure computing problem.

| would like to thank the st in Hamburg and Erlangen, Sabine Krohn, Soerne
Moeller and Eleonore Hassler, the latter in particular fatigntly reminding me of those
forms | should have filled out last week at the latest.

Last but not least, of course, | want to thank my parents feir thuge support in all
those years.

169



170 BIBLIOGRAPHY




Zusammenfassung

Diese Arbeit beschaftigt sich mit dem Fragmentationsgsezdei HrmMes. Sie kann in
zwei wesentliche Unterthemen gegliedert werden: die Sitrani der Hadronisierung
mit Hilfe eines Monte Carlo Modells sowie die Extraktion viadungs- und hadrontyp-
separierten Born-Multiplizitaten.

Im Monte Carlo-Teil wurde das Lund-Modell an experimemélladronspektren an-
gepasst, die aus derekhes-Daten gewonnen wurden. Im Gegensatz zu friheren Mo-
dellanpassungen konnte in dieser Arbeit ein Datensatzeratet werden, der Informa-
tionen des 1998 installierten RICH-Detektors enthielt|cle eine prazise Einteilung
der Hadronen in Pionen, Kaonen und Protonen ermoglicitese zusatzlichen Infor-
mationen gestatteten ein detaillierteres anfitten der Npalameter, welche teilweise
erst durch die verbesserten Daten zuganglich wurden. 8&=en wurde ein neuer ite-
rativer Tuning-Algorithmus implementiert, der aufgrureireer Parallelisierbarkeit die
verfigbare Rechenleistung auf deirves-PC-Farm wesentlich besser ausnutzen konn-
te. Im Rahmen des Monte Carlo-Tunings wurde auch damkek smearing generator
(HSG) implementiert. Dieses Programm simuliert die kingschen Verschmierungen
und die Indfizienzen des Ekmes-Detektors auf statistischer Basis. Dadurch ermoglicht
dieses Programm die Bericksichtigung dieséfelde ohne zeitaufwandige Detektor-
simulation, was den Zeitbedarf zur Erzeugung einer gegab8iatistik um den Faktor
100 reduziert. Der HSG ist damit unverzichtbar fur dasiige Fitten des Lund-Modells,
das Programm findet aber auch Anwendung bei Monte Carlo€Stwhderer Analyse-
gruppen in der lErmes-Kollaboration.

Die Arbeit am Lund-Modell fuhrte zu einem deutlich verbedesn Parametersatz,
wobei besonders starke Verbesserungen bei den (Antigfeotmultiplizitaten erzielt
wurden. Die gleichermassen zufriedenstellende Besaimigilbon positiven und negati-
ven Kaonen ist ein noch zu lésendes Problem.

Der zweite Teil der Arbeit beschaftigt sich mit der Gewingwon Born-Multiplizita-
ten fir Pionen und Kaonen. Pionmultiplizitaten a&ip-Streuung wurden bereits friher
von der Hirmes-Kollaboration ver@fentlicht [AirO1]. In dieser Arbeit wurde der Daten-
satz aus dem Jahr 2000 verwendet. Dieser besitzt eineeh&hatistik und ermoglicht
eine verbesserte Teilchenidentifikation aufgrund des RB&tkektors. Die neue Analyse
umfasst zusatzlich zu den Protonendaten Ergebnissendigmam Deuteriumtarget ge-
wonnen wurden. Desweiteren wurde die Analyse in einigerkfemrerweitert. So wurde
mit Hilfe eines Monte Carlo-Modells der Anteil der Hadroneestimmt, die nicht aus
einem tiefinelastischen Streuprozess stammen sondem Whsprung im Zerfall von
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bei elastischer Streuung entstandenen Vektormesonen.habsserdem wurde im Ver-
gleich zur alten Analyse eine neue Methode zur Korrekturreaiativen Verschmierun-
gen und Akzeptanfiekten verwendet.

Die erzielten Multiplizitaten stellen einen Datensatz hoher Statistik fur die Ver-
teilung vonr*, 7~, K* und K~ als Funktion vorg, xg und Q? zur Verfiigung, sowohl fiir
Streuereignisse an einem Proton- wie an einem DeuterigettaBasierend auf diesen
Ergebnissen werden demnachst Fragmentationsfunktiexteahiert, welche es erlau-
ben werden, die Universalitat des Fragmentationsprezeastesten. Die Multiplizitaten
als Funktion vorz zeigen eine zufriedenstellentiéereinstimmung mit Fragmentations-
funktionen des EMC-Experiments, welche bei einer zehnféidteren Strahlenergie ge-
wonnen wurden. Di€?-Abhangigkeit der Pionendaten istim Einklang mit theiseiten
\Vorhersagen. Zusammen mit der schwackgAbhangigkeit zeigen die Ergebnisse, dal3
der Faktorisierungsansatz, welcher fur die Bestimmumn@erkhelizitaten [Air05] von
fundamentaler Bedeutung ist, beisties gerechtfertigt ist.
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