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Chapter 1

Introduction

Since the days of Rutherford [Rut11], scattering experiments are the fundamental tool
to study the structure and composition of sub-atomic objects as well as the properties of
matter under extreme conditions. A vast number of processeshave been studied, ranging
from the scattering of very simple (fundamental) particles(e.g. e+e− annihilation) to
rather complex objects (e.g. scattering of relativistic gold ions at RHIC). Depending
on the involved objects and the respective energies, these experiments provide insight
in such diverse topics as the nature of the interactions, thespectrum of particles and
their internal structure. New experiments, like the heavy ion collider RHIC at BNL,
are designed to analyse matter under extreme conditions similar to the beginning of the
universe.

The fundamental process studied with the H experiment is deep inelastic scat-
tering (DIS). DIS uses a simple probe — a lepton — to reveal thestructure of nucleons.
In the most simple form, the interaction is mediated by a virtual photon. Given a high
enough energy, the virtual photon can resolve the internal structure of the nucleon by
interacting with one of its building blocks, the quarks and antiquarks. Deep inelastic
scattering has first been realised at the Stanford Linear Accelerator Center (SLAC) in the
1960s, and it were these results which presented the first experimental evidence for the
point-like substructure of the nucleon [Blo69].

In the models interpreting the SLAC results ([Fey69], [Bjø69]), these point-like ob-
jects were denoted as partons. It was then suggested that these partons in fact are identical
to the quarks introduced earlier by Gell-Mann [GM64]. In Gell-Mann’s quark model,
they served the purpose to explain the spectrum of hadrons observed in the various scat-
tering experiments by postulating that baryons and mesons consist of three quarks or a
quark-antiquark pair, respectively. Since the model requires the quarks to have electric
charges of fractions of 1/3 and 2/3 with respect to the electron charge, they were widely
considered to be more mathematical objects than real particles. Furthermore, the quarks
were supposed to be fermions, and thus subject to the Pauli exclusion principle. But
with the∆++ there existed a particle which was supposed to consist of three quarks of the
lightest kind, with all of their spins aligned to give the 3/2 spin of the hadron.

The SLAC results gave new support to the quark theory, and in the early 1970s the
studies resulted in the development of Quantum Chromodynamics (QCD). In this model,
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2 CHAPTER 1. INTRODUCTION

quarks carry a new quantum number, the colour charge. This charge gives rise to the
strong interaction which is mediated by new exchange bosons, the gluons. The charge
comes in three variants, denoted asred, greenandblue (and their anti-colours), which
explains why three otherwise identical light quarks can share the same state to form the
∆++ hadron. One speciality of the QCD model is the fact that the exchange bosons them-
selves also carry colour charge, which leads to the self-coupling of the gluons. Due to
this self-coupling, the coupling strengthαs of the strong interaction depends on the scale
on which the interaction is observed. At short distances (which means high energies)
the coupling strength approaches zero, which is referred toas theasymptotic freedomof
quarks. Conversely, with lower energies and larger scales,αs increases, so that it would
require infinite energy to separate two coloured objects. This gives rise to theconfine-
mentof quarks and gluons inside colourless particles. This feature is experimentally
supported by the fact that to date no free quarks have been observed.

Using the powerful tool of perturbation theory, QCD has beenvery successful in
describing the hard processes between the quasi-free quarks and gluons at short distances
and time scales. However, perturbative QCD (pQCD) cannot beapplied in the domain
of long distances, whereαs becomes large and the perturbative expansions diverge. This
is a major shortcoming; after all, it are the long range effects that lead to the creation
of the observable final state hadrons. So effectively, there is a missing link between
the part calculable in theory, and the effects observable in the real world. A tool that
eventually might overcome this obstacle are lattice QCD calculations, which use a four-
dimensional space-time grid to perform numerical calculations not constraint by the size
of the coupling constant. But still there are enormous technical difficulties to overcome.

The remedy for the unpleasant situation of not having a clearanalytical explanation
how hadrons develop out of quarks and gluons is the concept offactorisation. Factor-
isation allows to split a QCD process like DIS into the hard partonic sub-process (the
photon-quark scattering), and the long range part related to the initial and final state
particles. The former is calculable by pQCD, while the intractable part is transferred into
a set of parametrisation functions. In DIS, there are two domains for parametrisation
functions: the initial state nucleon is described by partondistribution functions (PDF),
while the hadronisation into the final state is parametrisedby fragmentation functions.

H was constructed to study the spin dependence of the parton distribution func-
tions. More precisely, it was designed to disentangle the contribution of the individual
quark flavours to the total spin of the nucleon. Its development was triggered by the
observation of the EMC experiment that only a small part of the nucleon spin can be
attributed to its constituent quarks [Ash88]. Recent results represent the most detailed
study of the nucleon spin structure to date [Air05].

This work is concerned with the other domain of parametrisations: the fragmentation
of quarks into hadrons. The multiplicity of hadrons versus various kinematic observables
provide the experimental access to the fragmentation process. Using the great particle
identification capabilities of the H spectrometer, charge and hadron type separated
hadron yields were extracted. The multiplicities were corrected for various influences,
like radiative and detector effects (e.g. acceptance) as well as diffractive contributions to
the hadron sample, to obtain universal Born multiplicities.
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Another focus of this work is the Monte Carlo simulation of fragmentation. Lacking
a strict mathematical description of the process, phenomenological models have to be
employed to obtain the final state of a scattering event. Taking the hadron multiplicities
as reference, the Lund model used in the H Monte Carlo programs was adjusted to
the H kinematics. Also here, the RICH information allowed a more precise tuning
than previous efforts.

The outline of this thesis is as follows: In Chapter 2, the framework of deep-inelastic
scattering and quark fragmentation is reviewed. The H experiment is described in
Chapter 3. Chapter 4 first gives an overview about the Monte Carlo tools used in the
collaboration, with an emphasis on the smearing generator which was implemented for
the tuning of the Lund model. After a description of the modelitself the tuning procedure
and its results are presented. Chapter 5 is concerned with the extraction of the hadron
multiplicities. The final results are presented in Chapter 6.
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Chapter 2

Deep Inelastic Scattering

Scattering processes are an essential tool in nuclear and particle physics. Depending on
the beam and target objects and their relative energy, scattering processes can provide a
wealth of information about the properties of the interactions and insight into the internal
structure — if any — of the involved bodies.

In the following, the kinematic quantities used throughoutthis work are defined. This
section is followed by the discussion of the DIS cross section. Its properties are explained
by the quark parton model (Sec. 2.3). The last part is concerned with the hadronic final
state of a DIS scattering process. The fragmentation functions are introduced, which
offer a phenomenological description of the appearance of the final state hadrons. Some
examples of the wide range of measurements of the hadronisation process concludes this
chapter.

These chapter makes use of Refs. [Hal84], [Bro94], [Ber02] and [Pov04], as well as
other sources mentioned throughout the text.

2.1 Kinematics

The main process of interest throughout this work is deep-inelastic lepton-nucleon scat-
tering. More precisely, the analysed data was obtained witha positron beam incident on
a proton or deuteron target. In deep-inelastic scattering (DIS), the positron interacts with
the nucleon in such a way that the target is broken up into several final state hadrons,

l + N→ l′ + X. (2.1)

In inclusive measurements, only the scattered leptonl′ is detected, while in semi-inclusive
measurements one or more of the final state hadronsX are measured in coincidence.

Figure 2.1 shows a schematic view of this process in the one-photon-exchange ap-
proximation. The interaction between the positron and the target can in principle be
mediated by a virtual photon,γ∗, or a virtualZ-boson. However, the beam energy of
27.5 GeV (and thus the maximal transferred energy) is well below the Z0 mass1 of 91
GeV, thus the weak interaction can be neglected.

1Throughout this work, the notation~ = c = 1 is used.
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6 CHAPTER 2. DEEP INELASTIC SCATTERING

u

d

u
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Wµν

N
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γ∗
kµ = (E,~k)

k′µ = (E′, ~k′)

Pµ = (M, ~0)

q

e+

Figure 2.1
Schematic view of a deep inelastic scattering event on a proton target.

The kinematics of a scattering event is given by the the four-momenta of the lepton
before (k = (E,~k)) and after (k′ = (E′, ~k′)) scattering, as well as the corresponding four-
vector of the target nucleon,P = (EN, ~P). With these vectors three Lorentz invariant
quantities can be defined which characterise the event:

Q2 = −q2 = −(k − k′)2 lab≃ 4EE′ sin2
(

θ

2

)

(2.2)

W2 = (P+ q)2 lab
= M2 + 2Mν − Q2 (2.3)

s = (P+ k)2 lab≃ M2 + 2ME (2.4)

Here, M denotes the nucleon mass andν = E − E′ the energy transfer from the beam
particle to the target. The expressions in the laboratory frame hold for fixed targets
(P = (M, 0)) and energies high enough to neglect the lepton mass.

The spatial resolution of the scattering process is inversely proportional to the negat-
ive squared four-momentumQ2 of the virtual photon.W2 denotes the squared invariant
mass of the hadronic final state. For elastic scattering,W2 = M2 so thatQ2 − 2Mν = 0.
The Bjørken scaling variable

xB ≡
Q2

2P · q
lab
=

Q2

2Mν
(2.5)

thus yieldsxB = 1 for elastic and 0< xB < 1 for inelastic events and can be understood as
a measure for the inelasticity of the event. Finally,s denotes the squared centre-of-mass
energy.

The deep-inelastic scattering reaction can be described asscattering off the individual
quarks in the target nucleon, which subsequently breaks apart. The deep-inelastic scat-
tering domain is approximately given byQ2

& 1 GeV2 and W2
& 4 GeV2. These

conditions ensure a high enough resolution to probe the internal structure of the nucleon.
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k = (E,~k); k′ = (E′, ~k′) 4-momenta of incoming and outgoinge+

P
lab
= (M, ~0) 4-momentum of target nucleon

θ, φ polar and azimuthal scattering angle

q = (ν, ~q) 4-momentum of virtual photon

Q2 = −q2 lab
= 4EE′ sin2

(

θ

2

) Negative squared four-momentum
transfer

ν =
P · q
M

lab
= E − E′ Energy transfer to the target

xB =
Q2

2P · q
lab
=

Q2

2Mν
xB∈[0;1] Bjørken scaling variable

y =
P · q
P · k

lab
=
ν

E
y∈[0;1] Fractional energy of the virtual photon

W2 = (P+ q)2 lab
= M2 + 2Mν − Q2 Squared mass of the final hadronic state

p = (Eh, ~p) 4-momentum of a final state hadron

z=
P · p
P · q

lab
=

Eh

ν
z∈[0;1] Fractional energy of final state hadronh

p‖CM = ~p ·
~q
|~q|

∣

∣

∣

∣

∣

∣

γ∗−N

Hadron momentum component parallel to
the photon momentum in the centre-of-
mass frame

xF =
p‖CM

|~q|
≃

2p‖CM

W
xF∈[−1;1] Feynman scaling variable

η = 1
2 · ln

(

Eh
CM+p‖CM

Eh
CM−p‖CM

)

Rapidity

Table 2.1
Definition of the most important kinematic variables used indeep-inelastic scattering.
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Furthermore, theW2 requirement avoids the elastic scattering region, as well as inelastic
scattering in resonance regions withW2 = MR (whereMR is the mass of the resonance).

All the variables noted so far are inclusive variables; theyare well defined by the
properties of the scattered positron (and of course the nucleon mass, which is known
a priori) and thus can be calculated from an inclusive measurement. Semi-inclusive
variables define the characteristics of the individual hadrons. The most important ones
are the fractionzof transferred energy taken by the hadron, the Feynman variable xF and
the rapidityη:

z ≡
Eh

ν
, (2.6)

xF ≡
2p‖CM

W
and (2.7)

η ≡ 1
2
· ln















Eh
CM + p‖CM

Eh
CM − p‖CM















. (2.8)

Herep‖CM denotes the projection of the hadron momentum in the direction of the virtual
photon in the photon-nucleon centre-of-mass system (see Table 2.1). In this reference
frame, the Feynman variablexF scales the momentum component collinear to the photon
momentum to its maximum possible value (−1 ≤ xF ≤ 1). The rapidityη is a commonly
used variable in high-energy hadronic scattering since it conveniently transforms addit-
ively under boosts along a special axis (where the natural choice is — as taken here — the
collisions axis, given by the virtual photon momentum) [Col97]. In the non-relativistic
limit, η becomes the particle velocity along this axis.

2.2 Cross Section

The inclusive deep-inelastic scattering cross section canbe given as a contraction of the
leptonic tensorLµν and the hadronic tensorWµν,

d2σ

dE′dΩ
=
α2

2MQ4
· E
′

E
· LµνWµν. (2.9)

Here,α = e2/(4π) is the fine structure constant. The tensors describe the emission or
absorption of a virtual photon by the respective objects. For the point-like leptons, they
can be calculated in Quantum Electrodynamics (QED). For unpolarised scattering it is
given in leading order by

Lµν = 2 ·
[

k′µkν + k′νkµ − gµν
(

k′ · k −m2
)]

, (2.10)

with mdenoting the lepton mass andgµν the Minkowski metric.
The hadronic tensor has to reflect the hadronic substructureof the target nucleon,

and thus cannot be calculated exactly. Fortunately, its structure can be constrained by
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symmetry requirements like Lorentz and gauge invariance aswell as current and par-
ity conservation, and for the unpolarised (or spin-averaged) case, only two independent
structure functions remain:

1
2M

Wµν =

(

−gµν −
qµqν
Q2

)

·W1(ν,Q
2)+

1
M2

(

pµ +
p · q
Q2

qµ

) (

pν +
p · q
Q2

qν

)

·W2(ν,Q
2). (2.11)

The combination of equations (2.10), (2.11) and (2.9) leadsto

d2σ

dE′dΩ
=

(

dσ
dΩ

)

Mott

·
{

W2(ν,Q
2) + 2W1(ν,Q

2) tan2
(

θ

2

)}

. (2.12)

where
(

dσ
dΩ

)

Mott

=
4α2E′2

Q4
cos2

(

θ

2

)

(2.13)

denotes the Mott cross section which describes the scattering of leptons off a spin-less
and point-like particle. The structure functions parametrise the deviation of the nucleon
cross section from this point-like particle behaviour, where specifically the additional
tan2-dependence is due to the interaction of the positrons with the magnetic moment of
the nucleon. In the elastic limit (ν → Q2/(2M)), the structure functionsW1 andW2 are
related to the electric and magnetic nucleon form factors:

W1(ν,Q
2) =

Q2

4M2
G2

M(Q2)δ

(

ν −
Q2

2M

)

(2.14)

W2(ν,Q
2) =

G2
E(Q2) + Q2

4M2G2
M(Q2)

1+ Q2

4M2

δ

(

ν − Q2

2M

)

(2.15)

Usually, the cross section is expressed in terms of the dimensionless structure func-
tionsF1(xB,Q2) andF2(xB,Q2). In the limit of Q2 → ∞ for a fixed ratio ofQ2/P · q, the
so called Bjørken limit, they become a function of the Bjørken scaling variable (Eq. (2.5))
alone:

MW1(ν,Q
2) = F1(x,Q

2)→ F1(xB), (2.16a)

νW2(ν,Q
2) = F2(x,Q

2)→ F2(xB). (2.16b)

This behaviour has been predicted by Bjørken [Bjø69] and Feynman [Fey69] and
has subsequently been measured at SLAC [Blo70]. It indicates that, at sufficiently high
energies, the scattering process occurs on point-like particles that form the constituents
of the nucleon. These predictions and measurements form thebasis of the quark parton
model.

Comparing Eq. (2.12) with the cross section for scattering off point-like spin-1/2
particles

dσ
dΩ
=

(

dσ
dΩ

)

Mott

·
{

1+
Q2

2M2
tan2

(

θ

2

)

}

(2.17)
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yields (taking into account Eq. (2.16))

2xF1(xB) = F2(xB). (2.18)

This equation is known as the Callan-Gross relation [Cal69]. Its experimental verifica-
tion confirmed that the charged partons in the nucleon are indeed spin 1/2 objects.

The cross section is often written as a function ofQ2 andxB. In terms of the dimen-
sionless structure functionsF1 andF2, it is given by

dσ
dxB dQ2

=
4πα2

xBQ4

{

y2xBF1(xB,Q
2) + (1− y)F2(xB,Q

2)

}

. (2.19)

Here,y denotes the fraction of the lepton energy transferred to thenucleon (see Table
2.1).

2.3 The Quark Parton Model

2.3.1 The Simple Quark Parton Model

The quark parton model provides an intuitive explanation for the observed Bjørken scal-
ing. The nucleon is considered to be composed of point-like constituents, the partons. It
is formulated in a reference frame where the nucleon is moving with high momentum,
such that transverse momentum components and the rest mass of the constituents and
the nucleon itself can be neglected (infinite momentum frame). In this model, the deep
inelastic scattering occurs as elastic scattering on theseconstituents. The model implies
that the interaction between the individual partons is weakon short distances. If the
scattering occurs on sufficiently short time scales, the particles can thus be regarded as
quasi-free, and the four-momentum of a parton after scattering is given by

(ξP+ q)2 = ξ2M2 + 2ξP · q − Q2 ≈ 0, (2.20)

whereξ denotes the fraction of the nucleon momentum carried by the struck quark. Neg-
lecting the nucleon mass yieldsξ ≈ Q2/(2P · q) and thus allows to relate the momentum
fraction with the Bjørken scaling variablexB in the given approximation (see Eq. (2.5)).

The DIS cross section is then given as the incoherent sum of the cross sections for
scattering on the individual partons. The structure functions observed are thus composed
of the probability distributions to find a certain quark in the nucleon, weighted with their
squared charges:

F1(xB) =
1
2

∑

q

∫ 1

0
dξ e2

q q(ξ)δ(ξ − xB) =
1
2

∑

q

e2
qq(xB) (2.21)

F2(xB) =
∑

q

∫ 1

0
dξ e2

q ξ q(ξ)δ(ξ − xB) =
∑

q

xBe2
qq(xB) (2.22)
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The sum runs over all quark flavoursq ∈ {u, d, s, c, b, t}2 and the corresponding anti-
quarks. The parton distribution functions (PDF)q(xB) give the probability to find a
quark of the respective flavour with momentum fractionxB, while eq denotes its frac-
tional charge in terms of the electron charge.

Figure 2.2 shows theQ2 dependence of the structure functionF2(xB,Q2). For inter-
mediatexB (around 0.25), the function is independent ofQ2, as expected from the quark
parton model (Equation (2.22)). However, for larger and smaller xB, this independence
is lost. This scale-breaking effect can be explained if interactions between the partons
are introduced into the quark parton model, which so far havebeen neglected.

2.3.2 The QCD-improved Quark Parton Model

In the so called QCD-improved quark parton model, quarks interact by the exchange
of gluons, which mediate the strong interaction. Figure 2.3depicts the basic processes
possible in strong interaction: quarks can radiate gluons,gluons can split into aqq̄ pair
and gluons can couple with other gluons. Similar to QED, the interaction strength arises
from a coupling strength,αs = g2/4π. It is given in first order QCD as

αs(µ
2) =

12π
(33− 2nf ) · log(µ2/Λ2)

. (2.23)

µ is the renormalisation scale, which effectively poses a cut on the time scale in which
virtual fluctuations are taken into account. For DIS, it is usually set toQ. The number
of quark flavours is given bynf , where usually all flavours with a mass smaller thanµ
are taken into account.Λ, finally, is the QCD scale parameter. For the applicability of
perturbation theory,αs must be less than 1, soΛ sets the scale for the breakdown of
perturbation theory. Depending on the renormalisation scheme and the number of quark
flavours,Λ has a value of 200 - 300 MeV.

Unlike the electromagnetic coupling constantα, αs exhibits a strongµ2 (or for DIS
Q2) dependence. ForQ2 → ∞, the coupling strengthαs vanishes. By thisasymptotic
freedomthe simple quark parton model with non-interacting quarks is recovered. In the
other extreme, the coupling strength becomes large asQ approachesΛ, giving rise to
confinement, which explains why only colourless objects can be observedin hadronic
final states.

The interactions of the partons by the processes shown in Fig. 2.3 together with the
Q2 dependence of the coupling strength explain the scaling violations observed in the
structure functions. A photon with a larger four-momentum probes the nucleon with a
higher resolution. With increasing resolution the nucleons appear to be composed of a
larger number of resolved quarks and gluons, all sharing thetotal nucleon momentum.
The fraction of partons which possess a high sharexB of the total momentum thus de-
creases, while the number of partons with lowxB increases (compare Fig. 2.2).

Quantitatively, this behaviour can be described by the DGLAP3 evolution equations
([Gri72], [Lip75], [Alt77], [Dok77]). For the quark distributionsq(xB,Q2) and the gluon

2Practically, of course, the heavy flavour contribution to the quark sea is negligible.
3DGLAP=Dokshitzer, Gribov, Lipatov, Altarelli, Parisi
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Figure 2.2
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Figure 2.3
Splitting functionsPab(ξ,Q2). b denotes the initial parton,a denotes the final parton with
energy fractionξ = x/x′.

distributionsg(xB,Q2) , they are given as

dq(x,Q2)
d lnQ2

=

∫ 1

x

dx′

x′

[

q(x′,Q2) · Pqq

( x
x′

)

+ g(x′,Q2) · Pqg

( x
x′

)

]

(2.24a)

dg(x,Q2)
d lnQ2

=

∫ 1

x

dx′

x′

[

g(x′,Q2) · Pgg

( x
x′

)

+
∑

q

q(x′,Q2) · Pgq

( x
x′

)

]

(2.24b)

They mathematically express the fact that, at a given resolution Q2, e.g. a quark of flavour
q, carrying the momentum fractionx, could have been radiated from a parent parton
(quark or gluon) which carried a higher fractionx′. The splitting functionsPab(x/x′)
specify the probability that a partonb with momentum fractionx′ is the origin of partona
with momentum fractionx. Or, speaking in terms of resolution, they give the probability
to find objecta inside of objectb with a fractionx/x′ of b’s momentum. Once the parton
distributions are known at some scale, the DGLAP equations allow to calculate PDFs at
other scales where perturbation theory holds.

2.4 Hadronic Final States & Fragmentation Functions

A concept essential to the description of DIS is factorisation. It is assumed that the
scattering process of the virtual photon off a nucleon can be divided into two parts:
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the hard short distance scattering of the photon off one of the nucleon’s constituents (the
cross sectionσ calculable from perturbation theory) and the selection of this constituents
according to a soft, long range parton density function.

This notion is extended to the hadronisation of the quark-diquark system into the
final state hadrons. Due to confinement, these coloured objects have to settle into colour-
singlet states as they separate. The long range nature of theprocess excludes its de-
scription by perturbation theory. Instead, it is parametrised by fragmentation functions
Dh

q(z,Q
2), which give the average multiplicity of final state hadronsh produced from an

initial quark of flavourq, depending on the fractional energyz and the resolution scale
Q2. The cross section to produce a certain hadron is then given by the convolution of the
hard quark-photon scattering part, the parton distribution functions selecting the scatter-
ing partner and the fragmentation functions given the probability to produce a certain
hadron. A convenient observable to measure this convolution is the differential hadron
multiplicity, given in LO QCD by

dσh(xB,Q2, z)
dxB dQ2 dz

=

∑

q e2
q q(xB,Q2) Dh

q(Q
2, z)

∑

q e2
q q(xB,Q2)

· d2σincl

dxB dQ2
, (2.25)

whereσincl is the inclusive DIS cross section.
Since fragmentation functions cannot be calculated directly, they have to be derived

from fits to experimental data (see Sec. 2.4.2). For the implementation of the hadron-
isation process in Monte Carlo simulations, phenomenological models are employed,
whose parameters then have to be tuned to reproduce experimental data. An overview
over the three main schools of fragmentation models is givenin Sec. 4.3, where emphasis
is given to the Lund string model used in the H Monte Carlo programs. The tun-
ing of the Lund model to H data (more precisely differential hadron multiplicities
versus various variables) is described in Sec. 4.4.

2.4.1 Properties of fragmentation functions

Factorisation & Universality. According to the factorisation theorem, the fragmenta-
tion functions should be universal in the sense that they only depend on the initial parton
a and the final state hadronh, and not on the specific properties of the process from
which they were determined. This assumption has been testedby comparing particle
spectra (e.g. inclusive charged particle distributions versusQ2) from DIS with corres-
ponding spectra frome+e− annihilation, which were found to be consistent ([Bre99],
[Adl97]). Other studies showed that NLO fragmentation functions [Kni00] obtained
from fits toe+e− data describe experimental data fromγγ, ep and pp̄ collisions within
the uncertainties [Kni01].

Another experimental signature of factorisation is the independence of the fragment-
ation functions fromxB. Evidence for a slightxB dependence has been seen at EMC
[Ash91] and later also at H [Air01]. However, the new analysis presented in this
work shows a much less pronouncedxB dependence (see Chapter 6), similar to the find-
ings of the E665 collaboration [Ada97].
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Energy and Probability Conservation. The entire energy of the initial parton is shared
by its fragmentation products:

∑

h

∫ 1

0
z · Dh

q(z) dz= 1 (2.26)

Also, the average multiplicity of hadronh is given by the sum of the contributions of the
individual quark flavours:

∑

q

∫ 1

0

[

Dh
q(z) + Dh

q̄(z)
]

dz= nh (2.27)

Scaling Violation. In analogy to parton distribution functions, the features of QCD
give rise to aQ2 dependence of the fragmentation functions. This violationof scaling
(= Q2 independence) can be parametrised again by the DGLAP-type equations

dDh
j (z,Q

2)

d lnQ2
=

∑

i

∫ 1

z

dξ
ξ

Pi j

(

z
ξ
,Q2

)

Dh
i (ξ,Q

2). (2.28)

These equations account for the possibility that the fragmentation of partonj into hadron
h might occur via the radiation of partoni which in turn fragments into hadronh.

Symmetries. In principle, fragmentation functions can be defined for anycombination
of original (struck) quark and final state hadron. However, the framework of the QPM
suggests relations between different fragmentation functions based on charge and isospin
invariance and valence quark composition of the respectivehadron. Charge conjugation
invariance implies

Dh+
q = Dh−

q̄ and Dh−
q = Dh+

q̄ (2.29)

for h ∈ {π,K}. For pions, isospin invariance leads to

Dπ
+

u = Dπ
−

d . (2.30)

The valence quark composition of the hadrons gives rise to the distinction of the frag-
mentation functions intofavoured(valence-type) andunfavoured(sea-type) fragment-
ation functions, the first case meaning that the hadron contains a valence quark of the
same flavour as the primary quark. Together with the previousassumptions, this yields
for pions

Dπ+ = Dπ
+

u = Dπ
+

d̄
= Dπ

−

d = Dπ
−

ū

Dπ− = Dπ
−

u = Dπ
−

d̄
= Dπ

+

d = Dπ
+

ū (2.31)

Dπs = Dπ
+

s = Dπ
+

s̄ = Dπ
−

s = Dπ
−

s̄

Dπs is thestrangefragmentation function,Dπ+ andDπ− denote the favoured and unfavoured
fragmentation functions, respectively. Observations show that Dπ+ > Dπ−, as name and
physical intuition suggest.
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These relations have been essential for the extraction of fragmentation functions from
experimental data ([Bin95],[Kni00]), since the availableinformation did not allow for
e.g. the distinction between the light (u, d, s) quark flavours. Only recently ([Alb05])
parametrisations have become available which did not rely on at least part of these as-
sumptions (see Section 2.4.2).

2.4.2 Existing Measurements

The fragmentation of quarks and gluons into final state hadrons has been measured in
many experiments at different energies using a variety of processes. Most data is avail-
able obtained from electron-positron annihilation

e+e− → (γ,Z)→ qq̄→ h+ X.

Figure 2.4 shows fragmentation functions obtained bye+e− annihilation by various
collaborations over a wide range of c.m. energies. The left hand side shows the produc-
tion of all charged hadrons as a function of the scaled momentum4. By parametrising
the fragmentation function at some input scaleQ0 and subsequently evolving the func-
tion to different energies using the DGLAP equations (Eq. (2.28)), the strong coupling
constantαs can be determined by fitting the evolved curves to the measured spectra at
the respective energies (see e.g. [Abr97b]). The right handside shows fragmentation
functions separately for charged pions, kaons and (anti-)protons. Both plots were taken
from [Eid04] and were compiled from numerous sources, including experiments with
lower c.m. energies like TASSO [Bra82] and TPC [Aih88], as well as higher energy data
e.g. from the LEP experiments.

The appealing feature of the annihilation process is the relative simplicity compared
to e.g. the DIS process studied in this work. The initial scattering takes place between
point-like particles whose interaction can be calculated from perturbative QED, while in
the case of DIS, the description of the scattering requires the knowledge of the parton
distribution functions.

Nevertheless, the flavour of the initialqq̄ is a priori unknown, and until around 1994,
data with identified quark flavours was not available [Kni00]. In the last decade, the situ-
ation was rectified bye+e− data which used a life time tagging method ([Bus93],[Abr96])
to obtain flavour enriched data samples ([Bus95], [Abe99], [Abr98]), usually distinguish-
ing between samples enriched with light quarks (u, d, s) or b quarks. The method is based
mainly on the long life time and large mass of hadrons containing b andc quarks, which
results in a large number of decay products with a positive impact parameter5. Additional
information can be obtained by using the correlation between the quantum numbers of
high energy particles and those of the primary quarks, a connection which has been stud-
ied e.g. in [Abe97]. This effect allows to extract flavour enriched samples distinguishing
between the individual light quarks [Abb00].

4This denotes the hadron’s momentum relative to the beam energy.
5The impact parameter is defined as the distance of closest approach of a charged particle track to the

reconstructed primary decay vertex. It is positive if the point of closest approach is in the hemisphere of
the jet direction.
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Figure 2.4
Fragmentation functions frome+e− annihilation versus scaled momentumx. The left side
shows the fragmentation function for all charged particlesfor different c. m. energies

√
s.

The distributions were scaled byc(
√

s= 10i ), wherei is ranging fromi = 0 (
√

s = 12GeV)
to i = 13 (

√
s= 202GeV). The right side shows the distribution of(a) π±, (b) K± and(c) p, p̄

versus scaled momentum for three different energies. The plots were taken from [Eid04].

The increasing level of sophistication of the published data is reflected in the frag-
mentation function parametrisations which became available in the recent years. These
parametrisations are obtained by fits toe+e− data, making use of LO or NLO ansätze for
thee+e− → qq̄ cross section and the fragmentation functionsDh

q . While initial fits to data
only distinguished between valence- and sea-type quarks (and gluons) [Bin95], the num-
ber of assumptions could subsequently be reduced. Recently, fragmentation functions
became available which for the first time featured light quark separation purely derived
from data instead of theoretical constraints [Alb05].

In comparison toe+e− annihilation, DIS measurements add the complication of an-
other set of a priori unknown parametrisations, the parton distribution functions. The
extraction of fragmentation functions thus usually requires the use of PDF parametrisa-
tions . Fragmentation functions have been extracted by EMC ([Aub85],[Arn89]) and
H [Gei98]. All analyses assumed isospin symmetry between thetarget nucleons
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(e.g. theu quark distribution in the proton is identical to thed quark distribution in the
neutron) and charge and isospin symmetry for the fragmentation of u andd quarks. The
first EMC publication presented favoured and unfavoured fragmentation functions into
pions obtained using a deuterium target. By neglecting the sea quark contributions, the
isoscalar target allowed the extraction without any assumptions about the parton distri-
butions. However, the significance of the sea quark influenceincreases with lowerxB,
limiting the validity of the approach. The systematic influence was corrected using a
Monte Carlo method. Of course, since the Monte Carlo simulation required a PDF para-
metrisation as input, some PDF dependence of the final resultwas introduced.

The later EMC publication relied on PDF parametrisations directly. Sea quarks were
taken into account, the strange fragmentation functionDh

s was taken to be similar to
the unfavoured fragmentation function. This less restrictive method allowed to extract
u quark fragmentation functions into charged pions, kaons and (anti-)protons, both for
a proton and a deuterium target. The respective fragmentation functions for both tar-
get types were found to agree within their statistical errors. The pion results were also
compatible with the previous analysis.

The H analysis [Gei98] applied both methods to the H data. Only pion
fragmentation functions have been extracted due to the particle identification limitations
at the time the data was taken (1996)6. The result was found to agree with the EMC data
for z> 0.4.

Another H publication [Air01] presented multiplicities ofπ+, π− andπ0. While
the neutral pion multiplicities were consistent with data from EMC, the charged pion
multiplicities showed a poorer agreement with the comparedEMC data, a feature that
was attributed to the fact that the H multiplicities were compared to fragmenta-
tion functions. In [Kre01], the H multiplicities were combined withe+e− results
obtained in [Kre00] to directly extract the fragmentation functionsDπ+, Dπ− andDπs (see
Eq. (2.31)).

The EMC and earlier H results are compared with the current analysis in Chapter
6.

6This situation has meanwhile been rectified by the introduction of a dual-radiator RICH detector, see
Chapter 3.



Chapter 3

The H Experiment

The H experiment is located at the Deutsches Elektronen-Synchrotron (DESY) in
Hamburg, Germany. It shares the positron beam of the H positron-proton collider1

with the experiments H1 and ZEUS2.
H was designed to study the spin structure of the nucleon. Its conception was

triggered by the observation of the EMC experiment, that only a small fraction of the
nucleon spin can be contributed to the spins of its valence quarks [Ash88]. To further
study the individual quark contributions to the nucleon spin, a facility was needed which
features a polarised beam incident on a polarised target. Following feasibility studies,
H was commissioned in summer 1995.

Since the start of data taking, the physics scope of H was expanded beyond
the original intentions. Today, H data is used to study many aspects of hadron
structure, hadron production and hadronic interaction. A fairly recent summary of the
H results can be found in [Rit02].

In the following, a short overview of the experimental setupis given, both in terms of
hardware (target, detector) and data processing. Detailedreviews can be found in other
publications. The target and its components is for example described in [Bau03] and
[Nas03]. A long article about the detector is available in [Ack98].

3.1 The HERA Accelerator

Figure 3.1 shows an overview of the HERA accelerator. It consists of a positron beam
running clock-wise (as seen from above) with an energy of 27.6 GeV and a proton beam
running in the opposite direction with an energy of 920 GeV. The rings have a circumfer-
ence of 6.3 km. While H1 and ZEUS are located at the interaction points of the positron
and proton beam lines, H only uses the positrons.

HERA operation can be split into a number of consecutive steps. The beams are
filled and ramped to their operational energies. Initial positron currents of up to 50 mA

1The H lepton ring can operate with both electrons and positrons. Since the data used in this work
is based on the positron data only, it is here referred to as positron beam.

2A fourth HERA experiment — HERA-B — stopped data taking in 2003.

19
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Figure 3.1
Schematic view of the HERA accelerator.

have been achieved. Due to interactions with residual gas inthe beam line, and also due
to the influence of the experiments the positron beam life time is limited to about 12-14
hours. During this time, the current decreases exponentially. To avoid inefficient running
with low luminosity, the positron beam is dumped at a currentof ∼ 10 mA . Since 2000,
H makes use of the low currents by injecting at the end of the fills unpolarised gas
with high density, allowing for efficient data taking at the expense of the beam life time
(see Fig. 3.6).

The polarisation of the beam is achieved by taking advantageof the Sokolov-Ternov
effect [Sok64]. Small differences in the spin flip probabilities during the emission of
synchrotron radiation cause a transverse (i.e. parallel tothe field of the bending magnets)
polarisation of the initially unpolarised beam. Longitudinal polarisation is achieved using
spin rotators before and after the H experimental area. The polarisation builds up
over time and its maximum is strongly sensitive to HERA operation conditions. Beam
polarisations of more than 50% have been achieved, routinely.

3.2 The Internal Gas Target

The H target is a gas target internal to the positron beam line. In unpolarised mode,
it is able to operate using a variety of target gasses, namelyH2, D2, He, N2, Ne Kr and
Xe. An important feature for many aspects of H physics is the ability to run with
polarised hydrogen and deuterium gas with a polarisation ofPz ∼ 80%. To achieve
polarisation, the gas molecules are dissociated using RF fields. Subsequently, a series of
sextupole magnets and RF transmitters is used to select and populate certain hyperfine
states. This method is described in detail in [Nas03].

Figure 3.2 shows a schematic view of the target. The target chamber is a cylindrical
enclosure which is evacuated using turbo-molecular pumps to a pressure below 5· 10−7
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Schematic view of the target area.

mbar. The beam enters the target chamber from the left. Collimators at the entrance of
the chamber protect the target area from synchrotron radiation produced by the positron
beam. The upstream end of the target chamber features an exitfoil, which serves the
purpose to limit particle interactions with the target material.

As opposed to solid targets, gas targets offer the advantage of low dilution due to
undesired material. In case of polarised running, they furthermore allow a higher po-
larisation, which can be flipped within milliseconds. The main disadvantage lies in the
lower target density. While the areal density for solid targets reaches the order of 1025

atoms/cm2, polarised gas jets typically are below 2· 1011 atoms/cm2. This is partly com-
pensated by injecting the gas jet into a storage cell, which is aligned collinear to the
positron beam. Thus the gas is constrained to spread along the beam line, yielding an
increase of the areal density by two orders of magnitude. Fordeuterium, target densities
of 2 · 1014 have been reached. The storage cell is made of thin (∼ 75µm) aluminium foil
to minimise particle interactions. Its elliptical shape matches the positron beam profile.
In the cell centre, two tubes are attached to the cell. One is used for the injection of
the target gas, the other allows for the extraction of a gas sample to analyse the atomic
polarisation (using a Breit-Rabi polarimeter) and the fraction of atoms which recom-
bined to gas molecules (using a quadrupole mass spectrometer). Both measurements are
necessary to determine the average target polarisation.
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Schematic view of the H spectrometer.

3.3 The Spectrometer

The H spectrometer is a forward angle instrument designed to detect inclusive and
semi-inclusive deep inelastic scattering events. The positron beam pipe traverses the
detector at the centre, thus defining thez-axis of the H coordinate system. The
y-axis is pointing upwards, while thex-axis is assigned to the horizontal component,
pointing outwards (=left) from the ring centre. The proton beam pipe passes through the
detector atx = 71 cm, parallel to the positron beam. The detector is thus split into two
symmetric halves above and below the HERA plane.

Figure 3.3 shows a profile of the setup. The most prominent component is the spec-
trometer magnet, which divides the installation in the front and back part of the detector.
In the magnet area, steel plates shield the HERA beams from the magnetic field. The
magnet defines the upper limits on the geometrical acceptance, which are given by polar
angles of|θx| < 180 mrad in horizontal and|θy| < 140 mrad in vertical direction. For the
vertical case, the steel plates cause a lower limit of|θy| > 40 mrad.

In conformance with the two basic tasks of the spectrometer,its components can be
grouped into two categories: the particle tracking system and the particle identification
system. The two groups will be addressed in the following. Itshould be noted that the
H setup incorporates a number of special purpose detectors which are neglected
due to their irrelevance for this work. This includes the silicon detector and the muon
detectors.

An exhaustive review of the H spectrometer can be found in [Ack98].
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3.3.1 Tracking

The task of the tracking system is to determine the origin, angles and momentum of the
particle tracks. The positions of the particles are mainly registered using drift chambers,
which constitute the front and back tracking system, respectively, depending on their
position relative to the magnet.

The magnet provides an integrated deflection power of 1.3 Tm, causing a horizontal
bending of the particle tracks. The front and back partial tracks are merged by a pattern-
matching algorithm, the deflection yields the particles momentum and charge. The pro-
cedure is described in detail in [Wan96]. In addition, the back partial tracks are also
used to match the signal of the particle identification detectors (see next section) with the
corresponding track.

The front tracking system is complemented by an additional drift vertex chamber,
which serves to improve the determination of the event vertex and the angular resolution.

3.3.2 Particle Identification (PID)

The task to identify the observed particles can be divided into two steps. The first
step, the discrimination between electrons and hadrons, isperformed using the signals
from the lead glass calorimeter, the pre-shower detector and the transition radiation de-
tector (TRD). Hadrons are then subsequently identified using their signal in the RICH
detector. The redundancy introduced by using four separatedetectors to distinguish
between leptons and hadrons not only improves the final result, but is also crucial for
the calibration of the individual detectors. The lack of such possibilities for hadron iden-
tification with the RICH detector introduces difficulties which will become apparent in
section 5.2.2.

The Calorimeter. The electromagnetic calorimeter [Ava98] consists of two arrays of
420 radiation hard lead-glass blocks, arranged in 10 rows and 42 columns. Particles
incident on the calorimeter wall deposit part of their energy in form of photon showers
in the material, which in turn are detected using photomultipliers.

Since leptons deposit almost their entire energy in the calorimeter, the ratio of de-
posited energy and momentum is peaked aroundE/p ∼ 1. Hadrons only deposit a
fraction of their kinetic energy through ionisation energyloss, resulting in an average
E/p ∼ 0.4− 0.5.

Apart from lepton-hadron discrimination, the calorimeterprovides a fast first-level
trigger for scattered positrons and allows the determination of the energy of photons
coming from radiative effects orπ0 andη decays.

The Pre-shower Detector. H features three sets of hodoscopes (labelled H0
through H2 in Fig. 3.3), of which H2 (the pre-shower detector) provides particle identi-
fication information. For this task, H2 is preceded with a passive radiator (11 mm lead
sandwiched between to 1.3 mm stainless steel sheets). Whilehadrons deposit only a few
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Momentum integrated response spectra of the PID detectors.Shown is the count rate as
a function of deposited energy (normalised to momentum in case of the calorimeter). The
distributions reflect the descriptions in the text. The figure was taken from [Wei02] and is
extracted from the year 2000 data production.

MeV in the detector, the lepton signal is much broader and at energies between 20 and
40 MeV.

The other two hodoscopes provide trigger information. While H1 provides a fast
first-level trigger together with H2 and the calorimeter, H0was introduced in 1996 to
suppress the background generated from the proton beam. Itsforward position in the
detector allows the separation of particles going ’backwards’ in the detector, along with
the proton beam line.

The Transition Radiation Detector (TRD). Transition radiation is emitted, when
charged particles with relativistic energies traverse theboundary between two media
with different dielectric constants. The threshold is related to theLorentz factor and lies
at aboutγ = E/mc2 ∼ 100. For leptons3 and hadrons with an energy of 5 GeV, the factors
areγl ∼ 10000 andγh ∼ 35, so that only leptons emit transition radiation.

Due to the low emission probability, the TRD is composed of six identical layers,
each layer consists of a fibre radiator and an adjacent proportional wire chamber. Both
hadrons and leptons produce a signal in the wire chambers dueto ionisation of the
Xe/CH4 gas, but in combination with the transition radiation, the energy deposited by
the leptons is approximately twice as large.

In summary, the combination of the detector responses enables a lepton-hadron dis-
crimination of better than 98%, using a likelihood method summarised in section 5.2.1.
A more thorough review can for example be found in [Wen99].

3Here, the termleptonsdenotes electrons and positrons.
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Momentum dependence of the
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The RICH Detector. Charged particles which traverse a medium with a velocity higher
than the speed of light in the medium emit electromagnetic radiation. The angle with
which this radiation is emitted specifically depends on the refractive index of the radiat-
ors and the velocity of the particle. Thus different particles have a different momentum
dependence of theiřCerenkov angle due to their different masses.

The task of the RICH detector is to discriminate between pions, kaons and protons in
the hadron sample. To do so, the detector utilises a combination of two radiators, a clear
silica aerogel (refractive indexn = 1.03) and a C4F10 gas radiator (n = 1.0014). This
relatively new combination allows to span the kinematically difficult region between 2
and 10 GeV, which contains most of the hadrons at H. The resulting distribution
of Čerenkov angles is shown in figure 3.5. A more thorough introduction to the RICH
detector can be found e.g. in [Ako02].

3.4 Data Structure & Data Acquisition System

In the following section a quick overview over the structureof the H data and its
data acquisition system is given. The purpose is mainly to introduce some jargon used
in this work; and also for completeness. The article [Ack98]contains more information
about the particle tracking and the read out electronics. A more thorough review of the
H data processing can be found in [Dür95].

3.4.1 Data Structure

The largest logical unit to group the H data is given by thedata taking period,
usually labelled by the year of running. It’s basically defined by the time between to
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major shutdowns, in which H is running with a fixed configuration. During major
shutdowns experimental components might change, e.g. by the addition or replacement
of detectors. Also H might change its operation mode, like for example switching
from positron to electron running or vice versa. The data taken during one period is
processed several times, taking advantage of increased understanding of the experimental
conditions (compare Sec.3.4.2). Thisproductionsare labelled with the data taking period
and a letter denoting the production generation. The data inthis thesis, for example, was
taken from the 00c1 production, the 3rd reprocessing of the data taken in the year 2000.

The next unit — thefill — is defined by the operation of the H storage ring, which
was already described on page 20. During one fill, the shift crew might switch operating
modes, a common example is the switch from normal polarised running to unpolarised
running with a high density gas target at the end of a fill.

When H is running, the recorded data is stored in chunks of about 460MByte
size, theruns. A new run is also started by the shift crews when the conditions change
considerably, e.g. when switching from normal to high density target operation.

Runs are divided into 10 second units calledburst. In this intervals, slowly vary-
ing quantities like beam current and target polarisation are read out and stored in the
slowcontrol data tables.
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Figure 3.6
Two fills from the year 2000 data taking period. The positron beam current drops steadily
due to the particle loss caused by interactions in the experimental areas as well as sources
like the residual gas in the beam pipe. At the end of the fill, high density gas is injected
into the target cell to make better use of the remaining beam,causing a steeper drop of the
current. As can be seen by the indicated two hour intervals, atypical positron fill lasts for
∼ 12 hours.

Figure 3.6 shows two typical fills of the year 2000 data takingperiod. To give an
idea about the involved time scales, markers have been drawnevery two hours for the
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first complete fill shown. The fill can be clearly divided into two parts. Between runs
16653 and 16789 data was taken using polarised Deuterium as target gas. Since each
run represents about the same amount of data, the number of runs taken per two hour
period drops with the beam current4. The last part of the fill shows a steeper slope for
the beam current, which is caused by the high density target gas. In case of the first fill,
the high density gas was Neon, the less steep drop at the end ofthe second fill is caused
by Hydrogen.

3.4.2 Data Acquisition & Production

Particles of numerous sources are traversing the spectrometer at any given time, caus-
ing signals in the various detectors. A trigger system is used to filter out events whose
structures indicate a physical process of interest. If a trigger is generated, a read out of
all detector components is initiated. During the read out, no new data can be accepted,
so that the number of generated and accepted triggers might differ. The ratio defines the
dead time of the experiment

δdead= 1−
Tacc

Tgen
. (3.1)

Several triggers are defined, requiring different sets of signals.Trigger 21is the main
physics trigger, designed to filter out DIS events from the background noise. It requires:

• Coincident signals in the hodoscopes H0, H1 and H2.

• An energy deposition in the calorimeter above a certain threshold (usually 1.4 GeV
for polarised and 3.5 GeV for unpolarised target operation). This signal is usually
caused by the scattered beam particle.

• A reasonable timing of the signals. This filters out e.g. particle showers initiated
by the proton beam which go backwards in the detector.

The detector read out is performed by the data acquisition system (DAQ). At this
stage, the data is still in a raw format, containing channel numbers and digital signal
values stored in the EPIO format (Experimental Physics Input Output Package). In a first
step, the data is converted by the H decoder (HDC) into the ADAMO format. HDC
takes into account further input like calibration data and information about the detector
geometry, which are optimised with each generation of data production. External influ-
ences like for example the atmospheric pressure can affect the detector responses and are
accounted for in the calibration (see Fig. 3.7).

The numerous read out values of the different components have to be converted into
information which is usable for the data analysis. This is done by the H recon-
struction software (HRC). Using a tree search algorithm, particle tracks are reconstruc-
ted from the hit locations in the wire chambers. By combiningthe front and back partial
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Figure 3.7
TRD response to leptons before (upper panel) and after (lower panel) detector calibration.
Shown are the values for the top and bottom part of the detector. As can be seen, the un-
calibrated response varies over time. After correction, top and bottom part of the detector
show an identical, flat leptons signal. For the runs 5825-5835, the high voltage of the top
part of the TRD was set to 3000 V instead of the usual 3100 V, resulting in the lower signals
in the ’a’ and (less so) ’b’ production. The other PID detectors were used to select the lepton
sample. It should be noted that for the ’a’ production, the PID cuts are looser, so that the
lepton sample is likely to be less clean.

tracks, the momentum is determined [Wan96]. Based on the reconstructed tracks, the re-
sponses of the individual PID detectors are associated withthe corresponding particles.

Apart from the time critical detector signals, there are other parameters of interest
which are only slowly changing over time. These values are recorded by the slow control
system. Examples are information about the state of the H beam (current, polarisa-
tion, . . . ) as well as various H operation parameters like voltages, target state and
pressure gauges. The parameters are read out in regular intervals in the order of seconds
or minutes, and stored chronologically in ADAMO tables. Onefile per fill is produced.
Similar to the physics data, the slow control data is subsequently supplemented with
additional expert information (e.g. smoothed polarimetermeasurements).

The last step of a data production combines the HRC output andthe slow control
data to provide a uniform source of information for the analysis programs. During this
step, the amount of data is further reduced by leaving out information only relevant for
detector studies and not for physics analysis. Also the particle identification is performed
at this point, relying on the PID detector responses and calibration information provided

4Of course also other factors, like a break in data taking, caninfluence this value, but according to the
logbook this is not the case for this fill.
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by the detector experts. Further input is concerned with data quality. The detector experts
identify periods with faulty or unreliable detector operation. The corresponding data sets
are marked accordingly or even left out of the production. The output is stored run-wise
in so calledµDST files, which are then used as input for the physics analysis programs.
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Chapter 4

Monte Carlo Simulation

Monte Carlo simulations are an indispensable tool in particle physics. Many aspects
which play a role in the understanding of experimental results — and the influences on
them which possibly need to be accounted for — cannot be calculated rigorously in an
analytical way. Instead, parametrisations and models are used, that allow to simulate the
processes of interest on a statistical basis. For example, the simulation of a DIS event re-
quires information coming from a number of sources: the event kinematics are generated
(in terms ofν andQ2) according to the differential cross sectiond2σ/dνdQ2, the struck
quark is chosen using a parton distribution function (PDF) parametrisation (e.g. GRV
[Glü98], MRS [Mar00] and — the standard choice at the moment— CTEQ6 [Pum02]).
Also the subsequent hadronisation of thestruck quark⇔ remnant targetsystem has to
be simulated using phenomenological models. Here, the Lundmodel [And97] is the tool
used in the H Monte Carlo programs. The situation becomes even more complex
when further possibilities are taken into account, e.g. radiative effects. The Monte Carlo
method allows to extract the distributions resulting from the convolution of all these dif-
ferent probability functions.

Experimental results frequently rely on the ability to quantify influences on the data
based on such simulations. The analysis of hadron multiplicities presented in Chapter
5 makes use of Monte Carlo predictions to estimate the dilution of the DIS sample by
elastic vector mesons. Also radiative effects and the limited H acceptance are ac-
counted for by comparing Monte Carlo simulations with and without these influences.

In the beginning of this chapter, a short overview is given onthe H Monte
Carlo program suite (as far as they are relevant for this thesis). A bit more attention is
then given to the H smearing generator (HSG), which was implemented as part
of this work as a way to circumvent the time consuming detector simulation. HSG can
not ultimately replace the full tracking of the particles inthe detector, but it proved to
be an invaluable tool for Monte Carlo studies. The main application of HSG has been
the iterative tuning of the Lund fragmentation model to H energies, and this topic
forms the remainder of this chapter. After an introduction to the Lund model, the tuning
method is described. In conclusion, the status of the Lund tuning is presented.

31
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4.1 The H Monte Carlo Setup

GMC

HMC

HRC

microDSTwriter

HSG

Figure 4.1
Overview of the
H Monte Carlo
chain

The H Monte Carlo consists of a set of programs which
act as building blocks for a complete Monte Carlo chain (see
Figure 4.1). Each Monte Carlo production starts with aGen-
erator Monte Carlo (GMC) program. Several event gen-
erators are available which are suitable to simulate different
aspects of H physics. Their output can be considered
as a simulation of what “really” happens on the physics level.
For a reasonable comparison with experimental data, however,
further effects have to be taken into account which are inevit-
ably introduced by the measuring process: Depending on the
kinematical regime, only a certain part of the particles in fact
traverse the detector. There, they might interact with detector
(and target) material before their kinematic properties can ac-
tually be measured. In the form of (multiple) scattering, these
interactions influence the energies and the measured anglesof

the tracks. Since the particle momentum is determined by thebending of the tracks
induced by the spectrometer magnet, also the momentum determination is affected. Ad-
ditionally, the radiation of Bremsstrahlungsphotons biases the detected energy of the
particles. Finally, the detector signals have to be interpreted by the reconstruction pro-
gram. The reconstructed track properties (momentum, angles, particle type, . . . ) are
subject to inefficiencies like the limited detector resolution, misidentifications or even
complete particle loss if the signal does not allow to decodethe information.

The acceptance and particle interaction effects are calculated by a program called
H Monte Carlo (HMC) . It contains a model of the H detector and the tar-
get based on the GEANT toolkit [Bru78]. For each particle, the transition through the
detector is simulated taking into account the interaction cross sections with the material
it traverses. The HMC output contains the response of the detector components, such
as the signals from the individual wires of the tracking chambers. It is thus similar to
the actual detector responses recorded from the experiment, except that it contains in
addition the Monte Carlo information such as particle type and the originally generated
particle kinematics.

Due to the compatible data format, the HMC output can be fed directly into theH-
 reconstruction (HRC) program, which is also used to decode the detector response
of the real experiment (see Sec. 3.4.2 on page 27 and [Wan96]). Since the procedure to
transfer the detector response into actual track properties is thus identical for experiment
and simulation, all possible biases introduced at this stage are automatically accounted
for.

As a last step, the data is usually passed through theµDST writer. This step is ana-
logous to the experimental data productions. The result is adata set whose format is
compatible to experimental data set, except for the additional Monte Carlo information
(true particle type, true track kinematics, . . . ).
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4.1.1 Event Generators

The generator Monte Carlo programs usually combine two steps in the event generation:
a physics generator simulates the interaction of the initial state particles. The hadron-
isation of the ensuing system into its final state detectableby the spectrometer is then
performed by applying a fragmentation model. The latter task is performed in the H-
 Monte Carlo using the J program, which utilises the Lund string fragmentation
model (see Sec. 4.3.1)1 2 .

For this work, two generator Monte Carlo programs were used.The main work was
done using thegmc disNG package. This program uses event generators specialised to
simulate deep inelastic scattering: P [Man92] for polarised scattering, and its prede-
cessor, L [Ing97a] for the unpolarised case. Apart from the basic DIS process, they
can simulate photon-gluon fusion (PGF) and QCD Compton (QCDC) processes. Results
from gmc disNG can be compared to experimental data both on cross section level as
well as normalised to the number of DIS events. This generator was used for both the
tuning of the Lund fragmentation model (see Section 4.4) as well as for the radiative and
acceptance correction in the course of the extraction of theBorn multiplicities (Sec. 5.4).

While L and P are an excellent tool to study the DIS process, the number of
considered physics processes is rather limited. In particular, they do not account for the
exclusive production of vector mesons, whose influence on the data had to be studied
in the course of the multiplicity extraction. For this task,the P ([Sjö01],[Sjö03])
event generator has been used3. P is a general purpose event generator which takes
into account a variety of processes. For this work, a specialversion of P 6.2 has
been used which was adapted to H energies with special emphasis on the exclusive
vector meson production [Lie04].

Apart from these, a number of other generators are availableat H, all with a
more constrained field of application. Examples are specialised generators for exclusive
vector meson production (DIPSI, rhoMC) and heavy flavour events (AROMA [Ing97b]).

4.2 The H Smearing Generator

The H smearing generator (HSG) is designed as a replacement for the HMC/HRC
part of the Monte Carlo chain. It substitutes the time consuming simulation of the particle
interactions with the detector material, which are otherwise calculated using the GEANT
detector model. Instead, HSG uses a set of look-up tables which contain information on
how the kinematic variablesθx, θy and the momentump are affected. In some cases,
particles can be absorbed completely (or scattered out of acceptance). This is accounted
for by applyingloss functions, which also reflect inefficiencies in the tracking algorithm.

1J initially was a stand-alone application (versions 1-7), but it was later included in the P 6.1
package, thus the main source of information about the program is the P manual [Sjö03].

2Also the independent fragmentation model is available as option, but is usually not used in the H
Monte Carlo.

3P is incorporated in thegmc pythia6 package.
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Naturally, this method constitutes a significant approximation with respect to the
original simulation and as such should be used with care. On the other hand, the reduced
complexity results in vast time savings. While a full detector simulation of 100000 events
takes about 24 hours, HSG reduces the time span to about 15 minutes. This makes the
smearing generator a useful tool for initial Monte Carlo studies, once it has been ensured
that the approach reproduces the physical features of interest.

The status of HSG is presented here as it was implemented for the tuning of the Lund
model. It should be noted that subsequently, additional effort was put into the program
to extend its capabilities. A first step was the inclusion of the detection of short tracks in
HSG [Die03]. Recently, work has been done to include photonsin HSG [Gul04]. This
will allow to use HSG for DVCS4 studies and to reconstructπ0 in HSG generated data.

4.2.1 Implementation

HSG was developed for the efforts to tune the Lund model. It was first designed as a set
of functions internal to a specific Monte Carlo analysis code[Men01]. In the course of
the work presented in this thesis, the algorithm has been reimplemented as a stand-alone
application which can be plugged into the chain of H Monte Carlo programs (see
Fig. 4.1). HSG was also extended to differentiate between the detector configurations be-
fore and after the replacement of the original thresholdČerenkov detector with the RICH
in 1998. As can be seen from Fig. 4.3, the introduction of the RICH had a significant
impact on the momentum resolution at low particle momentum.

For each of the two configurations, Monte Carlo data was produced which included
the full simulation of the detector. For the detector configurations before and after the
introduction of the RICH detector (“1997/1999 geometry”), 7.5 and 10 million gener-
ated DIS events were used, respectively. Since both the generated and reconstructed
track properties are stored in the data structure, the detector effects can be studied. The
quantities

∆p/p = (prec− pGMC)/pGMC, (4.1a)

∆θx = θ
rec
x − θGMC

x , (4.1b)

and ∆θy = θ
rec
y − θGMC

y (4.1c)

represent the resolution of the detector, whereGMC denotes the generated values and
rec the values reconstructed by the tracking algorithm. The variables

θx = arctan(cos(φ) · tan(θ)) and (4.2)

θy = arctan(sin(φ) · tan(θ)) (4.3)

are the horizontal and vertical projections of the polar scattering angleθ, respectively.
Figure 4.2 shows the quantity∆p/p for hadrons and leptons with a momentum

between 7 and 8 GeV. Both leptons and hadrons are subject to a Gaussian smearing

4deeply virtual Compton scattering, see e.g. [Ell03], [Kra05a].
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Momentum smearing of elec-
trons/positrons and hadrons. Shown
is the difference between the original
momentum of the particles as as-
signed by the Monte Carlo generator
and their respective momentum after
passing a full GEANT simulation of
the H detector. The difference
was normalised to the original
momentum. The momentum is
broadened to a Gaussian distribution
by the detector resolution. Addition-
ally, leptons are subject to energy
loss by Bremsstrahlung.

around the original momentum value. This symmetric effect is due to the limited resol-
ution of the detector. Additionally,e+ ande− feature tracks with considerably stronger
energy loss. This tail is due to radiation of Bremsstrahlungin the detector material.

Similar distributions for all three quantities defined in Eq. 4.1 were obtained in 1 GeV
momentum bins for leptons and hadrons separately. This binning reveals the momentum
dependence of the detector resolution , which is given by thewidths of Gaussian func-
tions fitted to the individual distributions. They are shownin Fig. 4.3 for the two particle
groups and the three resolution variables. The empty and full symbols show the result
before and after the installation of the RICH detector, respectively. The RICH detector
had a negative impact on the resolution due to the additionalamount of detector material.

In order to avoid binning effects, the original distributions were scaled with a fit to the
momentum dependence of the resolution, yielding histograms with only minor variations
in the distribution widths plus the additional radiative tails. They serve as look-up tables
for the smearing generator: For a lepton or hadron track withgiven propertiesp, θx and
θy, HSG applies modifications to these values selected randomly according to the relevant
distributions. Taking into account the scale factor, the new (smeared) track kinematics
are obtained by

pHSG = pGMC · (∆p/p · f ∆p/p(pGMC) + 1), (4.4)

θHSG
x = θGMC

x + ∆θ′x · f ∆θx(pGMC) (4.5)

and θHSG
y = θGMC

y + ∆θ′y · f ∆θy(pGMC). (4.6)

The fit functionsf a(pGMC) are also shown in Fig. 4.3.
In addition to particle smearing, there is also the possibility that particles are not re-

gistered at all, either due to inefficiencies of the tracking algorithm or due to interactions
with the detector material, causing for example the track being bent out of acceptance.
By comparing fully tracked and reconstructed data with a sample only including the
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smearing, the influence was estimated and fitted (see Fig. 4.4). HSG takes these effi-
ciencies into account by rejecting smeared particles with aprobability corresponding to
the respective function. Generally, the correction is in the order of a few percent. For
kaons, however, the loss is generally larger than 10%, with astrong decline for low mo-
menta. This behaviour can be attributed to the by 50% shorterlife time of the kaons
with respect to the pions. The life time difference in the laboratory frame is even much
larger due to the fact that the Lorentz factor is inversely proportional to the mass and thus
γPion ∼ 3 · γKaon for the same momentum. Thus, a certain fraction of the kaons decays
while traversing the detector, which in the standard Monte Carlo is simulated by HMC.
HSG has to account for this effect by applying a larger particle loss probability to kaons.
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Figure 4.4
Loss functions used in HSG for the ’1999’ setting. The particle loss due to tracking ineffi-
ciencies and interactions with the detector material was estimated by comparing the particle
yields after full tracking and after applying smearing corrections only, both in H ac-
ceptance.

4.2.2 Comparison of Tracked and Smeared Data

As stated before, HSG was implemented in this work mainly with the Lund tuning ef-
forts in mind. Thus, the aim was to reproduce the data properties which were used for
the tuning, namely the hadron multiplicities versus various variables. In this section, the
effect of smearing with HSG is compared to the one of full Monte Carlo tracking using
HMC and HRC. For this task, a Monte Carlo production with 20 million generated DIS
events was used, which was then fed to HMC/HRC or HSG, respectively. So the input
to both alternatives was identical. The cuts correspond to the ones used in the data ana-
lysis (Table 5.3 on page 61). In particular, all data sets (including theGMC set without
detector effects) are subject to a box acceptance cut as specified in the referenced table.

When comparing the results it should be kept in mind that HSG never was designed
to be a replacement for tracking with HMC and HRC. The smearing generator is able to
reproduce a large part of the detector influence on the data, but the agreement is definitely
not perfect. Nevertheless, it has proven to be a very useful tool for Monte Carlo studies
and for the tuning of the Lund model.

Figure 4.5 shows theQ2 andW2 distributions of semi-inclusive DIS positrons ob-
tained from HSG in comparison to the result without any detector smearing (generated
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Figure 4.5
Distribution of semi-inclusive DIS positrons vs.Q2 and W2. Shown are the yields after
smearing (HSG) and a full detector simulation (HRC) in comparison with the input data from
the Monte Carlo generator (GMC). HSG can largely reproduce the detector and tracking
effects on the generated events. The observed discrepancies donot alter the usefulness of
HSG for the studies it was designed for.

(GMC)) and with full tracking (tracked (HRC)). HSG is able to reproduce a large part
of the detector and tracking influence on thee+ yields. Especially from the ratios in the
lower part of the plots, some discrepancies between full tracking and smearing become
apparent. For lowerW2, HSG causes the loss of too many positrons. VersusQ2, this
effect is distributed almost uniformly over the entireQ2 range.

A selection of hadron multiplicities is shown in Fig. 4.6. Again, three data sets are
shown, corresponding to the multiplicities before detector effects and the multiplicit-
ies after full tracking or smearing, respectively. The datawas obtained using the same
cuts and Monte Carlo productions as the one presented in Fig.4.5. The multiplicities
of π− and K− versusz on the bottom show a very good agreement between HSG and
HMC/HRC. For the multiplicities of positive pions and kaons versus momentum on the
top, slight discrepancies in the high statistics region around 5 GeV are visible. Neverthe-
less, the agreement is good enough to warrant the application of HSG for the tuning of
the Lund model.

4.3 Fragmentation Models

Fragmentation models bridge the gap between the short time scale, hard scattering pro-
cess calculable from perturbation theory and the final stateparticles observed in the de-
tectors. They can be grouped into three main schools of thought: cluster fragmentation,
independent fragmentation and string fragmentation. The reason for the fact that differ-
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same input, HSG produces multiplicities in good agreement with the ones obtained by a full
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ent models with different approaches exist can be seen in the lack of understanding of
the hadronisation process from first principles.

In the following, the emphasis is put on the Lund model (Section 4.3.1). It is the most
successful and most widely used model to date and furthermore is the model of choice
used in the H Monte Carlo programs. Section 4.3.2 summarises the ideas behind
the other models. A more profound comparison (and description) of the models can be
found in [Sjö88].

4.3.1 The Lund Model

The Lund model is based on themassless relativistic stringas a model for the QCD
colour force fields between quarks and gluons. It provides a pictorial approach in model-
ling the quark (and gluon) dynamics during the fragmentation process. The Lund model
is able to reproduce many of the dynamic properties of hadronproduction. Today it is
the most widely used model to simulate the properties of fragmentation processes. In
particular, the Lund model is used in conjunction with the H Monte Carlo gen-
erators L, P and P. In the following, a short introduction and overview is
given. The basic ideas of the Lund string fragmentation model can be found in [And83a].
Later, the model has been refined and extended. In [And83b], the symmetric fragmenta-
tion function (Eq. 4.9) has been introduced. Other additions concern the fragmentation
of multiparton jets ([Sjö84b], [Sjö84a]) and an extendedbaryon production mechanism
(→ popcorn model, [And85]). A very exhaustive and detailed description can be found
in [And97].

t0

t1

t2

t3

t4

tt

xx
2 · E02 · E0

q0
q̄0

A

qA
q̄A

B

qB

q̄B

Figure 4.7
The massless relativistic string in the Lund model. The lefthand side illustrates a bound
state of two particles. At the turning points of the particles (t1, t3) the complete energy of
the system is contained within the string spanned between the two particles. The process
of fragmentation in the Lund model is shown on the right hand side: New qq̄ pairs can
be produced along the string, causing a breakup into separate bound states which contain
different fractions of the total original energy.

The underlying principle of the Lund model — the massless relativistic string —
is illustrated in Fig. 4.7 for the case ofe+e−-annihilation. Aqq̄-pair is produced at a
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single point in space-time. Owing to the energy obtained in the original process, they
start to move apart in opposite directions. The attractive force due to the colour field
between the quark and the anti-quark is represented by the massless relativistic string
spanned between the two objects. The constant forceκ caused by this string gives rise to
a linear potential. Thus a stable meson configuration produces a so-called yoyo-mode, in
which the system oscillates between states where all energyis contained in the particles’
momentum (t0, t2) and the turning points where the energy is contained in the string of
length∆x stretched between the particles (E = κ · ∆x). The amount of energy per unit
length has been deduced from hadron spectroscopy to beκ ≈ 1 GeV/fm.

For sufficiently high energies, newqq̄-pairs can be produced along the force field.
This corresponds to creating new end points and thus to the breakup of the string into
two parts. As there is no force field between the new particlesbut an attractive force
towards the original ones, the two systems immediately separate from each other and
can be treated as isolated.

Several string breaks can occur, until the individual systems reach a cut-off energy
threshold. Figure 4.7 shows an example with two string breaks at the verticesA = (xA, tA)
andB = (xB, tB). In this case, the final state would consist of three mesons.For instance,
q̄A andqB from the adjacent vertices A and B form the final stateSAB, whose energy and
momentum are given by the vertex positions in space-time:

E2 − p2 = m2 = κ2
[

(xA − xB)2 − (tA − tB)2
]

. (4.7)

This illustrates the relation of the vertex positions and the mass of the final state con-
taining the string in between and its end point quarks. The interesting consequence of
Eq. 4.7 is that, in order for the massm to be real, the distance in space-time between the
vertices A and B must be space-like. This in turn means that the time-ordering of the
string breakups is just a matter of the frame of reference, there is no universalfirst and
last vertex.

The Lund model uses an iterative approach to simulate the fragmentation process.
An iteration essentially consists of three steps:

Flavour Selection. In the first step of each iteration, the flavour of the newqq̄ pair is
chosen. Massless quarks without transverse momentum couldbe produced at one point
in space-time and then be pulled apart by the force field (as depicted in Fig. 4.7). If
the quark masses and transverse momentum are taken into account, however, the quark
and anti-quark have to be produced in a certain distance fromeach other to account for
the energy contained in the transverse massm⊥ =

√

m2 + p2
⊥. In a quantum mechanical

picture, the quarks may be produced at one point to then tunnel out into the classically
allowed region. The tunnelling probability is given by

P ∼ exp

(

−
πm2
⊥

κ

)

= exp

(

−πm
2

κ

)

· exp

(

−
πp2
⊥

κ

)

, (4.8)

which gives rise to a suppression of heavy quark production (u : d : s : c ≈ 1 : 1 : 0.3 :
10−11). Thess̄production probability relative to the lighter quarks is a free parameter of
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the model (strangeness suppression factor,PARJ 2), since the quark masses are difficult
to assign. Also the Gaussian width of the transverse momentum distribution can be
adjusted (see page 49).

Hadron Selection. Once the quark flavours which form a new bound state have been
selected, the spin and angular momentum state of the compound has to be decided. Con-
cerning the two possible spin couplings, a vector meson to pseudo-scalar meson ratio
of 3:1 could be expected due to the relative number of available spin states. However,
this effect is countered by the spin-spin interaction of the constituents, which suppresses
the vector meson production with respect to pseudo-scalar meson production. The rel-
ative probabilities can be set in the parametersPARJ 11 (for mesons containingu andd
quarks; default: 0.5) andPARJ 12 (s quarks; 0.6).

q0 q̄0
q1 q̄1

r r̄

g ḡ

bb̄
effective field

field between q̄q pairs

Figure 4.8
Popcorn baryon production

While mesons emerge rather naturally as bound
states consisting of a string with aq andq̄ as end points,
there is no clear and unique way to produce baryons
in this model. Three alternatives are implemented in
J. In the simplest form, baryons arise by repla-
cing theq—q̄ pair with a q̄q̄—qq configuration (both
qq andq̄ are colour anti-triplet states). Again, the relat-
ive probability can be adjusted (PARJ 1). While in this
simple model baryon and antibaryon are automatically
produced as nearest neighbours, the alternativepopcorn
modelallows for one (simple popcorn [And85]) or sev-
eral (advanced popcorn [Edé97]) mesons to be produced
in-between. No diquarks are produced, but baryons arise

from the successive production of severalqiq̄i pairs with different colours. In Figure
4.8, the initial endpointsq0q̄0 are assumed to be of typer r̄ (red and anti-red). Instead
of producing another ¯rr pair, e.g. a greengḡ pair is created. The non-vanishing field in
the centre is of typēbb (b = blue). A new pairq3q̄3 of the right type would now experi-
ence an attractive force for the quark and anti-quark towardsq0q1 andq̄0q̄1, respectively,
resulting in a colourless baryon and anti-baryon state. Additional bb̄ pairs can result in
meson states between the baryon and anti-baryon.

String Fragmentation. At this stage, the hadron (and thus its mass) has already been
decided upon, as well as the transverse momentum components. What is left is the choice
of the total energy and consequently the particles longitudinal momentum. The fraction
z of the total available energy to be assigned to the new particle is given by the Lund
symmetric fragmentation function [And83b]

f (z) ∼ z−1 (1− z)a exp

(

−
bm2
⊥

z

)

. (4.9)

The variablesa (PARJ 41) andb (PARJ 42) are instrumental to regulate the distribution
of energy across the final states. Figure 4.9 shows the characteristics of the function for
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Figure 4.9
The symmetric Lund fragmentation function (Eq. 4.9) for different values ofa andb.

varying values ofa (left side) andb (right side) while keeping the other variable fixed.
All functions have been normalised to unity. As can be seen, lower values ofa shift
and broaden the distribution towards higherz, while lower values ofb have the opposite
effect.

The functional form of Eq. 4.9 is motivated by the requirement that the fragmenta-
tion process should be independent of the choice of the direction the fragmentation is
performed along the string [And83b]. In fact, at each iteration the Lund algorithm is
randomly choosing a string end from which the fragmentationtakes place. Once the
remaining energy has dropped below a given value (PARJ 33), two hadrons are pro-
duced after a final string break. This avoids the problem of putting the last hadron on the
mass shell while being at the same time completely constraint by energy and momentum
conversation.

4.3.2 Alternative Models

Independent Fragmentation

In many aspects, the independent fragmentation (IF) model is similar to the string frag-
mentation model. But while in the latter the whole initial parton configuration is taken
into account for the fragmentation (e.g.q↔ qqafter a DIS process on a baryon valence
quark), IF treats the fragmentation of each jet independently.

The fragmentation of the initial quarkq is triggered by the creation of a newq1q̄1 pair
with opposite and compensating transverse momenta (given by a Gaussian distribution)
(Figure 4.10). The energy fractionz taken by the new mesonqq̄1 is again determined
by a distribution functionf (z). Several functions have been used, a common form is the
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Figure 4.10
The independent fragmenta-
tion model.

W+ = E + pL q
q̄1

q1
q̄2

q2
q̄3

z1 ·W+

z2 · (1− z1) ·W+

z3 · (1− z2)

· (1− z1) ·W+

remainder

Field-Feynman parametrisation

f (z) = 1− a+ 3a(1− z)2 (4.10)

with a default value ofa = 0.77 [Fie78].
The concept of independent fragmentation has some shortcomings not found in e.g. the

string fragmentation model. One issue are the small violations of conservation of energy,
momentum and flavour. These come about, for example, by the fact that the last parton
with an energy below a certain threshold (“remainder” in Fig. 4.10) is discarded. Fur-
thermore, particles produced with a very small energy fraction z move backwards in the
jet (pL < 0) and are usually also discarded.

Several model extensions exist which fix these issues, the implementations most com-
monly used are the Hoyer et al. [Hoy79] and Ali et al. [Ali80] programs.

The other problem of the independent fragmentation is that its formulation is not
Lorentz-invariant, the outcome depends on the chosen reference frame. As a work-
around, the fragmentation is always carried out in the c. m. frame. However, there
is neither a physical motivation for this restriction nor does the workaround scale well
beyond simple 2-jet events.

Cluster Fragmentation

The cluster fragmentation model (Fig. 4.11) utilises a QCD parton branching mechanism
to obtain the multitude of final state particles. The fragmentation process is basically
divided into three steps: First, parton showers evolve the initial partons far offmass-shell
into partons nearer to mass-shell. The energy sharing in thebranching verticesq→ qg,
g→ qq̄ andg→ gg is given by the corresponding Altarelli-Parisi splitting functionsPab

(see Eq. (2.24)). In a second step, partons in the same regionof phase space are grouped
together into clusters, which in case of high masses fragment into smaller ones. Finally,
the clusters decay isotropically into hadrons.

In general, the cluster model contains few adjustable parameters, like the QCD scale
parameterΛQCD and energy cut-offs. Again various implementations exist, the most
prominent ones being the Webber model ([Web84], [Mar84]) implemented in the HER-
WIG program [Cor01] and the CALTECH-II model [Got87].
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Figure 4.11
Scheme of the cluster fragmentation model

4.4 Fragmentation Tuning

The original J parameters that regulate the fragmentation in the Lund model have
been tuned for high energye+e− collisions. At H, two major tuning efforts were
undertaken to adjust the model to H energies. At first, thea andb parameters of
the Lund fragmentation function (Eq. 4.9) and the Gaussian with σ of the the transverse
momentum distribution were tuned to yields of positive and negative hadrons versusz
and pt in 5 Q2 bins. At this stage detector effects were taken into account applying a
detector correction factor to the generated yields. The resulting Holger tuneis described
in [Gei98] and [Tal98].

Afterwards [Men01], further parameters were taken into consideration. The detector
correction factors were replaced by the HSG, which at this stage was a function internal
to the analysis code. The Monte Carlo data was tuned toh+ andh− yields versusz and
the distribution of all hadrons versuspt.

The tuning effort presented here adds additional complexity to previous work by
considering the hadron multiplicities for pions, kaons andprotons individually, taking
into account the information provided by the RICH detector.Also, the later tuning runs
took into account the elastic vector meson contribution to pion multiplicities versusz,
which in the highz region amounts to about 50% of the pions (see Figure 5.7 on page
71). Since L does not simulate the underlying processes, this contribution has to
be subtracted from the experimental data multiplicities inorder to compare on the same
basis.

Various (and varying) hadron spectra have been included in the tuning process. The
latest and best tune presented in Table 4.1 was adjusted toπ−, K− and antiproton dis-
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tributions vs.z, pt and rapidity. Additionally, the differences between the negative and
positive hadron distributions for the three hadron types and variables were taken into
account. This choice of tuned properties was motivated by problems to simultaneously
adjust the positive and negative kaon multiplicities. A fairly good tune for K− would
result in a too low K+ yield, but increasing the K+ yield automatically lead to an excess
of K−. As possible cause for this discrepancy an additional (= unsimulated) source for
positive kaons was considered (see page 51). The chosen tuneproperties thus emphasise
the negative hadron multiplicities, while still trying to adjust the (for kaons too large)
differences between the distributions.

The comparison to the older parameter sets in this table is calculated including the
charge separated multiplicities for the three hadrons and the three variables. Theχ2 was
calculated running over all bins of the above-mentioned multiplicities, taking the number
of (non-zero) bins as degrees of freedom:

χ2
ndf =

1
nbins

∑

h=
π±

K±
(A−)P

∑

x=
z
pt
η

∑

i

(mh
i (x))2

Exp. − (mh
i (x))2

MC

(σh
i (x))2

Exp. + (σh
i (x))2

MC

. (4.11)

Each multiplicity distribution comprised 20 equidistant bins in the range of 0. . . 1 (z),
0 . . . 2 GeV (pt) and 0. . . 3 (rapidity).

The experimental errors (σh
i (x))2

Exp. included the statistical error as well as the sys-
tematic uncertainty introduced by the RICH unfolding. It should be noted, however, that
the unfolding errors used for latest tune (and also for theχ2 values in Table 4.1) cor-
respond to the now obsolete method used for the June 2004 multiplicity release. More
information about the RICH unfolding can be found in Section5.2.2 on page 63.

In the following, the iterative tuning procedure is described. The parameter space is
explained. Finally, the current status of the tuning efforts is presented.

4.4.1 The Fitting Procedure

The goal of the tuning efforts is to improve the consistency of Monte Carlo generated data
with experimental results. The main approach is the iterative adjustment of a number of
parameters using an algorithm which tries to minimise theχ2 between the two data sets.
Additionally parameters can be fitted by systematically changing the parameter values.
The latter method is reasonable for parameters which are fairly uncorrelated from others.

Even with the HSG, the iterative tuning is very time consuming. Previously ([Men01],
[Tal98]), the tuned multiplicities were not distinguishedby hadron type. Consequently,
it was sufficient to generate in the order of 105 DIS events per iteration. Since one of
the specific aims of the new round of tuning was to make use of the particle informa-
tion provided by the RICH detector, the multiplicities werebroken up into the individual
hadron contributions, thus demanding higher statistics. Usually, three million DIS events
were generated per iteration.

After each iteration, the multiplicities resulting from the current parameter set were
compared to the experimental multiplicities. At this point, a strategy is needed to de-
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cide upon the generation of a hopefully better parameter set. Originally, the downhill
SIMPLEX method [Nel65] as implemented in the MINUIT package[Jam75] was used.
This algorithm has the advantage of being rather robust against fluctuations of theχ2 sur-
face. On the other hand, the algorithm is inherently linear,meaning that one parameter
set after the other has to be evaluated. Since the H PC Farm essentially provides
a multi-processor computing setup, it was desirable to parallelise the evaluation. One
way would have been to distribute the generation of events for each step over several
computing nodes and combine the statistics once all subprocesses have finished. The
disadvantage would have been a higher sensitivity to failures and delays in the Monte
Carlo productions. Any problem in any of then different nodes involved in the compu-
tation would have halted the tuning progress. Additionally, the nodes of the PC Farm are
equipped with different processors and might be subject to different work loads. Thus it
is not possible to a priori decide which work load distribution would result in a minimal
wait time for the last job to finish.

For this reasons, agenetic algorithm[Gol89] has been implemented as an alternative
method. The principle is illustrated in Figure 4.13. The free parameters of a given set are
translated into a string of bits. To do this, for every parameter a minimum and maximum
value is defined, as well as the number of bits which will be used to store the parameter
value. The first bit then defines whether the parameter value lies in the upper or lower
half of the specified interval. Accordingly, the next bit is set by the position within the
upper or lower half. Each additional bit thus doubles the precision of the parameter grid.

The algorithm makes use of a number of parameter sets — the so calledpopulation
— which are ordered in terms of their respectiveχ2 (for the initialisation, see below).
Two parameter sets are chosen from the list, with a bias towards selecting better sets
from the top. Theseparentsare then used to generate two new sets by bit by bit crossing
of the information using a random mask (see Figure 4.13). Forexample, theoffspring
set 1consists of the bits of parent 1 when the corresponding mask value is 1, the other
bits are taken from parent 2. Offspring 2 is constructed in the opposite fashion.

Evidently, if one or several parameter values are identicalfor the two parents, both
offspring sets will again have the same values. This causes the risk of the population to
degenerate, meaning that the limited variety of parameter values prevents the algorithm
from testing the full phase space. To compensate that risk, an additional random element
is introduced, themutationof individual bits. With a certain probability, any single bit
can be flipped. The probability has to be low (in the order of a few percent), otherwise
the information gained in the previous iterations (inherited in the form of the parent
parameter sets) is obscured too much by the random variations.

The two new parameter sets are then evaluated using a common Monte Carlo setup
which consists of the Monte Carlo generator, HSG and the analysis program which ex-
tracts the desired multiplicities. For this purpose, the bit strings are converted to their
corresponding numerical parameter values. These are written into the card files read
in by GMC. Once the Monte Carlo production is finished, theχ2 is calculated and the
parameter set is sorted into the population.

The advantage of this method lies in the fact that it is easilyparallelisable. The
supervising program was running on an interactive node on the PC Farm. It produced
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as many parameter sets as it had processors at its disposal and for each set submitted
a Monte Carlo production job to the batch system. In regular intervals, the supervising
program checked for finished jobs, replacing any completed production by a new one
with new parameters (after having processed the results from the previous). Increasing
the number of parallel productions increases the latency ofthe information transfer, since
for i parallel jobs thenth job only draws from the results ofn-i iterations. Nevertheless,
the available computing setup at H made this approach very attractive.

For theinitialisation of the population, two methods have been used. One possibility
is to start of with random values within the parameter space.These parameter sets got
assigned a highχ2 value and subsequently were replaced by tested sets with known
(better)χ2. Another possibility was to start a new tuning round based onthe knowledge
of previous efforts. Upon initialisation, the supervising program could read in tables
containing parameter sets and their correspondingχ2, thus having a base to start from.

4.4.2 Results

The parametersa (PARJ 41) and b (PARJ 42) of the symmetric Lund fragmentation
function have the major impact on how the available energy isdistributed among the
produced hadrons. Larger values ofa shift the hadron production probability towards
lower values ofz, while the increase ofb causes the opposite effect (see Figure 4.9).
This shift of energy is of course reflected in the multiplicities versusp, xF and rapidity.
Since the default fragmentation settings in L (a = 0.3, b = 0.58) show a too broad
distribution overz, all tuning efforts at H resulted in larger values ofa and smaller
values ofb (see [Gei98],[Men01] and Table 4.1). This can be explained with the much
higher energies to which the default parameters were tuned.In that region, higher order
QCD effects cause additional low energy parton emissions. At H energies, these
effects can be neglected, which has to be accounted for by the adjustment of the Lund
fragmentation function.

Additionally, the Lund fragmentation function can be further modified specifically in
the case of diquark fragmentation. The parameteraqq (PARJ 45) is added to the value of
a if the original or produced object is a diquark. Enlarging this parameter decreased the
proton distributions significantly, while at the same time having only a minor influence
on the other hadrons. Since tunes before the consideration of this parameter showed an
excess of protons, this allowed a better adjustment of the Monte Carlo proton data to the
observed yields.

Theσ parameter (PARJ 21), which corresponds to the width of the Gaussianpx and
py transverse momentum distribution, remained very stable during all tuning efforts. Any
substantial shift of this parameter dramatically deteriorates the data agreement of thept

and rapidity distributions (see Fig. 4.9).
The diquark suppression factor (qqsuppor PARJ 1) determines the probability ratio of

diquark-antidiquark production versus quark-antiquark production:PARJ 1= P(qq)/P(q).
It has a huge impact on the antiproton yields, since the production of an antiproton re-
quires the creation of a new ¯qq̄ pair. Protons are also strongly affected, but since they can
also originate from a new antiquark plus the target remnant,the effect is much less pro-
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Figure 4.13
Schematic overview of the Monte Carlo tuning using a geneticalgorithm. The supervising
program was running on one of the interactive nodes on the PC Farm. The Monte Carlo
productions were submitted to the standard batch system.
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nounced. Of course a higher proton and antiproton yield tends to come on the expense
of the other hadrons. However, due to the much larger statistics of kaons and especially
pions, the effect is hardly visible.

Table 4.1 shows different parameter sets used at H over time. Theχ2 values
given for each tune are based on the charge separatedz, pt and rapidity distributions of
pions, kaons and protons. For every set, 6 million DIS eventshave been generated. The
cuts are equivalent to the ones used in the multiplicity analysis (Table 5.3 on page 61).
Additionally,z> 0.2 was required for thept and rapidity multiplicities.

All Monte Carlo productions used for the multiplicity analysis presented in Chapter
5 are based on the 2004c parameter set. This parameter set wastuned using the JETSET
default parameters as starting point (first parameter column). Variables for the iterat-
ive tuning werePARJ 41, 42, 45, 1, 2 and21. The set 2004c-highpt was further
optimised by performing a parameter scan on the variablesf (PARJ 23) and pf

t (PARJ
24). These two parameters cause a fractionf of the Gaussian transverse momentum
distribution to be a factorPf

t larger than the original widthσ, thus effectively allowing
for non-Gaussian tails. As already stated in [Men01], increasing these two factors con-
siderably improve the agreement with experimental data in the highpt area. Since the
effect on the other distributions is minimal, these parameterswere never included in the
iterative fitting.

Figures 4.14, 4.15 and 4.14 compare 2004c with the JETSET default values and the
all W2 tune from [Men01]. The cuts used to acquire the multiplicities are the same as
for the multiplicity extraction presented in the next chapter (Table 5.3). For the multipli-
cities versuspt and rapidity, only hadrons withz > 0.2 were taken into account. With
respect to theall W2 tune, the agreement of many individual hadron distributions could
be improved. The pion agreement versusz in fact is slightly worse. However, thept and
rapidity distributions show a considerable improvement. Concerning the protons, the
notable excess has been reduced, although — especially versusz — the yields are still
far from perfect. Comparing the antiproton multiplicitiesversuspt and rapidity, it seems
that for the latter case the integrated yield from the 2004c parameter set shows a larger
excess over the experimental yield than is the case forpt. This apparent disagreement is
caused by the fact that the antiproton distributions extendto the negative rapidity region,
where the excess is partly cancelled. For protons, the situation is similar.

For the kaons, the K+ multiplicities has been improved at the expense of the negative
kaons. This is characteristic for all the tuning efforts: a reasonable match in the K+

yields results in an excess of K−, while improving the K− distributions causes too low
K+ yields. The direct handles on the kaon yields — most notably the strange quark and
strange vector meson suppression factors (PARJ 2 and 12) — have only a symmetric
effect. It was considered that there might be other sources for positive kaons that are not
simulated in the Monte Carlo program, thus explaining the shortage of K+ then the K−

yields are matched. A possible candidate was the exclusive production of K+. However,
a recent study [Die05] showed that these channels can only add about 1% to the observed
cross section and thus can not be responsible for the K+ deficiency. This problem has to
be studied further.
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Figure 4.14
Comparison of experimental data with different Lund fragmentation parameter sets as a func-
tion of z.
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Same as Figure 4.14, but versuspt.
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Same as Figure 4.14, but versus rapidity.
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Parameter JETSET JETSET Holger Felix Felix 2004c 2004c
default Tune all W2 highW2 high pt

a PARJ 41 0.30 0.82 1.74 1.14 1.94 1.94
b PARJ 42 0.58 0.24 0.23 0.35 0.54 0.54
aqq PARJ 45 0.50 0.50 0.50 0.50 1.05 1.05
qqsupp PARJ 1 0.10 0.10 0.02 0.03 0.029 0.029
qs

supp PARJ 2 0.30 0.16 0.20 0.20 0.28 0.28
qsqs

supp PARJ 3 0.40 0.40 0.4 0.4 0.4 0.4
VM supp PARJ 11 0.50 0.50 0.5 0.5 0.5 0.5
VM s

supp PARJ 12 0.60 0.60 0.6 0.6 0.6 0.6
σ PARJ 21 0.36 0.34 0.37 0.34 0.3812 0.3812
f PARJ 23 0.01 0.01 0.03 0.03 0.01 0.04
pf

T PARJ 24 2.00 2.00 2.50 2.50 2.00 2.50
E0 PARJ 33 0.80 0.80 0.80 0.80 0.8 0.8
kT PARL 3 0.44 0.44 0.78 0.85 0.44 0.44

χ2 226 235 163 129 43 40

Table 4.1
Comparison of different Lund parameter sets. Theχ2 was calculated using the charge separ-
atedz, pt and rapidity distributions of pions, kaons and protons. Forall tunes, 6 million DIS
events were generated.

4.4.3 Conclusion

The current best tune presents an improvement with respect to the previous available
parameter sets. Nevertheless, there are areas were additional studies are desirable in
order to achieve improvements. Especially, it would be worthwhile to improve both the
K+ and K− agreement with the experimental data, without refinement for one charge
impairing on the other.

New parameter fits should also take advantage of updated experimental multiplicities.
Since the last fits were performed, new RICH unfolding matrices were released, also the
method to assign the corresponding systematic errors changed. Both innovations affect
the reference data.

While the iterative tuning focused on the reproduction of the multiplicities of pions,
kaons and protons, also other properties might be of interest. Studies are underway to
improve the hyperon production features of the latest tunesby studying their depend-
ence on the diquark suppression factor (PARJ 1), the strange diquark suppression factor
(PARJ 3) and theaqq parameter (PARJ 45) [Kra05b]. The recent work on the smear-
ing generator with respect to the photon smearing will eventually allow to includeπ0

multiplicities as tuned properties.
Further tuning efforts will most likely lead to further improvements in the data-Monte

Carlo agreement. But, considering the wealth of features and distributions which — de-
pending on the aspects of physics one is interested in — can berequired for agood
tune, it seems highly unlikely to ever achieve a near-perfect agreement. The fragment-
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ation parametrisations have already come quite far due to the work done by the various
parties.



Chapter 5

Extraction of Born Multiplicities

The analysis is based on the unpolarised data set on a proton target and the data set on
the deuteron target obtained in the year 2000. It provides high statistics and — due to the
RICH detector — the particle identification capabilities necessary to extract the desired
charge and hadron type separated multiplicities.

Several steps are required to obtain the final Born multiplicities in 4π. Fig. 5.1
provides an overview. The initial experimental multiplicities have to be corrected for in-
efficiencies in the performance of the RICH detector, the chargesymmetric background
due to pair production and hadrons from diffractive processes. As a last step, the multi-
plicities are corrected for the HERMES acceptance and tracking efficiencies, as well as
radiative smearing effects.

Table 5.1 summaries the statistics on which this analysis isbased on. Note that the
given numbers refer to the ’raw’ hadron numbers, which do nottake into account the
misidentifications by the RICH corrected for by the RICH unfolding.

In the following sections, the individual steps are addressed one by one.

5.1 Data Selection

To ensure good quality of the analysed data, numerous cuts and requirements are neces-
sary. As a first step, a run list is compiled which selects the data taking periods with the
desired target gas type and operation modes. The available run information also allows a

Target DIS
Hadrons

π+ π− K+ K− p p̄
Proton 5875796 961368 689024 203620 87936 156411 32191

Deuteron 6496826 1078644 875506 227764 110225 175355 40041

Table 5.1
Statistics obtained from the deuteron and proton data sets.The hadron numbers refer to the
’raw’ data, meaning that they do not account for RICH misidentifications.

57
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Figure 5.1
Schematic overview of the analysis steps, starting from theraw multiplicities up to the final
Born multiplicities in 4π. The grey box indicates the steps which are performed simultan-
eously when running over the H data. The subsequent corrections are applied suc-
cessively using correction factors obtained from other sources like Monte Carlo simulations
(rad. unfolding, vector meson correction) and parametrisations (Q2 evolution). For a better
orientation, the respective sections and page numbers in this thesis are referenced on the
right.
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first selection on the data quality, since data runs with unstable or unclear experimental
conditions can be excluded. A total of 1549 runs with data on the unpolarised proton
target and 25973 runs with data on the deuteron target were selected. From the deuteron
data, only a small fraction of 261 runs was taken in the unpolarised target mode. The
remaining runs come from the polarised data taking, which represents the by far largest
fraction of the year 2000 data. These runs were analysed by ananalysis code which ap-
plied further cuts to the data. These can be divided into three groups, as to the level in
the data structure they are applied to1:

• Burst level cutsensure an overall good performance of HERA, the target and the
spectrometer

• Event level cutsselect (as much as possible) DIS events from the data and avoid
e.g. resonance regions. The inevitable dilution of the dataset with undesired phys-
ical processes (like Bhabha scattering or diffractive processes) has to be accounted
for in further analysis steps.

• Track level cutsrequire that the individual particle tracks originate in the target
chamber and traverse the spectrometer within the geometrical acceptance, avoiding
problematic regions at the edge of the detector acceptance.Further kinematic cuts
ensure a reliable PID response of the detectors.

5.1.1 Burst Selection Cuts

As already mentioned above, these cuts aim to guarantee thatall important detector and
target components were operational and working. There are different sources of inform-
ation on which these decisions are based. Many parameters, such as target operation
mode, beam conditions, burst length etc. are recorded by theslow control part of the data
acquisition. Furthermore, the data quality group and the detector experts gather informa-
tion from logbook entries, data quality analyses and other sources to identify periods with
non-working or unreliable equipment. This knowledge is encoded in status bit patterns
which can be checked by the analyser in his/her program.

The following list summarises the checks which were done forthis analysis. The cuts
are specified quantitatively in Table 5.2.

➀ Dead time correction factors for trigger 21 and all triggersbetween 0.5 and 1.0

➁ Require a reasonable burst length

➂ Require a reasonable beam current

➃ CheckiuDSTbad bit pattern (this pattern e.g. marks the last burst of a fill, syn-
chronisation problems etc.) andiuDSTbad2 bit pattern (→ discard bursts with no
PID values)

1For an overview over the H data structure see section 3.4.1.
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➀ 0.5 <
g1DAQ.rDeadCorr

g1DAQ.rDeadCorr21
≤ 1.

➁ 0. < g1DAQ.rLength ≤ 1.

➂ 5. ≤ g1Beam.rMdmCurr ≤ 50.

➃ !(g1Quality.iuDSTbad) & 0x1e081ff9

!(g1Quality.iuDSTbad2) & 0xc

➄ !(g1Quality.bCaloDead) & 0x81ff01ff

!(g1Quality.bH2LumiDead) & 0xaf2f001f

➅ g1Quality.iTrdDQ = 3

➆ g1Quality.iExpment = 1

Table 5.2
Burst level selection cuts

➄ Check for dead blocks in calorimeter, H2 and the luminosity monitor

➅ Check that the TRD was OK

➆ Check that the run is marked as ’analysable’

5.1.2 Cuts on Track and Event Level

The cuts on track and event level are summarised in Table 5.3.The cuts on the lepton
vertex ensure that the electrons or positrons originate in the target cell. For hadrons,
these cuts are relaxed to allow for the possibility that these hadrons were not produced in
the primary interaction in the target cell, but subsequently by decay of one of the primary
hadrons. Furthermore, tracks hitting the outer edges of thecalorimeter wall are excluded
to guarantee that the electromagnetic shower is mostly contained within the calorimeter
glass blocks.

The allowed momentum range for hadrons is limited by the particle identification
capabilities of the RICH detector. For pions, it would be possible to lower the mo-
mentum cut to 1 GeV. Nevertheless, it was chosen to use a uniform lower momentum
cut for hadrons in order to avoid potential systematic problems in the unfolding (see sec-
tion 5.2.2 on page 63). Leptons2 are required to deposit an energy of at least 3.5 GeV in

2Throughout this chapter,leptonsrefers to electrons and positrons.
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track level cuts

Selected trigger 21

Tracking method NOVC

Vertexzcut for hadrons −18.00< zh
v < 100.0 cm

Vertexd cut for hadrons none

Vertexzcut for leptons −18.00< zl
vx < 18.00 cm

Vertexd cut for leptons 0.0 < dl
vx < 0.75 cm

Calorimeterx position −175.0 < xCalo < 175.0 cm

Calorimetery position 30.0 < |yCalo| < 108.0 cm

ECalo for leptons 3.50< ECalo

event level cuts

Total rec. momentum in event Etot < 28.0 GeV

DIS cuts

Q2 cut Q2 > 1.0 GeV2

W2 cut W2 > 10.0 GeV2

y cut 0.1 < y < 0.85

hadron momentum cuts

pions, kaons, protons 2.0 < p < 15.0 GeV

Table 5.3
Kinematic cuts on event kinematics and single track properties

the calorimeter. The total energy of the tracks is restricted to less than 28 GeV. This is
a sanity check excluding events with unphysical high (= higher than the beam energy)
total energy. RequiringQ2 > 1 GeV2 andW2 > 10 GeV2 selects the energy scale of deep
inelastic scattering and furthermore excludes the resonance region of the photon-nucleon
system. The fractional lepton energy transfer is limited to0.1 < y < 0.85 to constrain the
influence of radiative effects and the associated uncertainties on the event kinematics.

5.2 Particle Identification and RICH Unfolding

Particle identification (PID) is a crucial part of any analysis, especially if — like in this
case — a clean separation of different hadron types is required. The H experi-
ment includes four detector components which provide the necessary information for
this task: the calorimeter, the pre-shower, the transitionradiation detector and the RICH
(Ring ImagingČerenkov detector). The latter replaced the thresholdČerenkov detector
in 1998. Based on the fact that different particle types produce different responses in
these detectors, the combination of these signals allows for a highly efficient discrimina-
tion of leptons and hadrons. In a second step, the tracks identified as hadrons are further
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classified as pions, kaons and protons, depending on the measuredČerenkov opening
angles in the RICH detector.

5.2.1 Discriminating Leptons and Hadrons

In practice, the individual detector responses are converted to conditional probabilities
PD(Hl(h)|E, p, θ), yielding the hypothesis that a given particle is a lepton (l) or hadron (h),
based on the track’s momentump, its polar angleθ and the energy depositionE in the
detectorD. These probabilities can be written as a convolution of the probability that
a particle with certain momentum and polar angle is a lepton (hadron) — the particle
fluxesP(Hl(h)|p, θ) — and the probability that such a lepton (hadron) with momentum p
deposits the energyE in the detector — the parent distributionPD(E|Hl(h), p):

PD(Hl(h)|E, p, θ) =
P(Hl(h)|p, θ) · PD(E|Hl(h), p)

∑

i=l,h P(Hi |p, θ) · PD(E|Hi , p)
. (5.1)

The logarithmic ratio of these quantities for leptons and hadrons yields

PID ≡ log10
P(Hl |E, p, θ)
P(Hh|E, p, θ)

= PIDD − log10Φ, (5.2)

where PIDD is the (detector dependent) ratio of the parent distributions andΦ the (mo-
mentum andθ depended) flux ratio

Φ ≡ φh

φl
=

P(Hh|p, θ)
P(Hl |p, θ)

. (5.3)

To combine the information from different detectors, one can add their respective PIDD

values. For this analysis, the following combinations wereused:

PID2 ≡ PIDCal + PIDPre (5.4)

PID5 ≡ PIDTRD. (5.5)

Including the flux factorΦ, the lepton-hadron separation was based on the following
conditions:

PID2 + PID5 − log10Φ > 0 ⇐⇒ lepton, (5.6)

PID2 + PID5 − log10Φ < 0 ⇐⇒ hadron. (5.7)

The parent distributions for the individual detectors weredetermined directly from
the data taken in the respective data taking period. Stringent cuts on the responses of
the other PID detectors provide a clean data sample to evaluate these functions. The
flux factors are estimated in an iterative approach, since their calculation requires the
PID values, which in turn depend on the factors. A more detailed description of the
H PID framework and the determination of the necessary functions can be found
in [Wen99].
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5.2.2 Identification of Hadrons with the RICH

Once a track is established to be a hadron, it is further classified using information
provided by the RICH detector (see section 3.3.2). Every track has assigned a field
specifying the identified hadron type and a quality parameter, defined as

smRICH.rQp = log10

P(most likely hadron type)
P(2nd most likely hadron type)

. (5.8)

To ensure a good performance of the detector and the PID algorithms, this parameter is
required to be larger than zero3. But even then, there is still a certain level of misidenti-
fication due to the limitations in the detector accuracy. These misidentifications have to
be corrected using a parametrisation of the detector accuracy.

Unfolding the Hadron Multiplicities

The performance of the RICH detector is parametrised in theP-matrices. These matrices
relate the vector of identified hadrons (~I ) with the vector of true hadron types (~N)
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(5.9)

whereX stands for the unidentified hadrons. The elementsPi
t of the matrices thus denote

the probability that a hadron of true typet is identified as a particle of typei. Elimination
of the entries for unidentified hadrons fromP and~I and inversion of the resulting 3× 3
matrix yields the equation

~N = P
−1
trunc · ~I (5.10)

which can be used to obtain the vector of true hadrons from theobserved hadron fluxes.
Obviously, this method requires a good knowledge of the detector efficiency. Ideally,

this knowledge is gained using an undiluted hadron sample either from a test beam or by
using PID information from (an)other detector(s). However, since both approaches were
not feasible, alternative methods had to be found.

One option is to tune the RICH Monte Carlo simulation to reproduce the signals
produced byelectrons and positrons, which can be clearly identified using the other
detectors. The RICH operation parameters which were considered are for example the
γ yields and the distribution of thěCerenkov angles. The most important tune variables
were the transparency of the gas and aerogel (influencing theγ yields) and the so called
’mirror roughness’, which influences thěCerenkov angle resolution. One result of this
effort was the version 2aP matrix set, which was the basis of this analysis up to the status
presented in the summer 2004 release [Hil04b].

3This ensures that there is indeed a most likely particle type. A quality parameter of zero signifies
that the two most likely particle types have the same probability to be correct, meaning that no decision is
possible.
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Figure 5.2
TheP-matrices versus momentum for 1 track per detector half. Thecolumns represent the
3 true particle types (left to right: pion, kaon, proton), the rows denote the identified particle
types. The off-diagonal fields thus show the probabilities for misidentification. The four data
sets represent the version 2a matrix (used for the release insummer 2004 [Hil04b]) and the
three new matrix sets [Miy04] used for the results presentedin this thesis.
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A possible way to obtain cleanhadron samplesfrom the experiment is the use of
decaying particle data. In that case, hadrons can be identified to be decay products of
processes such as

φ → 2K,
KS → 2π,
ρ0 → 2π

and Λ → p+ π−.

(5.11)

However, such data samples are limited to certain kinematicregimes and event topo-
logies. For instance, decay particle data usually containstwo hadron tracks per detector
half, a feature that strongly affects the RICH performance. Even so, the data allowed to
test the validity of the tune in the accessible topologies and kinematics. It was discovered
that the observed discrepancies between the decay Monte Carlo simulation and the exper-
imental decay data was mostly sensitive to the mirror roughness parameter. Varying this
parameter led to another tune of the RICH MC, which allows to estimate the systematic
error introduced by the RICH unfolding (see next section).

The RICH performance for a given track depends on several factors. It was chosen to
bin theP-matrices in terms of the track momentum and the event topology, meaning the
number of tracks per detector half. Figure 5.2 shows theP-matrices in their momentum
binning for the case of 1 track/detector half. The open circles denote the version 2a mat-
rix which was used for the release in June 2004 [Hil04b]. The solid symbols represent
the three sets that constitute the version 2.0 matrices usedin the current analysis. The
e-tune matrices correspond to the old version 2a matrices. Since the new matrices were
extracted using an independent tune to a different Monte Carlo production, slight devi-
ations from the 2a values can be observed. Tuning the RICH Monte Carlo to agree with
clean hadron samples obtained fromφ decays results in the data set denoted asφ-tune.
The actual multiplicity values are obtained using thecenterset.

As can clearly be seen, the RICH allows for a very good pion identification across
the major part of the design range between 2 and 15 GeV. At veryhigh momenta (≥ 12
GeV), there is a growing likelihood for misidentifications between pions and kaons. In
this region thěCerenkov angles of pion and kaon tracks become very similar (see Figure
5.2). Kaons and protons show a strong momentum dependence ofthe identification
efficiencies. In particular the kaon momentum threshold of the gas radiator around 10
GeV has a major influence on kaon and proton related matrix elements.

Figure 5.3 shows the influence of the RICH unfolding on the hadron multiplicities
in the cases ofπ+ and K+. The actual multiplicities are shown in the top part. The
solid circles represent the ”raw” multiplicities, relyingcompletely on the most likely
hadron type as given by the RICH detector. The open squares were obtained by unfolding
using the centre values of the version 2.0P matrices. The dashed and dotted lines show
the result obtained with thee-tune and theφ-tune, respectively. The relative change is
shown as a ratio below. While the pion multiplicity is increased by the correction, the K+

multiplicity drops by 20-30% for 0.1 < z < 0.3. The different impact can be understood
when considering the sizeable difference in the relative particle fluxes (see Fig. 5.4).
Despite the generally better RICH identification capabilities for pions, more pions are
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misidentified as kaons then vice versa, and this is reflected by the unfolding.
For negative hadrons, the effect is similar. However, the relative changes for the K−

multiplicities are considerably larger, since the fluxes are much more dominated by the
pions (Fig. 5.4).

Systematic Errors

A Historical Overview. Estimating the systematic uncertainties introduced by theRICH
unfolding has been a long debated problem. In previous analyses, these uncertainties
could be neglected [Wen03]. In this analysis, however, thiswas not really an option. This
is due to the fact that, in contrary to e.g. the analysis mentioned above, the consideration
of the RICH inefficiencies introduces a sizeable shift in the resulting distributions. This
makes the method of taking the difference between unfolded and raw data as an upper
limit of the systematic effects highly undesirable.

In the course of this analysis, several methods have been used to assign a systematic
error from RICH unfolding to the multiplicities. These methods were

• an analytic method, as described in [Hom02],

• a matrix error Monte Carlo method, where a large number of randomP matrix sets
was generated, taking the error on the matrix values as widths for the distribution of
the individual matrix entries. The unfolding was then done using each of the matrix
sets. This method produced a (mostly) Gaussian distribution for each multiplicity
bin, whose width represented the uncertainty due toP matrix errors.

• an alternative set ofP matrices. The differences between the multiplicities ob-
tained from this set and the original multiplicities originating from the real set
were identified with the systematic error.

The first two methods were presented in the March 2004 releasereport [Hil04a].
Since it was unclear at that point which method was more reliable, the values obtained
from the first method were suggested for release. These values were generally larger and
thus provided an upper limit.

The third method was used for the release of the multiplicities in June 2004 [Hil04b].
The new errorsdP specify the difference between the originalP matrix set (version 2a)
and a new setP2 = Pv2a+ dP, which represents the alternative tune of the RICH Monte
Carlo to reproduce the decaying particle data. Both matrix sets were used to obtain
unfolded multiplicities. The difference between these two multiplicity sets represented
the systematic uncertainty:

δsys=
mP2 −mPv2a√

3
, (5.12)

where the factor
√

3 was introduced to obtain the standard deviation on the assumed
uniform distribution between the two extremes. This systematic error was to be assigned
asymmetrically in the direction of the change when going from Pv2a to P2. This lead to
the unpleasant effect that the nominal best values lay strictly on the upper or lower edges
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of the error band. Since this seemed to be unphysical, it was decided to release the plots
with the errors assigned symmetrically.

The Present Situation. It is apparent that neither the asymmetric errors nor the ’arti-
ficial’ symmetric errors represent a satisfying solution. For that reason it was decided to
essentially use 3 sets ofP matrices [Miy04]:

• Thee-tune matricesis the matrix obtained from the RICH MC, tuned to simulate a
number of RICH operation parameters (γ yields andČerenkov angles) for electrons

• Theφ-matriceswas derived from thee-tune matrix by adjusting the mirror rough-
ness parameter to reproduce decay Monte Carlo data.

• Thecentre-matrices results from setting the mirror roughness parameter half way
between the values of thee-tune (MR= 0.9883333) and theφ-tune (MR= 0.985)

Using the central matrix set results in the best value for theRICH unfolding, while the
two other sets define the boundaries for the systematic uncertainty.

At present, however, this new approach does not generally solve the original prob-
lem, namely that the central value of the unfolded multiplicities sits on one end of the
systematic error band. This is already apparent from Figure5.3: looking at the ratios one
can see, that for a few bins — notably at lowz for both hadrons andz∼ 0.5 for kaons —
the results for thee-tune and theφ-tune are both lower (or higher) than for the version
2.0 central values. The reason can be found in the fact that using the middle value for the
mirror roughness does not automatically produce matrix elements in between the ones
obtained from using the two extremes. In Figure 5.2 this can be seen in the first bin of
PπK and in 10-12 GeV region forPP

K.
As indicated by the name, theφ matrices only use the information provided by the

φ → 2K decay. It is planned [Miy04] to extend the data sample to also incorporate data
from KS andΛ decay. First results [Miy05] indicate that the inclusion ofmore decay
channels leads to a lower value for the mirror roughness, reducing the overall systematic
error. If the new matrices will allow to extract central multiplicity values in between
upper and lower limits remains to be seen.

5.3 Background Corrections

The process of interest in this analysis is the deep inelastic scattering process. Some
of the cuts discussed in section 5.1.2 have been introduced to exclude areas where the
physics processes are dominated by resonance reactions. However, some more work is
needed to further suppress the influence of undesired processes.

5.3.1 Charge Symmetric Background

One possible source of events is the charge symmetric background, e.g. fromγ → e+e−

pair production in the detector material or the decayπ0 → e+e−γ. These processes
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Impact of the charge symmetric background correction on thehadron yields. Shown are
the ratios between corrected and uncorrected yields forπ+ (full symbols) and K− (open
symbols). The circles depict the ratio between pure hadron yields without normalisation, the
squares show the ratio after normalisation to DIS. The totalinfluence of the charge symmetric
background correction is below 1% except for very lowz.

lead to the possibility that a positron from the pair production is misidentified as the
scattered beam particle4. To estimate the influence of these processes, no constraintwas
imposed on the charge when searching for the leading lepton.This leads to a number
of pseudo-DIS events with a ’scattered lepton’ charge opposite to the beam charge. Due
to the symmetric nature of the original process it can be assumed that the number and
kinematic properties of the events from pair production in the DIS sample (= the part of
the data with correct charge) is the same. The number of DIS events was consequently
reduced by the number of events found to have wrong charge. Also hadron yields were
corrected by inverting the respectiveP matrix weights.

The influence on the final hadron multiplicities as a functionof z can be seen in
Figure 5.5. As expected, the resulting correction is small.This is even amplified due to
the fact that the two effects — reduction of the number of DIS events and reduction of
the number of hadrons — partly cancels in the normalisation.The number of DIS events
is reduced by≈ 1.5%. The correction for the hadron yields is below 1%, except for very
low z. In combination, the hadron yields are increased by 0.5− 1.5% forz> 0.2.

VersusxB, the influence is shown in Figure 5.6. The charge symmetric background
contribution is highest for lowxB, where the total number of DIS events is reduced by
∼ 6% by the correction. The same is therefore true for the hadron count rates (full
symbols). Due to the stronger decrease of the DIS yield, the normalised multiplicities in
fact increase for lowxB, whereas the net effect is strongest for the highestz bin (5%).

4assuming, of course, ane+ beam for this argument
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5.3.2 Elastic Vector Meson Production

The hadrons extracted from the experimental H data can be produced by a number
of processes. A group of processes that can — for certain hadron types and certain kin-
ematic regions — contribute substantially to the observed hadron sample are the elastic
diffractive, single and double diffractive processes. There are two vector mesons —ρ0

andφ— whose elastic production is of special interest when looking at pion and kaon
multiplicities:

ep → epρ0→ ep2π (5.13)

ep → epφ→ ep2K (5.14)

The contribution of diffractive events to the semi-inclusive data has been studied extens-
ively using different Monte Carlo models [Lie03].

For this analysis, this contribution has been estimated using the P 6 Monte
Carlo program, which has been adapted for H kinematics. This specifically in-
cludes modifications to the original P code to better reproduce the exclusiveρ0

cross section [Lie04]. The 2004c tune was used to simulate the fragmentation part. De-
tector effects have been accounted for by using the H Smearing Generator. P
provides a process ID to specify the type of the event. Eventswith the IDs 91 (elastic
scattering), 92, 93 (single diffractive with one or the other partner breaking up) and 94
(double diffractive) were included in the diffractive sample.

Figure 5.7 shows the fraction of hadrons coming from vector meson decay as a func-
tion of z. The (black) circles give the fractions for a proton target.The triangles show
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Exclusive vector meson fractions vs.z obtained from two P Monte Carlo simulations
using proton and neutron targets, respectively. The deuteron target fractions where derived
by averaging over those two data sets. The white area within the shaded boxes denotes the
kinematic domain considered for the final 4π result.

the result for the deuterium target. Since P does not allow to simulate compound
target objects like the deuteron, the deuteron data set had to be deduced from combining
the proton fractions with the results for a neutron target, shown as squares.

As can be seen, the correction is largest for pions in the highz range. This effect can
be attributed to the non-flat decay angle distribution of thedecayρ→ π+π−. In their rest
system, mostρs decay with one pion going in the forward direction of theρ (cos(θ) →
+1), while the other pion then has to go in the backward direction (cos(θ) → −1). This
angular distribution is caused by the spin density matrix elements which govern the decay
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Figure 5.8
Similar to figure 5.7 but vs.xB in two differentz bins. Shown are the lowest and highestz
region of the 4 bins used in this analysis.

of spin-1 particles [Tyt01].
Boosting into the laboratory frame, this means that the forward pion takes most of

the energy of theρ. SinceEρ ≈ ν in exclusive production,z→ 1 for the forward pions,
while the backward pions have low values ofz. The semi-inclusive pion multiplicity
drops almost exponentially withz, so that the forward pions from exclusiveρ decay
constitute a significant part of the total sample, while the backward pions are only a
minor correction.

For a proton target, the π− fractions are consistently higher than the fractions for
π+. This is due to the higher DIS cross section for producingπ+, based on the favoured
fragmentation functionDπ

+

u and the dominance of theu quarks over thed quark. The
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pion yield from diffractive processes is the same for both charges, resulting inthe higher
vector meson influence on the negative pions.

The neutron targetfeatures a higher yield of diffractive hadrons (∼ 10%). At the
same time, theπ+ yield is lower and theπ− is higher, both with respect to the proton data.
While the combined effect leads to higher VM fractions forπ+, the effects almost cancel
for negative pions, making the fractions similar for both targets.

Similar effects concerning the charge and target dependence of the fractions can be
observed for kaons. However, the decayφ → K+ + K− is much flatter in terms of decay
angle distribution. The observed fractions are peaked around z∼ 0.5. For largez, there
is again a moderate increase due to the strong decline of the DIS statistics.

Figure 5.8 shows the situation versusxB. Unsurprisingly, the fractions are largest for
the highestz bin, shown as open symbols. The fractions rise towards lowerxB, which
corresponds to lowerQ2. This is due to theQ−6 dependence of the diffractive cross
section.

Error Calculation. Although the diffractive fraction extracted from the P simu-
lation results in a correction factor to the experimental data, it is important to be aware
that the physical meaning of the correction is the subtraction of a background. This is
significant for the way the errors are propagated in this correction step.

Considering the uncorrected multiplicityN and the correction factorC, the new mul-
tiplicity is given by

N′ = N (1−C) = N − B (5.15)

whereB = N ·C is the background. Treating the background as statistically independent,
this yields

σN′ =

√

σ2
N + σ

2
B (5.16)

=

√

N2σ2
C + (1+C2)σ2

N. (5.17)

So even the smallest correction factorC results in the inflation of the original error. This

is in contrast to the resultσN′ =

√

σ2
N(1−C)2 + N2σ2

C, which is obtained from the
middle part of Equation (5.15) when considering the multiplicity N and an independent
correction factorC. Here the correction could actually decrease the error.

5.4 Correction for Radiative & Detector Smearing

5.4.1 Motivation

Figure 5.9 depicts the DIS process in first order QCD, which isthe process of interest
in this analysis. The electron reacts with the nucleon by exchange of a virtual photon.
The properties of the scattered electron (namely the energyE′ and the scattering angle
θ) are measured in the detector. Taking into account the knowninitial energyE, the kin-
ematics of the virtual photon — and thus the kinematics of theentire scattering process
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Figure 5.9
DIS process in first order
QED (Born level). The scat-
tering kinematics are well
defined by the properties of
the incoming and outgoing
electron.
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— are well defined by this measurement. In the real world, however, things get more
complicated.

QED Radiative Effects. Additionally to the first order — so called Born level — pro-
cess, there are infinite possibilities for higher order processes, which are suppressed by
at leastO(α). Possible higher order processes are shown in Figure 5.11.While vertex
corrections (Fig. 5.11c) and vacuum polarisations (Fig. 5.11d) affect the overall normal-
isation of the DIS cross section, initial (Fig. 5.11a) and final (Fig. 5.11b) state radiation
also hide the true event kinematics from the observer. As canbe seen by Figure 5.10,
they introduce a systematic bias of the observed kinematicswith respect to the true Born
level kinematics.

Detector Effects. Another layer of uncertainty is introduced by the measuringprocess
itself. While traversing the target and the detector, the final state particles are subject
to interactions with material. Scattering processes influence the energy and direction
of the tracks. The tracking algorithm assumes the particle tracks to be straight lines
in the sections before and after the spectrometer magnet. Their real behaviour causes
e.g. deviations between the measured and the true scattering angle. Furthermore, the
determination of the particle momenta is affected, since this is done by an algorithm
matching the partial tracks in the front and the back half of the detector.

Furthermore, the H spectrometer allows only for the detection of particles leav-
ing the target area in a certain solid angle∆Ω. To be able to compare the results with
other experiments, this spectrometer dependent restrictions have to be accounted for.

All of the effects mentioned above can be simulated using Monte Carlo. In the
H Monte Carlo framework, the radiative corrections are usually handled by the
RADGEN program [Aku98]. RADGEN was specifically designed tosimulate radiative
corrections for deep inelastic scattering events with a sufficiently low energy scale, so
that electroweak contributions and corrections are negligible.

Interactions of the particles with the detector are accounted for by HMC, the GEANT
simulation of the H detector. This program uses a model of the detector to simulate
the particle interactions with the different materials they traverse. The calculated detector
responses are then passed on to the tracking algorithm.
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5.4.2 The Correction Method

The unfolding formalism used to correct for QED radiative effects, detector smearing
and acceptance effects was originally described in [Mil02]. It involves the information
from two separate Monte Carlo productions:

• a tracked MC production, including QED effects and a simulation of the detector
effects (and thus automatically limited to the H acceptance) and

• a Born Monte Carlo, without the simulation of radiative effects and without any
further detector effects.

By design, the tracked Monte Carlo production provides not only the observed kinemat-
ics after simulating all effects, but also the true (Born level) kinematics. For the kinematic
variable of interest this allows the extraction of theNX×(NB+1) matrixn(i, j), which spe-
cifies the number of events where theobservedquantity falls in bini while theoriginal
value would have fallen in (Born) binj. The indices run from

i = 1 · · ·NX and (5.18)

j = 0 · · ·NB. (5.19)

NX andNB denote the number of bins for the observed and true values, respectively. As
in reference [Mil02], binj = 0 is used for events which would have been excluded from
the sample by the original kinematics but subsequently migrated into the acceptance5.

Summing over the Born binsj yields the experimental distribution

nX(i) =
NB
∑

j=0

n(i, j), i = 1, . . .NX. (5.20)

5Here, acceptance refers to the geometric acceptance of the detector as well as the phase space selected
by further kinematic cuts.
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Figure 5.11
Higher order QED contributions to the DIS process.

However, the original Born distribution can not be calculated from this data set in a
similar way:

nB( j) ,
NX
∑

i=1

n(i, j), j = 0, . . .NB. (5.21)

One reason is the fact that QED radiative processes do not conserve the total DIS cross
section. Furthermore, Born events might not end up in the matrix because they migrate
out of acceptance or are lost due to (simulated) detector inefficiencies. For these reasons,
the Born distributionsnB( j) have to be obtained from the separate Born data set.

The matrixnX(i, j) and the vectornB( j) now allow us to calculate the smearing matrix
defined as

S(i, j) ≡
∂σX(i)
∂σB( j)

=
∂nX(i)
∂nB( j)

=
n(i, j)
nB( j)

, (5.22)

where the last step holds under the assumption that higher order derivatives are negli-
gible. This is the case if only cross sections (and not amplitudes) are involved in the
radiative calculation.

The aim of the unfolding procedure is to get the Born multiplicity from the exper-
imental multiplicity, which — for the case of the semi-inclusive variablez — can be
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written as
(

1
σDIS

dσh

dz

)

exp

[i] =
Xh(i)
XDIS

= RX(i) and (5.23)

(

1
σDIS

dσh

dz

)

Born

[i] =
Bh(i)
BDIS

= RB( j). (5.24)

Xh(i) andBh(i) are the observed and Born level yields for hadronh, XDIS andBDIS are the
number of DIS events for the two cases. Corrected and uncorrected values are connected
via the smearing matrix ([Mil02])

Xh(i) = Lk(i)
NB
∑

j=0

Sh(i, j)Bh( j) and (5.25)

XDIS = Lk
(

SDIS · BDIS + S0
DIS · B0

DIS

)

. (5.26)

In the given example of a multiplicity versus a semi-inclusive variable, the smearing
matrix SDIS is a 1× 2 matrix, since there is no binning apart from the extraj = 0 bin
for events migrating into the cuts by radiative effects. The additional factorL denotes
the experimental luminosity, which (given that one set of data is a subset of the other)
is the same for both cases. The unknown vectork(i) is a normalisation constant which
incorporates unsimulated inefficiencies. Assuming that these are uniform over the kin-
ematic range, we can eliminatek by combining equations 5.25 and 5.26, yielding the
experimental multiplicity

Xh(i)
XDIS

=

∑NB
j=1 S′h(i, j)Bh( j) + Sh(i, 0)Bh(0)

SDIS · BDIS + S0
DIS · B0

DIS

, (5.27)

where the nominator on the right-hand side is just the total number of DIS events in the
Monte Carlo,nX

DIS. S′h(i, j) is the square matrix which resulted from separating thej = 0
column. If it can be inverted, the Born yield can be written as

Bh( j) =
NX
∑

i=1

[S′h]
−1( j, i)

[

Xh(i)
XDIS

· nX
DIS − S(i, 0) · Bh(0)

]

. (5.28)

To obtain the Born multiplicity, the yield has still to be normalised with the DIS cross
section

Rb( j) =
1

nB
DIS

×
NX
∑

i=1

[S′h]
−1( j, i)

[

RX(i) · nX
DIS − nh(i, 0)

]

. (5.29)

This equation holds assuming that the Monte Carlo simulation correctly reproduces the
unpolarised Born cross section

nB
DIS = BDIS. (5.30)
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5.4.3 Practical Implementation

Monte Carlo Productions. As mentioned before, each target required two separate
Monte Carlo productions to gather the information needed toapply the unfolding pro-
cedure. In all cases the latest (2004c) Monte Carlo tune was used to simulate the frag-
mentation process. The CTEQ6L LO parametrisation was chosen for the parton distri-
bution functions. Each data set consisted of 20· 106 events. The tracked MC set was
generated using the usual cuts, including the requirement that the DIS positron is gener-
ated within the H acceptance. Since the Born Monte Carlo sample had to be free of
any detector influence, the latter constraint had to be omitted. Instead, only cuts on the
event kinematics were imposed. The generated events were required to have kinematics
of 0.1 GeV2 < Q2 < 30 GeV2, 4 GeV2 < W2 < 500 GeV2, 2 · 10−3 < xB < 0.99 and
0.05< y < 0.95; the constraints thus lie well outside the kinematic cutsof this analysis.

2-dimensional Unfolding. Apart from a simple 1-dimensionalzbinning, the unfolding
procedure also had to be applied to 2-dimensional binnings versusz and xB and Q2,
respectively. While it might be possible to extend the formalism to using 4-dimensional
matrices, a much simpler approach was chosen by ’linearising’ and renumbering the
bins. The principle is shown in Figure 5.12.
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19 20 21 22 23 24 25 26 27

28 29 30 31 32 33 34 35 36

Figure 5.12
Bin renumbering scheme for the 2-dimensional binning versus zandxB.

Resulting Matrices. Figure 5.13 shows the smearing matrix vs.z for positive pions.
The (symmetric) kinematical smearing by the detector and the track reconstruction only
shifts the pions by one or two bins. The clearly asymmetric shape of the matrix is due
to the radiative effects, which change the kinematics towards smallerz. Fig. 5.14 shows
then(i, j) matrix forπ+ in the ’linearised’ 2-dimensional binning. The bins are grouped
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The smearing matrixn(i, j) for π+. The binning corresponds to the 15 bins vszas defined in
Tab. A.1.



80 CHAPTER 5. EXTRACTION OF BORN MULTIPLICITIES

5

10

15

20

25

30

35

0 5 10 15 20 25 30 35

Born bin

E
xp

 b
in

0.25 < zBorn < 0.35 0.35 < zBorn < 0.45 0.45 < zBorn < 0.60 0.60 < zBorn < 0.75

0.
25

 <
 z

E
xp

 <
 0

.3
5

0.
35

 <
 z

E
xp

 <
 0

.4
5

0.
45

 <
 z

E
xp

 <
 0

.6
0

0.
60

 <
 z

E
xp

 <
 0

.7
5π+

n(i,j)

Target: Proton

Figure 5.14
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The matrixnDIS in the 2Dzx binning. The DIS matrix is identical for allz bins. The DIS
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in the fourzbins which are indicated by the dashed lines. Eachzbin is separated in 9xB

bins. Since the radiative smearing causes higher values forthe observedν, xB is reduced
together withz.

Figure 5.15 illustrates the DIS smearing matrix in the 2-dimensional binning. Since
z is a semi-inclusive variable, the differentz bins are filled with copies of the event
smearing in thexB binning.

5.4.4 Error Propagation & Systematic Error

The error propagation is based on the radiative dilution matrix D( j, i) given as ([Mil02]):

D( j, i) =
[S′h]

−1( j, i)nX(i)

nB( j)
(5.31)

which propagates the error using the relation

σ2(RBorn( j)) =
nX
∑

i=1

D2( j, i)σ2(Rx(i)). (5.32)

The dilution matrix causes the inflation of the propagated errors [Hil04a].
The limited statistics of the Monte Carlo sample used to extract the smearing matrices

gives rise to another source for systematic errors. The influence of the statistical uncer-
tainty of the smearing matrix on the unfolded result was determined using a variational
technique. A large number of alternative smearing matriceswas generated, where each
element was varied independently using a Gaussian distribution with the original value
as central value. The standard deviation was given by the statistical uncertainty. Each
matrix was then used to unfold the hadron multiplicities, resulting in a Gaussian-shaped
distribution for each multiplicity value. The systematic uncertainties were then obtained
as the standard deviation from these uncertainties.

5.5 Q2 Evolution

The property of interest is the dependence of the hadron multiplicities on the variablesz
(andxB). In the framework of the quark parton model, the multiplicities can be expressed
as a convolution of fragmentation functionsDh

q(z,Q
2) and parton distribution functions

q(xB,Q2),

1
σDIS

dσh(z,Q2)
dz

=

∑

q e2
q

∫ 1

0
dxB q(xB,Q2) Dh

q(z,Q
2)

∑

q e2
q

∫ 1

0
dxB q(xB,Q2)

, (5.33)

both of which scale logarithmically withQ2. However, the extracted hadron multiplicit-
ies show varying averageQ2 for different bins, thus the results are a combined effect of
changingQ2 as well asz (andxB). Figure 5.16 shows the averageQ2 values for the pion
and kaon multiplicities versusz. It is apparent that the averageQ2 varies only slightly
with z. VersusxB, however, theQ2 dependence is much stronger (Fig. 5.17). In order
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Figure 5.16
AverageQ2 of the multiplicities for several hadron types versusz. The z dependence is
obviously not very strong. The averageQ2 values have been obtained from the Born Monte
Carlo simulation used for radiative and acceptance correction.

to isolate the desiredz and xB dependencies, the multiplicities have to be evolved to a
commonQ2. Applying evolution factors is also necessary for a meaningful comparison
to other experiments. EMC, for example, has an averageQ2 of 25 GeV2.

While the logarithmic scale dependence of the parton distribution functions is de-
scribed by the DGLAP evolution ([Gri72],[Alt77]), it is notclear how to model theQ2

dependence of the fragmentation functions, which can not becalculated in perturbative
QCD. It was chosen to calculate the evolution factors from Eq. (5.33) using paramet-
risations for the fragmentation functions as well as the parton distribution functions. For
the fragmentation functions, the PKH parametrisation by S.Kretzer [Kre00] was chosen.
This model provides charge and flavour separated parametrisations of the form

Dh
q = N0 · zα(1− z)β. (5.34)

The parameters are determined by a fit method applied to flavour separated data near
the Z0 pole for π± and K± from the SLD [Abe99] collaboration and summed charged
hadron data from the ALEPH [Bus95] collaboration. Furthermore, low energy scale data
from TPC [Aih88] is included in order for the fragmentation functions to properly reflect
QCD scaling violations. The PKH parametrisation is available both in leading and next-
to-leading order. For the actual correction factors, the leading order parametrisation was
used, the next-to-leading order was used as an input for the systematic error calculation
(see below).

For the parton distribution functions the CTEQ6MS parametrisation was used, which
is the current standard distribution of the CTEQ6 ’family’ [Pum02]. The numerical in-
tegration versusxB was based on theextended trapezoidal rule. The specific algorithm
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AverageQ2 for π+ and K+. SincexB = Q2/2mν, the averageQ2 rises sharply withxB.

allows the subsequent calculation of additional points until the integral converges, mean-
ing that the relative difference between the new and the old result is less than a predefined
value. For the integrations in question, a lower limit of 10−5 was used. ThexB integra-
tion was done in a range between 0.023 and 0.6. The algorithm is described in detail in
Chapters 4.1 and 4.2 in [Pre92].

Systematic Errors. Clearly, there is some arbitrariness in the choice of parametrisa-
tions and parametrisation orders, as well as in the used integration boundaries. To ac-
count for that, alternative evolution factors have been calculated using a combination of
PDF and FF parametrisations in leading and next-to-leadingorder, as well as signific-
antly changed integration boundaries (the latter is of course only possible for the evol-
ution factors versusz, since the factors for thexB bins are calculated at their respective
values).

A further fact to be considered is the comparatively lowQ2 region of the H-
 experiment. With an averageQ2 of about 2.5 GeV2, it is worthwhile to check
whether the CTEQ6 parametrisations of the parton distribution functions really describe
theF2(xB,Q2) nucleon structure function at thisQ2. Using the relation

F2(xB,Q
2) = xB ·

∑

q

e2
q · q(xB,Q

2) (5.35)

the results from the CTEQ6 parametrisations was compared tothe values obtained from
the ALLM97 parametrisation [Abr97a]. The latter is an update to the ALLM paramet-
risation, which specifically improves the description ofσtot(γ∗p) in the lowQ2 and low
xB region.
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The structure functionFP

2 , in one case obtained from the ALLM97 parametrisation, in the
other calculated from the CTEQ6M PDFs using Eq. (5.35). The left hand side shows the
comparison for aQ2 of 1 GeV2, the right hand side for 10 GeV2. It can be seen that the
differences increase with lowerQ2.

Figure 5.18 compares the results forQ2 values of 1 GeV2 and 10 GeV2. Clearly, there
is a growing discrepancy between theF2 results for decreasingQ2. To account for this
fact, the parton distribution functions were re-weighted using the factor

wF2(xB,Q
2) =

FALLM97
2 (xB,Q2)

xB ·
∑

q e2
q q(xB,Q2)

, (5.36)

so that the re-weightedq′(x,Q2) = wF2(x,Q
2) · q(x,Q2) reproduce the ALLM97 para-

metrisation. The PDFs provide the correct normalisation ofthe inclusive cross section,
while at the same time keeping the ratio of the different quark contributions to the nuc-
leon structure.

To summarise, the following alternatives were used to calculate the evolution factors:

➀ CTEQ6MS or LO as PDF

➁ use re-weightedq′(xB,Q2) = wq(xB,Q2) · q(xB,Q2) or originalq(xB,Q2)

➂ PKH LO or NLO as FF

➃ [xmin; xmax] = [0.023; 0.6] or [0.01; 0.9] as boundaries for thexB integration.

The original evolution factors were obtained by always using the first option. Alternat-
ively, 15 (vsxB: 7) further sets of evolution factors can be calculated by using all possible
combinations. The systematic uncertainty is given by the maximal and minimal values.
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In Figure 5.19 the resulting 16 evolution factor sets for theevolution toQ2 = 2.5
GeV2 are plotted vs.z for π+ (5.19a) and K+ (5.19c). Also shown are the relative differ-
ences between the set used for the original evolution factors (PDF: re-weighted CTEQ6
MS, FF: PKH in LO; integration between 0.023 < xB < 0.6) and the alternatives. The
differences are in general less than 0.5 %, the largest difference arises at lowz when us-
ing the NLO fragmentation functions. However, these largest uncertainties do not affect
the final results, since only the region abovez= 0.15 is included.

Due to the larger variation of the averageQ2 versusxB, the corresponding evolution
factors are naturally higher. For pions, the evolution factors are shown as dashed lines in
Fig. 6.11 on page 102 on the right hand plot.

5.6 Summary

The Relative Size of the Different Uncertainties. The various correction steps in-
troduce new uncertainties which have to be accounted for in the final result. For the
multiplicities versusz, Figure 5.20 shows a compilation of all errors considered for the
final results presented in the next chapter. The specific values were taken from the mul-
tiplicities including exclusive vector meson correction after evolution to a commonQ2

of 2.5 GeV2. The errors are given in percent of the respective multiplicity value. For the
final result, the different error contributions were added quadratically. Sincethe RICH
unfolding and theQ2 evolution resulted in asymmetric errors, the positive and negative
errors are given separately.

It can be seen that the RICH unfolding is dominating the high statistics area at lower
z, especially in the case of kaons. Naturally, the statistical error becomes increasingly
important for higherz and is in almost all cases the largest single contribution inthe last
bins. TheQ2 evolution error rarely reaches 2% of the respective multiplicity value. For
negative kaons the statistics drops dramatically at highz, leading to very large relative
errors.

Further Studies. In a recent study [Hil05], the influence of the cosφ dependence of
the DIS cross section and the H acceptance on the extracted multiplicities was
investigated. The azimuthal angleφ of a produced hadron is defined as the angle between
the lepton scattering plane and the hadron production planegiven by the virtual photon
and the produced hadron. Theφ dependence of the semi-inclusive cross section (Cahn
effect) can be parametrised as

dσ
dφ
= A+ Bcosφ +C cos 2φ. (5.37)

This behaviour arises from the intrinsic transverse motionof the partons ([Cah78],[Cah89]).
The Monte Carlo productions used for the acceptance correction in Sec. 5.4 did not

contain anyφ dependence. On the other hand, the H acceptance is known to vary
with φ. Neglecting theφ dependence of the DIS cross section thus might lead to under-
and overestimations in the acceptance correction.
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The study presented in [Hil05] estimated the effects by imposing an artificialφ de-
pendence on the Monte Carlo data. The moments were obtained by comparing the ex-
perimentalφ distributions with the ones present in the Monte Carlo sample in the accept-
ance. The resulting shift of the acceptance correction factor (the ratio of the multiplicity
in the acceptance divided by the unconstrained multiplicity in the full solid angle) is an
estimate of the error made by using a Monte Carlo production not taking theφ depend-
ence into account. For most bins, the variations are rather small. For the multiplicities
versusz, the change is below 5%. VersusxB, they can reach 10% for the highestxB (and
z) bins.

The findings of the study can be applied to the multiplicitieseither as an additional
correction to the central values, or as another contribution to the errors. However, at this
stage the results are considered rather preliminary. For example, they depend heavily on
the treatment of exclusive vector mesons in the extraction.Furthermore, the influence of
a possible detector misalignment is not yet fully understood. For this reason, the influ-
ence of the azimuthal angle dependence of the DIS cross section has not been considered
for the final results presented in the next chapter.
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Figure 5.19
Q2 evolution factors forπ+ (top) and K+ (bottom) versusz. The left side shows the factors as
obtained from the 16 different setups. The right side shows the ratios between the alternative
setups used for the estimation of the systematic error and the original evolution factors. The
factors generally differ by less than 0.5%, in the area of largest deviation (at lowz) the
difference is due to the change of the fragmentation functions from LO to NLO.
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Figure 5.20
Overview over the relative seize of the uncertainties from different sources. The errors are
given in percent of the respective multiplicity value. For the final error shown in the next
chapter, the errors have been added quadratically.
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Chapter 6

Results

In this chapter, the results of the multiplicity extractiondescribed earlier are presen-
ted. The set of results comprises charge separated pion (Sec. 6.1) and kaon (Sec. 6.2)
multiplicities, in both cases versusz and — divided into 4z bins — versusxB andQ2,
respectively. In general, all results of this work presented here include all the corrections
described in the previous chapter, they are thus Born multiplicities in the full solid angle
(4π). As an exception, several plots distinguish between the results with and without the
correction for diffractive contributions (Sec. 5.3.2). In many plots, the opensymbols have
been shifted slightly to higher values along thex axis to allow for a better comparison.

The proton multiplicities have already been released in a similar form in June 2004
[Hil04b]. However, there are several small changes which lead to some differences with
respect to the previous results. This changes are
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Comparison of the updated analysis (this work) with the release from June 2004. Shown as
an example are theπ+ multiplicities versuszandxB.
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• newP matrices for the RICH unfolding, together with an updated method to es-
timate the systematic uncertainty,

• a new set of Monte Carlo fragmentation parameters (2004c instead of 2004a),
which was consistently used for all steps involving Monte Carlo data (exclusive
vector meson correction, radiative and detector effects), and

• the use of a fully tracked Monte Carlo production for the acceptance and radiative
correction (the preliminary released data made use of MonteCarlo data produced
with HSG).

The preliminary release and the current results are compared in Figure 6.1 for the case
of positive pions versusz andxB. The agreement is generally quite good. For kaons, the
changes have been a bit larger, since they are more sensitiveto changes in theP matrices.

6.1 Pion Results

Figure 6.2 compares the final multiplicities of positive (top) and negative (bottom) pions
vs. z for the two considered target types. The data sets include the correction for pions
from exclusiveρ0 decays and have been evolved to a commonQ2 of 2.5 GeV2. The
deuterium data (open squares) has been shifted slightly towards larger values ofz. Figure
6.3 compares the ratios of the pion multiplicities. The upper plots shows the ratio of the
two target types forπ+ andπ−, the charge ratio is shown in the lower panel, both for the
proton and deuterium target. The error bars represent the statistical error only.

It can be seen that theπ+ multiplicities obtained from a proton target are generally
larger (∼ 5%). This can be attributed to the different (valence) quark content of the two
targets: theπ+ multiplicity gives the average number ofπ+ produced per scattering event
involving any quark in the target. For a proton target the likelihood to scatter on au quark
is larger than for a deuterium target, resulting in a larger fraction of events involving the
favoured fragmentationDπ

+

u . For π−, the situation is inverted, leading to an increase of
the multiplicity when using deuterium. With∼ 10% the effect is about twice as large as
for π+.

The ratio of positive and negative pions in the lower part of Fig. 6.3 shows that for
both targets theπ+ multiplicity dominates over theπ− multiplicity. This again can be
attributed to theu quark dominance in both targets1 . The effect is stronger for the proton
target, as is to be expected. With increasingz, favoured fragmentation becomes more
dominant. Forz→ 1, the hadron contains all the energy transferred by the virtual photon
and thus essentially must contain the struck quark. Correspondingly, theπ+/π− ratios rise
with z, where the effect is again stronger for the proton.

Figure 6.4 shows the charged pion multiplicities versusz in comparison with the
pion multiplicities previously published in [Air01]. The two data sets from the current
analysis illustrate the influence of diffractiveρ0 production on the pion multiplicities.

1In case of deuterium this is mainly based on the higheru quark charge.
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Figure 6.2
The pion multiplicities vs.z using a proton (filled symbols) and a deuterium target (open
symbols).
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Figure 6.4
The pion multiplicities vs.z using a proton target. The filled symbols have been corrected
for contributions from diffractive ρ0 production, the open symbols show the data without
the correction. The data points have been evolved to a commonQ2 of 2.5 GeV2. The new
analysis is shown in comparison to the old H analysis published in [Air01].

While an effect of a few percent is visible across the entirez range, the two data sets
start to deviate forz > 0.6 (see also Fig. 5.7 on page 71). The old analysis made use
of data collected during the 1996 and 1997 data taking period. For this reason, only
pion data is available. The error bars of the old data give thestatistical error only. In
addition, the systematic uncertainty amounts to 7%. There are some notable differences
in the analysis procedure used for the old and new data sets. So did the old analysis not
take into account contributions from exclusive vector meson production. Furthermore, a
stand alone application was used to simulate radiative effects (POLRAD 2.0, [Aku97]),
while the acceptance correction was done separately using ratios of hadron yields in the
full solid angle and in the detector acceptance. In this work, both correction steps are
performed in one integrated step as described in Sec. 5.4. Nevertheless, the agreement
is generally very good. In the highz region, the old data lies in-between the new values
with and without exclusive vector meson correction.

Figure 6.5 compares the H proton results with fragmentation functions pub-
lished by the EMC collaboration [Arn89], which were obtained from muon-proton scat-
tering at an energy of 280 GeV. For this purpose, the H data has been evolved
to EMCs averageQ2 of 25 GeV2. EMC extracted the fragmentation functions using
Equation (5.33), taking into account theu, d ands quark (and corresponding antiquark)
distributions as given by a parametrisation by Glück, Hoffmann and Reya [Glü82]. The
given errors on the EMC data are due to statistics, the additional systematic error amounts
to∼ 15% and is mostly due to particle identification uncertainties, but also the fragment-
ation function extraction method. The two H data sets represent the final multipli-
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Figure 6.5
The pion multiplicities vs.z using a proton target. The filled symbols have been corrected
for contributions from diffractive ρ0 production, the open symbols show the data without
the correction. The H data is compared toDπ
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−

u fragmentation functions from
EMC published in [Arn89] (stars). For this purpose, it has been evolved to a commonQ2 of
25 GeV2.

cities with and without correction for the pion contribution from exclusiveρ0. As can be
seen from the associated statistical errors, they provide substantially improved statistics
in comparison to the EMC results.

It should be noted that the compared quantities have a different interpretation. The
EMC fragmentation functionsDh

u give the average number of produced hadronsh under
the condition that au quark was struck. The H multiplicities give this number
averaged over all DIS events. However, due to the dominance of u quark scattering
(especially in the case of a proton target), the two quantities are expected to be rather
similar, which makes a comparison meaningful.

In general, the agreement between H and EMC is quite good, considering that
the beam energies at which the measurements were taken differ by a factor of ten. The
observed differences can be attributed to the different plotted quantities, namely multi-
plicities in the case of H andu quark fragmentation functions in the case of EMC.
These findings support the notion that factorisation holds for H energies, or at least
in as much as it holds for EMC.

Theπ+ data agrees rather well within errors with the EMC fragmentation functions,
illustrating how strongly theπ+ production is dominated byu quarks scattering. The
data set corrected for exclusive vector meson influences shows a better agreement with
the EMC data. Diffractive contributions were not accounted for in the EMC analysis,
however, at aQ2 of 25 GeV2 they are insignificant due to theQ−6 dependence of the cross
section.
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Figure 6.7
Enhancement and suppression of favoured fragmentation forπ+ andπ− vs. xB. The dis-
tributions of (anti-)quarks allowing for favoured (unfavoured) fragmentation were added,
weighted by the square of their charges. The CTEQ6MS parametrisation was used.

For negative pions, the EMC data lies systematically below the H results. This
is to be expected, since the former represents the unfavoured fragmentationu→ π− only,
while the multiplicities also include the favoured fragmentationd → π−. Also here, the
z dependence of the corrected multiplicities is in better agreement with EMC than the
uncorrected one.

The xB dependence of the pion multiplicities is shown in Fig. 6.6. Again the data
sets are presented at a commonQ2 of 2.5 GeV2 and include the exclusive vector meson
correction. Theπ+ multiplicities (top) exhibit a somewhat strongerxB dependence than
the π− (bottom). This is behaviour is very similar for the proton and the deuterium
data, which differ only in the same fashion as already observed for thez multiplicities
(Fig. 6.2).

The xB dependence of the multiplicities is again a test for factorisation, the assump-
tion that the fragmentation of a quark is independent of the initial scattering event it
originates from. If factorisation holds, fragmentation functions should not vary withxB,
since the hadronisation of the struck quark should not be down to the fraction of the nuc-
leon’s momentum it initially carried. The multiplicities in Fig. 6.6 show a rather weak
xB dependence, suggesting that factorisation is a reasonableassumption at H en-
ergies. Furthermore,xB independence is only expected to hold for quark fragmentation
functions. The plotted multiplicities still contain the convolution with the parton distri-
butions inside the nucleon, which of course depend onxB. This is illustrated in Figure 6.7
for positive (left) and negative (right) pions: shown is thesum over the quarks allowing
for favoured fragmentation divided by the sum over the otherquarks which require unfa-
voured fragmentation to produce the hadron. The ratio was calculated using the CTEQ6
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MS parametrisation, weighted with the square of the respective quark charge and taking
into account the light quarks (u, d, s) and their anti-quarks. For both hadrons, the ratio
for a proton and a deuterium target is shown. In the case ofπ+, the ratios rise withxB,
owing to the dominance of theu quarks. Theu quark dominance also suppresses the
ratio for theπ−.

Since the fraction of DIS events allowing for favoured fragmentation is growing with
xB, it is not surprising that theπ+ multiplicities are also increasing. Although the cor-
responding fraction for negative pions is decreasing withxB, theπ− do not decrease at
higher xB, nevertheless the slope is distinctly smaller compared toπ+. Studies in con-
junction with the extraction of the quark helicity distributions [Air05] have shown that
π− production is dominated by the unfavouredu quark fragmentation: more that 50% of
all negative pions originate from scattering events onu quarks, sharply rising to almost
80% for xB ∼ 0.4 (see Fig. 6.8). This dominance of unfavoured fragmentation seems to
cancel the suppression of the scattering ond andū quarks.

Figure 6.9 compares the new results from the year 2000 data with the previous ana-
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Purities for positive and negative pions as well as positiveand negative kaons for scattering
on a proton and a free neutron target. The purities give the fraction of scattering events
involving a struck quarkq under the condition that a quarkh is produced. The purities were
extracted from a Monte Carlo simulation, the shaded bands give the estimated systematic
uncertainty based on the use of different fragmentation tunes. This figure was taken from
[Air05].
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Figure 6.9
The sum of the
charged pions versus
xB. The results
from the old and
new analysis are
compared.
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lysis of the year 1996/97 data published in [Air01]. The data points represent the sum
of charged pions. For the new analysis, the results are givenboth including exclusive
vector mesons and corrected for exclusive vector mesons. Clearly, there is some discrep-
ancy between the two analyses. After first establishing thatthe multiplicities extracted
from the 1996/97 data and the 2000 data agree before applying any corrections2, several
possible sources for this discrepancy were investigated in[Hil04b]:

• Different sets of fragmentation parameters were used for the acceptance cor-
rection. While the analysis presented here uses the 2004c set of Lund parameters
(see Table 4.1 on page 55), the old analysis relied on an olderparameter set (de-
noted asHolger tunein Table 4.1). To investigate the impact of these modifications
on the final result, the Monte Carlo tune dependence of the acceptance correction
method was studied. The left hand side of Figure 6.10 illustrates the difference
between the hadron yields obtained from the parameter sets.The right hand side
then shows the correctedexperimentaldata, where the correction was performed
using the corresponding Monte Carlo production (see Sec. 5.4). Only by using the
Jetset default tune (and only for highz) a significant deviation can be seen from the
result of the other two tunes. But for the two tunes adapted toH (’Holger’
and 2004a), the agreement is quite good. In no case does the change of the tune
influence thexB dependence in a way necessary to explain the differences between

2In fact, there are minor momentum-dependent differences related to the different efficiencies of the
RICH detector used in 2000 and the thresholdČerenkov detector used in 1996/97. They are, however,
insignificant for the problem at hand.
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Figure 6.10
Independence of the acceptance correction method from the Monte Carlo tune forπ+ + π−.
The left plot shows the Monte Carlo multiplicities obtainedfrom three different fragmenta-
tion parameter settings. The right hand side shows the acceptance corrected Born multipli-
cities, as they were obtained by using the corresponding Monte Carlo setting.

the old and the new analysis. It should be noted that the comparison shown here
features the 2004a tune used for the multiplicity release inJune 2004 instead of
2004c used for the results presented in this work. Nevertheless, the conclusion re-
mains valid, since changing from 2004a to 2004c did not alterthe xB dependence
of the multiplicities (Fig. 6.1).

• The Q2 evolution was performed in a different way. While the correction factors
in this analysis were calculated from the full DIS formula (5.33)), using paramet-
risations for the parton distribution functions (CTEQ6 [Pum02]) and fragmentation
functions (S. Kretzer [Kre00]), the analysis in [Air01] only used fragmentation
function ratios

CQ2(z,Q2) =
Dπu(z,Q

2
0)

Dπu(z,Q2)
, (6.1)

with Q2 being the average value in the respective bin andQ2
0 (=2.5 GeV2) being

the target value. For the fragmentation functions, the parametrisation by Kniehl,
Kramer and Pötter [Kni00] was used. Figure 6.11a compares the correction factors
calculated with Eq. (6.1) using the old (KKP) and new (Kretzer) parametrisations.
As can be seen, the new parametrisations should in fact increase the slope with
rising xB, compared with the old parametrisation. The same observation holds
when replacing the old Equation (6.1) with the new Equation (5.33) (Fig. 6.11b).

• The method for the acceptance correction was changed.The old analysis used
ratios of pion yields within and outside the H acceptance to obtain correction
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Figure 6.11
Q2 evolution factors calculated using different fragmentation function parametrisations (left)
and different evolution formula (right). In both cases, the switch from the old analysis
method to the new one (FF:KKP→ Kretzer; Formula: Eq. (6.1)→ Eq. (5.33)) should have
rather enhanced thexB slope than reduce it.

factors [Bia99]. This method assumes that there is noxB dependence of the lepton
detection efficiency. However, this is not the case. Figure 6.12 compares accept-
ance correction factors obtained from ratios of pion yieldsand ratios of DIS norm-
alised pion multiplicities, respectively3. It can be seen that by taking the positron
detection efficiency into account, the correction factors are smaller forhigherxB

and larger for lowxB. The crossing of the two correction factor sets happens in the
area of best agreement between old and new results.

In conclusion, the method for acceptance correction is thought to be responsible for
a major part of the inconsistencies between the two analyses. In addition, it should be
noted that the Monte Carlo programs used for radiative and acceptance correction were
heavily modified in the recent years, including numerous bugfixes. This might have had
further influences on the result, which can not be specifically accounted for.

The Q2 dependence of the pion multiplicities is presented in Figure 6.13. The first
plot compares the results obtained from the two different targets forπ+ andπ− separately.
The observedQ2 dependence is very small as expected from theory. This is demonstrated
in Fig. 6.14. Here the multiplicities for the sum of charged pions are compared with the
result obtained with the parametrisation by S. Kretzer [Kre05]. While the fragment-
ation function parametrisation lies generally above the measured multiplicities, theQ2

3In this work, the acceptance correction was performed together with the radiative unfolding by the
matrix method described in Sec. 5.4, which takes into account the lepton efficiencies.
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dependence of the experimental data matches the theoretical curves very well. The mul-
tiplicities generally show a very weakQ2 dependence, which is becoming larger with
increasingz. This is consistent with results from E665 [Ada97].

6.2 Kaon Results

In addition to the pion multiplicities, also kaon multiplicities have been extracted versus
z, xB andQ2. The available statistics for the positive and negative charges differs much
more dramatically then it is the case for pions. This is due tothe fact that for K− (valence
quark composition:sū) favoured fragmentation is only possible for scattering onnucleon
sea quarks, while the dominant valence quarks only allow forunfavoured fragmentation.
For K+ (us̄), these restrictions do not apply, causing a K+:K− ratio of about 72:28 for a
proton target (compared to 58:42 forπ+:π−).

Figure 6.15 shows the kaon multiplicities versusz for both the proton and deuterium
target. At highz(> 0.85), no meaningful K− result could be obtained. In this region, the
RICH unfolded K− multiplicities in fact become negative. This indicates that the current
P matrices overestimate the misidentifications from pions askaons. The unfolding of
the RICH errors then leads to an increase of the pion yields atthe expense of the kaon
multiplicities. Since the hadron flux in the highz domain is so severely dominated by
pions (≈ 95% of all negative hadrons areπ− for z > 0.75, Fig. 5.4), even small errors
have a dramatic impact on the kaons.

To compare the multiplicities for the two charges and the twotargets, the multiplicity
ratios of the different targets (top) and the charges (bottom) are plotted in Fig. 6.16.
As was the case for the pions, the K+ multiplicity is larger for the proton target. The
ratio of K+ from proton to K+ from deuterium seems to rise with largerz, although a
conclusive assessment is difficult due to the large statistical uncertainties. Very striking,
on the other hand, is the strong rise of the charge ratio K+/K− with z for both targets.
The slope is substantially larger than in the case of pions (Fig. 6.3). This is in line with
the expectation that favoured fragmentation plays a much smaller role for K−, since its
valence quark content only permits favoured fragmentationfrom sea quarks.

In Fig. 6.17, the kaon multiplicities are compared to fragmentation functions obtained
by EMC from muon-proton scattering at a beam energy of 280 GeV[Arn89]. As in
Fig. 6.5, the H data was evolved to a commonQ2 of 25 GeV2 for this purpose.
Again, the H results feature a dramatically improved statistical accuracy. For K+,
the multiplicity lies below the EMC fragmentation functionDK+

u . This can be attributed
again to unfavoured contributions to the kaon production, which reduces the average
number of K+ produced per struck quark compared to the favoured fragmentationu →
K+. On the other hand, the two data sets for negative kaons agreevery well within
errors. The H multiplicities can be expected to contain very small contributions
of favoureds and ū fragmentation — in fact, the purities extracted for the∆q analysis
suggest thatu quark fragmentation plays the dominant role in K− production [Air05]
(Fig. 6.8). This is consistent with the much better agreement with the unfavouredDK−

u

fragmentation function.
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Figure 6.17
The kaon multiplicities vs.z using a proton target. The filled symbols have been corrected
for contributions from exclusiveφ production, the open symbols show the data without the
correction. The H data is compared toDK+

u and DK−
u fragmentation functions from

EMC published in [Arn89] (stars). For this purpose, it has been evolved to a commonQ2 of
25 GeV2.

Figures 6.18 and 6.20 show the kaon multiplicities in the usual 4 z bins as a function
of xB andQ2, respectively. TheQ2 dependence seems to be much weaker than it is the
case for pions. VersusxB, the slope for K+ is comparable to the positive pions (Fig. 6.6).
The K− multiplicities, however, decrease with largerxB, a tendency which becomes more
pronounced in the higherz bins. A possible explanation for this different behaviour is
shown in Fig. 6.19. Similar to the pion case in Fig. 6.7, the sum of the parton distributions
of (anti-)quarks allowing for favoured (unfavoured) fragmentation is calculated, taking
the quark charges into account. Dividing these quantities then gives a probability ratio
signifying how likely a scattering event allows for favoured fragmentation in relation to
unfavoured fragmentation. For positive kaons (left), the ratios are very similar to the
case ofπ+, since both are dominated by theu quarks. In the case of K− (right), however,
the suppression of favoured fragmentation at highxB becomes quite dramatic. While the
ratios vary by about an order of magnitude forπ± and K+, the K− ratio falls by two orders
of magnitude. It is thus not surprising that the corresponding multiplicities drop withxB,
especially in the higherz region which is more dominated by favoured fragmentation.
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Figure 6.18
The kaon multiplicities vs.xB in 4 z bins using a proton (filled symbols) and a deuterium
target (open symbols).
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Figure 6.19
Enhancement and suppression of favoured fragmentation forK+ and K− vs. xB. The dis-
tributions of (anti-)quarks allowing for favoured (unfavoured) fragmentation were added,
weighted by the square of their charges. The CTEQ6MS parametrisation was used.
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Figure 6.20
The kaon multiplicities vs.Q2 in 4 z bins using a proton (filled symbols) and a deuterium
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Chapter 7

Conclusion

This work has been concerned with the fragmentation processat H. It can be split
into two major parts: the Monte Carlo simulation of hadronisation and the extraction of
charge and hadron type separated Born multiplicities.

In the Monte Carlo part, the Lund model has been adjusted to reproduce experimental
hadron spectra observed with the H experiment. In contrast to earlier tuning efforts,
this work for the first time made use of the RICH detector introduced in the year 1998,
permitting a clean separation of pions, kaons and protons. This additional information
allowed for a more detailed fitting of the model parameters, some of which were not
accessible previously. The iterative fitting of the model parameters also took advantage
of a new tuning algorithm, which allowed to harness the computing power available with
the H PC farm. In the course of the tuning efforts, the H smearing generator
(HSG) was implemented, an application which is able to simulate the smearing and loss
effects caused by the H detector by applying corrections on a statistical basis. The
program allows for Monte Carlo studies to take into account detector effects, while being
a factor of∼ 100 faster than a full detector simulation. HSG is indispensable for the
tuning of the fragmentation model, but has also been used by various other Monte Carlo
projects in the collaboration.

The tuning efforts resulted in a very much advanced parameter set, with drastical im-
provements especially in the reproduction of the (anti-)proton multiplicities. Open issues
remain regarding the simultaneously satisfying description of the K+ and K− multiplicit-
ies.

The second part of this work was concerned with the extraction of Born multiplicities
for pions and kaons. Pion multiplicities frome+p scattering have already been published
before [Air01]. In this work the year 2000 data was used, providing higher statistics and
improved particle identification due to the RICH detector. In addition, the proton data
was complemented by an analysis of data taken with a deuterium target. Furthermore,
the analysis was extended in various ways. For example the contribution of exclusive
vector mesons to the hadron sample has been accounted for, which dilute the hadrons
produced by deep-inelastic scattering. With respect to theold multiplicity analysis, a
new method for the correction of radiative and acceptance effects was used.

The extracted multiplicities provide a high statistics data set forπ+, π−, K+ and K−,
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obtained both from a proton and a deuterium target. They willform the basis for the
extraction of fragmentation functions and will thus allow to test the universality of the
fragmentation process. The multiplicities versusz show a reasonably good agreement
with fragmentation functions by EMC, which were measured ata ten times higher beam
energy. TheQ2 dependence of the pion data is in line with QCD expectations.To-
gether with the weakxB dependence, the results show that the assumption of factorisa-
tion, which is fundamental to the extraction of the quark helicity distributions [Air05], is
well justified.



Appendix A

Tables: Multiplicities vs. z

In this section, the final multiplicities as a function ofz are tabulated. Table A.1 defines
the bin numbers used in Tables A.2 to A.13. The results for theproton and the deuterium
target are always given on one page. First the results evolved to Q2 = 2.5 GeV2 are
given, where the data corrected for the contribution of exclusive vector mesons preceed
the uncorrected data. This is followed by the results forQ2 = 25 GeV2, in this case only
for the proton target (the results with and without vector meson correction are given on
one page).

Bin min max
1 0.150 0.200
2 0.200 0.250
3 0.250 0.300
4 0.300 0.350
5 0.350 0.400
6 0.400 0.450
7 0.450 0.500
8 0.500 0.550
9 0.550 0.600

10 0.600 0.650
11 0.650 0.700
12 0.700 0.750
13 0.750 0.800
14 0.800 0.850
15 0.850 0.900

Table A.1
Binning versusz

The columnmult gives the multiplicity value,σstat the stat-
istical error. σRICH represents the syst. error from RICH un-
folding, σMC the syst. error from the correction for radiative
and detector effects. σevol, gives the systematic uncertainty
from Q2 evolution.
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π+ Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 3.02701 0.01222 +0.07326
−0.00000

0.00993 +0.00132
−0.00012

2 2.13312 0.00892 +0.04080
−0.00520

0.00807 +0.00009
−0.00002

3 1.56293 0.00736 +0.02097
−0.00494

0.00707 +0.00004
−0.00011

4 1.16725 0.00646 +0.00988
−0.00416

0.00636 +0.00002
−0.00001

5 0.87276 0.00584 +0.00450
−0.00300

0.00576 +0.00000
−0.00000

6 0.65989 0.00541 +0.00146
−0.00240

0.00521 +0.00002
−0.00003

7 0.50582 0.00513 +0.00000
−0.00160

0.00487 +0.00002
−0.00007

8 0.38966 0.00503 +0.00001
−0.00128

0.00461 +0.00002
−0.00006

9 0.32043 0.00508 +0.00023
−0.00091

0.00454 +0.00003
−0.00012

10 0.23887 0.00524 +0.00131
−0.00124

0.00450 +0.00002
−0.00011

11 0.21892 0.00571 +0.00270
−0.00200

0.00471 +0.00001
−0.00014

12 0.16280 0.00619 +0.00241
−0.00188

0.00476 +0.00001
−0.00014

13 0.12421 0.00674 +0.00263
−0.00171

0.00485 +0.00000
−0.00014

14 0.07995 0.00676 +0.00056
−0.00057

0.00465 +0.00000
−0.00009

15 0.06576 0.00480 +0.00282
−0.00203

0.00326 +0.00000
−0.00006

π+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 2.94858 0.01113 +0.07228
−0.00000

0.00970 +0.00597
−0.00037

2 2.07807 0.00815 +0.03954
−0.00518

0.00792 +0.00268
−0.00032

3 1.49781 0.00671 +0.01972
−0.00486

0.00685 +0.00127
−0.00029

4 1.11943 0.00587 +0.00956
−0.00408

0.00618 +0.00058
−0.00026

5 0.82861 0.00524 +0.00434
−0.00293

0.00552 +0.00030
−0.00025

6 0.62918 0.00496 +0.00121
−0.00241

0.00508 +0.00017
−0.00027

7 0.48236 0.00471 +0.00004
−0.00149

0.00474 +0.00012
−0.00026

8 0.37607 0.00462 +0.00000
−0.00115

0.00449 +0.00008
−0.00024

9 0.29300 0.00465 +0.00019
−0.00093

0.00436 +0.00008
−0.00024

10 0.24857 0.00487 +0.00171
−0.00143

0.00442 +0.00006
−0.00025

11 0.19071 0.00522 +0.00244
−0.00171

0.00445 +0.00003
−0.00024

12 0.15151 0.00580 +0.00201
−0.00171

0.00460 +0.00001
−0.00022

13 0.10953 0.00615 +0.00224
−0.00157

0.00458 +0.00000
−0.00019

14 0.06699 0.00575 +0.00093
−0.00062

0.00409 +0.00000
−0.00012

15 0.06443 0.00407 +0.00248
−0.00184

0.00286 +0.00000
−0.00013
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π− Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 2.42483 0.01080 +0.05701
−0.00284

0.00869 +0.00371
−0.00000

2 1.69087 0.00785 +0.03191
−0.00572

0.00705 +0.00185
−0.00000

3 1.16385 0.00628 +0.01581
−0.00458

0.00591 +0.00097
−0.00000

4 0.84561 0.00540 +0.00800
−0.00314

0.00518 +0.00059
−0.00000

5 0.60182 0.00481 +0.00377
−0.00206

0.00459 +0.00039
−0.00000

6 0.44347 0.00439 +0.00117
−0.00145

0.00414 +0.00032
−0.00000

7 0.33370 0.00418 +0.00029
−0.00082

0.00388 +0.00033
−0.00000

8 0.25635 0.00405 +0.00018
−0.00080

0.00368 +0.00029
−0.00000

9 0.19677 0.00397 +0.00073
−0.00061

0.00352 +0.00033
−0.00000

10 0.15299 0.00407 +0.00182
−0.00131

0.00348 +0.00033
−0.00000

11 0.11365 0.00422 +0.00204
−0.00151

0.00340 +0.00028
−0.00000

12 0.08634 0.00448 +0.00211
−0.00154

0.00334 +0.00029
−0.00001

13 0.06420 0.00522 +0.00184
−0.00125

0.00355 +0.00024
−0.00002

14 0.04625 0.00516 +0.00117
−0.00086

0.00324 +0.00016
−0.00003

15 0.02808 0.00387 +0.00183
−0.00131

0.00226 +0.00011
−0.00002

π− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 2.66967 0.01061 +0.06215
−0.00339

0.00936 +0.00926
−0.00000

2 1.82696 0.00756 +0.03441
−0.00644

0.00744 +0.00421
−0.00000

3 1.26842 0.00609 +0.01718
−0.00491

0.00628 +0.00201
−0.00000

4 0.92162 0.00527 +0.00860
−0.00344

0.00554 +0.00099
−0.00000

5 0.66081 0.00469 +0.00391
−0.00223

0.00491 +0.00057
−0.00000

6 0.48943 0.00425 +0.00138
−0.00156

0.00441 +0.00035
−0.00000

7 0.37761 0.00398 +0.00034
−0.00094

0.00408 +0.00032
−0.00000

8 0.28032 0.00387 +0.00011
−0.00072

0.00387 +0.00027
−0.00000

9 0.21618 0.00392 +0.00061
−0.00075

0.00383 +0.00026
−0.00000

10 0.17805 0.00413 +0.00242
−0.00157

0.00392 +0.00024
−0.00000

11 0.13292 0.00430 +0.00246
−0.00179

0.00384 +0.00019
−0.00000

12 0.10240 0.00452 +0.00233
−0.00169

0.00373 +0.00019
−0.00001

13 0.07601 0.00473 +0.00229
−0.00158

0.00356 +0.00016
−0.00003

14 0.05178 0.00503 +0.00121
−0.00083

0.00340 +0.00012
−0.00003

15 0.03510 0.00362 +0.00206
−0.00146

0.00230 +0.00007
−0.00003
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K+ Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.63996 0.00878 +0.00000
−0.06513

0.00542 +0.00077
−0.00004

2 0.37845 0.00539 +0.00287
−0.03856

0.00358 +0.00006
−0.00000

3 0.28213 0.00415 +0.00461
−0.02212

0.00305 +0.00002
−0.00011

4 0.23129 0.00344 +0.00362
−0.01296

0.00279 +0.00002
−0.00007

5 0.18174 0.00309 +0.00273
−0.00754

0.00258 +0.00001
−0.00003

6 0.15028 0.00291 +0.00206
−0.00369

0.00243 +0.00001
−0.00001

7 0.12858 0.00297 +0.00000
−0.00110

0.00236 +0.00001
−0.00000

8 0.09944 0.00294 +0.00000
−0.00136

0.00222 +0.00001
−0.00000

9 0.08919 0.00322 +0.00000
−0.00117

0.00237 +0.00000
−0.00000

10 0.08285 0.00352 +0.00000
−0.00156

0.00249 +0.00000
−0.00000

11 0.05826 0.00357 +0.00058
−0.00269

0.00236 +0.00000
−0.00002

12 0.05183 0.00349 +0.00035
−0.00256

0.00227 +0.00000
−0.00000

13 0.03238 0.00335 +0.00087
−0.00283

0.00214 +0.00000
−0.00000

14 0.02857 0.00313 +0.00000
−0.00069

0.00207 +0.00000
−0.00000

15 0.02023 0.00199 +0.00161
−0.00372

0.00136 +0.00002
−0.00001

K+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.62493 0.00805 +0.00000
−0.06219

0.00529 +0.00209
−0.00005

2 0.37328 0.00495 +0.00267
−0.03691

0.00353 +0.00061
−0.00002

3 0.27489 0.00374 +0.00436
−0.02061

0.00294 +0.00024
−0.00002

4 0.21921 0.00316 +0.00357
−0.01249

0.00270 +0.00012
−0.00001

5 0.17764 0.00284 +0.00292
−0.00715

0.00249 +0.00005
−0.00001

6 0.14032 0.00266 +0.00211
−0.00328

0.00229 +0.00002
−0.00001

7 0.11330 0.00268 +0.00010
−0.00196

0.00221 +0.00000
−0.00002

8 0.10510 0.00277 +0.00000
−0.00129

0.00224 +0.00001
−0.00005

9 0.08453 0.00286 +0.00000
−0.00108

0.00220 +0.00001
−0.00004

10 0.07165 0.00290 +0.00000
−0.00236

0.00213 +0.00001
−0.00006

11 0.05104 0.00313 +0.00026
−0.00263

0.00216 +0.00001
−0.00007

12 0.04572 0.00292 +0.00040
−0.00176

0.00198 +0.00001
−0.00005

13 0.02919 0.00272 +0.00084
−0.00306

0.00181 +0.00001
−0.00004

14 0.02337 0.00248 +0.00000
−0.00090

0.00177 +0.00001
−0.00003

15 0.01924 0.00164 +0.00160
−0.00369

0.00122 +0.00001
−0.00002
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K− Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.36328 0.00706 +0.00000
−0.05927

0.00353 +0.00030
−0.00000

2 0.20847 0.00409 +0.00161
−0.03370

0.00232 +0.00026
−0.00000

3 0.13626 0.00281 +0.00217
−0.01765

0.00178 +0.00018
−0.00000

4 0.09992 0.00224 +0.00203
−0.00992

0.00154 +0.00018
−0.00000

5 0.07036 0.00190 +0.00113
−0.00508

0.00130 +0.00014
−0.00000

6 0.05413 0.00166 +0.00043
−0.00192

0.00113 +0.00011
−0.00000

7 0.03746 0.00153 +0.00000
−0.00093

0.00098 +0.00008
−0.00001

8 0.03309 0.00153 +0.00000
−0.00037

0.00099 +0.00011
−0.00003

9 0.02433 0.00148 +0.00000
−0.00068

0.00087 +0.00010
−0.00004

10 0.01443 0.00154 +0.00094
−0.00196

0.00081 +0.00010
−0.00004

11 0.00960 0.00162 +0.00118
−0.00219

0.00069 +0.00009
−0.00004

12 0.00583 0.00156 +0.00198
−0.00309

0.00061 +0.00006
−0.00003

13 0.00090 0.00146 +0.00151
−0.00267

0.00056 +0.00001
−0.00001

14 0.00066 0.00118 +0.00185
−0.00260

0.00055 +0.00001
−0.00001

15 -0.00313 0.00062 +0.00178
−0.00265

0.00038 +0.00005
−0.00002

K− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.39816 0.00678 +0.00000
−0.06396

0.00380 +0.00128
−0.00000

2 0.20581 0.00385 +0.00132
−0.03504

0.00233 +0.00066
−0.00000

3 0.15020 0.00275 +0.00255
−0.01891

0.00193 +0.00048
−0.00000

4 0.10552 0.00215 +0.00201
−0.01089

0.00160 +0.00029
−0.00000

5 0.07752 0.00184 +0.00127
−0.00556

0.00140 +0.00020
−0.00000

6 0.05885 0.00167 +0.00055
−0.00200

0.00125 +0.00014
−0.00000

7 0.04203 0.00153 +0.00000
−0.00089

0.00107 +0.00012
−0.00001

8 0.03408 0.00153 +0.00000
−0.00060

0.00103 +0.00013
−0.00004

9 0.02722 0.00145 +0.00000
−0.00064

0.00094 +0.00015
−0.00006

10 0.01889 0.00153 +0.00084
−0.00237

0.00084 +0.00015
−0.00007

11 0.00922 0.00150 +0.00151
−0.00284

0.00070 +0.00010
−0.00005

12 0.00698 0.00159 +0.00169
−0.00264

0.00068 +0.00009
−0.00004

13 -0.00014 0.00156 +0.00255
−0.00407

0.00069 +0.00000
−0.00000

14 0.00292 0.00129 +0.00084
−0.00147

0.00072 +0.00005
−0.00002

15 -0.00411 0.00072 +0.00261
−0.00382

0.00049 +0.00008
−0.00004
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π+ Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 3.13917 0.01214 +0.07575
−0.00000

0.01028 +0.00137
−0.00013

2 2.21413 0.00885 +0.04227
−0.00539

0.00837 +0.00009
−0.00002

3 1.62343 0.00730 +0.02175
−0.00512

0.00733 +0.00004
−0.00012

4 1.21479 0.00641 +0.01027
−0.00431

0.00662 +0.00002
−0.00001

5 0.90826 0.00579 +0.00466
−0.00310

0.00601 +0.00000
−0.00000

6 0.69062 0.00535 +0.00150
−0.00248

0.00547 +0.00002
−0.00003

7 0.53163 0.00507 +0.00000
−0.00164

0.00517 +0.00002
−0.00007

8 0.41328 0.00495 +0.00000
−0.00132

0.00496 +0.00002
−0.00007

9 0.34388 0.00499 +0.00014
−0.00092

0.00500 +0.00003
−0.00012

10 0.26300 0.00510 +0.00133
−0.00129

0.00514 +0.00002
−0.00012

11 0.25200 0.00550 +0.00304
−0.00225

0.00568 +0.00001
−0.00017

12 0.19556 0.00587 +0.00278
−0.00219

0.00623 +0.00001
−0.00017

13 0.17664 0.00626 +0.00365
−0.00237

0.00716 +0.00000
−0.00020

14 0.09929 0.00615 +0.00049
−0.00059

0.00767 +0.00000
−0.00011

15 0.16128 0.00429 +0.00505
−0.00365

0.00580 +0.00000
−0.00016

π+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 3.06922 0.01108 +0.07498
−0.00000

0.01008 +0.00621
−0.00039

2 2.16305 0.00811 +0.04108
−0.00538

0.00822 +0.00279
−0.00033

3 1.56111 0.00667 +0.02052
−0.00505

0.00714 +0.00132
−0.00030

4 1.16967 0.00583 +0.00997
−0.00424

0.00645 +0.00060
−0.00027

5 0.86723 0.00521 +0.00452
−0.00305

0.00579 +0.00032
−0.00027

6 0.66198 0.00493 +0.00125
−0.00252

0.00537 +0.00018
−0.00028

7 0.51100 0.00467 +0.00000
−0.00155

0.00505 +0.00013
−0.00027

8 0.40169 0.00457 +0.00000
−0.00118

0.00488 +0.00009
−0.00025

9 0.31779 0.00458 +0.00008
−0.00094

0.00487 +0.00009
−0.00026

10 0.27826 0.00476 +0.00180
−0.00153

0.00514 +0.00006
−0.00028

11 0.22161 0.00505 +0.00275
−0.00192

0.00551 +0.00003
−0.00027

12 0.18842 0.00552 +0.00239
−0.00205

0.00629 +0.00002
−0.00027

13 0.15833 0.00574 +0.00312
−0.00221

0.00712 +0.00000
−0.00027

14 0.09235 0.00525 +0.00117
−0.00076

0.00721 +0.00000
−0.00016

15 0.16100 0.00364 +0.00483
−0.00357

0.00557 +0.00001
−0.00032
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π− Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 2.52849 0.01071 +0.05925
−0.00295

0.00904 +0.00386
−0.00000

2 1.76419 0.00778 +0.03323
−0.00596

0.00734 +0.00194
−0.00000

3 1.21761 0.00623 +0.01651
−0.00477

0.00618 +0.00102
−0.00000

4 0.88711 0.00535 +0.00837
−0.00327

0.00543 +0.00062
−0.00000

5 0.63460 0.00476 +0.00395
−0.00214

0.00485 +0.00041
−0.00000

6 0.46904 0.00434 +0.00119
−0.00150

0.00442 +0.00034
−0.00000

7 0.35739 0.00412 +0.00025
−0.00083

0.00419 +0.00036
−0.00000

8 0.27591 0.00397 +0.00008
−0.00079

0.00407 +0.00032
−0.00000

9 0.21835 0.00388 +0.00069
−0.00060

0.00402 +0.00037
−0.00000

10 0.17273 0.00394 +0.00194
−0.00140

0.00418 +0.00037
−0.00000

11 0.13978 0.00402 +0.00239
−0.00177

0.00445 +0.00035
−0.00000

12 0.11207 0.00416 +0.00266
−0.00195

0.00495 +0.00038
−0.00002

13 0.10465 0.00471 +0.00283
−0.00192

0.00622 +0.00039
−0.00004

14 0.06524 0.00453 +0.00169
−0.00125

0.00661 +0.00022
−0.00004

15 0.11032 0.00331 +0.00447
−0.00319

0.00528 +0.00042
−0.00009

π− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 2.78805 0.01056 +0.06470
−0.00352

0.00975 +0.00967
−0.00000

2 1.90829 0.00751 +0.03588
−0.00671

0.00776 +0.00440
−0.00000

3 1.32923 0.00605 +0.01797
−0.00512

0.00657 +0.00210
−0.00000

4 0.96801 0.00523 +0.00900
−0.00359

0.00583 +0.00104
−0.00000

5 0.69773 0.00465 +0.00410
−0.00233

0.00520 +0.00061
−0.00000

6 0.51871 0.00421 +0.00142
−0.00162

0.00470 +0.00037
−0.00000

7 0.40452 0.00394 +0.00028
−0.00094

0.00442 +0.00034
−0.00000

8 0.30230 0.00382 +0.00000
−0.00070

0.00429 +0.00029
−0.00000

9 0.23991 0.00385 +0.00053
−0.00074

0.00441 +0.00028
−0.00000

10 0.20193 0.00401 +0.00260
−0.00168

0.00474 +0.00028
−0.00000

11 0.16445 0.00412 +0.00294
−0.00214

0.00503 +0.00024
−0.00000

12 0.13254 0.00425 +0.00287
−0.00209

0.00556 +0.00025
−0.00001

13 0.12088 0.00432 +0.00350
−0.00241

0.00629 +0.00026
−0.00004

14 0.07814 0.00444 +0.00178
−0.00121

0.00724 +0.00018
−0.00005

15 0.12803 0.00311 +0.00512
−0.00363

0.00560 +0.00027
−0.00010
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K+ Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.64924 0.00876 +0.00000
−0.06604

0.00550 +0.00078
−0.00004

2 0.38415 0.00537 +0.00291
−0.03914

0.00363 +0.00006
−0.00000

3 0.28610 0.00413 +0.00467
−0.02245

0.00309 +0.00002
−0.00012

4 0.23526 0.00343 +0.00369
−0.01320

0.00285 +0.00002
−0.00007

5 0.18748 0.00307 +0.00282
−0.00779

0.00266 +0.00001
−0.00003

6 0.15678 0.00288 +0.00215
−0.00385

0.00253 +0.00001
−0.00001

7 0.13469 0.00293 +0.00000
−0.00115

0.00247 +0.00001
−0.00000

8 0.10503 0.00290 +0.00000
−0.00143

0.00233 +0.00001
−0.00000

9 0.09540 0.00318 +0.00000
−0.00124

0.00249 +0.00000
−0.00000

10 0.08522 0.00349 +0.00000
−0.00161

0.00257 +0.00000
−0.00000

11 0.06033 0.00354 +0.00059
−0.00278

0.00243 +0.00000
−0.00002

12 0.05286 0.00347 +0.00035
−0.00260

0.00233 +0.00000
−0.00000

13 0.03398 0.00332 +0.00091
−0.00295

0.00222 +0.00000
−0.00000

14 0.02900 0.00310 +0.00000
−0.00066

0.00216 +0.00000
−0.00000

15 0.02216 0.00196 +0.00170
−0.00395

0.00144 +0.00002
−0.00001

K+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.63475 0.00803 +0.00000
−0.06313

0.00536 +0.00212
−0.00005

2 0.37907 0.00494 +0.00271
−0.03749

0.00359 +0.00062
−0.00003

3 0.27936 0.00374 +0.00443
−0.02096

0.00299 +0.00025
−0.00002

4 0.22349 0.00315 +0.00364
−0.01276

0.00276 +0.00012
−0.00001

5 0.18400 0.00282 +0.00302
−0.00741

0.00258 +0.00005
−0.00001

6 0.14760 0.00264 +0.00223
−0.00345

0.00241 +0.00002
−0.00001

7 0.12006 0.00266 +0.00011
−0.00208

0.00234 +0.00000
−0.00002

8 0.11147 0.00274 +0.00000
−0.00136

0.00237 +0.00001
−0.00005

9 0.09055 0.00283 +0.00000
−0.00114

0.00233 +0.00001
−0.00004

10 0.07474 0.00289 +0.00000
−0.00247

0.00221 +0.00001
−0.00006

11 0.05243 0.00312 +0.00027
−0.00270

0.00224 +0.00001
−0.00007

12 0.04702 0.00290 +0.00040
−0.00178

0.00204 +0.00001
−0.00005

13 0.03039 0.00271 +0.00088
−0.00318

0.00189 +0.00001
−0.00004

14 0.02428 0.00246 +0.00000
−0.00090

0.00188 +0.00001
−0.00003

15 0.02123 0.00162 +0.00173
−0.00397

0.00132 +0.00001
−0.00002
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K− Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.37057 0.00705 +0.00000
−0.06041

0.00360 +0.00031
−0.00000

2 0.21266 0.00408 +0.00165
−0.03437

0.00236 +0.00026
−0.00000

3 0.13884 0.00280 +0.00221
−0.01800

0.00182 +0.00018
−0.00000

4 0.10238 0.00223 +0.00208
−0.01018

0.00158 +0.00018
−0.00000

5 0.07379 0.00188 +0.00118
−0.00533

0.00136 +0.00014
−0.00000

6 0.05770 0.00164 +0.00045
−0.00205

0.00121 +0.00011
−0.00000

7 0.04043 0.00152 +0.00000
−0.00101

0.00106 +0.00009
−0.00001

8 0.03606 0.00151 +0.00000
−0.00042

0.00107 +0.00013
−0.00004

9 0.02638 0.00147 +0.00000
−0.00072

0.00094 +0.00011
−0.00004

10 0.01549 0.00153 +0.00102
−0.00212

0.00085 +0.00011
−0.00005

11 0.01001 0.00162 +0.00122
−0.00228

0.00072 +0.00009
−0.00004

12 0.00614 0.00155 +0.00203
−0.00317

0.00063 +0.00006
−0.00003

13 0.00097 0.00145 +0.00165
−0.00290

0.00058 +0.00001
−0.00001

14 0.00085 0.00118 +0.00180
−0.00252

0.00058 +0.00002
−0.00001

15 -0.00344 0.00061 +0.00223
−0.00333

0.00040 +0.00005
−0.00003

K− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.40647 0.00677 +0.00000
−0.06524

0.00387 +0.00131
−0.00000

2 0.20992 0.00385 +0.00134
−0.03574

0.00238 +0.00068
−0.00000

3 0.15345 0.00274 +0.00259
−0.01932

0.00197 +0.00049
−0.00000

4 0.10819 0.00215 +0.00207
−0.01119

0.00165 +0.00030
−0.00000

5 0.08149 0.00183 +0.00134
−0.00585

0.00148 +0.00021
−0.00000

6 0.06339 0.00165 +0.00059
−0.00214

0.00134 +0.00015
−0.00000

7 0.04534 0.00151 +0.00000
−0.00096

0.00116 +0.00013
−0.00001

8 0.03711 0.00152 +0.00000
−0.00065

0.00112 +0.00014
−0.00004

9 0.02988 0.00144 +0.00000
−0.00073

0.00102 +0.00016
−0.00007

10 0.02010 0.00153 +0.00089
−0.00252

0.00089 +0.00016
−0.00007

11 0.00967 0.00150 +0.00159
−0.00299

0.00073 +0.00010
−0.00005

12 0.00744 0.00159 +0.00168
−0.00263

0.00072 +0.00010
−0.00005

13 -0.00020 0.00156 +0.00288
−0.00457

0.00073 +0.00000
−0.00000

14 0.00335 0.00129 +0.00058
−0.00109

0.00076 +0.00006
−0.00003

15 -0.00451 0.00071 +0.00323
−0.00476

0.00052 +0.00009
−0.00005
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π+ Target: Proton Q2 = 25 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 2.86522 0.01157 +0.06935
−0.00000

0.00940 +0.17907
−0.01728

2 1.91509 0.00800 +0.03663
−0.00467

0.00724 +0.07701
−0.01532

3 1.33868 0.00630 +0.01796
−0.00423

0.00605 +0.03424
−0.01353

4 0.95803 0.00530 +0.00811
−0.00341

0.00522 +0.01751
−0.01191

5 0.68907 0.00461 +0.00356
−0.00237

0.00455 +0.01111
−0.01017

6 0.50275 0.00412 +0.00111
−0.00183

0.00397 +0.00832
−0.00864

7 0.37235 0.00378 +0.00000
−0.00117

0.00359 +0.00687
−0.00729

8 0.27730 0.00358 +0.00001
−0.00091

0.00328 +0.00533
−0.00604

9 0.22012 0.00349 +0.00016
−0.00063

0.00312 +0.00418
−0.00528

10 0.15786 0.00346 +0.00087
−0.00082

0.00297 +0.00282
−0.00410

11 0.13868 0.00362 +0.00171
−0.00127

0.00299 +0.00221
−0.00389

12 0.09812 0.00373 +0.00145
−0.00113

0.00287 +0.00148
−0.00294

13 0.07065 0.00383 +0.00149
−0.00097

0.00276 +0.00091
−0.00225

14 0.04232 0.00358 +0.00030
−0.00030

0.00246 +0.00046
−0.00142

15 0.03167 0.00231 +0.00136
−0.00098

0.00157 +0.00026
−0.00111

π+ Target: Proton Q2 = 25 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 2.97139 0.01149 +0.07170
−0.00000

0.00973 +0.18570
−0.01792

2 1.98783 0.00794 +0.03795
−0.00484

0.00751 +0.07994
−0.01590

3 1.39050 0.00625 +0.01863
−0.00438

0.00628 +0.03557
−0.01405

4 0.99704 0.00526 +0.00843
−0.00354

0.00543 +0.01822
−0.01239

5 0.71710 0.00457 +0.00368
−0.00245

0.00474 +0.01156
−0.01059

6 0.52617 0.00408 +0.00114
−0.00189

0.00417 +0.00871
−0.00905

7 0.39135 0.00373 +0.00000
−0.00121

0.00380 +0.00722
−0.00766

8 0.29412 0.00352 +0.00000
−0.00094

0.00353 +0.00565
−0.00641

9 0.23623 0.00343 +0.00010
−0.00063

0.00343 +0.00449
−0.00567

10 0.17381 0.00337 +0.00088
−0.00085

0.00340 +0.00310
−0.00452

11 0.15964 0.00349 +0.00193
−0.00143

0.00360 +0.00255
−0.00447

12 0.11786 0.00354 +0.00167
−0.00132

0.00376 +0.00178
−0.00353

13 0.10047 0.00356 +0.00208
−0.00135

0.00407 +0.00130
−0.00320

14 0.05256 0.00325 +0.00026
−0.00031

0.00406 +0.00057
−0.00176

15 0.07768 0.00207 +0.00243
−0.00176

0.00280 +0.00064
−0.00273
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π− Target: Proton Q2 = 25 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 2.28835 0.01019 +0.05380
−0.00268

0.00820 +0.16004
−0.00000

2 1.51019 0.00701 +0.02850
−0.00511

0.00630 +0.07227
−0.00000

3 0.98916 0.00534 +0.01344
−0.00389

0.00502 +0.03307
−0.00000

4 0.68667 0.00438 +0.00649
−0.00255

0.00420 +0.01818
−0.00000

5 0.46894 0.00375 +0.00294
−0.00160

0.00358 +0.01194
−0.00000

6 0.33276 0.00330 +0.00088
−0.00109

0.00311 +0.00948
−0.00000

7 0.24173 0.00303 +0.00021
−0.00059

0.00281 +0.00813
−0.00000

8 0.17956 0.00284 +0.00012
−0.00056

0.00258 +0.00691
−0.00000

9 0.13327 0.00269 +0.00049
−0.00042

0.00238 +0.00560
−0.00000

10 0.09998 0.00266 +0.00119
−0.00086

0.00227 +0.00444
−0.00000

11 0.07143 0.00265 +0.00128
−0.00095

0.00214 +0.00330
−0.00000

12 0.05189 0.00269 +0.00127
−0.00093

0.00201 +0.00254
−0.00000

13 0.03661 0.00298 +0.00105
−0.00071

0.00203 +0.00184
−0.00000

14 0.02473 0.00276 +0.00063
−0.00046

0.00173 +0.00128
−0.00000

15 0.01378 0.00190 +0.00090
−0.00064

0.00111 +0.00073
−0.00000

π− Target: Proton Q2 = 25 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 2.38617 0.01011 +0.05592
−0.00278

0.00853 +0.16688
−0.00000

2 1.57567 0.00695 +0.02968
−0.00532

0.00656 +0.07540
−0.00000

3 1.03485 0.00529 +0.01403
−0.00405

0.00525 +0.03459
−0.00000

4 0.72036 0.00434 +0.00680
−0.00266

0.00441 +0.01908
−0.00000

5 0.49448 0.00371 +0.00307
−0.00167

0.00378 +0.01259
−0.00000

6 0.35195 0.00326 +0.00089
−0.00112

0.00332 +0.01003
−0.00000

7 0.25889 0.00299 +0.00018
−0.00060

0.00304 +0.00871
−0.00000

8 0.19326 0.00278 +0.00005
−0.00055

0.00285 +0.00743
−0.00000

9 0.14789 0.00263 +0.00047
−0.00041

0.00273 +0.00621
−0.00000

10 0.11288 0.00257 +0.00127
−0.00091

0.00273 +0.00501
−0.00000

11 0.08784 0.00252 +0.00150
−0.00111

0.00280 +0.00405
−0.00000

12 0.06735 0.00250 +0.00160
−0.00117

0.00297 +0.00329
−0.00000

13 0.05969 0.00269 +0.00162
−0.00109

0.00355 +0.00300
−0.00000

14 0.03488 0.00242 +0.00090
−0.00067

0.00354 +0.00180
−0.00000

15 0.05415 0.00163 +0.00219
−0.00157

0.00259 +0.00287
−0.00000
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K+ Target: Proton Q2 = 25 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.70809 0.00971 +0.00000
−0.07207

0.00599 +0.06498
−0.00268

2 0.38648 0.00550 +0.00293
−0.03938

0.00366 +0.02399
−0.00179

3 0.26933 0.00396 +0.00440
−0.02112

0.00291 +0.01078
−0.00141

4 0.20810 0.00310 +0.00326
−0.01166

0.00251 +0.00483
−0.00120

5 0.15477 0.00264 +0.00232
−0.00642

0.00220 +0.00160
−0.00093

6 0.12159 0.00236 +0.00167
−0.00298

0.00196 +0.00002
−0.00075

7 0.09904 0.00228 +0.00000
−0.00084

0.00182 +0.00000
−0.00137

8 0.07301 0.00216 +0.00000
−0.00100

0.00163 +0.00000
−0.00144

9 0.06246 0.00226 +0.00000
−0.00082

0.00166 +0.00000
−0.00151

10 0.05531 0.00235 +0.00000
−0.00104

0.00166 +0.00000
−0.00152

11 0.03702 0.00227 +0.00037
−0.00171

0.00150 +0.00004
−0.00115

12 0.03124 0.00211 +0.00021
−0.00154

0.00137 +0.00018
−0.00111

13 0.01843 0.00191 +0.00050
−0.00161

0.00122 +0.00023
−0.00075

14 0.01521 0.00167 +0.00000
−0.00037

0.00110 +0.00035
−0.00071

15 0.00994 0.00098 +0.00079
−0.00183

0.00067 +0.00038
−0.00053

K+ Target: Proton Q2 = 25 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.71836 0.00969 +0.00000
−0.07307

0.00608 +0.06592
−0.00272

2 0.39229 0.00548 +0.00297
−0.03997

0.00371 +0.02435
−0.00181

3 0.27312 0.00394 +0.00446
−0.02143

0.00295 +0.01093
−0.00143

4 0.21167 0.00308 +0.00332
−0.01188

0.00256 +0.00492
−0.00122

5 0.15965 0.00261 +0.00240
−0.00664

0.00227 +0.00165
−0.00096

6 0.12685 0.00233 +0.00174
−0.00311

0.00205 +0.00002
−0.00079

7 0.10374 0.00225 +0.00000
−0.00089

0.00190 +0.00000
−0.00143

8 0.07712 0.00213 +0.00000
−0.00105

0.00171 +0.00000
−0.00152

9 0.06680 0.00223 +0.00000
−0.00087

0.00174 +0.00000
−0.00161

10 0.05690 0.00233 +0.00000
−0.00108

0.00171 +0.00000
−0.00156

11 0.03833 0.00225 +0.00038
−0.00177

0.00154 +0.00004
−0.00119

12 0.03187 0.00209 +0.00021
−0.00157

0.00141 +0.00019
−0.00113

13 0.01934 0.00189 +0.00052
−0.00168

0.00127 +0.00025
−0.00079

14 0.01544 0.00165 +0.00000
−0.00035

0.00115 +0.00035
−0.00072

15 0.01088 0.00096 +0.00084
−0.00194

0.00071 +0.00042
−0.00058
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K− Target: Proton Q2 = 25 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.40025 0.00778 +0.00000
−0.06530

0.00389 +0.04160
−0.00010

2 0.21179 0.00416 +0.00164
−0.03424

0.00235 +0.01656
−0.00007

3 0.12937 0.00267 +0.00206
−0.01676

0.00169 +0.00765
−0.00006

4 0.08939 0.00201 +0.00181
−0.00888

0.00137 +0.00407
−0.00005

5 0.05964 0.00161 +0.00095
−0.00430

0.00110 +0.00212
−0.00004

6 0.04365 0.00134 +0.00035
−0.00155

0.00091 +0.00136
−0.00004

7 0.02883 0.00118 +0.00000
−0.00072

0.00076 +0.00108
−0.00025

8 0.02437 0.00113 +0.00000
−0.00027

0.00073 +0.00110
−0.00041

9 0.01719 0.00105 +0.00000
−0.00048

0.00062 +0.00092
−0.00040

10 0.00981 0.00105 +0.00064
−0.00134

0.00055 +0.00064
−0.00029

11 0.00629 0.00106 +0.00077
−0.00144

0.00045 +0.00048
−0.00023

12 0.00369 0.00098 +0.00125
−0.00195

0.00038 +0.00032
−0.00016

13 0.00055 0.00089 +0.00092
−0.00163

0.00034 +0.00006
−0.00003

14 0.00039 0.00070 +0.00109
−0.00153

0.00033 +0.00004
−0.00002

15 -0.00177 0.00035 +0.00100
−0.00150

0.00022 +0.00021
−0.00013

K− Target: Proton Q2 = 25 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.40828 0.00776 +0.00000
−0.06655

0.00397 +0.04244
−0.00010

2 0.21605 0.00415 +0.00167
−0.03492

0.00240 +0.01690
−0.00007

3 0.13182 0.00266 +0.00210
−0.01709

0.00173 +0.00779
−0.00006

4 0.09160 0.00200 +0.00186
−0.00911

0.00142 +0.00417
−0.00005

5 0.06255 0.00160 +0.00100
−0.00452

0.00116 +0.00223
−0.00005

6 0.04653 0.00132 +0.00037
−0.00165

0.00097 +0.00145
−0.00004

7 0.03111 0.00117 +0.00000
−0.00078

0.00082 +0.00116
−0.00027

8 0.02656 0.00111 +0.00000
−0.00031

0.00079 +0.00120
−0.00044

9 0.01864 0.00104 +0.00000
−0.00051

0.00066 +0.00099
−0.00043

10 0.01053 0.00104 +0.00069
−0.00144

0.00058 +0.00068
−0.00032

11 0.00656 0.00106 +0.00080
−0.00149

0.00047 +0.00050
−0.00024

12 0.00388 0.00098 +0.00129
−0.00200

0.00040 +0.00034
−0.00017

13 0.00059 0.00089 +0.00101
−0.00177

0.00036 +0.00006
−0.00003

14 0.00050 0.00069 +0.00106
−0.00148

0.00034 +0.00006
−0.00003

15 -0.00194 0.00035 +0.00126
−0.00187

0.00023 +0.00023
−0.00014
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Appendix B

Tables: Multiplicities vs. xB

In this section, the final multiplicities as a function ofxB in four z bins are tabulated.
Table B.1 defines the bin numbers used in Tables B.2 to B.17. The results for the proton
and the deuterium target are shown alternating. The resultscorrected for the contribu-
tion of exclusive vector mesons are shown first, followed by the results including this
contribution.

Bin
z xB

min max min max
1 0.250 0.350 0.0230 0.0400
2 0.250 0.350 0.0400 0.0550
3 0.250 0.350 0.0550 0.0750
4 0.250 0.350 0.0750 0.1000
5 0.250 0.350 0.1000 0.1400
6 0.250 0.350 0.1400 0.2000
7 0.250 0.350 0.2000 0.3000
8 0.250 0.350 0.3000 0.4000
9 0.250 0.350 0.4000 0.6000

10 0.350 0.450 0.0230 0.0400
11 0.350 0.450 0.0400 0.0550
12 0.350 0.450 0.0550 0.0750
13 0.350 0.450 0.0750 0.1000
14 0.350 0.450 0.1000 0.1400
15 0.350 0.450 0.1400 0.2000
16 0.350 0.450 0.2000 0.3000
17 0.350 0.450 0.3000 0.4000
18 0.350 0.450 0.4000 0.6000

Bin
z xB

min max min max
19 0.450 0.600 0.0230 0.0400
20 0.450 0.600 0.0400 0.0550
21 0.450 0.600 0.0550 0.0750
22 0.450 0.600 0.0750 0.1000
23 0.450 0.600 0.1000 0.1400
24 0.450 0.600 0.1400 0.2000
25 0.450 0.600 0.2000 0.3000
26 0.450 0.600 0.3000 0.4000
27 0.450 0.600 0.4000 0.6000
28 0.600 0.750 0.0230 0.0400
29 0.600 0.750 0.0400 0.0550
30 0.600 0.750 0.0550 0.0750
31 0.600 0.750 0.0750 0.1000
32 0.600 0.750 0.1000 0.1400
33 0.600 0.750 0.1400 0.2000
34 0.600 0.750 0.2000 0.3000
35 0.600 0.750 0.3000 0.4000
36 0.600 0.750 0.4000 0.6000

Table B.1
Binning versusxB in 4 zbins
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π+ Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 1.49200 0.01348 +0.00915
−0.00707

0.01201 +0.02892
−0.00011

2 1.38732 0.01202 +0.01001
−0.00756

0.01018 +0.01904
−0.00110

3 1.32628 0.01110 +0.01283
−0.00582

0.00931 +0.01344
−0.00094

4 1.27172 0.01156 +0.01712
−0.00355

0.00940 +0.00868
−0.00056

5 1.29881 0.01162 +0.01939
−0.00305

0.00921 +0.00241
−0.00007

6 1.35854 0.01408 +0.02152
−0.00286

0.00978 +0.00000
−0.00637

7 1.48381 0.01925 +0.02486
−0.00160

0.01114 +0.00000
−0.01529

8 1.69224 0.04386 +0.02639
−0.00017

0.01804 +0.00000
−0.02434

9 1.88727 0.09581 +0.01311
−0.00000

0.02813 +0.00000
−0.03248

10 0.79400 0.01071 +0.00000
−0.00292

0.00951 +0.00500
−0.00005

11 0.74235 0.00877 +0.00264
−0.00278

0.00753 +0.00356
−0.00084

12 0.71769 0.00803 +0.00167
−0.00315

0.00685 +0.00282
−0.00077

13 0.70611 0.00827 +0.00243
−0.00286

0.00695 +0.00217
−0.00049

14 0.72941 0.00816 +0.00477
−0.00231

0.00687 +0.00082
−0.00008

15 0.75977 0.00977 +0.00515
−0.00234

0.00711 +0.00000
−0.00162

16 0.82188 0.01338 +0.00317
−0.00258

0.00776 +0.00000
−0.00488

17 0.87387 0.03037 +0.00000
−0.00341

0.01172 +0.00000
−0.00818

18 1.00231 0.06820 +0.00000
−0.00413

0.01852 +0.00000
−0.01241

Bin mult σstat σRICH σMC σevol

19 0.40504 0.00651 +0.00043
−0.00191

0.00583 +0.00050
−0.00002

20 0.37472 0.00518 +0.00000
−0.00125

0.00442 +0.00069
−0.00062

21 0.36294 0.00452 +0.00078
−0.00110

0.00386 +0.00065
−0.00060

22 0.35889 0.00465 +0.00001
−0.00111

0.00393 +0.00062
−0.00041

23 0.37852 0.00458 +0.00000
−0.00120

0.00382 +0.00037
−0.00010

24 0.41650 0.00555 +0.00000
−0.00126

0.00397 +0.00000
−0.00057

25 0.41428 0.00735 +0.00000
−0.00126

0.00404 +0.00000
−0.00238

26 0.43401 0.01692 +0.00212
−0.00084

0.00603 +0.00000
−0.00435

27 0.47061 0.03771 +0.00193
−0.00132

0.00912 +0.00000
−0.00634

28 0.17469 0.00562 +0.00923
−0.00664

0.00435 +0.00000
−0.00042

29 0.16779 0.00395 +0.00310
−0.00246

0.00304 +0.00000
−0.00058

30 0.15574 0.00328 +0.00202
−0.00178

0.00255 +0.00000
−0.00048

31 0.16439 0.00364 +0.00204
−0.00145

0.00296 +0.00000
−0.00037

32 0.17195 0.00350 +0.00137
−0.00112

0.00279 +0.00010
−0.00009

33 0.17661 0.00421 +0.00149
−0.00101

0.00284 +0.00000
−0.00006

34 0.19337 0.00596 +0.00121
−0.00066

0.00310 +0.00000
−0.00069

35 0.19563 0.01315 +0.00009
−0.00018

0.00436 +0.00000
−0.00141

36 0.16519 0.02711 +0.00126
−0.00067

0.00603 +0.00000
−0.00168
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π+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 1.46639 0.01211 +0.00875
−0.00706

0.01149 +0.02901
−0.00000

2 1.34613 0.01082 +0.00948
−0.00749

0.00977 +0.01862
−0.00044

3 1.26116 0.01002 +0.01255
−0.00528

0.00886 +0.01290
−0.00040

4 1.24828 0.01062 +0.01673
−0.00372

0.00922 +0.00861
−0.00021

5 1.24172 0.01066 +0.01841
−0.00311

0.00887 +0.00231
−0.00000

6 1.27296 0.01307 +0.02046
−0.00246

0.00934 +0.00000
−0.00619

7 1.41834 0.01825 +0.02417
−0.00143

0.01081 +0.00000
−0.01502

8 1.63812 0.04395 +0.02631
−0.00096

0.01785 +0.00000
−0.02422

9 1.74244 0.10094 +0.02007
−0.00000

0.02773 +0.00000
−0.03060

10 0.76792 0.00929 +0.00000
−0.00292

0.00881 +0.00512
−0.00000

11 0.70789 0.00782 +0.00276
−0.00279

0.00713 +0.00333
−0.00033

12 0.68443 0.00716 +0.00158
−0.00314

0.00649 +0.00263
−0.00033

13 0.67076 0.00749 +0.00243
−0.00280

0.00664 +0.00202
−0.00018

14 0.70165 0.00756 +0.00495
−0.00209

0.00669 +0.00081
−0.00000

15 0.73460 0.00918 +0.00443
−0.00240

0.00692 +0.00000
−0.00157

16 0.78706 0.01271 +0.00263
−0.00277

0.00756 +0.00000
−0.00464

17 0.80499 0.02993 +0.00000
−0.00355

0.01140 +0.00000
−0.00743

18 0.91165 0.06768 +0.00000
−0.00390

0.01756 +0.00000
−0.01081

Bin mult σstat σRICH σMC σevol

19 0.37931 0.00588 +0.00008
−0.00193

0.00548 +0.00067
−0.00000

20 0.36108 0.00460 +0.00000
−0.00123

0.00418 +0.00060
−0.00024

21 0.34793 0.00410 +0.00058
−0.00100

0.00370 +0.00057
−0.00026

22 0.35717 0.00431 +0.00002
−0.00113

0.00385 +0.00056
−0.00016

23 0.36312 0.00428 +0.00000
−0.00113

0.00371 +0.00033
−0.00000

24 0.38719 0.00516 +0.00000
−0.00116

0.00380 +0.00000
−0.00053

25 0.38193 0.00697 +0.00000
−0.00112

0.00388 +0.00000
−0.00220

26 0.43965 0.01736 +0.00167
−0.00079

0.00618 +0.00000
−0.00440

27 0.39588 0.03743 +0.00262
−0.00028

0.00856 +0.00000
−0.00519

28 0.17396 0.00526 +0.00920
−0.00701

0.00426 +0.00018
−0.00044

29 0.16629 0.00352 +0.00327
−0.00249

0.00290 +0.00000
−0.00036

30 0.14592 0.00295 +0.00164
−0.00141

0.00243 +0.00000
−0.00027

31 0.15693 0.00332 +0.00218
−0.00132

0.00276 +0.00000
−0.00019

32 0.15793 0.00324 +0.00122
−0.00102

0.00266 +0.00008
−0.00000

33 0.16665 0.00392 +0.00119
−0.00103

0.00270 +0.00000
−0.00007

34 0.18309 0.00545 +0.00084
−0.00064

0.00287 +0.00000
−0.00071

35 0.17843 0.01296 +0.00090
−0.00067

0.00424 +0.00000
−0.00137

36 0.21586 0.02986 +0.00027
−0.00050

0.00636 +0.00000
−0.00224
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π− Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 1.24092 0.01243 +0.00855
−0.00480

0.01095 +0.02522
−0.00000

2 1.08861 0.01052 +0.00946
−0.00550

0.00869 +0.01636
−0.00000

3 1.02109 0.00975 +0.01096
−0.00453

0.00789 +0.01160
−0.00000

4 0.94685 0.00988 +0.01370
−0.00337

0.00780 +0.00722
−0.00000

5 0.90742 0.00974 +0.01407
−0.00299

0.00737 +0.00187
−0.00000

6 0.94299 0.01163 +0.01594
−0.00304

0.00777 +0.00000
−0.00480

7 1.00350 0.01592 +0.01632
−0.00336

0.00886 +0.00030
−0.01054

8 1.11384 0.03595 +0.01652
−0.00337

0.01422 +0.00056
−0.01599

9 1.17399 0.07765 +0.00710
−0.00518

0.02219 +0.00067
−0.01996

10 0.59964 0.00905 +0.00000
−0.00157

0.00783 +0.00402
−0.00000

11 0.54546 0.00762 +0.00240
−0.00153

0.00629 +0.00301
−0.00000

12 0.51639 0.00692 +0.00183
−0.00199

0.00566 +0.00232
−0.00000

13 0.47920 0.00693 +0.00234
−0.00189

0.00561 +0.00158
−0.00000

14 0.48959 0.00669 +0.00374
−0.00175

0.00544 +0.00052
−0.00000

15 0.49382 0.00789 +0.00326
−0.00168

0.00546 +0.00000
−0.00075

16 0.49865 0.01057 +0.00272
−0.00182

0.00584 +0.00022
−0.00184

17 0.54825 0.02442 +0.00000
−0.00236

0.00916 +0.00042
−0.00307

18 0.60024 0.05398 +0.00034
−0.00280

0.01420 +0.00053
−0.00428

Bin mult σstat σRICH σMC σevol

19 0.29726 0.00569 +0.00178
−0.00173

0.00497 +0.00073
−0.00012

20 0.27374 0.00445 +0.00052
−0.00071

0.00372 +0.00081
−0.00000

21 0.24982 0.00381 +0.00098
−0.00060

0.00312 +0.00067
−0.00000

22 0.23580 0.00381 +0.00037
−0.00064

0.00309 +0.00051
−0.00000

23 0.24432 0.00374 +0.00000
−0.00075

0.00300 +0.00020
−0.00000

24 0.24334 0.00429 +0.00000
−0.00071

0.00294 +0.00000
−0.00020

25 0.23758 0.00571 +0.00000
−0.00074

0.00300 +0.00016
−0.00071

26 0.24444 0.01289 +0.00065
−0.00053

0.00443 +0.00030
−0.00135

27 0.28221 0.03061 +0.00161
−0.00065

0.00729 +0.00042
−0.00228

28 0.13328 0.00499 +0.00960
−0.00706

0.00393 +0.00051
−0.00053

29 0.11470 0.00347 +0.00295
−0.00222

0.00257 +0.00049
−0.00029

30 0.10249 0.00267 +0.00208
−0.00152

0.00201 +0.00041
−0.00020

31 0.09689 0.00280 +0.00151
−0.00105

0.00214 +0.00033
−0.00015

32 0.09570 0.00257 +0.00139
−0.00097

0.00195 +0.00010
−0.00001

33 0.09562 0.00299 +0.00129
−0.00082

0.00193 +0.00000
−0.00002

34 0.08950 0.00394 +0.00097
−0.00055

0.00196 +0.00009
−0.00014

35 0.10694 0.00911 +0.00057
−0.00033

0.00300 +0.00022
−0.00040

36 0.10718 0.02063 +0.00023
−0.00027

0.00460 +0.00028
−0.00068
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π− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 1.30204 0.01142 +0.00879
−0.00513

0.01092 +0.02593
−0.00000

2 1.17789 0.00996 +0.01050
−0.00567

0.00903 +0.01704
−0.00000

3 1.07807 0.00915 +0.01147
−0.00475

0.00807 +0.01168
−0.00000

4 1.05730 0.00981 +0.01509
−0.00366

0.00845 +0.00774
−0.00000

5 1.02306 0.00964 +0.01598
−0.00342

0.00806 +0.00203
−0.00000

6 1.03397 0.01157 +0.01707
−0.00358

0.00826 +0.00007
−0.00505

7 1.08715 0.01586 +0.01748
−0.00354

0.00929 +0.00042
−0.01118

8 1.14986 0.03643 +0.01850
−0.00283

0.01440 +0.00067
−0.01609

9 1.39831 0.08690 +0.00737
−0.00606

0.02524 +0.00066
−0.02312

10 0.63943 0.00854 +0.00000
−0.00157

0.00798 +0.00402
−0.00000

11 0.58964 0.00719 +0.00264
−0.00162

0.00650 +0.00288
−0.00000

12 0.56894 0.00658 +0.00205
−0.00217

0.00595 +0.00225
−0.00000

13 0.53764 0.00685 +0.00240
−0.00213

0.00603 +0.00157
−0.00000

14 0.54435 0.00657 +0.00412
−0.00181

0.00582 +0.00051
−0.00000

15 0.55180 0.00778 +0.00374
−0.00195

0.00585 +0.00005
−0.00090

16 0.56427 0.01079 +0.00239
−0.00203

0.00631 +0.00031
−0.00228

17 0.58565 0.02491 +0.00000
−0.00273

0.00951 +0.00050
−0.00366

18 0.57908 0.05400 +0.00000
−0.00283

0.01367 +0.00042
−0.00483

Bin mult σstat σRICH σMC σevol

19 0.32114 0.00534 +0.00177
−0.00156

0.00506 +0.00048
−0.00003

20 0.28357 0.00411 +0.00038
−0.00082

0.00374 +0.00057
−0.00000

21 0.27418 0.00362 +0.00097
−0.00069

0.00326 +0.00049
−0.00000

22 0.27636 0.00378 +0.00023
−0.00076

0.00338 +0.00041
−0.00000

23 0.27417 0.00365 +0.00000
−0.00071

0.00321 +0.00017
−0.00000

24 0.26583 0.00426 +0.00000
−0.00078

0.00312 +0.00003
−0.00024

25 0.27735 0.00589 +0.00000
−0.00081

0.00332 +0.00023
−0.00098

26 0.29796 0.01406 +0.00103
−0.00064

0.00510 +0.00039
−0.00193

27 0.32233 0.03206 +0.00176
−0.00053

0.00756 +0.00035
−0.00306

28 0.14746 0.00474 +0.01039
−0.00734

0.00412 +0.00034
−0.00055

29 0.12434 0.00316 +0.00329
−0.00245

0.00259 +0.00028
−0.00028

30 0.11832 0.00259 +0.00222
−0.00161

0.00217 +0.00022
−0.00020

31 0.11382 0.00282 +0.00197
−0.00128

0.00238 +0.00016
−0.00014

32 0.11611 0.00277 +0.00198
−0.00136

0.00227 +0.00005
−0.00000

33 0.12315 0.00323 +0.00147
−0.00094

0.00225 +0.00001
−0.00002

34 0.11058 0.00420 +0.00138
−0.00076

0.00218 +0.00013
−0.00021

35 0.11491 0.00995 +0.00046
−0.00038

0.00328 +0.00023
−0.00050

36 0.10905 0.02185 +0.00055
−0.00035

0.00472 +0.00019
−0.00078
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K+ Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.27799 0.00748 +0.00695
−0.00763

0.00517 +0.00862
−0.00051

2 0.24917 0.00680 +0.00561
−0.01462

0.00440 +0.00546
−0.00033

3 0.27559 0.00657 +0.00395
−0.01871

0.00424 +0.00424
−0.00023

4 0.24714 0.00657 +0.00278
−0.01853

0.00406 +0.00227
−0.00010

5 0.25279 0.00656 +0.00339
−0.01940

0.00404 +0.00012
−0.00000

6 0.25218 0.00793 +0.00312
−0.02179

0.00419 +0.00001
−0.00224

7 0.33684 0.01226 +0.00570
−0.02730

0.00584 +0.00000
−0.00562

8 0.38768 0.03123 +0.00771
−0.03675

0.01035 +0.00000
−0.00847

9 0.32556 0.07058 +0.01910
−0.03833

0.01467 +0.00000
−0.00819

10 0.17552 0.00631 +0.00233
−0.00000

0.00443 +0.00146
−0.00047

11 0.14977 0.00493 +0.00309
−0.00183

0.00331 +0.00090
−0.00028

12 0.16242 0.00445 +0.00291
−0.00406

0.00317 +0.00074
−0.00020

13 0.15062 0.00457 +0.00213
−0.00612

0.00317 +0.00046
−0.00010

14 0.16051 0.00431 +0.00187
−0.00702

0.00308 +0.00008
−0.00001

15 0.19344 0.00587 +0.00179
−0.01037

0.00376 +0.00001
−0.00037

16 0.19822 0.00775 +0.00303
−0.00941

0.00402 +0.00000
−0.00076

17 0.22332 0.01796 +0.00238
−0.01068

0.00670 +0.00000
−0.00113

18 0.22830 0.03951 +0.00508
−0.00711

0.01035 +0.00000
−0.00120

Bin mult σstat σRICH σMC σevol

19 0.13515 0.00513 +0.00000
−0.00605

0.00359 +0.00000
−0.00198

20 0.09809 0.00335 +0.00029
−0.00162

0.00221 +0.00000
−0.00105

21 0.09204 0.00273 +0.00005
−0.00044

0.00187 +0.00000
−0.00071

22 0.09098 0.00279 +0.00000
−0.00124

0.00189 +0.00000
−0.00049

23 0.09908 0.00269 +0.00020
−0.00167

0.00186 +0.00000
−0.00019

24 0.11215 0.00330 +0.00005
−0.00177

0.00206 +0.00023
−0.00000

25 0.11762 0.00454 +0.00114
−0.00171

0.00226 +0.00059
−0.00004

26 0.12301 0.01048 +0.00159
−0.00255

0.00354 +0.00095
−0.00008

27 0.21076 0.02556 +0.00233
−0.00000

0.00683 +0.00211
−0.00014

28 0.05754 0.00449 +0.00746
−0.01513

0.00262 +0.00000
−0.00190

29 0.06181 0.00281 +0.00048
−0.00430

0.00187 +0.00000
−0.00148

30 0.04591 0.00218 +0.00051
−0.00238

0.00145 +0.00000
−0.00088

31 0.04979 0.00223 +0.00000
−0.00183

0.00154 +0.00000
−0.00076

32 0.04483 0.00219 +0.00000
−0.00162

0.00143 +0.00000
−0.00029

33 0.05444 0.00270 +0.00000
−0.00103

0.00149 +0.00017
−0.00000

34 0.06051 0.00380 +0.00000
−0.00150

0.00161 +0.00063
−0.00002

35 0.06578 0.00932 +0.00074
−0.00244

0.00255 +0.00108
−0.00004

36 0.03577 0.01829 +0.00022
−0.00099

0.00392 +0.00075
−0.00002
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K+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.24181 0.00629 +0.00584
−0.00773

0.00439 +0.00753
−0.00029

2 0.24875 0.00600 +0.00556
−0.01387

0.00417 +0.00550
−0.00019

3 0.27712 0.00613 +0.00420
−0.01714

0.00427 +0.00431
−0.00013

4 0.24618 0.00619 +0.00252
−0.01884

0.00409 +0.00232
−0.00005

5 0.24245 0.00627 +0.00339
−0.01866

0.00398 +0.00018
−0.00000

6 0.26289 0.00769 +0.00329
−0.02114

0.00431 +0.00000
−0.00238

7 0.28076 0.01138 +0.00450
−0.02626

0.00513 +0.00000
−0.00486

8 0.33103 0.02881 +0.00747
−0.03263

0.00895 +0.00000
−0.00760

9 0.30335 0.06695 +0.02195
−0.02917

0.01290 +0.00000
−0.00809

10 0.16340 0.00542 +0.00258
−0.00000

0.00394 +0.00137
−0.00030

11 0.15454 0.00444 +0.00325
−0.00200

0.00324 +0.00094
−0.00017

12 0.14135 0.00397 +0.00287
−0.00414

0.00286 +0.00066
−0.00009

13 0.14733 0.00417 +0.00237
−0.00575

0.00307 +0.00045
−0.00005

14 0.16424 0.00428 +0.00228
−0.00757

0.00316 +0.00010
−0.00000

15 0.16352 0.00506 +0.00233
−0.00784

0.00323 +0.00000
−0.00035

16 0.20421 0.00764 +0.00212
−0.00998

0.00415 +0.00000
−0.00088

17 0.19252 0.01714 +0.00270
−0.00843

0.00610 +0.00000
−0.00111

18 0.21353 0.04171 +0.00368
−0.00852

0.00953 +0.00000
−0.00133

Bin mult σstat σRICH σMC σevol

19 0.12413 0.00441 +0.00000
−0.00529

0.00318 +0.00000
−0.00169

20 0.09340 0.00287 +0.00071
−0.00117

0.00203 +0.00000
−0.00089

21 0.08849 0.00247 +0.00000
−0.00061

0.00177 +0.00000
−0.00062

22 0.10058 0.00267 +0.00000
−0.00094

0.00198 +0.00000
−0.00048

23 0.09395 0.00248 +0.00006
−0.00175

0.00179 +0.00000
−0.00016

24 0.09948 0.00298 +0.00029
−0.00185

0.00186 +0.00019
−0.00001

25 0.10763 0.00424 +0.00084
−0.00127

0.00214 +0.00053
−0.00005

26 0.10975 0.01133 +0.00180
−0.00147

0.00328 +0.00082
−0.00008

27 0.19871 0.09664 +0.00297
−0.00369

0.00658 +0.00190
−0.00008

28 0.04812 0.00337 +0.00669
−0.01313

0.00200 +0.00000
−0.00153

29 0.04725 0.00234 +0.00095
−0.00465

0.00151 +0.00000
−0.00107

30 0.04465 0.00188 +0.00000
−0.00197

0.00129 +0.00000
−0.00081

31 0.04307 0.00196 +0.00000
−0.00199

0.00141 +0.00000
−0.00061

32 0.04689 0.00199 +0.00000
−0.00138

0.00134 +0.00000
−0.00028

33 0.04384 0.00233 +0.00000
−0.00119

0.00126 +0.00014
−0.00000

34 0.05947 0.00356 +0.00000
−0.00105

0.00152 +0.00063
−0.00002

35 0.06695 0.00891 +0.00050
−0.00154

0.00241 +0.00110
−0.00002

36 0.09850 0.05884 +0.00161
−0.00310

0.00396 +0.00207
−0.00000
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K− Target: Proton Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.14489 0.00514 +0.00474
−0.00526

0.00309 +0.00456
−0.00016

2 0.13741 0.00491 +0.00461
−0.01184

0.00277 +0.00327
−0.00000

3 0.14356 0.00476 +0.00196
−0.01547

0.00268 +0.00250
−0.00000

4 0.10633 0.00437 +0.00158
−0.01532

0.00218 +0.00108
−0.00000

5 0.10722 0.00445 +0.00128
−0.01567

0.00221 +0.00005
−0.00000

6 0.11198 0.00542 +0.00103
−0.01822

0.00237 +0.00004
−0.00123

7 0.12736 0.00750 +0.00122
−0.02169

0.00299 +0.00013
−0.00259

8 0.11399 0.01797 +0.00084
−0.03173

0.00483 +0.00015
−0.00311

9 0.20243 0.04408 +0.00007
−0.03430

0.01127 +0.00026
−0.00654

10 0.08866 0.00417 +0.00216
−0.00000

0.00258 +0.00071
−0.00015

11 0.07020 0.00335 +0.00115
−0.00012

0.00190 +0.00051
−0.00000

12 0.06560 0.00293 +0.00127
−0.00255

0.00170 +0.00041
−0.00000

13 0.05553 0.00272 +0.00079
−0.00396

0.00150 +0.00023
−0.00000

14 0.06322 0.00275 +0.00083
−0.00571

0.00160 +0.00003
−0.00000

15 0.04977 0.00303 +0.00078
−0.00618

0.00142 +0.00002
−0.00017

16 0.05752 0.00413 +0.00064
−0.00676

0.00172 +0.00009
−0.00038

17 0.05834 0.00967 +0.00096
−0.00692

0.00296 +0.00012
−0.00050

18 0.10052 0.02621 +0.00231
−0.00806

0.00706 +0.00020
−0.00100

Bin mult σstat σRICH σMC σevol

19 0.05338 0.00318 +0.00000
−0.00173

0.00180 +0.00000
−0.00077

20 0.03584 0.00203 +0.00037
−0.00062

0.00110 +0.00004
−0.00030

21 0.03397 0.00160 +0.00000
−0.00033

0.00093 +0.00006
−0.00020

22 0.03100 0.00154 +0.00000
−0.00077

0.00088 +0.00003
−0.00011

23 0.02370 0.00130 +0.00000
−0.00126

0.00072 +0.00000
−0.00003

24 0.02744 0.00160 +0.00007
−0.00141

0.00080 +0.00007
−0.00000

25 0.02409 0.00207 +0.00016
−0.00089

0.00082 +0.00016
−0.00000

26 0.03427 0.00526 +0.00000
−0.00089

0.00217 +0.00032
−0.00000

27 0.06373 0.01214 +0.00113
−0.00079

0.00587 +0.00069
−0.00000

28 0.00397 0.00269 +0.01099
−0.01647

0.00068 +0.00000
−0.00014

29 0.01149 0.00154 +0.00228
−0.00391

0.00069 +0.00002
−0.00024

30 0.00489 0.00101 +0.00165
−0.00280

0.00060 +0.00001
−0.00008

31 0.00410 0.00101 +0.00099
−0.00190

0.00069 +0.00001
−0.00006

32 0.00385 0.00098 +0.00075
−0.00179

0.00060 +0.00000
−0.00002

33 0.00350 0.00113 +0.00073
−0.00169

0.00061 +0.00001
−0.00000

34 0.00470 0.00144 +0.00034
−0.00058

0.00058 +0.00007
−0.00000

35 0.00408 0.00244 +0.00039
−0.00105

0.00208 +0.00009
−0.00000

36 -0.14079 0.00656 +0.00038
−0.00007

0.02043 +0.00366
−0.00000
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K− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM subtracted)

Bin mult σstat σRICH σMC σevol

1 0.16002 0.00487 +0.00522
−0.00554

0.00324 +0.00502
−0.00013

2 0.14064 0.00462 +0.00465
−0.01330

0.00276 +0.00332
−0.00000

3 0.14477 0.00448 +0.00238
−0.01659

0.00264 +0.00247
−0.00000

4 0.12084 0.00445 +0.00172
−0.01638

0.00249 +0.00123
−0.00000

5 0.11926 0.00428 +0.00115
−0.01732

0.00235 +0.00000
−0.00002

6 0.12138 0.00538 +0.00127
−0.02012

0.00256 +0.00003
−0.00129

7 0.13604 0.00775 +0.00093
−0.02409

0.00320 +0.00015
−0.00273

8 0.16441 0.02301 +0.00098
−0.03349

0.00669 +0.00032
−0.00449

9 0.38486 0.15921 +0.00000
−0.07031

0.02119 +0.00078
−0.01236

10 0.09506 0.00401 +0.00270
−0.00008

0.00269 +0.00075
−0.00012

11 0.07285 0.00317 +0.00142
−0.00044

0.00199 +0.00052
−0.00000

12 0.06818 0.00275 +0.00144
−0.00251

0.00174 +0.00040
−0.00000

13 0.06524 0.00283 +0.00101
−0.00471

0.00175 +0.00025
−0.00000

14 0.06645 0.00274 +0.00097
−0.00660

0.00168 +0.00003
−0.00000

15 0.05759 0.00303 +0.00076
−0.00698

0.00160 +0.00002
−0.00020

16 0.07022 0.00433 +0.00081
−0.00755

0.00203 +0.00012
−0.00045

17 0.05929 0.00974 +0.00129
−0.00771

0.00307 +0.00018
−0.00050

18 0.08390 0.02845 +0.00318
−0.00498

0.00696 +0.00027
−0.00081

Bin mult σstat σRICH σMC σevol

19 0.05782 0.00300 +0.00000
−0.00228

0.00185 +0.00000
−0.00081

20 0.04600 0.00205 +0.00067
−0.00103

0.00127 +0.00005
−0.00038

21 0.03394 0.00147 +0.00000
−0.00011

0.00090 +0.00005
−0.00020

22 0.03313 0.00149 +0.00000
−0.00080

0.00094 +0.00003
−0.00012

23 0.02912 0.00135 +0.00000
−0.00143

0.00080 +0.00000
−0.00003

24 0.02650 0.00159 +0.00011
−0.00137

0.00081 +0.00006
−0.00000

25 0.02563 0.00205 +0.00018
−0.00149

0.00084 +0.00017
−0.00000

26 0.02411 0.00464 +0.00015
−0.00099

0.00177 +0.00027
−0.00000

27 0.06668 0.01340 +0.00046
−0.00056

0.00616 +0.00086
−0.00000

28 0.00830 0.00245 +0.01056
−0.01680

0.00068 +0.00000
−0.00027

29 0.01113 0.00141 +0.00293
−0.00496

0.00066 +0.00001
−0.00023

30 0.00689 0.00103 +0.00155
−0.00286

0.00062 +0.00002
−0.00012

31 0.00569 0.00100 +0.00115
−0.00243

0.00069 +0.00001
−0.00008

32 0.00290 0.00089 +0.00125
−0.00245

0.00059 +0.00000
−0.00002

33 0.00574 0.00106 +0.00056
−0.00151

0.00055 +0.00002
−0.00000

34 0.00346 0.00140 +0.00049
−0.00120

0.00059 +0.00005
−0.00000

35 0.01871 0.00369 +0.00003
−0.00005

0.00220 +0.00047
−0.00000

36 -0.14329 0.00804 +0.00002
−0.00033

0.02278 +0.00438
−0.00000
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π+ Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 1.59420 0.01328 +0.00975
−0.00752

0.01280 +0.03090
−0.00011

2 1.46787 0.01187 +0.01056
−0.00796

0.01073 +0.02014
−0.00116

3 1.38931 0.01099 +0.01341
−0.00607

0.00971 +0.01407
−0.00099

4 1.32064 0.01147 +0.01774
−0.00367

0.00971 +0.00901
−0.00058

5 1.33752 0.01155 +0.01993
−0.00313

0.00946 +0.00248
−0.00007

6 1.38763 0.01402 +0.02194
−0.00292

0.00997 +0.00000
−0.00650

7 1.51314 0.01918 +0.02530
−0.00163

0.01134 +0.00000
−0.01559

8 1.71431 0.04375 +0.02670
−0.00017

0.01825 +0.00000
−0.02466

9 1.91047 0.09555 +0.01325
−0.00000

0.02844 +0.00000
−0.03288

10 0.86408 0.01049 +0.00000
−0.00318

0.01036 +0.00544
−0.00006

11 0.79573 0.00862 +0.00283
−0.00297

0.00808 +0.00381
−0.00090

12 0.75732 0.00793 +0.00176
−0.00332

0.00723 +0.00298
−0.00081

13 0.73858 0.00819 +0.00255
−0.00298

0.00725 +0.00227
−0.00051

14 0.75537 0.00810 +0.00494
−0.00238

0.00709 +0.00085
−0.00009

15 0.77605 0.00973 +0.00526
−0.00238

0.00726 +0.00000
−0.00165

16 0.83658 0.01334 +0.00321
−0.00262

0.00789 +0.00000
−0.00497

17 0.88510 0.03030 +0.00000
−0.00345

0.01187 +0.00000
−0.00828

18 1.02078 0.06801 +0.00000
−0.00419

0.01882 +0.00000
−0.01264

Bin mult σstat σRICH σMC σevol

19 0.46377 0.00627 +0.00020
−0.00199

0.00677 +0.00057
−0.00003

20 0.41648 0.00503 +0.00000
−0.00130

0.00499 +0.00077
−0.00069

21 0.39231 0.00443 +0.00078
−0.00114

0.00421 +0.00071
−0.00064

22 0.38027 0.00458 +0.00000
−0.00116

0.00419 +0.00065
−0.00044

23 0.39538 0.00453 +0.00000
−0.00124

0.00400 +0.00038
−0.00010

24 0.42931 0.00552 +0.00000
−0.00130

0.00410 +0.00000
−0.00059

25 0.42209 0.00733 +0.00000
−0.00128

0.00412 +0.00000
−0.00242

26 0.44095 0.01687 +0.00215
−0.00085

0.00612 +0.00000
−0.00442

27 0.47891 0.03762 +0.00196
−0.00134

0.00924 +0.00000
−0.00645

28 0.25570 0.00517 +0.01302
−0.00937

0.00624 +0.00000
−0.00062

29 0.23627 0.00367 +0.00415
−0.00329

0.00410 +0.00000
−0.00081

30 0.21184 0.00310 +0.00257
−0.00226

0.00319 +0.00000
−0.00065

31 0.21300 0.00351 +0.00244
−0.00174

0.00341 +0.00000
−0.00048

32 0.20518 0.00341 +0.00155
−0.00126

0.00308 +0.00011
−0.00011

33 0.19917 0.00415 +0.00161
−0.00110

0.00302 +0.00000
−0.00007

34 0.20735 0.00592 +0.00126
−0.00069

0.00322 +0.00000
−0.00074

35 0.20751 0.01307 +0.00009
−0.00019

0.00447 +0.00000
−0.00150

36 0.17453 0.02699 +0.00130
−0.00069

0.00613 +0.00000
−0.00177
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π+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 1.57280 0.01199 +0.00936
−0.00755

0.01229 +0.03111
−0.00000

2 1.42917 0.01073 +0.01004
−0.00792

0.01034 +0.01977
−0.00046

3 1.32602 0.00995 +0.01317
−0.00553

0.00927 +0.01356
−0.00042

4 1.29985 0.01057 +0.01738
−0.00386

0.00957 +0.00896
−0.00022

5 1.28248 0.01062 +0.01897
−0.00320

0.00914 +0.00238
−0.00000

6 1.30461 0.01303 +0.02092
−0.00251

0.00955 +0.00000
−0.00635

7 1.44945 0.01820 +0.02465
−0.00146

0.01103 +0.00000
−0.01535

8 1.66991 0.04383 +0.02677
−0.00098

0.01816 +0.00000
−0.02469

9 1.79703 0.10054 +0.02062
−0.00000

0.02844 +0.00000
−0.03156

10 0.84080 0.00916 +0.00000
−0.00321

0.00966 +0.00561
−0.00000

11 0.76192 0.00773 +0.00298
−0.00300

0.00769 +0.00358
−0.00035

12 0.72604 0.00709 +0.00168
−0.00333

0.00688 +0.00279
−0.00035

13 0.70414 0.00744 +0.00257
−0.00293

0.00696 +0.00213
−0.00019

14 0.72867 0.00753 +0.00515
−0.00216

0.00694 +0.00084
−0.00000

15 0.75484 0.00915 +0.00455
−0.00246

0.00711 +0.00000
−0.00161

16 0.80494 0.01267 +0.00269
−0.00283

0.00772 +0.00000
−0.00474

17 0.81834 0.02987 +0.00000
−0.00360

0.01158 +0.00000
−0.00756

18 0.93201 0.06750 +0.00000
−0.00398

0.01792 +0.00000
−0.01105

Bin mult σstat σRICH σMC σevol

19 0.43626 0.00572 +0.00000
−0.00197

0.00643 +0.00077
−0.00000

20 0.40557 0.00449 +0.00000
−0.00130

0.00477 +0.00067
−0.00027

21 0.37826 0.00404 +0.00056
−0.00104

0.00407 +0.00062
−0.00028

22 0.38184 0.00426 +0.00000
−0.00119

0.00413 +0.00060
−0.00017

23 0.38126 0.00425 +0.00000
−0.00118

0.00390 +0.00035
−0.00000

24 0.40087 0.00514 +0.00000
−0.00120

0.00394 +0.00000
−0.00055

25 0.39182 0.00695 +0.00000
−0.00114

0.00397 +0.00000
−0.00226

26 0.45100 0.01731 +0.00171
−0.00080

0.00631 +0.00000
−0.00451

27 0.40918 0.03731 +0.00269
−0.00028

0.00874 +0.00000
−0.00537

28 0.25882 0.00490 +0.01319
−0.01006

0.00619 +0.00027
−0.00065

29 0.23920 0.00332 +0.00446
−0.00339

0.00398 +0.00000
−0.00052

30 0.20393 0.00282 +0.00213
−0.00183

0.00307 +0.00000
−0.00038

31 0.20772 0.00321 +0.00265
−0.00162

0.00324 +0.00000
−0.00025

32 0.19298 0.00318 +0.00140
−0.00117

0.00297 +0.00009
−0.00000

33 0.19187 0.00388 +0.00131
−0.00113

0.00290 +0.00000
−0.00008

34 0.20026 0.00541 +0.00089
−0.00068

0.00302 +0.00000
−0.00077

35 0.19240 0.01289 +0.00095
−0.00071

0.00438 +0.00000
−0.00147

36 0.23475 0.02967 +0.00029
−0.00053

0.00658 +0.00000
−0.00243
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π− Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 1.33745 0.01225 +0.00919
−0.00515

0.01178 +0.02718
−0.00000

2 1.16202 0.01038 +0.01007
−0.00585

0.00925 +0.01746
−0.00000

3 1.07752 0.00965 +0.01153
−0.00475

0.00829 +0.01225
−0.00000

4 0.99190 0.00979 +0.01430
−0.00351

0.00814 +0.00756
−0.00000

5 0.93920 0.00968 +0.01453
−0.00308

0.00762 +0.00193
−0.00000

6 0.96866 0.01158 +0.01634
−0.00312

0.00797 +0.00000
−0.00493

7 1.02627 0.01586 +0.01666
−0.00342

0.00906 +0.00031
−0.01078

8 1.13133 0.03584 +0.01675
−0.00341

0.01443 +0.00057
−0.01624

9 1.20298 0.07734 +0.00727
−0.00529

0.02266 +0.00069
−0.02046

10 0.66227 0.00886 +0.00000
−0.00175

0.00865 +0.00443
−0.00000

11 0.59254 0.00748 +0.00261
−0.00166

0.00684 +0.00327
−0.00000

12 0.54925 0.00683 +0.00194
−0.00212

0.00604 +0.00247
−0.00000

13 0.50764 0.00685 +0.00248
−0.00200

0.00592 +0.00168
−0.00000

14 0.51146 0.00664 +0.00392
−0.00182

0.00567 +0.00054
−0.00000

15 0.51034 0.00785 +0.00337
−0.00174

0.00563 +0.00000
−0.00078

16 0.51132 0.01053 +0.00279
−0.00186

0.00598 +0.00022
−0.00189

17 0.55733 0.02435 +0.00000
−0.00240

0.00931 +0.00042
−0.00313

18 0.61278 0.05381 +0.00034
−0.00285

0.01447 +0.00054
−0.00437

Bin mult σstat σRICH σMC σevol

19 0.34979 0.00546 +0.00175
−0.00180

0.00595 +0.00086
−0.00014

20 0.30981 0.00431 +0.00041
−0.00068

0.00432 +0.00092
−0.00000

21 0.27523 0.00372 +0.00098
−0.00060

0.00350 +0.00074
−0.00000

22 0.25511 0.00375 +0.00035
−0.00067

0.00336 +0.00056
−0.00000

23 0.25941 0.00370 +0.00000
−0.00078

0.00320 +0.00021
−0.00000

24 0.25421 0.00425 +0.00000
−0.00073

0.00308 +0.00000
−0.00020

25 0.24469 0.00569 +0.00000
−0.00076

0.00309 +0.00016
−0.00073

26 0.25160 0.01284 +0.00067
−0.00055

0.00454 +0.00031
−0.00139

27 0.28620 0.03054 +0.00164
−0.00066

0.00740 +0.00042
−0.00231

28 0.20078 0.00456 +0.01404
−0.01032

0.00582 +0.00077
−0.00080

29 0.17638 0.00319 +0.00428
−0.00322

0.00376 +0.00076
−0.00044

30 0.14879 0.00251 +0.00282
−0.00206

0.00270 +0.00060
−0.00029

31 0.13445 0.00267 +0.00192
−0.00134

0.00262 +0.00045
−0.00021

32 0.12220 0.00249 +0.00166
−0.00116

0.00227 +0.00013
−0.00001

33 0.11404 0.00293 +0.00146
−0.00093

0.00215 +0.00000
−0.00002

34 0.10015 0.00389 +0.00104
−0.00060

0.00209 +0.00010
−0.00016

35 0.11386 0.00905 +0.00060
−0.00034

0.00312 +0.00024
−0.00043

36 0.11470 0.02051 +0.00024
−0.00028

0.00476 +0.00030
−0.00073

Tab
le

B
.12



1
3

9
π− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 1.40378 0.01131 +0.00946
−0.00551

0.01174 +0.02795
−0.00000

2 1.25857 0.00988 +0.01118
−0.00603

0.00962 +0.01820
−0.00000

3 1.13908 0.00908 +0.01209
−0.00499

0.00849 +0.01234
−0.00000

4 1.10817 0.00975 +0.01578
−0.00382

0.00882 +0.00812
−0.00000

5 1.06015 0.00960 +0.01652
−0.00354

0.00834 +0.00210
−0.00000

6 1.06367 0.01153 +0.01752
−0.00367

0.00849 +0.00007
−0.00519

7 1.11559 0.01582 +0.01790
−0.00363

0.00950 +0.00043
−0.01147

8 1.17455 0.03634 +0.01886
−0.00288

0.01468 +0.00068
−0.01644

9 1.43838 0.08662 +0.00757
−0.00622

0.02588 +0.00068
−0.02378

10 0.70677 0.00842 +0.00000
−0.00174

0.00883 +0.00444
−0.00000

11 0.64028 0.00710 +0.00287
−0.00175

0.00708 +0.00313
−0.00000

12 0.60725 0.00652 +0.00219
−0.00231

0.00636 +0.00241
−0.00000

13 0.56976 0.00680 +0.00255
−0.00226

0.00637 +0.00166
−0.00000

14 0.56895 0.00654 +0.00431
−0.00189

0.00607 +0.00053
−0.00000

15 0.57032 0.00775 +0.00386
−0.00201

0.00604 +0.00005
−0.00093

16 0.57896 0.01076 +0.00245
−0.00208

0.00648 +0.00032
−0.00234

17 0.59850 0.02485 +0.00000
−0.00279

0.00971 +0.00052
−0.00374

18 0.58793 0.05391 +0.00000
−0.00287

0.01389 +0.00042
−0.00491

Bin mult σstat σRICH σMC σevol

19 0.37655 0.00518 +0.00168
−0.00155

0.00606 +0.00056
−0.00004

20 0.32068 0.00401 +0.00024
−0.00079

0.00434 +0.00064
−0.00000

21 0.30238 0.00355 +0.00097
−0.00069

0.00367 +0.00054
−0.00000

22 0.29821 0.00373 +0.00017
−0.00078

0.00369 +0.00044
−0.00000

23 0.29127 0.00362 +0.00000
−0.00073

0.00344 +0.00018
−0.00000

24 0.27792 0.00424 +0.00000
−0.00080

0.00326 +0.00003
−0.00025

25 0.28663 0.00587 +0.00000
−0.00083

0.00343 +0.00023
−0.00101

26 0.30669 0.01403 +0.00106
−0.00066

0.00523 +0.00040
−0.00198

27 0.33199 0.03197 +0.00180
−0.00055

0.00774 +0.00036
−0.00315

28 0.22159 0.00441 +0.01517
−0.01073

0.00610 +0.00051
−0.00082

29 0.19067 0.00295 +0.00477
−0.00357

0.00379 +0.00043
−0.00043

30 0.17207 0.00246 +0.00302
−0.00219

0.00293 +0.00032
−0.00029

31 0.15782 0.00271 +0.00251
−0.00163

0.00294 +0.00022
−0.00020

32 0.14898 0.00270 +0.00238
−0.00163

0.00267 +0.00006
−0.00000

33 0.14642 0.00318 +0.00166
−0.00107

0.00253 +0.00001
−0.00002

34 0.12462 0.00416 +0.00150
−0.00083

0.00236 +0.00015
−0.00024

35 0.12485 0.00989 +0.00049
−0.00040

0.00344 +0.00025
−0.00055

36 0.11844 0.02174 +0.00058
−0.00037

0.00490 +0.00020
−0.00084
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K+ Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.28358 0.00744 +0.00710
−0.00779

0.00529 +0.00880
−0.00052

2 0.25385 0.00676 +0.00573
−0.01493

0.00449 +0.00556
−0.00033

3 0.28123 0.00653 +0.00403
−0.01912

0.00434 +0.00432
−0.00024

4 0.25164 0.00654 +0.00283
−0.01886

0.00413 +0.00231
−0.00010

5 0.25555 0.00654 +0.00343
−0.01962

0.00408 +0.00012
−0.00000

6 0.25427 0.00791 +0.00315
−0.02198

0.00423 +0.00001
−0.00226

7 0.33934 0.01224 +0.00574
−0.02750

0.00589 +0.00000
−0.00566

8 0.39093 0.03117 +0.00777
−0.03705

0.01043 +0.00000
−0.00854

9 0.32774 0.07050 +0.01923
−0.03860

0.01478 +0.00000
−0.00824

10 0.18379 0.00623 +0.00244
−0.00000

0.00465 +0.00153
−0.00049

11 0.15713 0.00486 +0.00326
−0.00193

0.00348 +0.00095
−0.00029

12 0.17068 0.00439 +0.00306
−0.00427

0.00332 +0.00077
−0.00021

13 0.15630 0.00452 +0.00221
−0.00635

0.00329 +0.00047
−0.00010

14 0.16504 0.00427 +0.00192
−0.00722

0.00316 +0.00008
−0.00001

15 0.19806 0.00583 +0.00184
−0.01061

0.00384 +0.00001
−0.00038

16 0.20244 0.00771 +0.00309
−0.00961

0.00410 +0.00000
−0.00078

17 0.22768 0.01787 +0.00242
−0.01088

0.00681 +0.00000
−0.00115

18 0.23449 0.03918 +0.00520
−0.00729

0.01056 +0.00000
−0.00124

Bin mult σstat σRICH σMC σevol

19 0.14564 0.00503 +0.00000
−0.00650

0.00386 +0.00000
−0.00214

20 0.10647 0.00328 +0.00028
−0.00173

0.00238 +0.00000
−0.00114

21 0.09966 0.00268 +0.00003
−0.00047

0.00200 +0.00000
−0.00077

22 0.09719 0.00275 +0.00000
−0.00134

0.00200 +0.00000
−0.00052

23 0.10353 0.00267 +0.00020
−0.00175

0.00193 +0.00000
−0.00020

24 0.11515 0.00328 +0.00005
−0.00182

0.00211 +0.00023
−0.00000

25 0.12054 0.00451 +0.00116
−0.00175

0.00231 +0.00061
−0.00005

26 0.12501 0.01044 +0.00162
−0.00258

0.00359 +0.00097
−0.00009

27 0.21014 0.02556 +0.00235
−0.00000

0.00684 +0.00211
−0.00014

28 0.06309 0.00440 +0.00807
−0.01638

0.00284 +0.00000
−0.00208

29 0.06531 0.00277 +0.00050
−0.00450

0.00196 +0.00000
−0.00156

30 0.04861 0.00215 +0.00053
−0.00249

0.00150 +0.00000
−0.00093

31 0.05192 0.00221 +0.00000
−0.00189

0.00158 +0.00000
−0.00080

32 0.04638 0.00218 +0.00000
−0.00165

0.00146 +0.00000
−0.00030

33 0.05614 0.00269 +0.00000
−0.00106

0.00151 +0.00017
−0.00000

34 0.06095 0.00379 +0.00000
−0.00151

0.00162 +0.00064
−0.00002

35 0.06722 0.00929 +0.00075
−0.00248

0.00257 +0.00110
−0.00004

36 0.03543 0.01829 +0.00022
−0.00099

0.00392 +0.00075
−0.00002
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K+ Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.24722 0.00626 +0.00597
−0.00792

0.00450 +0.00770
−0.00030

2 0.25394 0.00598 +0.00568
−0.01420

0.00427 +0.00561
−0.00019

3 0.28343 0.00611 +0.00429
−0.01754

0.00438 +0.00440
−0.00013

4 0.25083 0.00617 +0.00256
−0.01921

0.00418 +0.00236
−0.00005

5 0.24562 0.00626 +0.00344
−0.01892

0.00404 +0.00018
−0.00000

6 0.26557 0.00768 +0.00333
−0.02137

0.00436 +0.00000
−0.00240

7 0.28311 0.01136 +0.00454
−0.02650

0.00518 +0.00000
−0.00490

8 0.33623 0.02874 +0.00758
−0.03314

0.00910 +0.00000
−0.00772

9 0.30798 0.06682 +0.02230
−0.02963

0.01312 +0.00000
−0.00822

10 0.17064 0.00537 +0.00274
−0.00000

0.00414 +0.00143
−0.00031

11 0.16375 0.00439 +0.00345
−0.00213

0.00343 +0.00100
−0.00018

12 0.14928 0.00394 +0.00304
−0.00438

0.00302 +0.00069
−0.00010

13 0.15425 0.00414 +0.00248
−0.00602

0.00320 +0.00048
−0.00005

14 0.17016 0.00425 +0.00236
−0.00784

0.00327 +0.00011
−0.00000

15 0.16802 0.00504 +0.00239
−0.00805

0.00331 +0.00000
−0.00036

16 0.20985 0.00761 +0.00218
−0.01025

0.00426 +0.00000
−0.00090

17 0.19783 0.01702 +0.00277
−0.00862

0.00624 +0.00000
−0.00114

18 0.23283 0.03957 +0.00395
−0.00900

0.00990 +0.00000
−0.00145

Bin mult σstat σRICH σMC σevol

19 0.13506 0.00435 +0.00000
−0.00572

0.00345 +0.00000
−0.00184

20 0.10198 0.00283 +0.00074
−0.00127

0.00220 +0.00000
−0.00098

21 0.09630 0.00244 +0.00000
−0.00066

0.00190 +0.00000
−0.00068

22 0.10724 0.00264 +0.00000
−0.00101

0.00210 +0.00000
−0.00052

23 0.09902 0.00246 +0.00006
−0.00185

0.00187 +0.00000
−0.00017

24 0.10301 0.00296 +0.00030
−0.00191

0.00192 +0.00020
−0.00001

25 0.11070 0.00422 +0.00086
−0.00130

0.00219 +0.00054
−0.00006

26 0.11876 0.01019 +0.00187
−0.00156

0.00339 +0.00089
−0.00008

27 0.11252 0.02164 +0.00181
−0.00217

0.00473 +0.00108
−0.00005

28 0.05217 0.00334 +0.00719
−0.01411

0.00215 +0.00000
−0.00166

29 0.05029 0.00232 +0.00100
−0.00489

0.00159 +0.00000
−0.00114

30 0.04740 0.00186 +0.00000
−0.00207

0.00135 +0.00000
−0.00086

31 0.04517 0.00195 +0.00000
−0.00206

0.00144 +0.00000
−0.00064

32 0.04868 0.00198 +0.00000
−0.00142

0.00137 +0.00000
−0.00029

33 0.04529 0.00233 +0.00000
−0.00122

0.00128 +0.00015
−0.00000

34 0.06067 0.00355 +0.00000
−0.00107

0.00154 +0.00064
−0.00002

35 0.07026 0.00857 +0.00053
−0.00161

0.00246 +0.00116
−0.00003

36 0.04864 0.01696 +0.00107
−0.00202

0.00315 +0.00102
−0.00000
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K− Target: Proton Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.14947 0.00511 +0.00489
−0.00543

0.00319 +0.00470
−0.00016

2 0.14156 0.00488 +0.00476
−0.01223

0.00286 +0.00337
−0.00000

3 0.14695 0.00474 +0.00200
−0.01585

0.00275 +0.00256
−0.00000

4 0.10871 0.00436 +0.00161
−0.01567

0.00223 +0.00110
−0.00000

5 0.10874 0.00444 +0.00130
−0.01590

0.00224 +0.00005
−0.00000

6 0.11369 0.00541 +0.00104
−0.01850

0.00241 +0.00004
−0.00125

7 0.12837 0.00749 +0.00123
−0.02186

0.00302 +0.00014
−0.00261

8 0.11474 0.01795 +0.00084
−0.03194

0.00486 +0.00015
−0.00313

9 0.20216 0.04408 +0.00006
−0.03426

0.01128 +0.00026
−0.00653

10 0.09442 0.00412 +0.00232
−0.00000

0.00276 +0.00076
−0.00016

11 0.07541 0.00331 +0.00125
−0.00014

0.00204 +0.00055
−0.00000

12 0.06987 0.00290 +0.00135
−0.00272

0.00180 +0.00044
−0.00000

13 0.05915 0.00269 +0.00084
−0.00423

0.00159 +0.00025
−0.00000

14 0.06629 0.00273 +0.00087
−0.00598

0.00167 +0.00004
−0.00000

15 0.05188 0.00302 +0.00081
−0.00643

0.00147 +0.00002
−0.00018

16 0.05883 0.00412 +0.00066
−0.00691

0.00176 +0.00010
−0.00038

17 0.05956 0.00964 +0.00098
−0.00706

0.00302 +0.00012
−0.00051

18 0.10220 0.02613 +0.00235
−0.00820

0.00716 +0.00021
−0.00101

Bin mult σstat σRICH σMC σevol

19 0.05930 0.00312 +0.00000
−0.00188

0.00200 +0.00000
−0.00086

20 0.04011 0.00199 +0.00037
−0.00067

0.00122 +0.00004
−0.00034

21 0.03809 0.00158 +0.00000
−0.00035

0.00102 +0.00006
−0.00023

22 0.03341 0.00152 +0.00000
−0.00085

0.00094 +0.00004
−0.00012

23 0.02543 0.00129 +0.00000
−0.00135

0.00076 +0.00000
−0.00003

24 0.02881 0.00159 +0.00008
−0.00148

0.00083 +0.00007
−0.00000

25 0.02522 0.00206 +0.00016
−0.00094

0.00085 +0.00017
−0.00000

26 0.03508 0.00524 +0.00000
−0.00092

0.00220 +0.00033
−0.00000

27 0.06501 0.01208 +0.00116
−0.00082

0.00590 +0.00071
−0.00000

28 0.00462 0.00268 +0.01202
−0.01801

0.00071 +0.00000
−0.00016

29 0.01259 0.00153 +0.00243
−0.00418

0.00073 +0.00002
−0.00026

30 0.00555 0.00101 +0.00177
−0.00300

0.00061 +0.00002
−0.00009

31 0.00472 0.00101 +0.00105
−0.00200

0.00069 +0.00001
−0.00007

32 0.00422 0.00097 +0.00078
−0.00186

0.00061 +0.00000
−0.00002

33 0.00389 0.00113 +0.00075
−0.00175

0.00062 +0.00001
−0.00000

34 0.00493 0.00144 +0.00035
−0.00059

0.00058 +0.00007
−0.00000

35 0.00410 0.00244 +0.00040
−0.00107

0.00208 +0.00009
−0.00000

36 -0.14006 0.00653 +0.00039
−0.00007

0.02041 +0.00364
−0.00000
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4

3
K− Target: Deuterium Q2 = 2.5 GeV2

(excl. VM included)

Bin mult σstat σRICH σMC σevol

1 0.16521 0.00485 +0.00539
−0.00573

0.00335 +0.00518
−0.00013

2 0.14486 0.00460 +0.00479
−0.01374

0.00286 +0.00342
−0.00000

3 0.14872 0.00446 +0.00244
−0.01706

0.00271 +0.00253
−0.00000

4 0.12361 0.00444 +0.00176
−0.01676

0.00255 +0.00125
−0.00000

5 0.12094 0.00427 +0.00116
−0.01757

0.00239 +0.00000
−0.00002

6 0.12304 0.00537 +0.00128
−0.02040

0.00260 +0.00003
−0.00131

7 0.13770 0.00774 +0.00094
−0.02438

0.00325 +0.00015
−0.00277

8 0.17703 0.02102 +0.00098
−0.03578

0.00669 +0.00035
−0.00483

9 0.23750 0.04893 +0.00000
−0.04426

0.01382 +0.00048
−0.00763

10 0.10116 0.00397 +0.00289
−0.00007

0.00288 +0.00080
−0.00013

11 0.07883 0.00314 +0.00154
−0.00048

0.00214 +0.00056
−0.00000

12 0.07346 0.00273 +0.00155
−0.00271

0.00186 +0.00044
−0.00000

13 0.06947 0.00282 +0.00108
−0.00502

0.00186 +0.00026
−0.00000

14 0.07005 0.00273 +0.00102
−0.00695

0.00176 +0.00003
−0.00000

15 0.06019 0.00302 +0.00080
−0.00729

0.00166 +0.00002
−0.00020

16 0.07306 0.00431 +0.00084
−0.00785

0.00210 +0.00012
−0.00047

17 0.06045 0.00971 +0.00132
−0.00784

0.00315 +0.00018
−0.00051

18 0.09353 0.02782 +0.00332
−0.00618

0.00703 +0.00030
−0.00091

Bin mult σstat σRICH σMC σevol

19 0.06395 0.00296 +0.00000
−0.00249

0.00204 +0.00000
−0.00089

20 0.05139 0.00203 +0.00071
−0.00113

0.00141 +0.00005
−0.00043

21 0.03787 0.00146 +0.00000
−0.00013

0.00098 +0.00005
−0.00022

22 0.03596 0.00148 +0.00000
−0.00088

0.00101 +0.00003
−0.00013

23 0.03144 0.00134 +0.00000
−0.00155

0.00085 +0.00000
−0.00003

24 0.02787 0.00158 +0.00012
−0.00143

0.00084 +0.00007
−0.00000

25 0.02666 0.00204 +0.00018
−0.00155

0.00087 +0.00018
−0.00000

26 0.02544 0.00462 +0.00016
−0.00105

0.00181 +0.00028
−0.00000

27 0.06751 0.01336 +0.00046
−0.00054

0.00617 +0.00088
−0.00000

28 0.00921 0.00244 +0.01149
−0.01828

0.00072 +0.00000
−0.00030

29 0.01243 0.00140 +0.00318
−0.00540

0.00069 +0.00001
−0.00026

30 0.00772 0.00103 +0.00166
−0.00306

0.00063 +0.00002
−0.00013

31 0.00633 0.00100 +0.00122
−0.00256

0.00070 +0.00001
−0.00009

32 0.00331 0.00089 +0.00131
−0.00256

0.00060 +0.00000
−0.00002

33 0.00621 0.00106 +0.00059
−0.00158

0.00055 +0.00002
−0.00000

34 0.00375 0.00140 +0.00051
−0.00124

0.00059 +0.00005
−0.00000

35 0.01918 0.00368 +0.00003
−0.00005

0.00221 +0.00048
−0.00000

36 -0.14206 0.00799 +0.00002
−0.00036

0.02268 +0.00434
−0.00000
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Appendix C

Tables: Multiplicities vs. Q2

In this section, the final multiplicities as a function ofQ2 in four z bins are tabulated.
Table C.1 defines the bin numbers used in Tables C.2 to C.9. Theresults for the proton
and the deuterium target are shown on one page for each hadron. The results corrected
for the contribution of exclusive vector mesons are shown first, followed by the results
including this contribution.

Bin
z Q2

min max min max
1 0.250 0.350 1.000 1.500
2 0.250 0.350 1.500 2.000
3 0.250 0.350 2.000 3.000
4 0.250 0.350 3.000 5.000
5 0.250 0.350 5.000 15.000
6 0.350 0.450 1.000 1.500
7 0.350 0.450 1.500 2.000
8 0.350 0.450 2.000 3.000
9 0.350 0.450 3.000 5.000

10 0.350 0.450 5.000 15.000

Bin
z Q2

min max min max
11 0.450 0.600 1.000 1.500
12 0.450 0.600 1.500 2.000
13 0.450 0.600 2.000 3.000
14 0.450 0.600 3.000 5.000
15 0.450 0.600 5.000 15.000
16 0.600 0.750 1.000 1.500
17 0.600 0.750 1.500 2.000
18 0.600 0.750 2.000 3.000
19 0.600 0.750 3.000 5.000
20 0.600 0.750 5.000 15.000

Table C.1
Binning versusQ2 in 4 zbins
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π+ Target: Proton Target: Deuterium
(excl. VM subtracted)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 1.36009 0.00788
+0.01647
−0.00462

0.00908 1.32178 0.00715
+0.01596
−0.00448

0.00878

2 1.32396 0.01013
+0.01689
−0.00403

0.00938 1.25003 0.00902
+0.01554
−0.00411

0.00877

3 1.36133 0.00904
+0.01642
−0.00455

0.00752 1.32091 0.00830
+0.01575
−0.00428

0.00727

4 1.39614 0.00991
+0.01523
−0.00480

0.00667 1.35321 0.00921
+0.01454
−0.00515

0.00647

5 1.50030 0.01495
+0.01180
−0.00650

0.00694 1.40945 0.01425
+0.01123
−0.00631

0.00669

6 0.76989 0.00605
+0.00375
−0.00261

0.00708 0.75208 0.00548
+0.00367
−0.00257

0.00684

7 0.77209 0.00767
+0.00354
−0.00254

0.00734 0.71212 0.00675
+0.00322
−0.00248

0.00673

8 0.76706 0.00668
+0.00249
−0.00287

0.00560 0.73928 0.00615
+0.00245
−0.00282

0.00539

9 0.76658 0.00719
+0.00134
−0.00311

0.00477 0.72785 0.00666
+0.00097
−0.00313

0.00457

10 0.76181 0.01022
+0.00172
−0.00295

0.00450 0.72438 0.00969
+0.00151
−0.00309

0.00436

11 0.42671 0.00373
+0.00000
−0.00115

0.00432 0.41536 0.00341
+0.00000
−0.00121

0.00417

12 0.39578 0.00435
+0.00000
−0.00123

0.00403 0.39005 0.00398
+0.00000
−0.00117

0.00390

13 0.40006 0.00384
+0.00000
−0.00116

0.00315 0.37225 0.00347
+0.00000
−0.00112

0.00293

14 0.40183 0.00408
+0.00008
−0.00114

0.00266 0.37086 0.00375
+0.00000
−0.00105

0.00249

15 0.36651 0.00541
+0.00003
−0.00108

0.00225 0.35411 0.00519
+0.00000
−0.00094

0.00221

16 0.19969 0.00306
+0.00328
−0.00240

0.00307 0.19005 0.00275
+0.00322
−0.00244

0.00288

17 0.18454 0.00347
+0.00299
−0.00212

0.00291 0.18072 0.00312
+0.00291
−0.00204

0.00274

18 0.19225 0.00304
+0.00325
−0.00250

0.00226 0.17131 0.00269
+0.00254
−0.00197

0.00204

19 0.19089 0.00319
+0.00252
−0.00208

0.00187 0.18181 0.00294
+0.00300
−0.00208

0.00177

20 0.17346 0.00406
+0.00164
−0.00155

0.00155 0.16133 0.00381
+0.00126
−0.00178

0.00145

Table C.2
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π− Target: Proton Target: Deuterium
(excl. VM subtracted)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 1.03556 0.00678
+0.01321
−0.00391

0.00759 1.13288 0.00652
+0.01410
−0.00429

0.00803

2 1.00189 0.00874
+0.01308
−0.00374

0.00782 1.07838 0.00832
+0.01417
−0.00388

0.00809

3 0.99716 0.00767
+0.01266
−0.00381

0.00619 1.09964 0.00752
+0.01391
−0.00422

0.00659

4 0.98411 0.00830
+0.01138
−0.00410

0.00537 1.08554 0.00819
+0.01216
−0.00456

0.00572

5 0.98685 0.01222
+0.00844
−0.00484

0.00541 1.06087 0.01222
+0.00917
−0.00517

0.00565

6 0.55720 0.00511
+0.00307
−0.00180

0.00581 0.61882 0.00494
+0.00324
−0.00200

0.00617

7 0.53098 0.00624
+0.00285
−0.00176

0.00565 0.56011 0.00589
+0.00299
−0.00176

0.00577

8 0.51576 0.00548
+0.00195
−0.00180

0.00441 0.58463 0.00542
+0.00235
−0.00199

0.00476

9 0.48942 0.00576
+0.00135
−0.00176

0.00363 0.54998 0.00572
+0.00134
−0.00196

0.00390

10 0.46518 0.00807
+0.00150
−0.00163

0.00339 0.51303 0.00816
+0.00148
−0.00173

0.00359

11 0.30138 0.00313
+0.00044
−0.00085

0.00351 0.32343 0.00295
+0.00039
−0.00085

0.00363

12 0.26907 0.00359
+0.00011
−0.00077

0.00325 0.29937 0.00346
+0.00017
−0.00085

0.00343

13 0.25227 0.00306
+0.00027
−0.00065

0.00244 0.29161 0.00305
+0.00018
−0.00080

0.00267

14 0.23580 0.00314
+0.00035
−0.00050

0.00195 0.26212 0.00310
+0.00026
−0.00050

0.00206

15 0.19422 0.00401
+0.00016
−0.00032

0.00157 0.22838 0.00419
+0.00019
−0.00030

0.00175

16 0.13122 0.00249
+0.00297
−0.00216

0.00242 0.15156 0.00241
+0.00334
−0.00232

0.00263

17 0.11512 0.00272
+0.00250
−0.00171

0.00222 0.13143 0.00264
+0.00283
−0.00206

0.00234

18 0.10729 0.00219
+0.00268
−0.00193

0.00161 0.13000 0.00231
+0.00328
−0.00225

0.00184

19 0.09452 0.00217
+0.00242
−0.00177

0.00123 0.11850 0.00231
+0.00328
−0.00227

0.00142

20 0.07704 0.00261
+0.00181
−0.00132

0.00097 0.09614 0.00286
+0.00254
−0.00181

0.00112

Table C.3
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K+ Target: Proton Target: Deuterium
(excl. VM subtracted)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 0.24324 0.00427
+0.00348
−0.01773

0.00374 0.23007 0.00383
+0.00339
−0.01669

0.00350

2 0.25105 0.00565
+0.00390
−0.01820

0.00401 0.25390 0.00517
+0.00341
−0.01740

0.00395

3 0.25791 0.00502
+0.00384
−0.01777

0.00325 0.25062 0.00477
+0.00431
−0.01717

0.00319

4 0.27513 0.00576
+0.00491
−0.01874

0.00301 0.26601 0.00524
+0.00447
−0.01741

0.00290

5 0.31796 0.00909
+0.00722
−0.01934

0.00350 0.28920 0.00853
+0.00688
−0.01772

0.00324

6 0.15779 0.00322
+0.00233
−0.00598

0.00309 0.15045 0.00294
+0.00254
−0.00596

0.00293

7 0.15451 0.00400
+0.00231
−0.00620

0.00309 0.14897 0.00373
+0.00252
−0.00606

0.00301

8 0.17044 0.00368
+0.00223
−0.00577

0.00263 0.16592 0.00344
+0.00261
−0.00530

0.00254

9 0.18232 0.00409
+0.00285
−0.00428

0.00238 0.16965 0.00376
+0.00303
−0.00404

0.00223

10 0.19565 0.00602
+0.00337
−0.00333

0.00247 0.18076 0.00569
+0.00298
−0.00264

0.00233

11 0.10160 0.00212
+0.00000
−0.00130

0.00196 0.10202 0.00193
+0.00000
−0.00125

0.00192

12 0.10159 0.00268
+0.00000
−0.00109

0.00202 0.10037 0.00238
+0.00000
−0.00097

0.00192

13 0.10967 0.00240
+0.00000
−0.00097

0.00164 0.10026 0.00218
+0.00000
−0.00096

0.00152

14 0.11280 0.00261
+0.00007
−0.00090

0.00141 0.10867 0.00246
+0.00000
−0.00138

0.00136

15 0.11594 0.00367
+0.00074
−0.00045

0.00135 0.10692 0.00351
+0.00116
−0.00045

0.00128

16 0.05532 0.00176
+0.00116
−0.00405

0.00155 0.04653 0.00149
+0.00144
−0.00411

0.00133

17 0.04953 0.00215
+0.00078
−0.00332

0.00153 0.04624 0.00190
+0.00063
−0.00343

0.00136

18 0.05742 0.00200
+0.00034
−0.00327

0.00121 0.05396 0.00173
+0.00000
−0.00237

0.00109

19 0.06233 0.00225
+0.00000
−0.00239

0.00105 0.05343 0.00197
+0.00000
−0.00313

0.00092

20 0.06029 0.00308
+0.00000
−0.00169

0.00091 0.05856 0.00286
+0.00000
−0.00130

0.00088

Table C.4
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K− Target: Proton Target: Deuterium
(excl. VM subtracted)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 0.11359 0.00284
+0.00187
−0.01371

0.00207 0.12440 0.00275
+0.00220
−0.01496

0.00220

2 0.12122 0.00390
+0.00224
−0.01427

0.00235 0.12619 0.00368
+0.00221
−0.01535

0.00237

3 0.11484 0.00337
+0.00211
−0.01441

0.00180 0.12635 0.00336
+0.00223
−0.01598

0.00195

4 0.12151 0.00380
+0.00235
−0.01442

0.00170 0.13323 0.00373
+0.00257
−0.01532

0.00183

5 0.12683 0.00571
+0.00324
−0.01521

0.00189 0.13522 0.00577
+0.00338
−0.01610

0.00201

6 0.06197 0.00201
+0.00081
−0.00414

0.00153 0.06877 0.00193
+0.00099
−0.00423

0.00165

7 0.06822 0.00253
+0.00064
−0.00390

0.00166 0.06781 0.00244
+0.00081
−0.00428

0.00170

8 0.05910 0.00214
+0.00082
−0.00329

0.00122 0.06808 0.00219
+0.00097
−0.00381

0.00137

9 0.06035 0.00225
+0.00091
−0.00227

0.00108 0.06237 0.00227
+0.00113
−0.00276

0.00112

10 0.05259 0.00318
+0.00111
−0.00199

0.00103 0.07255 0.00358
+0.00123
−0.00204

0.00135

11 0.03748 0.00122
+0.00000
−0.00086

0.00095 0.03939 0.00114
+0.00000
−0.00094

0.00095

12 0.03157 0.00139
+0.00000
−0.00057

0.00086 0.03904 0.00148
+0.00000
−0.00084

0.00100

13 0.03219 0.00124
+0.00000
−0.00053

0.00069 0.03325 0.00121
+0.00000
−0.00046

0.00070

14 0.02579 0.00126
+0.00000
−0.00045

0.00052 0.03228 0.00129
+0.00000
−0.00059

0.00060

15 0.02971 0.00165
+0.00048
−0.00032

0.00068 0.02646 0.00160
+0.00042
−0.00040

0.00064

16 0.00442 0.00087
+0.00253
−0.00430

0.00061 0.00721 0.00085
+0.00268
−0.00473

0.00061

17 0.00525 0.00100
+0.00171
−0.00301

0.00058 0.00697 0.00095
+0.00191
−0.00345

0.00054

18 0.00618 0.00091
+0.00194
−0.00329

0.00041 0.00573 0.00083
+0.00193
−0.00352

0.00039

19 0.00698 0.00096
+0.00156
−0.00279

0.00033 0.00642 0.00088
+0.00190
−0.00344

0.00030

20 -0.02004 0.00102
+0.00112
−0.00200

0.00151 -0.01684 0.00117
+0.00141
−0.00266

0.00154

Table C.5
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π+ Target: Proton Target: Deuterium
(excl. VM included)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 1.45115 0.00777
+0.01750
−0.00491

0.00967 1.41671 0.00709
+0.01704
−0.00478

0.00938

2 1.38316 0.01003
+0.01760
−0.00419

0.00980 1.31061 0.00897
+0.01625
−0.00428

0.00919

3 1.40312 0.00898
+0.01690
−0.00467

0.00774 1.36503 0.00827
+0.01625
−0.00440

0.00751

4 1.42599 0.00986
+0.01554
−0.00489

0.00681 1.38472 0.00918
+0.01486
−0.00525

0.00661

5 1.52178 0.01491
+0.01195
−0.00659

0.00704 1.43512 0.01421
+0.01142
−0.00641

0.00680

6 0.82939 0.00595
+0.00406
−0.00281

0.00764 0.81389 0.00541
+0.00400
−0.00278

0.00743

7 0.80885 0.00759
+0.00371
−0.00265

0.00771 0.75049 0.00670
+0.00340
−0.00260

0.00711

8 0.79439 0.00663
+0.00258
−0.00297

0.00580 0.76803 0.00612
+0.00255
−0.00292

0.00560

9 0.78292 0.00716
+0.00136
−0.00317

0.00487 0.74630 0.00664
+0.00100
−0.00321

0.00468

10 0.77189 0.01020
+0.00174
−0.00299

0.00456 0.73729 0.00967
+0.00153
−0.00314

0.00443

11 0.47011 0.00363
+0.00000
−0.00117

0.00487 0.46211 0.00333
+0.00000
−0.00124

0.00475

12 0.42083 0.00427
+0.00000
−0.00125

0.00434 0.41811 0.00393
+0.00000
−0.00119

0.00425

13 0.41893 0.00379
+0.00000
−0.00118

0.00331 0.39173 0.00344
+0.00000
−0.00114

0.00310

14 0.41380 0.00406
+0.00006
−0.00116

0.00275 0.38355 0.00373
+0.00000
−0.00106

0.00258

15 0.37239 0.00539
+0.00002
−0.00109

0.00229 0.36229 0.00517
+0.00000
−0.00095

0.00226

16 0.28852 0.00286
+0.00433
−0.00318

0.00401 0.28174 0.00261
+0.00433
−0.00329

0.00384

17 0.24032 0.00332
+0.00362
−0.00258

0.00348 0.23897 0.00302
+0.00358
−0.00252

0.00334

18 0.22799 0.00297
+0.00369
−0.00284

0.00256 0.20892 0.00264
+0.00293
−0.00228

0.00234

19 0.21169 0.00315
+0.00272
−0.00225

0.00201 0.20526 0.00291
+0.00329
−0.00228

0.00194

20 0.18424 0.00403
+0.00171
−0.00162

0.00161 0.17425 0.00379
+0.00133
−0.00189

0.00154
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π− Target: Proton Target: Deuterium
(excl. VM included)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 1.11677 0.00668
+0.01419
−0.00419

0.00816 1.22209 0.00646
+0.01514
−0.00459

0.00864

2 1.05407 0.00865
+0.01372
−0.00391

0.00823 1.13597 0.00826
+0.01489
−0.00406

0.00852

3 1.03477 0.00761
+0.01311
−0.00393

0.00642 1.14223 0.00748
+0.01441
−0.00436

0.00685

4 1.01000 0.00826
+0.01165
−0.00419

0.00550 1.11457 0.00817
+0.01246
−0.00467

0.00587

5 1.00332 0.01218
+0.00856
−0.00491

0.00550 1.08234 0.01219
+0.00933
−0.00526

0.00575

6 0.60954 0.00501
+0.00337
−0.00196

0.00638 0.67685 0.00487
+0.00357
−0.00219

0.00678

7 0.56283 0.00616
+0.00302
−0.00185

0.00601 0.59506 0.00584
+0.00318
−0.00185

0.00616

8 0.53850 0.00543
+0.00203
−0.00187

0.00461 0.61116 0.00538
+0.00246
−0.00208

0.00499

9 0.50433 0.00573
+0.00139
−0.00181

0.00374 0.56695 0.00570
+0.00138
−0.00201

0.00402

10 0.47420 0.00805
+0.00153
−0.00166

0.00345 0.52396 0.00814
+0.00151
−0.00176

0.00366

11 0.34132 0.00303
+0.00030
−0.00084

0.00410 0.36523 0.00288
+0.00022
−0.00083

0.00425

12 0.29238 0.00352
+0.00000
−0.00077

0.00360 0.32503 0.00341
+0.00004
−0.00083

0.00382

13 0.26839 0.00301
+0.00019
−0.00063

0.00262 0.31035 0.00302
+0.00009
−0.00078

0.00288

14 0.24510 0.00312
+0.00031
−0.00048

0.00204 0.27299 0.00308
+0.00021
−0.00048

0.00217

15 0.19915 0.00399
+0.00015
−0.00032

0.00161 0.23478 0.00418
+0.00016
−0.00028

0.00180

16 0.20375 0.00231
+0.00422
−0.00307

0.00344 0.23406 0.00227
+0.00472
−0.00329

0.00374

17 0.15904 0.00258
+0.00321
−0.00220

0.00284 0.18233 0.00253
+0.00365
−0.00267

0.00303

18 0.13583 0.00212
+0.00323
−0.00233

0.00193 0.16506 0.00225
+0.00395
−0.00271

0.00223

19 0.11064 0.00213
+0.00273
−0.00200

0.00139 0.13894 0.00227
+0.00372
−0.00257

0.00162

20 0.08413 0.00259
+0.00193
−0.00141

0.00104 0.10609 0.00284
+0.00275
−0.00195

0.00121
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K+ Target: Proton Target: Deuterium
(excl. VM included)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 0.24869 0.00424
+0.00356
−0.01815

0.00384 0.23586 0.00381
+0.00347
−0.01713

0.00360

2 0.25497 0.00563
+0.00396
−0.01851

0.00408 0.25873 0.00516
+0.00347
−0.01775

0.00403

3 0.26189 0.00500
+0.00390
−0.01806

0.00330 0.25463 0.00476
+0.00438
−0.01746

0.00324

4 0.27776 0.00575
+0.00496
−0.01893

0.00304 0.26884 0.00523
+0.00452
−0.01761

0.00294

5 0.31974 0.00907
+0.00726
−0.01947

0.00352 0.29183 0.00852
+0.00695
−0.01789

0.00327

6 0.16621 0.00317
+0.00247
−0.00631

0.00326 0.15997 0.00291
+0.00271
−0.00635

0.00312

7 0.16212 0.00395
+0.00242
−0.00651

0.00324 0.15668 0.00370
+0.00265
−0.00637

0.00316

8 0.17534 0.00365
+0.00230
−0.00595

0.00271 0.17169 0.00342
+0.00271
−0.00549

0.00263

9 0.18599 0.00407
+0.00291
−0.00437

0.00243 0.17380 0.00375
+0.00311
−0.00414

0.00228

10 0.19955 0.00599
+0.00343
−0.00340

0.00252 0.18530 0.00567
+0.00305
−0.00271

0.00238

11 0.11075 0.00208
+0.00000
−0.00144

0.00211 0.11200 0.00190
+0.00000
−0.00141

0.00208

12 0.10910 0.00264
+0.00000
−0.00120

0.00215 0.10773 0.00235
+0.00000
−0.00106

0.00204

13 0.11475 0.00238
+0.00000
−0.00102

0.00171 0.10574 0.00216
+0.00000
−0.00101

0.00159

14 0.11623 0.00259
+0.00007
−0.00093

0.00145 0.11271 0.00245
+0.00000
−0.00143

0.00140

15 0.11797 0.00366
+0.00075
−0.00046

0.00137 0.10930 0.00350
+0.00119
−0.00046

0.00131

16 0.05870 0.00174
+0.00121
−0.00423

0.00162 0.04963 0.00147
+0.00151
−0.00432

0.00139

17 0.05181 0.00213
+0.00081
−0.00343

0.00157 0.04861 0.00188
+0.00065
−0.00356

0.00141

18 0.05960 0.00199
+0.00035
−0.00336

0.00124 0.05604 0.00172
+0.00000
−0.00244

0.00112

19 0.06409 0.00224
+0.00000
−0.00245

0.00107 0.05514 0.00197
+0.00000
−0.00321

0.00094

20 0.06112 0.00308
+0.00000
−0.00170

0.00092 0.06010 0.00285
+0.00000
−0.00133

0.00090
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K− Target: Proton Target: Deuterium
(excl. VM included)

Bin mult σstat σRICH σMC mult σstat σRICH σMC

1 0.11731 0.00282
+0.00194
−0.01417

0.00215 0.12868 0.00274
+0.00227
−0.01550

0.00229

2 0.12437 0.00388
+0.00230
−0.01465

0.00242 0.12942 0.00366
+0.00226
−0.01576

0.00244

3 0.11667 0.00336
+0.00214
−0.01466

0.00184 0.12866 0.00335
+0.00227
−0.01629

0.00199

4 0.12312 0.00379
+0.00238
−0.01463

0.00172 0.13501 0.00373
+0.00260
−0.01553

0.00185

5 0.12808 0.00570
+0.00328
−0.01536

0.00191 0.13706 0.00576
+0.00342
−0.01633

0.00203

6 0.06712 0.00199
+0.00088
−0.00449

0.00166 0.07517 0.00191
+0.00108
−0.00462

0.00179

7 0.07247 0.00250
+0.00068
−0.00414

0.00176 0.07227 0.00242
+0.00087
−0.00456

0.00181

8 0.06194 0.00213
+0.00086
−0.00345

0.00128 0.07155 0.00218
+0.00103
−0.00401

0.00144

9 0.06251 0.00224
+0.00094
−0.00236

0.00112 0.06498 0.00226
+0.00117
−0.00288

0.00117

10 0.05377 0.00317
+0.00113
−0.00204

0.00105 0.07467 0.00357
+0.00127
−0.00210

0.00139

11 0.04215 0.00120
+0.00000
−0.00100

0.00105 0.04423 0.00112
+0.00000
−0.00109

0.00106

12 0.03462 0.00137
+0.00000
−0.00065

0.00093 0.04285 0.00147
+0.00000
−0.00095

0.00109

13 0.03441 0.00123
+0.00000
−0.00058

0.00073 0.03574 0.00120
+0.00000
−0.00051

0.00074

14 0.02723 0.00125
+0.00000
−0.00048

0.00055 0.03410 0.00128
+0.00000
−0.00062

0.00063

15 0.03061 0.00164
+0.00049
−0.00033

0.00070 0.02740 0.00159
+0.00043
−0.00041

0.00065

16 0.00520 0.00087
+0.00272
−0.00461

0.00062 0.00826 0.00085
+0.00288
−0.00509

0.00063

17 0.00591 0.00099
+0.00181
−0.00319

0.00059 0.00770 0.00095
+0.00203
−0.00366

0.00056

18 0.00674 0.00090
+0.00204
−0.00346

0.00042 0.00632 0.00082
+0.00203
−0.00371

0.00040

19 0.00736 0.00096
+0.00162
−0.00289

0.00034 0.00684 0.00088
+0.00199
−0.00359

0.00031

20 -0.01988 0.00102
+0.00115
−0.00205

0.00151 -0.01656 0.00116
+0.00146
−0.00275

0.00154
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ation and String Dynamics, Phys. Rept.97, 31–145 (1983).

[And83b] B. Andersson, G. Gustafson and B. Söderberg,A General Model for Jet
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Zusammenfassung

Diese Arbeit beschäftigt sich mit dem Fragmentationsprozess bei H. Sie kann in
zwei wesentliche Unterthemen gegliedert werden: die Simulation der Hadronisierung
mit Hilfe eines Monte Carlo Modells sowie die Extraktion vonladungs- und hadrontyp-
separierten Born-Multiplizitäten.

Im Monte Carlo-Teil wurde das Lund-Modell an experimentelle Hadronspektren an-
gepasst, die aus den H-Daten gewonnen wurden. Im Gegensatz zu früheren Mo-
dellanpassungen konnte in dieser Arbeit ein Datensatz verwendet werden, der Informa-
tionen des 1998 installierten RICH-Detektors enthielt, welche eine präzise Einteilung
der Hadronen in Pionen, Kaonen und Protonen ermöglichten.Diese zusätzlichen Infor-
mationen gestatteten ein detaillierteres anfitten der Modellparameter, welche teilweise
erst durch die verbesserten Daten zugänglich wurden. Desweiteren wurde ein neuer ite-
rativer Tuning-Algorithmus implementiert, der aufgrund seiner Parallelisierbarkeit die
verfügbare Rechenleistung auf der H-PC-Farm wesentlich besser ausnutzen konn-
te. Im Rahmen des Monte Carlo-Tunings wurde auch der H smearing generator
(HSG) implementiert. Dieses Programm simuliert die kinematischen Verschmierungen
und die Ineffizienzen des H-Detektors auf statistischer Basis. Dadurch ermöglicht
dieses Programm die Berücksichtigung dieser Effekte ohne zeitaufwändige Detektor-
simulation, was den Zeitbedarf zur Erzeugung einer gegebenen Statistik um den Faktor
100 reduziert. Der HSG ist damit unverzichtbar für das iterative Fitten des Lund-Modells,
das Programm findet aber auch Anwendung bei Monte Carlo-Studien anderer Analyse-
gruppen in der H-Kollaboration.

Die Arbeit am Lund-Modell führte zu einem deutlich verbesserten Parametersatz,
wobei besonders starke Verbesserungen bei den (Anti-)Protonenmultiplizitäten erzielt
wurden. Die gleichermassen zufriedenstellende Beschreibung von positiven und negati-
ven Kaonen ist ein noch zu lösendes Problem.

Der zweite Teil der Arbeit beschäftigt sich mit der Gewinnung von Born-Multiplizitä-
ten für Pionen und Kaonen. Pionmultiplizitäten ause+p-Streuung wurden bereits früher
von der H-Kollaboration veröffentlicht [Air01]. In dieser Arbeit wurde der Daten-
satz aus dem Jahr 2000 verwendet. Dieser besitzt eine höhere Statistik und ermöglicht
eine verbesserte Teilchenidentifikation aufgrund des RICH-Detektors. Die neue Analyse
umfasst zusätzlich zu den Protonendaten Ergebnisse, die an einem Deuteriumtarget ge-
wonnen wurden. Desweiteren wurde die Analyse in einigen Punkten erweitert. So wurde
mit Hilfe eines Monte Carlo-Modells der Anteil der Hadronenbestimmt, die nicht aus
einem tiefinelastischen Streuprozess stammen sondern ihren Ursprung im Zerfall von
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bei elastischer Streuung entstandenen Vektormesonen haben. Ausserdem wurde im Ver-
gleich zur alten Analyse eine neue Methode zur Korrektur vonradiativen Verschmierun-
gen und Akzeptanzeffekten verwendet.

Die erzielten Multiplizitäten stellen einen Datensatz mit hoher Statistik für die Ver-
teilung vonπ+, π−, K+ und K− als Funktion vonz, xB undQ2 zur Verfügung, sowohl für
Streuereignisse an einem Proton- wie an einem Deuteriumtarget. Basierend auf diesen
Ergebnissen werden demnächst Fragmentationsfunktionenextrahiert, welche es erlau-
ben werden, die Universalität des Fragmentationsprozesses zu testen. Die Multiplizitäten
als Funktion vonzzeigen eine zufriedenstellendeÜbereinstimmung mit Fragmentations-
funktionen des EMC-Experiments, welche bei einer zehnfachhöheren Strahlenergie ge-
wonnen wurden. DieQ2-Abhängigkeit der Pionendaten ist im Einklang mit theoretischen
Vorhersagen. Zusammen mit der schwachenxB Abhängigkeit zeigen die Ergebnisse, daß
der Faktorisierungsansatz, welcher für die Bestimmung der Quarkhelizitäten [Air05] von
fundamentaler Bedeutung ist, bei H gerechtfertigt ist.
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