Study of Charm Quark Fragmentation into D*
Mesons with the H1 Detector at HERA 11

Dissertation
zur Erlangung des Doktorgrades

des Department Physik

der Universitit Hamburg

vorgelegt von
Andrej Liptaj

aus Presov

Hamburg
2008






Study of Charm Quark Fragmentation into D*
Mesons with the H1 Detector at HERA 11

Dissertation
zur Erlangung des Doktorgrades

des Department Physik

der Universitat Hamburg

vorgelegt von
Andrej Liptaj

aus Presov

Hamburg

2008



Gutachter der Dissertation:

Gutachter der Disputation:

Datum der Disputation:
Vorsitzender des Priifunfsausschusses:

Vorsitzender des Promotionsausschusses:

MIN-Dekan des Departments Physik der Fakultét:

Prof. Dr. Peter Schleper
Dr. Giinter Grindhammer

Prof. Dr. Peter Schleper
Dr. Hannes Jung

16.12.2008
Prof. Dr. Dieter Horns
Prof. Dr. Joachim Bartels

Prof. Dr. Arno Frithwald



Kurzfassung

In dieser Arbeit wird die Charm-Quark-Fragmentation in D**-Mesonen in der tief
unelastischen Elektron Proton Streuung untersucht. Die Arbeit basiert auf dem
Datensatz der in den Jahren 2004 bis 2007 vom H1-Detektor bei HERA aufgeze-
ichnet wurde. Die Daten entsprechen einer integrierten Luminositdt von 354.1
pb~ L.

Differentielle Wirkungsquerschnitte werden als Funktion der drei Observablen
Ziet; Zhem Und z}(fcertn) , die in unterschiedlichen Niherung den Ubertrag des Impuls-
bruchteiles vom Charm Quark auf das D*-Meson darstellen, gemessen. Im Falle
von zjer entspricht der Impuls des Quarks ungefdhr dem Impuls des D*-Jets, bei
den anderen Observablen entspricht er anndhernd dem Impuls einer entsprechend
definierten D* Hemisphéare. Der sichtbare Phasenraum wurde durch den kinema-
tischen Bereich Q% > 5GeV? und 0.05 < y < 0.6 und den Schnitten auf das

rekonstruierte D*-Teilchen, 1.5 GeV < p,(D*) < 15.0 GeV und |n(D*)| < 1.5 fest-

gelegt. In Ereignissen bei denen die beiden Observablen zjet, z}(ljeeril)

wird auferdem ein rekonstruierter D*-Jet verlangt, der die zusétzliche Bedingung
Ep(D*—Jet) > 3.0 GeV erfiillt. Innerhalb dieses Phasenraumes werden als Funk-
tion der drei Observablen die normierten, einfach differenziellen Wirkungsquer-
schnitte extrahiert. Anschliefsend werden die Wirkungsquerschnitte mit den beiden
Monte Carlo Modellen RAPGAP und CASCADE fiir verschiedene Parametrisierun-
gen der Charm-Fragmentationsfunktion (Peterson und Kartvelishvili) berechnet.
Beide QCD Modelle benutzen zur Beschreibung das Lund-String-Modell, wie es
im PYTHIA Programm implementiert ist. Der Unterschied im Wirkungsquer-
schnitt zwichen den Daten und den Monte Carlo Modellen wird anhand eines x?2-
Tests quantifiziert und die optimalen Parameter fiir die Peterson und Kartvelishvili
Parametrisierungen aus den y2-Verteilungen extrahiert. Vorhersagen von PYTHIA
fiir ete™ Annihilation werden benutzt, um ebenfalls optimale Parameter aus den
dazu publizierten Daten von BELLE und ALEPH zu gewinnen und mit den Re-
sultaten dieser Arbeit zu vergleichen.

Die erhaltenen Resultate zeigen, dass die H1 Daten zwar eine Bestimmung
der Fragmentationsparameter mit einer Genauigkeit die von Interesse ist erlauben,
die Resultate jedoch anscheinend von der zur Verfiigung stehenden Energie zur
Charm-Quark Produktion abh&ngen. Die von der zpe, Verteilung abgeleiteten
Parameter sind nicht konsistent mit jenen, die auf der zje; bzw. ZS:;) Verteilung
basieren. Ebenso gibt es Inkonsistenzen beim Vergleich mit den Parametern aus
der ete™ Annihilation. Diese Ergebnisse legen nahe, dass die existierenden Mod-
elle, inklusive der untersuchten einfachen Fragmentationsfunktionen, nicht adequat
sind, um die Fragmentation von Charm-Quarks bei verschiedenen Energien, nahe
der Schwelle und dariiber, zu beschreiben.

gemessen werden,



Abstract

In this work charm quark fragmentation into D* mesons is investigated in deep-
inelastic electron proton collisions. This work is based on data collected in the
years 2004 - 2007 by the H1 detector at HERA, corresponding to a total integrated
luminosity of 354.1 pb~1.

Three observables denoted zjet, Zhem and z}(ljeeril) are measured, each of them
meant to approximate the momentum fraction of the charm quark transferred to
the D* meson. In case of zje; the quark momentum is estimated as the momentum
of the D* jet, for the two other observables it is approximated by the momentum of
an appropriately chosen D* hemisphere. The visible range is defined by the phase
space requirements on the DIS events: Q% > 5 GeV?2, 0.05 < y < 0.6 and by the
cuts applied on the reconstructed D** particles: 1.5 GeV < pr(D*) < 15.0 GeV
and |n(D*)| < 1.5. An additional constraint Ep(D*jet) > 3.0GeV enters the phase
space definition in case of zj; and z}(fccrtn), where a reconstructed jet containing the
D* meson is required. Within this phase space the normalized single differential
cross sections are measured in bins of the three observables. Two Monte Carlo
models, RAPGAP and CASCADE, both interfaced with the PYTHIA program
for the Lund string fragmentation, are used to make predictions of the respective
cross sections for different parametrizations (Peterson and Kartvelishvili) of the
charm fragmentation function. The difference in cross sections between data and
Monte Carlo model predictions for different values of the fragmentation parameter
is quantified by calculating values of x2 in order to extract optimal parameters for
the Peterson and Kartvelishvili parametrization. Using predictions from PYTHIA
for eTe™ annihilation optimal parameters are extracted also from the published
BELLE and ALEPH data.

The obtained results show that the H1 data allow the determination of the
fragmentation parameters with a precision which is of interest. The extracted pa-
rameters are however found to apparently depend on the charm quark production
energy: the znem-based results are not consistent with those derived from zje; and
zgcer;), and inconsistencies are also observed when comparing to eTe™ values. The
results suggest that existing models, including the investigated simple fragmen-
tation functions, are not adequate in describing charm fragmentation at different
production energies with the same set of fragmentation parameters.



Abstrakt

Této praca je zamerana na studium fragmentéacie pévabného kvarku na D** mezony

v hlbokonepruznych elektron-proténovych zrazkach. Je zalozend na tidajoch ziskanych
pocas rokov 2004 - 2007 detektorom H1 na urychlovadi HERA, ktoré zodpovedaju
354.1 pb~! integrovanej luminozity.

Boli zadefinované tri pozorovatelné veli¢iny, oznacené zjet, Zhem 2 z}(ljeerzl), Z
ktorych kazda ma aproximovat zlomok hybnosti pdvabného kvarku, ktory je pre-
neseny na D* mezon. V pripade zjet je hybnost kvarku odhadnuta pomocou hyb-
nosti jetu, pre zvysné dve veli¢iny je aproximovana hybnostou vhodne zvolenej D*
hemisféry. Oblast merania je dana ohrani¢eniami fazového priestoru Q2 > 5GeV?,

0.05 < y < 0.6 a poziadavkami na zrekonstruovany D* mezon 1.5GeV < pp(D*) <

15.0 GeV a |n(D*)| < 1.5. V pripade zpem a Z}(chertn), kde sa pozaduje zrekongtruo-

vany jet obsahujuci D* ¢asticu, vstupuje do definicie oblasti merania aj pozia-
davka Er(D*jet) > 3.0 GeV. V ramci tychto ohraniteni boli namerané normal-
izované diferencidlne 0¢inné prierezy v spominanych troch premennych. Dalej
boli vyuzité Monte Carlo modely RAPGAP a CASCADE, oba za tucelom mod-
elovania, Lund string fragmentacie prepojené s programom PYTHIA, na pred-
povedanie zodpovedajucich aéinnych prierezov pre rozne parametrizicie (Peter-
sonovu a Kartvelishviliho) fragmentatnej funkcie péovabného kvarku. Rozdiely v
ud¢innych prierezoch medzi nameranymi idajmi a Monte Carlo predpovedami pre
rozne hodnoty fragmenta¢ného parametra boli vyhodnotené za pomoci vypoctu
x2 hodnét s cielom uré¢it optiméalne parametre pre Petersonovu a Kartvilishviliho
parametrizdciu. Optimélne parametre boli taktiez ziskané z publikovanych udajov
experimentov BELLE a ALEPH.

Dosiahnuté vysledky ukazuji, ze H1 data umoznuji urcit fragmentacné parame-
tre s dobrou presnostou. Ziskané hodnoty parametrov vsak, zda sa, zavisia na
produkénej energii povabného kvarku: vysledky zalozené na zpe, nie st v zhode
s vysledkami ziskanymi pomocou zje a Z}(l‘]eorzl)
porovnani s ete™ hodnotami. Vysledky naznacuji, 7e stcasné modely, vratane
pouzitych jednoduchych fragmentaénych funckii, nepopisuju adekvatne fragmenta-
ciu pévabného kvarku pri réznych produkénych energiach s rovnakou sadou frag-
mentacnych parametrov.

a nezrovnalosti st pozorované aj pri
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Introduction

Important progress in the field of particle physics during the last century lead to
the construction of the so-called Standard Model of particle physics. The Standard
Model of particle physics is a quantum-field theory describing processes observed in
nature at the level of elementary particles. It is one of the most successful physical
theories ever developed, and its predictions are in very good agreement with many
different experimental data. We know however that the Standard Model is not the
ultimate physical theory - it does not contain gravitation, it does not explain fermion
masses and has other problems [1|. In spite of this fact it is worth to mention
the great successes of the Standard Model. Quantum electrodynamics (QED), a
theory which is part of the Standard Model and which describes the interactions
between charged particles which are not interacting strongly, is very successful in
describing electromagnetic phenomena. The theoretical prediction for the electron
magnetic anomaly - one of the best measured quantities in all of physics 2] - is in
perfect agreement with the experimental value. The Standard Model also provides
an elegant unification of electromagnetic and weak interactions, nowadays merged
into one electroweak theory, which was and is still being confirmed with even better
accuracy by experiments [3].

In addition to the electroweak interactions, the Standard Model contains a theory
of strong interactions - quantum chromodynamics (QCD). It is a dynamical theory
of quarks and gluons, and explains phenomena in which strong interactions play a
role. This thesis is based on data from the H1 experiment at the HERA accelerator,
where electrons collide with protons. Protons are objects made up of strongly inter-
acting quarks and gluons and thus QCD is the theory which applies to our datal.
Until now the QCD provided many proofs of being the correct theory to describe
strong interactions [4]. It has however an unpleasant feature (emerging from the
self-interaction of gluons) that in some phase space regions the perturbative calcula-
tions of physical observables are not reliable or not applicable at all. This is true for
processes with small momentum transfer, especially such as bound states of quarks.
It is believed, although not rigorously proved, that QCD has the property of confine-
ment. This refers to the fact that quarks are not observed as free particles, but are
always confined in bound states called hadrons. Perturbative methods do not provide
an answer to this observation, lattice QCD calculations however support it strongly
and suggest an approximately linear confining potential between quarks. For pro-

L An electron-proton interaction is in the leading order electromagnetic. In higher orders QCD
effects contribute.
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cesses with high momentum transfers perturbative calculations provide results on
agreement with measurement. This is due to the important property of QCD called
asymptotic freedom, which is rigorously proved. It states that the strong running
coupling «a,, which is the expansion parameter of a perturbative series decreases with
increasing momentum transfer. Thus, for processes where the momentum transfer is
high, the coupling a; becomes small and the series converges. This property allows
for QCD predictions that can be tested by experiments in high-energy physics at
particle accelerators.

In such a high-energy experiment one however still deals with real particles in
the initial and final state and these particles may be hadrons. Since it is not known
how to treat them within perturbative QCD (pQCD), it is obvious that calculations
of physical observables for real initial and final state particles containing hadrons
cannot rely only on perturbative QCD. Different factorization theorems - some rig-
orously proved, some only assumed - allow us to split the whole process of interaction
into different parts. One part concerns the non-perturbative description of the quark
dynamics in the initial-state hadron. The second part is provided by the perturba-
tive calculation of the quark and gluon interactions at high momentum transfer, the
so-called hard sub-process. The third one, referred to as hadronization or fragmen-
tation, is supposed to describe the formation of hadrons from the final state partons
(quarks and gluons). Even though the perturbative calculation is combined with
non-perturbative descriptions, the resulting predictions usually have enough predic-
tive power to serve as a test of perturbative QCD. For this test to be as accurate as
possible, the precise knowledge of the non-perturbative parts is essential, and this
knowledge is to be extracted from experiment.

In this thesis we focus on the fragmentation of the charm quark into the D*
meson, the D*T meson being an excited bound state cd (¢d for D*~) with the mass
of mp« = 2010.0 & 0.5 MeV. The process of fragmentation is described by different
non-perturbative phenomenological models. These models usually make use of a
non-perturbative fragmentation function, a function which describes the fraction
of the initial quark momentum to be transferred to the final state hadron with
some probability. We study, in deep-inelastic ep scattering, the charm fragmentation
function parameters for different pQCD models and different parametrizations of the
fragmentation function. We also investigate the fragmentation function universality
with respect to eTe™ experiments to gain some insight on whether the factorization
theorem holds, i.e. the non-perturbative fragmentation is process-independent.

In the first chapter we present the theoretical basis needed to understand the
fragmentation process, and we also mention the Monte Carlo programs used in this
analysis. In the second chapter we describe the HERA accelerator, the H1 experiment
and its different sub-detectors, putting special emphasis on the systems which are
important for this study. In the third chapter we present different experimental
methods used to study the fragmentation functions. In the fourth chapter we explain
our data selection, the fifth chapter is dedicated to description of data by Monte
Carlo models and in the sixth chapter the fragmentation measurement is described.
Finally, in chapter 7, we present our results and conclusions. The summary and
outlook can be found in chapter 8.



Chapter 1

Theoretical Overview

1.1 Standard Model and Quantum Chromodynamics

1.1.1 Standard Model

The Standard Model of particle physics is a relativistic quantum gauge field theory
describing the fundamental interactions between fundamental particles. It was de-
veloped between 1970 and 1973 and is consistent with both quantum mechanics and
special relativity. The relativistic character follows from its Lagrangian, which is a
Lorentz scalar and thus Lorentz invariant. The quantum aspects are a consequence
of the quantization of classical fields, and therefore the Standard Model has features
like probabilistic interpretation, uncertainty principle, energy quantization, etc. The
Standard Model is a gauge field theory, i.e. gauge fields (gauge bosons) were intro-
duced using the local SU(3) x SU(2) x U(1) gauge symmetry. However the existence
of massive gauge fields W+ and Z° would spoil the gauge symmetry. This is avoided
by the introduction of the Higgs boson, a massive scalar field which couples to each
fermion proportionally to its mass as well as to itself and W* and Z° bosons. The
Higgs field provides non-zero masses to all massive Standard Model particles by the
so-called Higgs mechanism, which is based on spontaneous symmetry breaking. The
Higgs particle is the only particle of the Standard Model which has not yet been
observed.

As we already mentioned in the Introduction, the Standard Model describes suc-
cessfully three out of four known fundamental forces and all elementary particles
observed in nature. The particles of the standard model are summarized in table
1.1. They can be divided (with the exception of the Higgs boson) into fundamental
fermions and gauge bosons.

Gauge bosons mediate interactions: the photon the electromagnetic, the W=+
and Z° bosons the weak and the gluons the strong interactions. Only W* have
electric charge and only W* and Z° are massive. They are all vector particles and
only gluons have color - in analogy of the electric charge in QED. Fundamental
fermions exist in three families (generations). Each particle from a given family has
a “partner” particle in each of two remaining families that has identical quantum
numbers and the only difference comes from different masses. This mass difference

7



8 CHAPTER 1. THEORETICAL OVERVIEW
Family 1 II 111
e W T
m = 511 keV/c? m = 105.65 MeV/c? m = 1.777 GeV/c?
Leptons Q= Q- Q=
Ve Yy Vr
Fundamental m =0 eV/c2 m = 0 eV/c? m =0 eV/c?
Fermions Q=0 Q=0 Q=0
J:%h U c t
m = 3 MeV/c? m = 1.3 GeV/c? m = 175 GeV/c?
Q=12/3 Q=2/3 Q=2/3
ks
Quarks p] S 5
m ~ 6 MeV/c? m ~ 100 MeV /c? m = 4.5 GeV/c?
Q=-1/3 Q=-1/3 Q=-1/3
I di EM Weak Strong
nte],grme late ~ WE 7 g
J(f(])_r;ls m=0eV/c? m = 80.425 GeV/c? | m = 91.187 GeV/c? m=0eV/c?
- Q= Q= +1 Q=0 Q=0
0
Higgs Boson H
T 0h m > 114 GeV/c?
Q=0

Table 1.1: Elementary particles of the Standard Model. Electric charges are indicated
in the absolute value of the electron charge and quarks exist in three colors. All
particles have antiparticles, neutral bosons are identical with their antiparticles. The
hypothesis of massless neutrinos assumed in the Standard Model is no longer valid,
experiments have shown that neutrinos have non-zero masses.
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remains unexplained within the Standard Model. Most of the ordinary matter! is
made up of the particles from the first family, the particles in the two remaining
families are unstable. Each family can be further divided into leptons (they do
not interact strongly) and strongly interacting quarks. Although in the Standard
Model one supposes massless neutrinos, experiments studying neutrino oscillations
have shown that all fundamental fermions including neutrinos have non-zero masses.
Incorporation of non-zero neutrino masses into the Standard Model however does
not represent a major theoretical problem.

1.1.2 Quantum Chromodynamics

Quantum chromodynamics (QCD) is a non-Abelian quantum gauge field theory
which is part of the Standard Model. Tt is based on the local SU(3) color gauge
symmetry. QCD is meant to describe the strong interactions between quarks and
gluons. It is governed by the SU(3)-symmetric Lagrangian (density)

1
——Ge G,Law’

L =7q(iv"9, —m)q — g(@"Taq)G), 1Cw

where ¢ is the quark field, v are the Dirac matrices, G}, are the gauge fields
corresponding to 8 gluon states, T, are the generators of the SU(3) group and
Gh, = 0.Gy — 0.G}, — gfachZG,‘j with fu. being the structure constants of the
group. The physics of quarks and gluons is obtained from this Lagrangian by apply-
ing the principle of least action followed by the quantization of fields. Each quark
has one of three possible strong charges - colors (red, green, blue). Each gluon carries
two color indices, one corresponding to a color and one to an anti-color. A gluon
can couple to a quark pair and to two or three other gluons. The self-coupling of
gluons leads to the strong confining potential between quarks. It is believed that
quarks can exist only as bound states within colorless objects, the hadrons. Hadrons
can be mesons (quark - antiquark pair) or baryons (red quark, green quark and
blue quark)?. Perturbative calculations are not applicable to low-momentum trans-
fer processes (like bound states) however, it is generally believed that all observed
properties of hadrons can be in principle explained by QCD as partially confirmed
by lattice calculations. The QCD property of asymptotic freedom allows us to make
perturbative calculations for high-momentum transfer processes. These calculations
have shown good agreement between predictions and experiments such as:

e the running of the QCD coupling,
e scaling violations in deep-inelastic scattering,
e jet cross sections,

e cvent shape observables,

!Baryonic matter is meant here, origin of the dark matter is unknown.
2Experimental evidence for the (non-)existence of pentaquarks is still not conclusive.
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e* (k) e'(k') e (k) et (k) V(K
\L_\V/_,)—""—‘ \\*/_y‘/
! !
Yq) EZD(q) iw*"<q)

p(P) X w p(P) X

Figure 1.1: Electron - proton interaction. Two neutral current processes and one
charged current process.

e heavy-quark production,

e QCD corrections to vector boson production.

Until new and reliable tools for making predictions in the low-momentum region
of QCD will be developed, one relies on phenomenological models for describing
low-momentum transfer processes. Therefore, if one desires to make QCD predic-
tions with current tools as precise as possible, one needs to understand the parton
dynamics within hadrons and the fragmentation of partons into hadrons using non-
perturbative phenomenological models.

1.2 Deep-Inelastic Scattering

Generally speaking with deep-inelastic scattering (DIS) one understands a process
in which a hadron (usually baryon) is probed by a lepton and which leads to a
complete break-up of the hadron. It is this kind of process which allowed to study
hadron structure and eventually lead to the discovery of quarks. In the context of
the H1 experiment we understand by DIS an electron®-proton collision in which the
transferred momentum is large enough to resolve the quark structure of the proton
(Q — oo, deep*) and in which the invariant mass of the hadronic final state is much
higher than the mass of the proton (m, < mx, inelastic). Since electrons do not
interact strongly, their interaction with a proton is mediated via a photon, W* or
ZY boson. This is graphically depicted in figure 1.1. When the exchanged boson is
neutral, the process is referred to as a neutral current process, when it is charged
as a charged current process. In charged current processes the conservation laws
require the electron to change into the corresponding neutrino. For the quarks in
the proton to be resolved, one needs a short wavelength of the virtual boson and
thus a high momentum transfer. The limit is to some extent arbitrary. A process is
usually considered to be deep-inelastic when the transferred momentum squared is
grater than 1 GeV? so that the scattered electron enters into the acceptance of the
main H1 detector (operational definition).

3Wherever we refer to “electron” in this thesis we refer to an electron or a positron.

4The spatial resolution is approximately given by the formula d ~ % ~ Qo[é%] [fm]
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I (k) I'(k)

Y*Z°W*(q)

Figure 1.2: Kinematics of the deep-inelastic ep scattering.

1.2.1 Kinematics

The cross sections for unpolarized electron-proton DIS depend on three independent
kinematic variables. Since the center-of-mass energy /s is at the accelerator fixed,
all predictions can be formulated in terms of two independent variables. In this
paragraph we provide a brief overview of some commonly used quantities.

The process of an electron interacting with a proton is, at the lowest order,
represented in figure 1.2. The electron radiates a virtual photon, Z° or W* which
breaks up the proton into the hadronic final state X. Let the proton four-momentum
be P, the initial electron four-momentum k and the final lepton (electron or neutrino)
four-momentum k’. They can be related to the center-of-mass energy

Vi= VET PP

and to the negative momentum transfer squared
Q*=—¢" = —(k—K'),

both being Lorentz invariants. Other useful Lorentz invariant quantities are the
Bjorken scaling variable
Q2

T = )
2P.q
which can in leading order be interpreted as the fraction of the proton momentum
carried by the struck massless quark, and the inelasticity

_Pgq
Pk’
which in the proton rest frame corresponds to the fraction of the electron energy

transferred by the exchanged boson to the proton. Finally, one uses the center-of-
mass energy of the proton-photon system squared

Y

W2=<P+q>2=@2(§—1)+m§,
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Figure 1.3: Accessible kinematic range at HERA.

which equals the invariant mass squared of the hadronic final state X. Using these
formulas, one can relate the introduced quantities in many different ways.

At the HERA accelerator the electron beam energy E, = 27.6 GeV and the
proton beam energy E, = 920 GeV, as of 1998, provide a center-of-mass energy of
/s = 318.7 GeV. The kinematic range that can be explored at HERA is shown in
figure 1.3.

1.2.2 Structure Functions and Inclusive Cross Sections

A neutral current proton-electron interaction can be mediated by a photon or a Z°
boson. In the kinematic range of our analysis Q? < 100 GeV? the Z° contribution
to the cross section can be neglected because of the high mass of the Z° boson
(m%o > 100GeV?). Thus, in the rest of the work we will refer only to photon, which
is the only intermediate boson relevant in the context of this analysis. In the one-
photon exchange approximation the squared amplitude for the inclusive unpolarized
ep — eX scattering can be written in the form

e4
@L“ W,

|Mep—>eX|2 =

where

L=y alk )y ulk)a(k)y (k)

spin e
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is the so-called leptonic tensor, whose expression follows from the Feynman rules for
the electron-photon vertex, and

Wi =5 30 S 1 X) 1] X)°

spinp X

is the hadronic tensor. Our inability to express |p) and |X) in terms of quark fields
leads us to the parametrization of the hadronic tensor with respect to its known
transformation properties. Requiring the correct Lorentz transformations and taking
into account the Dirac equation and the Ward identity one can parametrize W, with
two scalar functions of x and Q?

y 1 P. P.
Wuu = = (guu - qg—g) Wl(xa Qz) + ﬁ (PM - q—2qQM> (P,, - q—zqqu) W2(xa Qz)

p

Combining the expressions for L* and W), one arrives (in the Bjorken limit E, >
my) at the double-differential cross section formula

Poxe  4Ama?

dr dQ? ZEQeAtm (zy* - Fi(z,Q*) + (1 = y) - Fy(2,Q%)), (1.1)

with F; = W; and Fy = Pm—':]W2. Functions F; and F, are so-called structure
functions of the proton, and they need to be determined experimentally. One often
uses a different linear combination of these function and introduces Fj, = Fy — 2z F}.
Then the cross section formula has the form

d*one B Ao’ 2

2
T d0® - 20t <(1 YT %)'Fz(‘”’Qz) - y? il Q2)> '

The function F5 dominates the expression, F, plays a role only at large values of y.

1.2.3 Quark Parton Model and Evolution Equations

The proton structure functions introduced in the previous section are well-defined
objects within the framework of the Standard Model. However, they have the dis-
advantage to characterize only ep — eX scattering, one cannot use them directly
in different processes (e.g. proton-hadron scattering). One would thus like to find
objects that describe the proton as such, in a process-independent way. Such a de-
scription obviously requires some kind of factorization theorem, which would allow
to separate the description of the parton behavior in the proton and the parton hard
interaction.

In the “naive” parton model proposed by Feynman [5| and as further developed
by Bjorken |6] for inelastic ep scattering, the proton consists of three partons identi-
fied with the charged, spin % point-like quarks of the proton. A high-energy collision
with a lepton is described as a photon interacting with one of the quarks (which
are regarded as free as explained later), the parton (quark) carrying the momentum
fraction £ of the proton momentum. The proton is regarded as moving very rapidly
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(infinite-momentum frame) so that the parton momenta are collinear and the par-
tons with different momenta remain together. Their momentum distributions are
described by probability functions ¢;(£) (so-called parton distribution functions),
which give the probability for the parton ¢ to carry the proton momentum fraction
between ¢ and £ 4+ d€. The assumption of free partons is mostly based on the fact
that the typical time scale of the hard interaction is much smaller than the typical
time scale of parton interactions inside the proton when Q% and W are large enough.
Supposing that the parton-lepton interaction is described like a fermion interaction
in QED one can, within the parton model, calculate the ep — eX cross section and
compare it to the expression (1.1). The comparison leads to

Fy(z) =2zF(x Z/dfq :Be (x—¢& Zexq

quarks quarks

x being the Bjorken scaling variable. It is interesting to note that in the parton model
the structure functions lose their Q? dependence. This property is known as Bjorken
scaling. And indeed, scaling is observed at x ~ 0.1 (see figure 1.4), but at lower and
higher x values scaling is broken. Furthermore, the sum of parton momenta predicted
by the parton model reaches only approximately half of the proton momentum. This
suggests that the “naive” parton model, in spite of being quite successful, does not
provide a description precise enough to explain all measured data and thus needs to
be improved.

An improvement can be achieved by considering QCD effects when describing the
parton dynamics inside the proton. In addition to the basic leading order photon-
quark scattering diagram with the QED vertex (see figure 1.5 a) one can take into
account real gluon emission from the quark lines (QCD vertices, see figures 1.5 b and
c¢) and calculate the corresponding contributions to the total scattering amplitude
in pQCD. Such an approach intuitively explains the violation of Bjorken scaling at
higher x values (z < 1). Whereas a low-virtuality photon cannot resolve a possible
gluon radiation from the quark, a high-virtuality photon probes smaller distances
and thus can interact with a quark after the quark has radiated a gluon (see figure
1.6). In the latter case, the photon effectively interacts with a quark carrying less
momentum. At smaller x values (z < 1) the scaling violation is related to other QCD
effects: virtual gluon radiation off valence quarks and gluon splitting into virtual sea-
quarks. These effects also account for the missing proton momentum: only a part of
the proton momentum is carried by the valence quarks, a large part is also carried
by gluons and the sea-quarks. The pQCD approach, however, makes the model more
complex and introduces two new scales. The first one is the renormalization scale
ir, which is related to the renormalization of the strong coupling o, appearing in
the QCD vertices. The second is the factorization scale pp. Since the corrections
to the parton dynamics are calculated perturbatively one requires some hard scale
for these calculations to be valid. Above this scale the partons dynamics is treated
perturbatively, below this scale it is absorbed into the non-perturbative part of the
parton density functions (PDFs). The divergences that appear in the perturbative
calculations, which are due to collinear and soft gluon radiation, are also absorbed
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Figure 1.4: Measured values of Fy(x, Q?) at different experiments. Real gluon radi-
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violations at high and low = and for the missing proton momentum.

A

Figure 1.5: Photon-quark interaction and gluon emissions.
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a)

Figure 1.6: Intuitive interpretation of the scaling violation for x < 1.

into the non-perturbative parts of the PDFs. In DIS one usually chooses % = p2 =
Q?. The factorization theorem states that the long and short distance interactions
factorize, i.e. one obtains, within the improved quark parton model, the following
formula for the total inclusive cross section:

"d
O'(.Z’,Q2) = Z/ 56(57 Q27:uR7:uF>qf(§7Q27,U/F) ) (12)
f T

where ¢ is the hard partonic cross section which is perturbatively calculable , g are
the parton density functions and the summation is done over valence quarks, gluons
and sea-quarks and antiquarks.

The parton density functions need to be determined experimentally. It is how-
ever enough to measure them at one scale pg, their behavior at a different scale
can be predicted from evolution equations. These evolution equations are derived
from the requirement that the physical cross section should not depend on an (ar-
bitrary) factorization scale pp. Depending on how the gluon radiation is treated
(approximated) one gets different prescriptions. In the majority of approaches one
represents the gluon radiation by a ladder diagram (see figure 1.7), and depending on
what suppositions are made on the gluon emissions one obtains different evolution
equations:

e The DGLAP?® formalism |7, 8, 9, 10| predicts the evolution of the PDFs in
Q?. It assumes strong ordering in the virtuality of the exchanged gluons k3 <
k< ... < k2 | < k? < Q? which at small z implies strong ordering in the
transverse momenta k7, < k7, < ... < kj,_| < ki, < pF. It also requires
the longitudinal momenta z;P to be greater than the transverse momenta
(collinear factorization). With these assumptions the DGLAP evolution is
expected to be valid at high Q% and not too small z. In fact, it describes
successfully the measurements of the structure function at HERA down to the
smallest z accessible in the experiments.

e The BFKL® approach |11, 12| describes the evolution of the PDFs in x. The
longitudinal momenta of the parton propagators are supposed to be strongly

5Dokshitzer, Gribov, Lipatov, Altarelli, Parisi
6Balitsky, Fadin, Kuraev, Lipatov
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Figure 1.7: Gluon emission ladder diagram.

ordered z; = x;11/x; < 1, but no restrictions are applied to the transverse
momenta k;. Unlike the PDFs in the DGLAP formalism, the PDFs here depend
explicitly on the transverse momentum k; (so-called unintegrated PDFs) of the
gluon in the proton. This approach is supposed to be valid at low values of x.

e The CCFMT model [13, 14, 15, 16| has the ambition to describe the evolution
of the PDFs at both, small and large x. It provides an evolution in @? and
r in the region of large *> and moderate z in agreement with the DGLAP
approach and in the small x region according to the the BFKL approximation.
It is based on the strong angular ordering of subsequent parton emissions, and
it makes use of k; dependent unintegrated gluon densities.

1.2.4 Heavy Quark Production in DIS

The dominant heavy quark production process is the so-called boson-gluon fusion
process (BGF) represented in figure 1.8 a. Non-negligible contributions to heavy
quark production at low Q2 may arise also from resolved-photon processes which are
depicted in figures 1.8 b-d. In resolved processes the photon fluctuates into virtual
hadronic states, which consequently interact with the gluon coming from the proton.
The photon fluctuations can be described by the photon parton density functions.
The heavy quarks are produced almost exclusively in the perturbative regime, their
production in the fragmentation phase is very improbable.

At the HERA accelerator pairs of charm (m. ~ 1.3 GeV) and bottom quarks
(mp =~ 4.5 GeV) can be produced via the BGF process. The top quark (m; =~
175GeV) cannot be observed at HERA, because the beam energy is not high enough

"(Ciafaloni, Catani, Fiorani, Marchesini
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Figure 1.8: DIS charm production in leading order of perturbative QCD, direct
process and resolved photon processes.

to allow the pair production of top quarks, and the single top production process
has a very low cross section. On the other hand the charm and bottom quark
production cross sections represent an important part of the total inclusive cross
section. The fraction of charm production vs. inclusive QCD processes is of order
10% in the perturbative QCD regime, the beauty production is with respect to charm
suppressed by two orders of magnitude (higher b mass and smaller electromagnetic
coupling) [17].

The heavy quarks are interesting objects to be studied. Their high mass provides
a hard scale for perturbative calculations so that heavy quark physics can serve as
a good test field for perturbative QCD calculations. Since their production is dom-
inated by gluon-induced processes, heavy quark physics also provides information
about the gluon density in the proton. In addition, the high mass of heavy quarks
implies hard fragmentation, and thus one can expect a good correlation between
parton and hadron level, between the heavy quark and the corresponding jet of
hadrons.

1.3 Fragmentation

1.3.1 General Considerations

Non-perturbative effects in particle collisions are associated not only with initial state
hadrons but also with final state hadrons. If only inclusive or sufficiently inclusive
observables are studied, the detailed character of these effects can be neglected.
This is why the expression (1.2) does not contain any information about hadron
formation from final state partons. On the same basis jet observables can be studied
without precise knowledge of the fragmentation, provided that these observables do
not depend on details of the jet internal structure.

However, a description of the fragmentation phase is needed, if one is interested
in details of the hadronic final state. This description is based on the QCD fac-



1.3. FRAGMENTATION 19

torization theorem; the basic idea being that physics at very different scales can
be factorized. The hadron formation from partons is modeled using so-called frag-
mentation functions D;_(z, 1f) which are formally very similar to parton density
functions and which give (if normalized) the probability to observe a hadron h car-
rying the momentum fraction z of the initial parton . The differential cross section
for the production of hadron h as a function of its transverse momentum pr can be
schematically written in the form of the convolution

doy, daz’qux (AQCD )
5~ i\&T, @ —0 D —h\%, + @ )
dpr " q ( Mf) dpr 3 h( Mf) or

where ¢;(z, puy) are scale dependent parton density functions, 7;,_,x is the partonic
cross section for parton k£ to be produced in the photon-quark interaction which can
be calculated in pQCD and Dy_.,(z, i) are scale dependent fragmentation functions.
Summation is done over initial and final state partons. The fragmentation functions
need to be established experimentally at some initial scale py (usually low), then they
can be evolved using DGLAP-inspired evolution equations to any other scale ps. The
choice of the fragmentation scale is to some extent arbitrary. The evolution of the
quark produced in the hard sub-process can be part of the perturbative calculations
or it can be absorbed into the fragmentation function. In practice our knowledge of
the perturbative quark evolution is limited by our ability to calculate higher orders
in perturbation theory. In addition, divergences originating from collinear radiation
emerge in calculations. These divergences can be absorbed into the non-perturbative
fragmentation functions.

1.3.2 Heavy Quark Fragmentation

Due to the higher masses of the heavy quarks it can be shown [18| that the fragmen-
tation function for a heavy quark () can be split into two parts: a fully perturbative
and process independent fragmentation function Dgort(z, ) and a non-perturbative
but scale independent fragmentation function Dgp_)H(z), H being the heavy hadron.

The function Dgert(z, ft¢) accounts for the perturbative gluon radiation off the quark
and can be evolved via DGLAP-like equations. The collinear logarithms generated
by gluon emissions are resumed to all orders and can be absorbed into the perturba-
tive cross section. The non-perturbative fragmentation function Dgp_)H(z) describes
the hadronization of the heavy quark which is, after having radiated gluons, almost
on its mass-shell.

Many different parametrizations are available to describe the non-perturbative
fragmentation functions. They are based on different models which all agree that
heavy quark fragmentation is hard, i.e. the heavy quark looses on average only a
small fraction of its momentum when turning into a hadron (in contrast to light quark
fragmentation). This is easily explained using a simple kinematic argument (Bjorken
[19], Suzuki [20]): the momentum of a massive quark is only slightly influenced
when picking up a light quark from the vacuum. Supposing the typical light quark
mass to be of the order of A, one expects from momentum conservation mg.vg ~
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Figure 1.10: Fragmentation functions for quarks with different masses based on the
Peterson parametrization. Appropriate parameter values are supposed.

z(mg.vg) + Ay, vg = v,, from which follows (2)™ ~ 1 — mAQ (see figure 1.9). The
heavier the quark is, the harder the fragmentation is expected to be. An illustrative
example based on the Peterson parametrization of the fragmentation functions is
shown in figure 1.10. Two commonly used parametrizations for the non-perturbative
fragmentation function which depend on only one parameter are:

e Peterson parametrization |21]. It is derived from quantum mechanical consider-
ations on transition probabilities between two energetically close states with the
energy difference AE. The considered energy difference is AE = Ey+E,—Eq,
q stands for a light quark forming a hadron with a heavy quark. The predicted
parametrization has the form

1 1 -2
Dg;;H(z):Nx—<1——— 5) ,

z z 11—z

where NN is a normalization factor, and ¢ is a parameter related to the hardness
2
of the fragmentation. The parameter ¢ is supposed to be of the order of %,

but since the uncertainty on light quark masses is big, € is usually considered

as a free parameter which can be fitted in order to describe the data. The

Peterson parametrization provides a rather precise prediction for the ratio of
ge — ™M

the € parameters for charm and beauty quark fragmentation e B 0.1.
b
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Figure 1.11: Field-Feynman fragmentation model.

e Kartvelishvili parametrization [22|. Here the authors assumed that the frag-
mentation function Dgp_)H(z) behaves at large values of 2 like the density func-

tion fg(z) of the heavy quark @ in the hadron H (“reciprocity relation”), the
density function being a function of the momentum fraction of the hadron car-
ried by the quark. Using the Kuti-Weisskopf model |23| for calculating the
density functions and extrapolating the validity of the “reciprocity relation” to
all values of z, they arrived at the parametrization:

DI (z) = N x 2%(1 - 2).

where NN is a normalization factor and « a parameter which equals 3 for the
charm quark and 9 for the bottom quark. When the Kartvelishvili parametriza-
tion is nowadays used, the parameter « is regarded as a free parameter related
to the hardness of the fragmentation.

1.3.3 Fragmentation Models

Fragmentation models are phenomenological models more or less inspired by insights
from QCD which are used in different Monte Carlo programs (we discuss them in
the following section) in order to describe the fragmentation process. Some of the
models take a fragmentation function in a parametrized form, while other models do
not make any use of an explicit fragmentation function at all but rely on different
mechanism to produce hadrons from quarks. In this section we briefly summarize
the most common models.

Independent Fragmentation Model

Independent fragmentation is based on the idea of a parton fragmenting indepen-
dently of other final state partons. One of the well-known models assuming inde-
pendent fragmentation is the so-called Field-Feynman model |24]. In this model the
fragmenting quark forms a bound state with one of the quarks of a quark-antiquark
pair produced from vacuum fluctuations. The remaining quark pairs up with a quark
from a pair again produced by fluctuations... the mechanism continues recursively,
as indicated in figure 1.11. The momentum fraction which is transferred from ini-
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tiating quark to the produced hadron is described by a fragmentation function; the
Peterson or Kartvelishvili parametrizations are commonly used.

The independent fragmentation model is nowadays rarely used. It has the dis-
advantage of not being Lorentz invariant and requires an ad hoc treatment of the
remaining quark from the very last quark-antiquark pair production. While it de-
scribes many general features of particle production it fails to describe experimental
data in detail at the high level of experimental precision which has been reached.
The independent fragmentation model is implemented in the PYTHIA Monte Carlo
program as a non-default option.

String Fragmentation Model

In string fragmentation model [25, 26| the fragmentation of final state partons de-
pends on the other final state partons. The linear confining potential between par-
tons is modeled via a string - a massless and relativistic object having the form of a
color flux tube with typical transverse dimensions of the order of the hadronic size
(=~ 1fm). A string is stretched between two quarks, an energetic gluon produces
a “kink” in the string. The typical string tension is k ~ 1 GeV/fm, and as the
quarks move apart the string may break and produce a quark-antiquark pair from
the vacuum. The probability of pair creation is modeled by the quantum tunnel-
ing process and obeys the formula exp(—ﬂmg,L//f), where maL =m? + pal is the
transverse mass. Since this probability depends on the quark mass, heavy quark
production in the fragmentation process is strongly suppressed. The string breaking
respects the neutral color of daughter strings. The transverse momenta of produced
quarks are assumed to follow a Gaussian distribution and are locally compensated
between the quark and the antiquark. The string breaking occurs recursively until
on-mass-shell hadrons are formed, the hadron transverse momentum being the sum
of the transverse momenta of the quarks. The variable® z = %, indicating
which fraction of the quantity E + p, is transferred from the string to the hadron, is
determined by the fragmentation function f(z). Usually the Lund symmetric frag-

1

: o bm?
mentation function is used f(z) = 2(1 — 2)%exp <— Mh,L

. ), where a and b are free

parameters. This function provides independence of the result of the string breaking
on the end of the string at which the breaking starts. To account for specific aspects
of heavy quark fragmentation (its hardness), often a different fragmentation function
(Peterson, Kartvelishvili, Bowler) is used.

Hadron formation is based on spin states counting and some additional model
complications must be introduced to describe baryon formation (diquark produc-
tion). The model also needs to cope with different string topologies which can occur.

In charm production in DIS via the BGF process at least two strings are required
in order to ensure color neutrality. One string connects the produced antiquark with
a quark from the proton remnant, the other one connects the produced quark with
the remnant diquark, as seen in figure 1.12.

8This definition of z has the advantage to be Lorentz invariant under the boost along the parton
direction.
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Figure 1.12: Color strings in the BGF process.

The string model is commonly used and is implemented in the Monte Carlo
program PYTHIA (and JETSET).

Cluster Fragmentation Model

The cluster fragmentation model, which is realized in the HERWIG Monte Carlo
program |27, 28| exploits the property of “pre-confinement” [29|. It states that at
the end of the perturbative phase color-connected partons tend to be close in phase
space, a local compensation of color occurs. Thus such quarks are merged into color-
singlet clusters, but before the cluster formation takes place each gluon is forced to
split (non-perturbatively) into a quark-antiquark pair (see figure 1.13 ). Typically
clusters have small mass as of a couple of GeV, and subsequently (with the exception
of too heavy or too light clusters) they decay independently directly into hadrons.
Unless the cluster involves a perturbatively produced quark, its decay is in its rest
frame isotropic with no angular momentum involved. If a cluster is too heavy, it is
split into two clusters and too light clusters decay into one hadron only. In the latter
case a small rearrangement of energy and momentum with neighboring clusters is
needed (the decays might not be completely independent). The choice of the cluster’s
decay channel is based on the phase space probability and spin degeneracy.

The cluster fragmentation model is in spite of the small number of parameters
quite successful and provides a fair description of the data. In general, however, the
string model provides an improved description of different data.

1.4 Simulation Programs
Present experiments in high-energy physics need computer-based simulations in order

to determine the response of the detector . They allow to obtain different correction
factors which are usually related to

e fiducial acceptance of the detector and extrapolations to experimentally non
accessible phase space regions,
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Figure 1.13: Cluster fragmentation model: gluons are split into quark-antiquark pairs
and color-connected quarks are merged into color singlet clusters which subsequently
decay into hadrons.

e resolution effects and migrations,

e effects of initial and final state QED radiation.

A typical simulation includes an event generator program and a detector simulation
program. The event generator simulates the physics process or processes and provides
a complete set of final state partons as well as particles with their four-momenta.
Such a program is usually based on a random number generator and thus it is called a
Monte Carlo program. Once the information on the final state particles is available,
the detector response to the physics event is simulated. In this analysis the internal
H1 GEANT-based [30] software package H1SIM is used for this purpose. After the
detector simulation the data format of the simulated physics is the same as the data
format of the real physics data. Thus both can be treated in the same way and be
processed by the reconstruction software HIREC.

In the rest of this section we focus on different event generators which we used
and the differences between them. An event generator may comprise :

e a calculation of the matrix elements of the hard subprocess (in leading order, no
event generator with next-to-leading order matrix elements is so far available
for ep physics in DIS).

e parton density functions or an interface to a program for them and for their
evolution.

e an approximation of higher order contributions to the perturbative processes.
This is accomplished using different types of parton shower mechanisms, where
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an energetic quark or gluon radiates further gluons and can be associated with
the perturbative fragmentation function.

e hadron formation (non-perturbative fragmentation) and hadron decays into
stable particles®.

e additional effects due to QED radiation.

e multiple interactions. Such effects may occur when the initial states consist of
several partons (hadron-hadron collisions) and correspond to additional hard
or semi-hard scatterings. These effects do not seem to play an important role
at HERA in DIS and can be safely neglected in this analysis.

1.4.1 Event Generators with LO Matrix Elements
RAPGAP

RAPGAP [31] is an event generator incorporating leading-order QCD matrix ele-
ments. It is based on the collinear factorization scheme (DGLAP evolution) using for
that purpose modified routines from the LEPTO 6.1 |32| and PYTHIA 6.2 |33 pro-
grams. It includes contributions from higher orders by parton showers in the leading
log approximation matched to the LO matrix element such as to avoid double count-
ing. The charm quark is treated as massive (m. = 1.5GeV) and the renormalization
scale is chosen to be p? = Q*+p7. (for heavy quarks p2 = Q®+p7 +miy). Resolved-
photon processes'® in heavy quark production are also implemented, resolved-photon
events are generated separately from direct events. Effects of real photon emis-
sion and virtual QED contributions are simulated by interfacing RAPGAP with the
HERACLES [34] event generator. The fragmentation in RAPGAP is done with the
Lund-sting model as it is implemented in the PYTHIA program.

In this analysis we use RAPGAP version 3.1, the CTEQ5L 35| parametrization
of the PDFs of the proton and SaS-G 2D [36] for the PDFs of the photon in case of
resolved processes.

CASCADE

The CASCADE Monte Carlo program |37| differs significantly from RAPGAP. It
employs CCFM evolution with an unintegrated (k; - dependent) gluon density func-
tion. In this evolution the gluon which enters the hard sub-process is virtual and
thus requires an off-shell matrix element. Only the direct BGF process is consid-
ered in charm quark production, but the k;-factorization scheme partially includes a

hadronic photon component (see reference [38|). The renormalization scale is chosen
to be p2 = 4m? + p% and like in the case of RAPGAP, CASCADE is interfaced with

9The definition of a stable particle is to some extent arbitrary. By a stable particle we understand
all particles which do not decay further or which have a high probability of decaying in the tracking
detector.
10We use them in the evaluation of systematic errors.
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the PYTHIA 6.2 program to account for the fragmentation (Lund-string model) and
particle decays.

In this analysis we have chosen CASCADE as an alternative program to RAP-
GAP to correct our data and thereby to study the model dependence of our results.
The version CASCADE 1.2 with the A0 [39] gluon density functions is used.



Chapter 2

HERA Accelerator and H1 Detector

2.1 HERA Accelerator

The HERA' accelerator (figure 2.1) was? a particle accelerator situated in Germany
in the city of Hamburg at DESY? research institute. It was a unique high-energy
collider with asymmetric beams: an electron beam colliding with a proton beam,
each beam stored in an independent storage ring. It had approximately circular
shape, and it was housed in a 6336 m long tunnel with internal diameter of 5.2 m
situated 10 to 25 m under ground.

The first idea of HERA was brought in the early 1970s by the Norwegian physicist
Bjorn H. Wiik to DESY and the project study followed in 1980. Agreement for the
construction of the facility was signed in 1981. Construction started in 1984 with
international support and first operation of HERA started in 1990 (first physics run
in 1992). In 2000-2001 HERA underwent a luminosity upgrade to HERA II with a
difficult restart of operation in 2002.

The operation of HERA required a chain of pre-accelerators (LINAC II and I1I,
DESY synchrotron II and III and PETRA II and III) in order to provide HERA
with electrons and protons at suitable energies. Once the protons and electrons were
injected into HERA, HERA took over and accelerated them to their final energy.
The designed final energy (after 1998) for the two types of particles was

E, = 920 GeV,

E, = 27.6 GeV,

with 96 ns between two following bunch-crossings. In total 174 colliding bunches
were stored in each storing ring and the beam crossing angle at the interaction point
was zero. The electron beam was naturally transverse-polarized (Sokolov-Ternov

!Hadron Electron Ring Anlage

2The HERA collider was shut-down, after 15 years of successful operation, at midnight on
30.06.2007.

3Deutsches Electronen-Synchrotron
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Hall South
ZEUS

Figure 2.1: HERA accelerator and pre-accelerator subsystems, HERA experiments.

mechanism) and a longitudinally polarized electron beam could be obtained with a
system of spin rotators (installed after the upgrade to HERA II).

Initially four experiments were designed to use the HERA beams. The HERA-B
experiment was using only the proton beam on a fixed target. It was shut down
prematurely because of unexpected and serious problems during the detector con-
struction and the following loss of competitiveness with other world experiments
exploring the same physics area. The HERMES experiment was using the unpo-
larized and polarized electron beam on a fixed unpolarized and polarized target to
study mainly the spin structure of the nucleon. The two remaining experiments, H1
and ZEUS, were colliding-beam experiments with multipurpose detectors studying
the proton structure and other topics related to proton-electron collisions. Sharing
the same beams and using complementary detectors allowed these two experiments
to cross-check their physics results.

2.2 H1 Detector

The H1 detector was located in the north hall of the HERA ring. It was a multipur-
pose detector covering most of the solid angle around the nominal interaction point.
Its approximate dimensions were 12 x 10 x 15m? with the weight of 2800t. Because
of the asymmetry in beam energy, the center of mass of the electron-proton system
was boosted along the proton direction (we will refer to this direction as “forward”
or “positive”), which was reflected in an asymmetric design of the detector. The H1
detector consisted of most of the standard detector subsystems used in a high-energy
physic experiment: a high-resolution tracking system, a fine-granularity calorimetric
system and muon detectors. The tracking system as well as the calorimeter were
situated within a magnetic field of strength 1.2'T which was provided by a supercon-
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Figure 2.2: The H1 detector and the H1 coordinate system.
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Figure 2.3: Design of the H1 tracking system.

ducting coil. Such a design allowed for less dead material in front of the calorimeter
and better particle identification (especially electron identification) in the electro-
magnetic part of the calorimeter. The main components of the H1 detector and
the H1 coordinate system can be identified in figure 2.2. The running of the H1
detector required an intelligent and highly efficient trigger system, since the time
window between two successive bunch-crossings was very short and the background
was high.

The hardware components of the H1 detector as well as the trigger system un-
derwent important upgrades during the luminosity upgrade of HERA in 2001 and
2002. This analysis is based on the data from the HERA II running period and thus
we will describe the detector status in this period, only briefly mentioning the status
before.

In our analysis we make no or only a small use of such subsystems as the muon
chambers, the plug calorimeter or the tail-catcher system. Thus we will omit their
description in the following sections, and we will focus only on those detector subsys-
tems that are related to this analysis. An interested reader may consult references
[40, 41| for more information.

2.2.1 Tracking System

The beam asymmetry at HERA was also reflected in the design of the H1 tracking
system (figure 2.3). The system consisted of the central and forward tracking detec-
tors (CTD and FTD) and a backward tracking system, which was installed in front of
the backward calorimeter to improve the spatial resolution of the calorimeter, reject
photoproduction background induced by neutral hadrons and improve /e separa-
tion. The tracking system provided besides the information for track reconstruction
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Figure 2.4: Radial view of the central tracking system.

also the capacity for track-based triggering and for particle identification via dF/dzx.
The H1 tracking system is, for this analysis, of crucial importance, because the track-
ing information is the main input for the reconstruction of the D* mesons. Since we
apply a constraint on the pseudorapidity? of the D* mesons |np-| < 1.5 we use for
the D* reconstruction only the most precise information from the central tracking
detector.

Central Tracking Detector

The H1 central tracking detector in its initial form consisted of two concentric mul-
tiwire drift chambers CJC1 and CJC2°, of two thin concentric drift chambers CIZ
and COZ, providing precise measurements of the z-coordinate, and of two concen-
tric proportional chambers CIP and COP. The central and backward silicon trackers
(CST and BST) were installed during HERA T running in close proximity of the
beam pipe to provide precision spatial measurement. The CJC1 and CJC2 as well
as the COZ, the COP, the CST and the BST remained after the detector upgrade
for HERA II running. During the upgrade an additional silicon detector was added
to cover the forward region (FST). The CIZ and CIP were removed and replaced
with CIP2000 - a cylindrical proportional chamber with more layers for improved
triggering and vertex reconstruction. The status of the CTD after the upgrade is
depicted in figure 2.4. The angular coverage® of the CTD was 25° < 6§ < 155°.

The CJC1 and CJC2 were the most important components of the CTD, their
main parameters were —112.5 cm < z < 107.5 cm and 20.3 cm < r < 84.4 cm. The

4For the definition of the pseudorapidity see section 3.2.3.
5Central Jet Chamber 1 and 2
6The angle 6 is measured with respect to the “positive” (proton beam) direction.
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sense wires of these chambers were organized in drift cells and were parallel to the
beam axis. The CJC1 contained 30 drift cells with 24 sense wires per cell, the CJC2
comprised 60 drift cells with 32 sense wires each. The drift cells were inclined by
30° with respect to the radial direction so as to optimize the electron drift direction
in the magnetic field for nearly straight high momentum tracks. Single hits were
reconstructed with a spatial resolution of ~ 170 ym in the r¢-plane from the drift-
time measured by the sense wires. The information about the z coordinate could be
extracted from a comparison of the signals at both ends of the sense wire with a pre-
cision of 22.0 mm. The precision of the momentum measurement for reconstructed
tracks was o,/p? < 0.01 GeV~'. After track reconstruction one can also determine
the energy loss of particles with established precision of o4g/4. ~ 6%. The knowl-
edge of the energy loss helps - depending on the particle’s momentum - in particle
identification or at least in the calculation of the probability for a particle to be of
a certain type. The chambers CJC1 and CJC2 were also used in the reconstruction
of the interaction vertex. The x and y position of the vertex can be deduced from
track extrapolation inside the beam pipe, the information about the z position was
however determined with better precision from other chambers.

The CIP 2000 [42, 43| was a five layer proportional chamber, which was designed
to provide - in comparison to the CIP in HERA I - a more efficient vertex trigger
with larger solid angle acceptance and better rejection capabilities. The radius of
the chamber was 15 cm < r < 20 cm and the length was 2 m. Each detector layer
comprised 120 pads in the z direction and the layers were organized in sixteen ¢-
sectors. Since the detector was designed for trigger purposes it had a short response
time (~ 75 ns) and was used for online event selection. The angular coverage of
the detector was 11° < 6 < 169° and the spatial resolution in z amounted to about
1.5 cm.

The central silicon tracker (CST) [44, 45| provided precise vertex and track in-
formation and therefore allowed for precision determination of track parameters. It
was the innermost tracking detector (r & 5—10cm) built up of two 36 cm long layers
of silicon strip detectors covering the polar angle region 30 < # < 150°. The strip
detectors were organized in ladders, the inner layer consisted of 12 and the outer
layer of 20 ladders. The CST hits were measured with precision of 12 ym in the
r¢-plane and 25 pm in z. Track reconstruction is mainly based on the CJC mea-
surement, however, in combination with precise CST information the resolution is
much improved. The interaction vertex position can be determined with a precision
of ~ 40 pym.

The chambers COP and COZ were situated in-between CJC1 and CJC2. The
COP was a proportional chamber with short response time that was in the HERA
I period used in combination with CIP for track triggering purposes and was of
less importance in HERA 1II after the CIP upgrade. The COZ was a two meters
long drift chamber which improved the z-coordinate measurement with respect to
CJC1 and CJC2. It was situated at the distance of 92 cm < r < 97 cm from the
beam axis and covered the angular region 25° < 6 < 155°. The sense wires of
COZ were perpendicular to the beam axis which allowed for precision of 350 ym in
determination of the z-coordinate.
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Figure 2.5: Backward proportional chamber.
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Backward Tracking Detector

The backward tracking detector fulfilled two important tasks: it provided more pre-
cise xy position determination of particles with respect to a measurement by the
backward calorimeter, and it allowed to differentiate between charged and neutral
particle induced clusters. The latter is important for the identification of the scat-
tered electron and thus a correct reconstruction of the event kinematics. The back-
ward drift chamber (BDC) of HERA I was in HERA 1I replaced by a new backward
proportional chamber (BPC) situated at z = —146 cm. It consisted of six wire layers
with three different orientations inclined by 60° with respect to each other. The
whole detector had a hexagonal shape and was divided into two parts with a gap
of approx. 80 mm between them (see figure 2.5). The inner radius of the BPC was
approx. 140 mm and the outer radius approx. 800 mm. The BPC enabled to mea-
sure the angle € with a precision of oy = 0.5 mrad, however, the detector alignment
precision in HERA II introduced a systematic error of the order o5”*" = 0.8 mrad.
The horizontal gap of the detector, which included at small radius highly populated
regions for the scattered electron did not allow to always require BPC information
for the measurement, since this would lead to a big loss of statistics. In the default
H1-OO7 electron finding algorithm the BPC zy measurement is taken into account,
if the extrapolated position of the electron candidate in the backward calorimeter is
close to the electron candidate cluster (< 4 c¢m).

2.2.2 Calorimeters

The H1 calorimetric system comprised the liquid argon calorimeter which covered the
forward and the central region and the lead /scintillating-fibre calorimeter (spaghetti
calorimeter, Spacal) which covered the backward region. The H1 calorimetric system
provided identification and measurement of electrons, photons, muons and penetrat-
ing neutral particles (interacting strongly).

"H1 object-oriented analysis framework.
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Figure 2.6: Liquid argon calorimeter, the longitudinal and the radial cross section.

Liquid Argon Calorimeter

The design of the liquid argon (LAr) calorimeter [46] is shown in figure 2.6. It was a
non-compensating® sampling calorimeter with a total weight of 450t containing 53m3
of liquid argon at the temperature of 90 K. Its angular coverage was 4° < 6 < 154°.
The calorimeter was segmented in z into eight wheels, and each wheel consisted
of eight ¢ segments - octants. All wheels except the very forward one contained
an electromagnetic part, optimized for the measurement of electromagnetic showers
from electrons and photons, and a hadronic part, optimized for the measurement of
hadronic showers.

The absorber material for the electromagnetic part consisted of 2.4 mm thick
lead plates. They were organized into “sandwiches”, the gap between two plates
comprised the liquid argon and the charge collection and read-out structure and was
2.35 mm thick. Electromagnetic showers were well contained in the electromagnetic
part of the calorimeter, since its lateral dimensions corresponded to 20 - 30 radiations
lengths (X), depending on the polar angle.

The absorber material in the hadronic part of the calorimeter consisted of stain-
less steel plates. They were 19 mm thick with a double gap of 2.4 mm liquid argon
and the charge collection and read-out structure in between them. The depth of the
hadronic calorimeter was over 5 to 8 interaction lengths (\), depending on the polar
angle.

The orientation of the absorber plates in the whole calorimeter was such that the
incident angle of a particle coming from the nominal interaction vertex was always
less than 45°. Since the calorimeter itself was non-compensating, an offline software
compensation algorithm was developed to correct for this effect.

The H1 liquid argon calorimeter was highly segmented and had about 65 000

8Response of a non-compensating calorimeter differs for electromagnetic and hadronic particles
of the same energy.
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electronic read-out channels. Even though the charge-collection time was rather
long, thanks to the information pipeline system a level 1 trigger decision could be
derived using a special electronics chain for the trigger readout and the “constant
fraction technique” [47]|. The energy resolution of the electromagnetic part was in the
test beam determined to be 03" /E ~ 11%/+/E[GeV] @ 1% and that of the hadronic

part to be o84 /E ~ 46%/+/ E[GeV] @ 2%.

Spaghetti Calorimeter - Spacal

The Spacal calorimeter [48, 49, 50| was a lead /scintillating-fiber sampling calorimeter
situated at z = —160 cm, which replaced the original BEMC calorimeter already
during the HERA I running period. The detector had an overall cylindrical shape
with radius of approx. 80cm. Its main purpose was to measure the scattered electron
in DIS in the backward detector region with good spatial and energy resolution
and thereby allow for a precise event kinematics reconstruction. It consisted of an
electromagnetic and a hadronic section. Its placement inside the H1 detector as
well as the electromagnetic and hadronic r¢ segmentation are depicted in figure 2.7
(status in HERA T). Both, the electromagnetic and the hadronic part were situated
in a magnetic field which was taken into account for a correct functioning of the
photomultipliers which converted the scintillation light into electric signals. The
original angular coverage of 153° < § < 178°, which allowed to measure the scattered
electron in the kinematic range 2GeV? < Q? < 100 GeV?, had to be reduced because
of space requirements for superconducting quadrupoles needed for the luminosity
upgrade for HERA II running period. The innermost cells had to be removed,
and thus the angular coverage and the Q? range were reduced to approximately
153° < 0 < 173° and 4 GeV? < Q% < 100 GeV2. The innermost region not covered
by the detector acceptance had after the upgrade an elliptical shape oriented in the
horizontal direction.

The electromagnetic part consisted of approximately 1500 cells organized into
2-cell and 16-cell modules. A drawing of a 2-cell module is shown in figure 2.8. The
cross section of one cell was 40.5 x 40.5 mm?, its active length was 250 mm ~ 28 X,.
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Figure 2.8: Spacal electromagnetic module comprising 2 cells.

This design guaranteed - with respect to electron shower properties (Xo = 9.0 mm,
Moliére radius = 25.5 mm) - a good containment of the shower in a small number
of cells without leakage. The energy resolution was determined to be o%*/F =
7.1%/+/ E|GeV]® 1%, and the spatial resolution as a function of the electron energy

to be o5 /E = 4.4 mm//E[GeV] + 1.0 mm.

The hadronic part of the Spacal had a less fine granularity, the cell size was
119.3x119.0mm?, and its active length was 250mm. The latter is of the order of only
one interaction length, and thus the energy measurement of hadrons was less precise.
The energy resolution measured in test beams in the energy range 1 GeV — 7 GeV
for pions yielded o5 /E ~ 38% for a shower length of the order of one interaction
length (first interaction required to be in the hadronic section) and o424/ E ~ 29% for
shower lengths up to two interaction lengths (first interaction in the electromagnetic
section; electromagnetic and hadronic information are combined).

The Spacal was a device suitable to provide fast trigger signals. It had a fast
response with excellent time resolution - better than 0.4 ns, see reference |49|. This
feature allowed the Spacal to serve also as a time-of-flight veto, i.e. to reject back-
ground originating outside the interaction time window.

2.2.3 'Trigger System

The event rate at HERA was high and therefore the H1 data acquisition system
could not read-out every event that occurred in the H1 detector. Even if it could,
it would be a huge waste of storage space, because the rates of background events
were more than an order of magnitude higher than the rates of electron-proton
interaction events. This “non-ep” background was mainly related to interactions of
beam particles with atoms of the remaining gas in the beam pipes (beam-gas events),
to interactions of beam particles which were too far away from their nominal orbit
with the walls of the beam-pipe (beam-wall events) and to synchrotron radiation of
electrons. The bunch-crossing time at HERA was 96 ns which corresponds to a rate
of 10.4 MHz. However, only ~ 1000 electron-proton collisions which are of interest
were expected per second because of small ep cross section. The estimates |40] for
different background and physic rates assuming the designed HERA I luminosity
of £L = 1.5 x 103cm™2s7! are shown in table 2.1. After the upgrade to HERA 1I,
the beam-related background rates scaled approximately with the intensity of beam
currents (which remained similar to HERA T) and the estimates for physics-related
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Beam gas interactions 50 kHz
Untagged photoproduction 1 kHz
Cosmic muons 700 Hz
Tagged photoproduction 25 Hz
DIS Q? < 100 GeV? 2.2 Hz
DIS 100 GeV? < Q? 1.4 min~!
Charged current DIS (25 GeV < pr)  3.0h~!
W production 0.5d7!

Table 2.1: Rate estimates for HERA 1.
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Figure 2.9: HI trigger system.

event rates increased by the luminosity factor (~ 2.5). Stronger focusing magnets
installed during the upgrade lead to important rise of the synchrotron radiation.

To cope with this situation one needed a highly efficient trigger system that is
able to reject background, filter the physics and save those events which are valuable
for physics analysis. These requirements were reflected in the design of the H1 trigger
system (figure 2.9). It comprised a four-level system with an input rate of 10 MHz
and an output rate of about 20 Hz (events written to tape). Each trigger level had
more time than the previous one and thus could analyze and reconstruct the event
in more detail. The dead-time® of the H1 detector during the readout of one event
was approx. 1.4ms and so one needed to find a compromise between minimizing the
overall dead-time and allowing for a sufficiently high trigger rate. The H1 trigger
was run such as to keep the overall dead-time under 10%. The four trigger levels are
described in the following sections.

91t is time needed to process an event, during which the detector is not sensitive to register new
events.
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Level 1 Trigger

On level 1 a trigger decision was made every 96ns, because an interesting event could
have in principle occurred in any bunch-crossing. It implies that level 1 triggering
did not lead to detector dead-time. Since the detector components could not be read-
out within 96 ns, this problem was solved by feeding the detector information into
pipelines whose length varied depending on the read-out time of the subdetector. The
whole detector information needed to be stored at least for the period corresponding
to the time interval between the occurrence of the event and the level 1 trigger
decision for which a time of 2.3 us was foreseen. Different detector components (LAr
calorimeter, Spacal calorimeter, CIP2000, CJC and others) provided so-called trigger
elements, a trigger element being an information bit. These bits were generated using
fast electronics from very aggregate detector information concerning timing, tracks
and energy depositions (e.g. the total calorimetric energy compared to a threshold)
and were sent to the central trigger logic (CTL). Here they were combined using
logical operators into so-called subtriggers. If a certain subtrigger “fired”, an L1Keep
signal was generated, the pipelines were stopped and the detector read-out started.
A subtrigger might have been prescaled with a factor n, meaning that the read-out
started only in one of n cases where the subtrigger fired. A prescale factor was
set to be different from one, if a certain subtrigger induced a large detector dead-
time. This was the case for some physics processes with a large cross section, like
photoproduction or very low (? inelastic scattering, but may also have happened
when high backgrounds occurred for not immediately understood reasons. Even
thought the level 1 trigger used only a very aggregate information, it decreased the
rate under 1 kHz what was acceptable for the level 2.

Level 2 Trigger

The level 2 trigger was built up of two independent systems running in parallel: a
neural network system (L2NN) and a topological trigger system (L2TT) based on
event topologies. They combined the available information from different subsystems
in order to study events in more detail. Their decision was delivered within 20 us
and sent to the CTL. If the event was rejected, the detector read-out was stopped
and the detector was put back into the state where it could accept new events. If
however the event was accepted, the L2Keep signal was generated and read-out of the
whole detector was initiated. Before the level 3 system became operational during
the HERA II running, the output rate of the level 2 trigger was 50 Hz at maximum.
In combination with the level 3 trigger the output rate could be raised up to 200 Hz.

Level 3 Trigger

The level 3 trigger was implemented during the year 2006. It was based on the
fast track trigger'® (FTT, see appendix B and C in reference [51]) and provided a
decision within less than 100 us. Depending on the level 3 decision, the L3Reject

10After being implemented, the FTT also triggered on the level 1 and the level 2.
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or the L3Keep signal was generated. In the first case the read-out of the detector
was stopped, in the second case the read-out continued and after being finished the
event was passed to the level 4, the last trigger system. The implementation of the
FTT allowed to trigger on many interesting events, where the tracking information
plays a major role by performing a fast reconstruction of tracks using a subset of
“hits” in the CJC. It made it possible to study different explicit channels, where
a suitable trigger was missing before, for example the production of D* mesons in
the photoproduction regime. The maximum output rate of the level 3 trigger which
could be tolerated by the next trigger level was 50 Hz.

Level 4 Trigger

The level 4 trigger corresponded to a full event reconstruction and classification of
the event on a computer farm. It did not contribute to the dead-time of the detector,
since it worked in an asynchronous mode. The level 4 trigger system first checked
the decisions of the previous trigger levels with improved resolution. Then different
software finders classified the reconstructed event into one of many predefined event
classes. If the event looked like a background event'' (class 0), then it was highly
prescaled so that only a small part of these events was kept, mainly for trigger
monitoring purposes. If the event was recognized as an electron-proton event but
did not fit into any other class, it was classified as “soft physics” and prescaled with
respect to its Q2. If the event was labeled to belong to any other class, then it was
kept as were the prescaled events and they were stored on tape. The row event
information as well as the reconstructed data are stored on so-called production
output tapes (POT) and the reconstructed information was written in compact form
to the so-called data summary tape (DST), the starting point for analyses in H1.
The output rate of this trigger level was limited to ~ 20 Hz.

"' The term “not classified junk” was used for these events.
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Chapter 3

Reconstruction and Measurement
Methods

The detector hardware components described in the previous chapter provide basic
information consisting of signals in tracking detectors and of ionization-charge or
scintillating light measured in calorimeters. These data are used by smart software
algorithms to reconstruct the kinematics of an event at the detector level in order to
allow the analysis, in our case, of charm fragmentation.

In this chapter we summarize the most important reconstruction and measure-
ment methods for our analysis topic. Since the reconstruction of D* mesons relies
almost exclusively on the tracking, we consider it necessary to briefly mention the
track reconstruction in H1. We further quickly explain the different particle finders
that are used and which play an important role: the electron finder, which allows for
identification of the scattered electron and thus for the correct kinematics reconstruc-
tion, the finder of hadronic final state particles and the jet finder which are necessary
in our fragmentation study, where we use jets and event topologies, and finally the
D~ finder. One subsection is dedicated to the extraction of the D* signal from the
background. Next, we explain two different observables which are sensitive to the
fragmentation of a charm quark into a D* meson and we provide a brief description
of the unfolding methods we use to correct for detector effects. The last subsection
describes the reconstruction of the event kinematics. Although all these aspects of
reconstruction and measurement methods are not necessarily directly related to each
other, we prefer to give their compact description in one dedicated chapter rather
than try to describe them in the appropriate places in the measurement chapter,
which would be, we believe, less clear.

One should also keep in mind that the afore mentioned topics represent a large
amount of information, which cannot be covered in all detail. Thus we only briefly

present the main ideas; an interested reader should consult the given references.
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3.1 Central Track Reconstruction

The track reconstruction in the central detector region [52, 53| is based on the CJC1
and the CJC2. It proceeds in two steps: a fast track reconstruction followed by an
optimized reconstruction of all tracks.

At the beginning of the track reconstruction the initial Ty of the event is estimated
(timing information). The estimate comes from the leading edge of the drift time
spectrum for all wires. Next the TGV' software package is called. This program
combines different wires within a drift cell and searches for three successive wires
having a hit, so-called triplets. Thanks to the inclination of wire planes (= 30°)
with respect to the radial direction, the drift side ambiguity can be solved using
the criterion of a straight-line track coming from the interaction point. Then a
circular fit going through the origin is performed for each triplet and the fitted
circle is characterized by its curvature k (inverse of the radius) and its angle ¢
at some reference radius (~ middle of the chamber, in each chamber CJC1/CJC2
separately). Afterward triplets are collected which cluster in the kg plane. Such
triplet clusters are regarded as track candidates (for each chamber separately) and
once more a circular fit is performed taking into account all hits belonging to a
cluster in consideration. This fit does not require the nominal interaction point, so
in addition to its curvature s and its angle at the origin ¢y, it is also characterized
by its distance of closest approach to the nominal interaction point (dca). Finally,
the matching of CJC1 and CJC2 fits is done, the fits are combined in order to
find the tracks that go through both chambers. In this way the “fast tracks” are
reconstructed in the zy-plane, their reconstruction in z is done separately. The
fast track reconstruction, however, works well only for tracks with small curvature
(medium or high transverse momentum) and originating near the primary vertex.

For the final reconstruction of all tracks (in HIREC) the already found fast tracks
are used as seeds. The algorithm finds hits in roads (1 cm wide) around each fast
track and repeats the fit. The fit is performed in the xy-plane, the z-development of
the track is fitted separately. Tracks crossing anode or cathode wire planes allow to
determine a track Tj. This Tj information from different tracks is histogrammed, and
an improved Ty of the event is estimated from the peak position of the histogram.
The found tracks are then once more improved using this Ty information. The track
reconstruction continues by removing all hits used up to now and by searching for
further tracks with the aim to also reconstruct tracks with big curvature and big
dca. Again a triplet search is done in each cell using wires with remaining hits and
chains of triplets are formed. On found triplet chains a road search is done, and the
ambiguity due to mirror hits is solved by using of the two possible solutions the one
with the longer chain. The procedure is achieved by a circular fit and in this way
the non-vertex fitted tracks are reconstructed.

Further requirements and the knowledge of the run-dependent interaction vertex
region are applied to non-vertex fitted tracks in order to identify the tracks originat-
ing from the primary vertex. After repeating track fits with a common interaction

“Tracks a Grande Vitesse”
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vertex constraint, the vertex-fitted track are obtained. The information from other
tracking detectors (COZ, CIP2000%, CST?) is taken into account in order to improve
the z information and the vertex reconstruction.

3.2 Software Finders and Signal Extraction

The different software finders are part of the H1 object-oriented analysis framework
(H1-O0). This framework is based on the C++ programming language and the
ROOT software package. All finders which we will describe have been developed
inside the H1 collaboration, and the most precise information about them can be
obtained directly from the source codes of the appropriate classes.

3.2.1 Electron Finder

The Q? range studied, 5GeV? < Q? < 100GeV?, implies that the electron is measured
with the Spacal calorimeter, and therefore we describe only the electron finding
algorithm for this detector component. The high Q? electrons, detected in the liquid
argon calorimeter, are identified using a different software algorithm?.

The electron finding in Spacal is done by looping over all reconstructed clusters®.
The clusters which have too low energy or are situated at too small Spacal radius,
in comparison to given energy and radius thresholds, are filtered out. For each
remaining cluster the 6 and ¢ coordinates are calculated with respect to the actual
interaction vertex position of the event. Next, the BPC hits are considered. In the
case where candidate hits are found, the track position extrapolated into the Spacal
is determined. If the distance between this position and the cluster barycenter is
smaller than 4 cm then the BPC measurement of the track is taken into account and
0 and ¢ are recalculated. Then CJC tracks which can be associated to the cluster
are searched for. Preferentially vertex-fitted tracks of high quality® are associated,
then vertex-fitted tracks of lesser quality” and finally also non-vertex-fitted tracks
are considered. In the final step a correction for the beam-tilt® is applied to the 6
and ¢ coordinates of the electron candidates.

The electron candidates found with this procedure are further studied with re-
spect to different criteria like cluster isolation, cluster energy in the hadronic calorime-
ter, etc., and the resulting information is provided to the user. If more than one
electron candidate is found, then the candidate with the highest transverse momen-

2At the time of writing this chapter the CIP2000 is not used for the track reconstruction.

3CST becoming operational during 2006.

4The corresponding software class is called HICreateLArEm and is part of the standard H1-OO
framework.

5A cluster is an object reconstructed by software algorithms from detector signals that reflects
the position and spatial distribution of the energy deposit induced in the calorimeter by an energetic
particle.

6So-called “Lee West” tracks, a high quality subset of DTRA tracks.

"So-called DTRA tracks.

8The beam-tilt refers to a non-zero angle between the z axis and the beam direction.
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tum is labeled as the scattered electron. The electron identification efficiency is close
to 100% [54, 55|. The electron-finding algorithm as described is implemented in
H1CreateSpacalEm and H1CreatePartEm classes of the H1-OO framework.

3.2.2 Energy Flow Algorithm for Hadronic Reconstruction

The reconstruction of the hadronic final state’ is based on the Hadroo2 energy flow
algorithm [56]. An energy flow algorithm is characterized by the combination of
information coming from different detector components, in our case tracking and
calorimetric information. Before the algorithm is applied, the input objects - tracks
and clusters - need to be preselected.

The tracks are required to be of good quality (“Lee West tracks”, see reference
[57]), and only central (20° < 6 < 160°) and combined (0° < 6 < 40°) tracks are
accepted. The central tracks are reconstructed using information from the central
tracking detector only, while the combined track reconstruction relies on both, the
central and the forward tracking system. In addition, further requirements related to
different track quantities like transverse momentum, starting radius, radial length,
etc., are applied so to select only those tracks whose reconstruction and measurement
is well understood within H1. These requirements differ for central and combined
tracks. A more detailed list of the essential track cuts can be found in reference |56].

The calorimetric clusters considered are those of the Spacal and of the liquid ar-
gon calorimeter. Since the liquid argon calorimeter is non-compensating, a weighting
algorithm is applied to correct for the on average lower response to hadrons in com-
parison to electrons or photons of the same energy. The weighting is done in the
H1REC package, however, the classification of what are hadronic or electromagnetic
clusters in the electromagnetic part of the LAr calorimeter is modified in Hadroo?2.
An important issue is also the noise suppression since a relatively large amount of
noise is present in the liquid argon calorimeter (several GeV per event). First, one-
cell only clusters and clusters with energy smaller than 0.2 GeV are removed. Then
a set of noise and background finders is applied. These finders (FSCLUS, HALOID,
HNOISE, NEWSUP) reject low energy isolated clusters and also clusters which are
due to either beam halo particles or cosmic ray muons. Their description can be
found in reference [58|.

The remaining clusters and selected tracks enter the Hadroo2 algorithm which
constructs hadron candidates (or hadronic objects) by combining the tracks and clus-
ters, taking their respective resolution and geometric overlap into account, without
double counting of energy. The algorithm is based on the comparison of the relative
errors of the track-based energy measurement 05"’—“ and the calorimeter-based en-

track
ergy measurement (%)LAr. The tracking measurement is better at low transverse
momenta, at high transverse momenta the calorimetric measurement becomes more
precise. It is however not straightforward to compare these two quantities, since
the energy measured in the calorimeter can have a contribution from neutral parti-

cles. Thus the estimate of (%E)LAr expoctation is based on the energy of the track, i.e.

9The hadronic final state refers here to all final state particles except the scattered electron.
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Figure 3.1: The geometry used in the calculation of E yiinder-
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If Fuade < e Lbi*"lft then the track measurement is preferred. In this case one
tracl tr

needs to take into account possible calorimetric contributions from neutral particles.
For this purpose the track is extrapolated to the surface of the calorimeter and the
energy Eeyiinder 1S computed as the sum of all clusters in the overlapping volume
of a 67,5° cone and two cylinders of radius 25 cm in the electromagnetic part and
50 cm in the hadronic part of the liquid argon calorimeter (figure 3.1) . In order
not to misidentify the hadronic energy fluctuation as a neutral particle, one does not
compare directly Feylinder t0 Eirack but rather to the quantity

2
~ - o 5
Eoack = Eirack X |1+ 1.96 _ “track 4 ( )
" o \/ < track E /Jiar expectation

which should exclude a hadronic energy fluctuation at 95% C.L. with respect to the
estimated error. If Egjinder < Eack then the whole energy Egjiinger is subtracted

from the calorimetric measurement. If Ecyjinger > Eirack then only the energy Fipacx
is subtracted, the rest being regarded as an energy deposit induced by a neutral

particle.
IE OE LAr expect.
If track > P
Etrack Etrack

o If (Ecytinder — 1.96 0500 < Frrack < Feglinder + 1.96 05, ,,,,.,) then the two
measurements are interpreted as compatible, and the calorimetric measurement

is used to define a hadron.

three different possibilities are considered

o If (Birack < Eeylinder — 1.96 05 ,,..,) then neutral particle in addition to the
track is supposed. The tracking information is used, and the energy Ecyiinder i8

subtracted from the calorimetric measurement.

o If (EcyhndOr +1.96 OB yinder < FEirack) then the track is discarded and the calori-

metric measurement alone is used to define a hadron.
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The clusters and tracks not matching each other become particle candidates on the
basis of measurement from one detector system only. The whole procedure was
checked in detail, and it was shown that the noise suppression algorithms work
properly and do not suppress the signal for analyses of exclusive final states. The
comparison of the Hadroo2 algorithm with previous algorithms used by H1 demon-
strated that the Hadroo2 algorithm effectively improves the hadronic final state
reconstruction and resolution, especially in the high transverse momentum region.

3.2.3 Jet Finder

The QCD confinement implies that free partons are never directly observed, they
are always bound within hadrons. For a high-momentum parton produced in a hard
interaction one however expects the hadronization effects to be small in compari-
son with the parton energy, such that the individual particles corresponding to a
given parton are expected to be confined within a rather small angular region. Thus
one expects to observe streams of particles, so-called jets that originate from (high-
energy) partons. A high-energy jet is also expected to well approximate for example
the energy and the angle of the initiating parton. Jets were for the first time visually
observed in eTe™ collisions at the PETRA collider at DESY and their definition was
originally more or less intuitive. Soon the intuitive approach became insufficient. It
was not clear when close particle streams should be considered as separate jets and
when they should be merged into one jet. In addition, comparison between exper-
iment and theory and between different experiments was requiring a more rigorous
approach. Thus different jet-finding algorithms were proposed and continue to be
proposed until today. Most algorithms used nowadays can be split into two groups:
cone algorithms and clustering algorithms.

A good jet algorithm should fulfill certain criteria. It should be easily applicable
at different levels, e.g. at parton level (the domain of theoretical predictions by
pQCD), hadron level (theoretical predictions including models for hadronization,
hadron level corrected experimental data) or at detector level (tracks, clusters). The
algorithm should lead to good correlation between parton and detector level and
should also be collinear and infrared safe. This last property refers to the fact that
the result of a jet-finding algorithm should not depend on radiation of soft particles
or on a particle splitting into two collinear particles. In the experiment, this property
reflects as a small dependence of the result on the detector granularity.

In this work we use the so-called ki-clustering algorithm |59, 60, 61| which fulfills
the previous criteria. In addition, it has the nice feature of being invariant under
boosts along the beam axis, since it is based on quantities ¢ (azimuthal angle)
and g (rapidity') that transform simply under such boosts. The azimuthal angle

E+p-
E—p:

transformation rule ¥ — 3§ — tanh™" 3, so that the shape of the rapidity distribution
dN/dy is invariant. For high momenta m < p one often approximates the rapidity

does not transform at all and the rapidity defined as y = %ln ( ) has a simple

19The common notation is y but in order to avoid a confusion with the inelasticity we prefer to
use y.
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Figure 3.2: Diagrammatic representation of the jet-finding k; clustering algorithm.

by the pseudorapidity ¥ &~ n = —Intan(f/2) which can be directly related to the
measured angle 6 of the particle in the detector. The ki-clustering algorithm is
represented by the chart in figure 3.2. An object entering the algorithm - a protojet
- can be of different nature: a parton, a stable particle or a reconstructed detector
object. From among different possibilities, we have chosen the Ep-recombination
scheme that treats protojets as massive objects. The distances d; and d;; mentioned
in the chart are calculated for each possible protojet pair (including the distance of
a protojet to itself) according to the formulas

di; = min(E7;, B7.).[(5: — §5)° + (i — 6;)*]/ R,

_ 2
d; = B2,

with Ry being an adjustable parameter related to the opening angle between jets.
We use the default value Ry = 1. The merging of two protojets is done by summing
up their four-vectors

(D ks Pykes Pes Bk) = (Pasi + Dajs Dy + Dyjs Deii + P2y Bi + Ej).

All other necessary information to understand the algorithm is contained in the
presented chart.
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3.2.4 D* Finder

In this work we consider for the D* meson reconstruction only the “golden” decay
channel D** — D'Or* — KFrtrE The mass difference mp. — (mpo + my) is
small, and so only little kinetic energy is available in the D* meson decay. Thus,
in the D* rest frame the D° meson and the pion are produced almost at rest. This
implies that in the laboratory frame the DY meson carries most of the D* energy
(because of its high mass) and the 74 only a small fraction. Therefore, the pion is
referred to as “slow” and is given the index “s”. The reconstruction of the D* meson
relies on found tracks, with the slow pion expected to be reconstructed as a track
with large curvature and small transverse momentum pp. At HERA energies the
produced D* and D° mesons do not have enough energy to live long enough such
that a secondary vertex cannot be reconstructed in most of decays''. Therefore in
the D* reconstruction one uses only tracks originating from the primary vertex.

The decay channel used has a rather small branching ratio BR(D** — KF¥r*n)
~ BR(D** — D%%%) x BR(D® — K¥7%) — (2.546 £ 0.064)% which could be seen
as a drawback. On the other hand this channel allows for clean signal reconstruction
and the combinatorial background'? is within reasonable limits. In addition, instead
using of the D* invariant mass spectrum the so-called AM tagging technique [62],
where AM = M(KFntrt) — M(K¥n%), is applied. In the AM spectrum the signal
peak position is near the pion-mass threshold and thus the combinatorial background
is suppressed. Furthermore, the AM technique allows for partial cancellation of
several systematic errors.

The finder algorithm itself is rather simple. It uses all good-quality primary-
vertex fitted tracks and runs over them in three mutually nested loops so that every
three-track combination is considered. In the outermost loop every track is regarded
as being a kaon, only a transverse-momentum requirement pp(K) > 0.25 GeV is
applied. In the following loop a pion-candidate track is associated. This track is
required to have a transverse momentum pr(mw) > 0.25 GeV, and only the correct
charge combination with respect to the kaon candidate is accepted'®>. The mass of
the reconstructed D° meson candidate is required to fulfill |m(DP,_,.....) —m(D°)| <
0.45 GeV. In the innermost loop the slow-pion candidate track is added. Once
more one requires the right charge combination with respect to the kaon, and the
requirement on the transverse momentum is pp(ms) > 0.07 GeV. Further cuts
on the reconstructed D* candidate are m(D?, qigaie) — M(D2 qidate) < 0.17 GeV,
pr(D*) > 0.7 GeV and the pseudorapidity cut |p(D*)| < 1.5 is introduced in order
to restrict the reconstruction to the region of the central tracking detector. Finally,
a common requirement on the D* and the D candidates [| m(D2 jiquie) — m(D°)] <
0.1GeV OR m(Dy,, gidate) — M (D2 didate) < 0.152GeV] is to discard such candidates
that have rather badly reconstructed both, the D° mass and the D*D° mass differ-

""The D* mesons decay strongly and thus are short-lived. The D° mesons decay weakly, but
their mean lifetime 7 = (410.3 + 1.5) x 10~ !5s is short.

12The combinatorial background arises from three tracks that do not come from the golden-
channel D* decay but accidentally fulfill the criteria of the D* finder.

13The wrong-charge combinations K ¥7F ¥ are also separately reconstructed. They can be used
to estimate the combinatorial background.
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Figure 3.3: Right-charge (left) and wrong-charge (right) AM spectra for all HERA
IT data displayed together with corresponding fits.

ence. If the track combination fulfills all mentioned criteria, a D* meson candidate is
found. Since all three-track combinations are considered, it is possible to have more
than one D* candidate per event.

3.2.5 D* Signal Extraction

A typical AM spectrum resulting from the D* finder with additional requirements
on the event (explained later in chapter 4) is presented in figure 3.3-left. The signal
peak appears near the pion threshold around AM =~ 0.1455 GeV and its approxi-
mate width is oap &= 0.001 GeV. The signal is superposed on a smooth and rising
combinatorial background. The most appropriate way of extracting the signal (—
the number of D*s) would probably be done by comparing the measured AM spec-
trum with the one from a Monte Carlo simulation. If the Monte Carlo model would
describe the measured data well, then the signal extraction would be rather straight-
forward, since in a Monte Carlo simulation the true D* events can be identified. This
method is however almost outside the range of our technical possibilities, because
the combinatorial background does not originate from charm physics only but origi-
nates also from many other physics channels. Therefore, this method would require a
fully inclusive Monte Carlo simulation with very high statistics. An enormous CPU
time would be needed to generate it, and one could not guarantee that the result
would describe the measurement well'*. Thus, the signal is extracted by fitting the
measured AM spectrum with an appropriate function that is a sum of a background
and a signal function.

The behavior of the background can be studied with a wrong-charged AM spec-

14The tracking in the MC simulation actually does not reproduce the data behavior exactly, the
signal peaks in the simulation are usually slightly narrower than in the data.
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Figure 3.4: Right-charge AM distribution for the radiative RAPGAP signal Monte
Carlo simulation corresponding to all of HERA II running. The combinatorial back-
ground is very small but present, the signal asymmetry and non-Gaussian tails can
be observed.

trum'®, where the signal is not present (figure 3.3 - right). The function

frg(z) = Npg(z — my)® exp(—pz),

where Ny,, a and 3 are free parameters, describes the wrong-charged spectrum well.
It also describes well the right-charged spectrum outside the signal region and thus is
chosen to be the background function in our fit. The signal peak might be described
by a Gaussian-like function; a simple Gaussian, however, does not work satisfactorily.
It is due to the fact that the signal has larger tails which are not properly described
by a simple Gaussian and that the signal shape is asymmetric , the asymmetry being
also observed in the Monte Carlo simulation. The smooth behavior of the wrong-
charged distribution in the tail regions as well as non-Gaussian tails of the peak in
a signal Monte Carlo simulation (figure 3.4) suggest that the tails indeed contain
signal and thus should be included in the fit. The double-Gaussian function

r— 2
fsig(x) = Atot(l - A2/Atot)ﬁ exp <—%) +
1 (z—p2)?
+ Atot(A2/Atot) 01(02/01)\/5 exXp (_ 2[01(02/201)]2>

provides a good description of the signal region in the right-charged spectrum and
the sum

f(l’) = fsig(l’) + fbg(x)

describes properly the whole AM spectrum. The free parameters of the signal
function are

15 A wrong-charged D* candidate is a fake particle created by combining a supposed kaon track
with a pion track candidate that has an inappropriate (i.e. the same) charge. The two particles
therefore cannot come form a D° decay and so the spectrum of fake (wrong-charged) D* particles
does not contain the signal and allows to study the behavior of the combinatorial background.
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Aot = A1 + Ay - total area (sum of areas of the two Gaussians) or number of

D*s,

As/Ases - Tatio of the area of the second Gaussian to the total area of the two
Gaussians (a single parameter in the fit),

® /i1, fio - means of the two Gaussian functions,

o1 - width of the first Gaussian,

e 0y/0; - ratio of widths (a single parameter in the fit).

When extracting the number of D* mesons as a function of a variable V', then for all
events in a given bin of the V-distribution the AM fit is performed, and the signal is
extracted. Since in a single bin of the V-distribution the statistics becomes usually
low, the parameters As/Aqo, i1, o and oy/0p are fixed to the values from the fit
to all events. The parameters to be fixed were determined studying the behavior of
fits for different distributions; fixing the presented set of parameters allows to avoid
wrong fits caused by statistical fluctuations and still allows for enough freedom to fit
the AM distribution well. The signal extraction for a signal Monte Carlo simulation
(which also contains a small amount of background) is done in a similar way.

3.3 Fragmentation Measurement Methods

The main aim of this thesis is to study the fragmentation of the charm quark into a
D* meson in electron-proton collisions in the DIS regime. Such a study requires to
define an appropriate variable that is sensitive to the fragmentation process. Since
fragmentation functions are related to the momentum fraction of the ¢ quark that is
transferred to the produced D* meson, it seems appropriate to study the fragmen-
tation with respect to this momentum fraction. Within an experiment it is however
impossible to access directly the momentum of the initial quark, and therefore ap-
proximations need to be done.

Charm quark fragmentation has already been studied in several ete™ experiments
[63, 64, 65]. The commonly used variables are momentum or energy fractions

- Vs/2]

P o
Vs/d—md.’

where s denotes the center-of-mass (CMS) energy of the electron-positron system.
Such definitions follow straightforwardly from the lowest order charm quark pro-
duction diagram (see figure 3.5) , where a charm quark from the quark-antiquark
pair is in lowest order carrying one half of the CMS energy. The results obtained
by ete™ experiments allowed to study charm fragmentation with quite some pre-
cision and led to standard parametrizations of fragmentation functions. Assuming

TE

Ip =
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Figure 3.5: The lowest order ¢¢ production diagram in e*e™ collisions.

universality of fragmentation functions, these parametrizations were later used also
in electron-proton collisions without studying in all detail the correctness of such an
extrapolation.

In electron-proton collisions at HERA we can hardly compete with some of the
mentioned experiments from the point of view of statistics. On the other hand, we
have the unique possibility to study the fragmentation universality by checking the
compatibility of our results with those of eTe~ experiments. The definition of an ob-
servable is however less straightforward compared to eTe™ experiments.. In the BGF
process (see figure 1.8) the CMS energy of the produced quark-antiquark pair is not
fixed and thus it is not possible to compare the measured D* momentum with some
fixed momentum. It would appear desirable to make the study in the gluon-photon
rest frame. The CMS energy in this frame would not be fixed either but other-
wise the situation would be similar to the situation in eTe~collisions, because the
produced charm quarks would have back-to-back oriented momenta. Unfortunately,
the experimental constraints do not allow us to get precise enough information to
perform a boost into this frame. Thus, we do our study in the photon-proton center-
of-mass frame (often referred to as the vP frame), where at least for the leading
order direct BGF process, neglecting any transverse momentum of the initial gluon
and final-state gluon radiation, the transverse momenta of the ¢ and ¢ quarks are
balanced. The available CMS energy W can be calculated from the event kinemat-
ics, see section 1.2.1. The quark pair is mostly produced in the photon direction
since, supposing the resolved-photon contribution to be minor, the photon enters
the interaction with its whole momentum, whereas the proton interacts via a gluon
which typically carries only a small fraction of the proton momentum.

In this work we define two observables, both in the vP frame, in order to cross-
check the compatibility of the results coming from them. We replace in the frag-
mentation analysis the four-vectors of the three decay particles KTntrE by the
corresponding four-vector of the D* candidate. This is done in order to avoid situa-
tions where the decay particles are found in different event hemispheres or different
jets.
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Figure 3.6: Schematic representation of the charm production in the yP frame via
the BGF process. Arrows denote particle momenta.

3.3.1 Hemisphere Method

The hemisphere method is based on the global event topology in the vP frame (fig-
ure 3.6). We use the fact that the ¢¢ quark momenta are in some approximation
transversely balanced, allowing to divide the whole momentum space into two hemi-
spheres. To do so we consider the momenta of all reconstructed particles and firstly
exclude those which point in the direction of the proton (i.e. the z component of
their momentum is negative). In this way we discard particles which are usually not
originating from the c¢ quark pair, but which are part of the proton remnant and the
initial parton shower. A Monte Carlo study using the RAPGAP event generator was
done in |66]'® and demonstrated the correctness of this requirement. Since we expect
a back-to-back topology in the transverse direction, we consider the projections of
all remaining particle momenta onto a plane perpendicular to the z-axis and define!”
a two-dimensional thrust variable with respect to an arbitrary axis in this plane

2 |Piy

> il

Then the axis maximizing T' = T,,., is found. A completely isotropic event would
have Ti,.x = 0.5, an event with an ideal back-to-back topology would have Ti,., =1
(see figure 3.7). With the thrust axis found one can define a plane orthogonal to
it and which can be used to split the original plane containing the particle projec-
tions into two hemispheres. We refer to the hemisphere containing the D* as the
“D* hemisphere”, to the second hemisphere as the “other hemisphere”. We finally
construct our observable

(£" +pL)p-
-
Ziehom Ez* + ’Ziehom b;

where the summation in the denominator is done over all particles of the D* hemi-
sphere that propagate in the photon direction and pj is the longitudinal component

Zhem — ’

6 Measurement of charm fragmentation at HERA using 2000 data.
"We use the superscript * to design variables which are defined in the vP frame.
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Figure 3.7: Plane orthogonal to the z-axis in the vP frame with projections of
particle momenta. The thrust axis (dashed line) and the plane orthogonal to the
thrust axis (full line) are indicated.

of the D* momentum with respect to the momentum of the whole hemisphere. This
light cone definition of the 2y, observable has the advantage of being invariant un-
der a boost along the D* hemisphere direction. The hemisphere method has by its
construction the tendency to sum up all gluon radiation in the D* hemisphere.

In this thesis the distribution of the 2z, observable will be studied for two
data samples. For one sample we ask the D* to be contained within a jet having
Ei(D* jet) > 3 GeV, for the other sample this requirement is not made'®. This
study is motivated by the results of a previous fragmentation analysis [66], which
suggest that the MC models fail to describe the data at charm production threshold.
Demanding the presence of a D* jet with an EJ. above some minimal E7 is expected to
select events where the charm quarks are produced further away from the production
threshold compared to when no D* jet is required. The minimum EJ of 3 GeV is
chosen to be the same as in the jet method (see the following section). To distinguish
between the two data sets we will use two different notations, zpem, when referring to
the inclusive sample and z}(ljeerzl) when referring to the sample with a D* jet.

3.3.2 Jet Method

In the jet method the charm quark momentum is approximated by the momentum
of the jet that contains the D* meson. The observable is naturally defined'? as

_E
Jet (E* _'_p*)_]ct

)

8The data samples are not independent, one is a subset of the other.
19This definition is driven by the definition of fragmentation variable in the Lund string frag-
mentation model, see section 1.3.3.
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where E* and p* are energies and momenta in the yP frame and pj is the D*
momentum component parallel to the jet axis. Jets are reconstructed using the k;-
clustering algorithm (section 3.2.3). In order to ensure a good quark-jet correlation
the jet is required to have a transverse energy E7(D* jet) > 3 GeV.

Unlike the hemisphere method, the jet method sums up only gluon radiation
with small transverse momentum with respect to the jet axis, gluon radiation with
high pr may be reconstructed as a separate jet. One thus expects the hemisphere
observable to be more analogous to the ee™ observables than the jet observable.
One should also notice that unlike the hemisphere observable, the jet observable
may not be defined for every event with a D* candidate, since there might not be a
reconstructed jet with a transverse energy high enough.

3.4 Unfolding Methods

The aim of experimental work in the area of elementary particle collisions is to mea-
sure observable quantities of particles as they emerge from collisions; in our case
the quantities are zpem and zje. This task is not straightforward, because measur-
ing devices are not ideal and generally distort the original distribution that is to be
measured. We will refer to the original “true” distribution as the “hadron level” dis-
tribution and to the actually measured distribution by the detector as the “detector
level” distribution. The imperfections of the detector are due to its final granularity,
to the inactive materials inside the detector (supporting structures, electronics), to
the imperfect calibration, limited geometric acceptance and other effects. Some of
these effects can be corrected only with help of a Monte Carlo program where they
are simulated. In such a simulation the different effects can be quantified and cor-
rection factors for the measured data can be extracted. Let us suppose we measure
a distribution d in bins labeled by an integer. Thought-out this section we will use
the following notations

o d™P* _ number of entries in the ith bin of the measured distribution at

hadron level. The extraction of these numbers is our aim.

o d’"P* number of entries in the ith bin of the measured distribution at detec-

tor level. These numbers are obtained in the actual experimental measurement
by the detector.

o d?L’MC— number of entries in the ith bin of the Monte Carlo distribution at

hadron level.
o d?L’ M. number of entries in the ith bin of the Monte Carlo distribution at
detector level.

Neglecting a possible background, the response of the detector can be, with the help
of Monte Carlo simulation, expressed in the form of a response matrix

N
DL, Mc Z HL, Mc
7=0
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With the response matrix obtained from MC simulations the hadron level distribu-
tion can be determined using data

N
deL,Data _ Z (R_l)ij d;)L,Data.

=0
This straightforward method may work in certain cases, in practice, however, the
results are usually unsatisfactory. This is due to the fact that matrix inversion is
often close to an ill-defined problem, i.e. it is sensitive to the statistical fluctuations
of the measured distribution and may lead to a strongly fluctuating resulting distri-
bution with huge error bars in each bin. This “unfolding problem” is to be solved
by an appropriate procedure, and since one cannot get “something for nothing” an
additional a priori knowledge must be used. One often requires a certain level of
“smoothness” for the unfolded distribution. In the following paragraphs we present
three procedures that are commonly used for correcting the measured data to the
hadron level. It is worth to mention that all correction methods rely entirely on the
correct description of the detector effects by the Monte Carlo simulation.

3.4.1 Bin-by-Bin Method

The bin-by-bin method is a very basic method of correcting the measured data to
hadron level. One may be reluctant to call it unfolding, since it takes into account
only efficiency related effects of the detector. For each bin a correction factor Cj
is extracted from the Monte Carlo simulation C; = d>>™/di™ ™ and this correc-
tion factor is applied to the data di " P** = dP™P**/C; Tt can be regarded as an
unfolding procedure with R;; = C;0;;.

The bin-by-bin procedure usually provides smooth hadron level distribution with-
out big error bars, but its use is justified only when migrations between different bins
are small or perfectly described by the Monte Carlo program. This is usually studied
using the Monte Carlo simulation by considering purity and stability distributions.
Their definitions are as follows

. . . ) dDL&HL,MC
e purity in bin : P, = ~ DL
7
. ) o JPL&HL, Me
e stability in bin i: S; = ~RD

7

where d?L&HL’MC denotes the number of those events that were both generated
(hadron level) and reconstructed (detector level) in bin i. One usually requires
the purity to be above 40% in each bin. One might adjust the bin limits in order to
improve the purity and stability in individual bins in order to make the bin-by-bin
method valid.

3.4.2 Singular Value Decomposition (SVD)

This approach to data unfolding is based on the singular value decomposition of the
response matrix. It can be regarded as a decomposition of the unfolded distribution
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into a basis of vectors of different frequencies. Implementing an a priori requirement
of smoothness of the unfolded distribution by introducing a regularization parameter
7 allows highly oscillating components of the solution to be suppressed, and thus the
result becomes less sensitive to statistical fluctuations of the measured distribution.
The method is described in detail in reference |67].

In singular value decomposition a real matrix R is factorized into a product of
matrices

R=USVT,

where U and V are orthogonal matrices UTU = UUT = VIV = VVT =] and S
is a diagonal matrix S;; = s;0;; with s; > 0. The numbers s; are called “singular
values” of the matrix R, and the columns of the matrices U and V are called left
and right “singular vectors” of the matrix R respectively. As already mentioned, a
non-regularized unfolding of an experimental distribution is equivalent to solving the

linear system

HL, Data __ jDL, Data
Rd —d ,

written now in the matrix form. If the matrix or the right-hand side (r.h.s) of the
system of equations have a certain level of uncertainty and some of the singular
values of R are significantly smaller than others, then the system is ill-defined and
difficult to solve. For this reason regularization is needed. The whole SVD procedure
is done in several steps.

_ 4HL, Data ; yHL, Mc .
= d, /d; is

e The system is normalized, a change of the variable w;
performed. The system can be rewritten in the form

Do DL, Data
Rw=d ,

where éij = Rijd?L’MC. This step is motivated by two reasons. Firstly, the

ratio di P /di™ M expresses the deviation of the distribution to be unfolded
from the hadron level Monte Carlo distribution. If we believe that the initial
Monte Carlo distribution is close to the reality then the migrations in the vari-
able w should be small. Secondly, the matrix elements R;; are not interpreted
as probability, but rather contain the actual number of events that migrate
from the bin 7 to the bin j. This allows to suppress the influence of poorly
populated matrix elements, if there are any.

e The equations are rescaled with respect to the correlation matrix of the mea-
sured variable so that each equation in the system has the same weight. If the
errors of the measured distribution are purely statistical, then the correlation
matrix is diagonal, and the rescaling is equivalent to dividing each equation
of the system by the corresponding error Ad?L’ Data Tf the correlation matrix

is not diagonal, the rescaling is slightly more complicated; it is described in

reference |67|. The procedure affects the response matrix and the r.h.s of the

system. The new system can be formally rewritten as

Ew — C/ZDL, Data
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e Regularization is introduced by redefining the system of equations

§0—1 B C/Z\DL”Data
o il A

where C' is a matrix approximating the second derivative operator, and 7 is
the regularization parameter. If 7 = 0 then the exact, non-regularized solution
is obtained, if 7 — oo, then the input hadron-level Monte Carlo distribution
comes out as solution. The regularized system can be solved using the singular
value decomposition of the matrix RC~!, and the solution of the regularized
system can be expressed in terms of the “non-regularized” solution. This ex-
pression (see reference [67]) makes explicit the role of the parameter 7; it acts
as a (smooth) cut-off parameter to suppress quickly oscillating singular vec-

tors in the solution. Solving 3.1 yields the unfolded experimental distribution
dHL,Data.

Before applying the SVD method to the measured data one needs to choose an
appropriate value for the parameter 7. We studied the statistical significance of the
coefficients with which the singular vectors are combined into the solution and set
7 to be the square of the singular value that corresponds to the least oscillating
singular vector, whose coefficient is compatible with zero taking into consideration
its error (see reference [67]).

3.4.3 Bayesian Iterative Approach

The Bayesian iterative approach is based on probability considerations and the Bayes
theorem. It is described in reference [68]. Let us use the notation “b;” to express
that an event belongs to the ith bin of a given distribution. Keeping the notations
from the previous section one can write down the Bayes theorem relevant for our
purposes

(3.2)

DL, Data|; HL, Data HL, Data
P(bHL,Data|bDL,Data) . P(bj |, ) x P(b; )
i J

- Zz P(bDL,Dataw?L, Data) < P(b?L, Data)’

J

with P designating probabilities. The aim is to unfold the distribution P (L Pata)

and, since one relies on Monte Carlo simulation for the detector effects, the assump-

tion P(b?L’Data|biHL’ Datay — P(b?L’ MelpieMey i made for the whole unfolding proce-
dure. The approach is iterative, and thus one needs to choose an initial probability
distribution Py(bHPa%) " An obvious choice is to take Py(btls Pata) = p(pHL Me) "hyt
in principle any initial distribution can be used (for example uniform distribution).

The various steps at each (kth) iteration are:

bHL, Data)

e Using formula 3.2 and the probability distribution Py ( calculate Py(

e Calculate the number of events in bins at hadron level

dgg%,iData _ (1/82) Z d;)L, Data'Pk(beL, Data‘b;)L, Data) ’

J

beL, Data‘b;)L, Data).
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where & = 37, (0] P b %) = 370, P07 M b ).

e Compute the total number of events at hadron level d%jgita =>. d%’iData
and the new probability distribution at hadron level

HL, Data HL, Data ; jHL, Data
Prsa(by 77" = iy ' /dry o

e From Py, (0" D) determine the distribution dgfl;i))ata (see two first steps)
and, on the basis of a x? comparison between the distributions dfg; Data and

dgjigata, decide to continue with another iteration or stop with dgjigata as the

unfolded distribution.

It can be shown that in each iterative step the distribution Py, 1 (b™™ P*?) lies between
Py(bH-Data) and the true distribution. The error treatment is described in reference
|68] and, since also in this method huge statistical fluctuations appear after a big
number of iterations, one needs to stop the iterative procedure at the right time; the
number of iterative steps can be regarded as an integer regularization parameter.
We determine the number of iterative steps by computing the x?: the unfolded
distributions obtained in the iterative process tend to converge quickly and after few
iterations the differences between d?k}; Pata and dgjjr’gata become tiny. Calculating
XQ[dEIkI;’ Data, dgi;gata], we stop to iterate when further iterations start to have small
impact on the unfolded distribution.

3.5 Reconstruction of the Event Kinematics

A good reconstruction of the kinematic variables of the event (see section 1.2.1) is
important for our study. It is due to obvious reasons (e.g. correct measurement
within the visible range) but also due to the fact that fragmentation observables
are determined in the vP frame, where the precision of the boost into this frame
is given by the precision of the kinematics reconstruction. Even though the proton
remnant cannot be measured, the measurement of electron and final state hadron
quantities in the detector provides enough information to reconstruct the kinematics.
The kinematics is actually over-constrained by the available measured data, and
therefore several different reconstruction methods [69] are possible. They are based
on the measured energy F. and angle 6, of the scattered electron, or on the energy
Ex and the angle 0x of the hadronic final state (see figure 3.8). The most common
methods are the electron method (using E, and 6,), the method by Jacquet-Blondel
(using Ex and fx) or the double angle method (using 6. and €x). In this analysis
the conventional electron method is chosen which provides a very good Q? and y
resolution, it becomes less precise at low y (y < 0.1) where other methods become
competitive. The kinematic variables, expressed in terms of E. and 6., are

E.
Ye=1— Q—Eé(l —cosf,),
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e (E,)

_PE

X (Ey)
Figure 3.8: Definition of variables used in the reconstruction of the event kinematics.

Q*=2E'E,(1 + cos?,)

and ,
B E.(1+ cosb,)

Ep 2E — E,(1—cosf,)’

Te



Chapter 4

Data Selection

In this chapter the data selection is presented, starting from general considerations
and followed by more detailed technical requirements. The focus here lies on the
selection and not on the description of data by Monte Carlo models. With the
selection criteria described in the present chapter, approximately 16 600 D* particles
are reconstructed for the whole HERA 1II running period (see figure 3.3-left).

4.1 Running Periods and Luminosities

The study of charm quark fragmentation into D* mesons is based on data collected
by the H1 detector during the HERA II running period, i.e. during the years 2004
- 2007. For the purpose of more detailed investigations this period is divided into
five subperiods. The division is naturally driven by changes of the detector (major
shutdowns and upgrades) and of running conditions (positron vs. electron) that may
have influenced the data collected. Showing that all these effects are sufficiently well
simulated by Monte Carlo simulations for the five subperiods, one can correct the
measured data for a possible period dependencies.

The D* mesons were identified via the “golden” decay channel into KTr
The events were selected by the subtrigger s61 - a level 1 subtrigger described in
section 4.2. The total integrated luminosity collected by the H1 detector needs to be
corrected for trigger effects, since the subtrigger was disabled for certain runs and
had occasionally a small prescale factor applied.

In addition, in our run selection we include only those runs which are labeled
as being of a “good” or “medium” quality' and during which all major subdetectors
were operational (CJC1, CJC2, Spacal, Liquid Argon Calorimeter, Time-of-Flight
and Veto Systems, Luminosity System).

The established division into running periods as well as the trigger corrected
integrated luminosities that have been collected in the selected runs are presented in
table 4.1.

+ +
T .

LA run at H1 is an artificial time period (~ tens of minutes) during the HERA accelerator fill
(~ many hours) when all detector and data taking settings remain unchanged. The quality of a
run takes into account the general detector performance and data taking conditions.

61
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‘ Running Period ‘ Integrated Luminosity ‘
2004 e 50.6 pb~!
2004 e~ and 2005 e~ 112.3pb~!
2006 e~ 59.2 pb~!
2006 e 86.2 pb~!
2007 et 45.8 pb~*

|  AIHERAII | 354.1pb~! |

Table 4.1: Running periods with corresponding luminosities corrected for high volt-
age efficiency and trigger prescales.

4.2 Data Online Selection by Trigger

The definition of the subtrigger s61 which is used to trigger on D* events was not
stable during the whole HERA II running. It can, however, be schematically written
in the form

s61 = (Spacal Part) && (Track Trigger Part) && (V ETO Part) ,

where a logical AND is denoted by &&.

4.2.1 Spacal Trigger Elements

The Spacal electron trigger at level 1 [70] is based on a “sliding window” technique.
In this method overlapping trigger towers are defined, each trigger tower consisting
of 4 x 4 electromagnetic cells. The trigger towers overlap in both z and y direc-
tions so that an electron cluster is well contained within at least one trigger tower.
The trigger condition requires that at least one trigger tower energy is above a given
threshold; three thresholds have been implemented. The Spacal trigger element com-
bination entering the s61 subtrigger was stable during the whole HERA II running.
It combines two trigger elements using a logical OR

Spacal Part = SPCLe IET >2||SPCLe IET Cen 3,

where SPCLe [FET refers to a logical OR performed on all Spacal trigger tower
energies and it is coded in two bits in order to provide the threshold information.
The trigger element SPC'Le IET Cen 3isalogical OR from Spacal trigger towers
in the central IET region? with the highest threshold condition. During the HERA
IT running was the highest trigger threshold set to 9 GeV.

4.2.2 Track Trigger Elements

The track trigger elements related to the subtrigger s61 were based on trigger infor-
mation from CJC1 and CJC2. However, the trigger design changed considerably in

2Spacal is for triggering purposes divided into 25 so-called IET (Inclusive Electron Trigger)
regions, each IET region containing a certain number of trigger towers.
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Trigger Element Time Period
DCRPh THig 2004 - January 2005
FTT mul Te>2 January 2005

Track Trigger Part —
FTT mul Te>1 January-February 2005

FTT mul_Td>0 February 2005 - 2007

Table 4.2: Track trigger elements included in the subtrigger s61 during the HERA
IT running period.

January 2005, when the DCr¢ trigger |71| was replaced by the more powerful FTT.
In addition, the trigger elements from the FTT, included in s61 were modified twice
at the beginning of the FTT running, but only short time periods are affected, after
which the FTT trigger elements remained unchanged until the end of the HERA I
running. The changes in s61 related to the track trigger elements are summarized
in table 4.2.

e The DCr¢ trigger was based on signals coming from seven wire layers of the
CJC1 and three layers of the CJC2. These signals were compared with ap-
proximately 10 000 pre-defined signal patterns expected for tracks originating
from the origin. The DCRPh_T Hig trigger element was set, if a track with
transverse momentum py > 800 MeV was found.

e The FTT trigger at level 1 used information from twelve wire layers of the
CJC1 and CJC2. These wire layers were organized by three into so-called
trigger layers, three trigger layers were situated in the CJC1 and one in the
CJC2. The wires of a given trigger layer within one drift cell were called a
trigger cell. The trigger decision at level 1 used only r¢ information from
hits measured in trigger layers. Signals coming from individual trigger cells
were compared with pre-defined masks, and if a match was found so-called
track segment together with its k¢ information was considered. Coincidences
between different track segments were searched for using the “sliding window”
technique in the k¢ plane. If a coincidence between at least two out of four
possible segments was found, a track candidate was constructed. The trigger
decision was based on the number of tracks above a given threshold. In our
case the trigger element definitions were

1. FTT mul Te>2: At least 3 tracks with pr > 400 MeV.
2. FTT mul_ Te>1: At least 2 tracks with py > 400 MeV.
3. FTT mul Td>0: At least one track with pr > 900 MeV.

4.2.3 VETO Trigger Elements

The VETO trigger elements included in the subtrigger s61 kept changing during the
HERA II period. Their aim was to filter out background, mainly beam-gas and beam-
wall events. In the case of s61 these trigger elements were based on the time-of-flight
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(TOF) measurements, i. e. events occurring outside of the interaction time window
were not accepted. Since the interaction time window provides a clear and simple
rejection criterion, the TOF VETO is considered to be safe and efficient. On the
other hand it may happen that a good event is rejected because of a different event
(presumably a background event) happening near in time and triggering the TOF
VETO. These effects® need to be taken into account in a cross section measurement,
however, in this analysis we are only concerned with the shape of distributions and
not their absolute normalization. Since one does not expect the pile-up background
to be correlated with the physics of the event, the results we obtain are not affected
by a possible TOF VETO “inefficiency”.

In August 2006 a CIP VETO condition was added to s61. This step was taken,
because of large backgrounds caused by late proton satellite bunches? in the proton
beam. The condition !( CIP_mul > 11 && CIP _sig == 0) rejects all events that
have a high track multiplicity (>11), and yet the significance of the central peak in
the z-vertex histogram is small (as reconstructed from the CIP).

The study of trigger efficiencies for different parts of the subtrigger s61 is pre-
sented in section 5.2.

4.3 Offine Selection

By definition the offline selection cannot improve the measured data. It can, however,
reject background events and select events of good quality that fulfill our phase space
requirements and correspond to the decay channel under study.

4.3.1 Z-position of Interaction Vertex

The longitudinal size of the interaction region was driven by the proton bunch length
(0, &= 13 cm), the electron bunch length was much smaller (o, ~ 2 cm). For fixed
beam parameters the zyetex distribution was approximately Gaussian and the mean
position varied by about 1 cm from fill to fill. The beams were focused so as to
collide close to nominal interaction vertex and therefore it is meaningful to restrain
the z-position of the reconstructed event vertex to the central detector area. Firstly,
this way one can reject background events that do not originate from electron-proton
collisions. Secondly, one expects the outgoing particles to be well contained in the
detector and thus well measured and reconstructed, which might not be the case
for events occurring outside of the central detector region. In this analysis the
requirement —35 cm < Zyertex < 3D cm is applied.

3Typically the “inefficiency” induced by the TOF VETO reaches couple of percents (~ 1 — 3%),
see references 72, 54].

4The proton bunches were designed to have approximately Gaussian shape. Proton satellite
bunches were additional protons situated in tail regions of the main bunches causing deviations
from the overall Gaussian shape of the bunches.
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‘ Quantity ‘ Selection Criteria ‘
Electron energy E. > 11GeV
z-Position of the electron cluster
Zeluster > — 180 cm
barycenter
Energy in the hadronic part of the Spacal EHad-Spacal () 5 GeV
Fraction of the electron energy in the gHad. Spacal
hadronic part of the Spacal ~m <003
Relative difference between the energy of
the isolation cone and the energy of the w < 0.1
electron cluster ‘

Table 4.3: Requirements on an electron candidate. For more detailed explanation
refer to the text.

4.3.2 Electron Quality Requirements

The scattered electron candidate as provided by the electron finder (section 3.2.1)
fulfills only the very basic quality criteria. In order to reject photoproduction back-
ground®, accept only events that allow for reliable kinematics reconstruction and
avoid a wrong energy measurement or trigger inefficiencies, further quality criteria
on the reconstructed electron are applied. Some of these criteria apply to each elec-
tron candidate as such, some of them are detector-related and take into account the
presence of areas in the Spacal which suffered from a bad energy measurement due
to dead or miscalibrated cells and/or from trigger inefficiencies. In addition to the
Spacal also the BPC efficiency was low for some time periods during the HERA 11
running which also affects the reconstruction of the scattered electron.

General Criteria

The criteria related to measured quantities of the scattered electron are summarized
in table 4.3. The cut on the electron energy is mainly driven by the Spacal trigger
efficiency, which decreases towards low energies. The following three criteria, the z-
position of the electron cluster barycenter and the energy and the fractional energy
measured in the hadronic Spacal in the direction of the electron candidate, reflect the
expectation for an electron cluster to be well contained in the electromagnetic part
of the Spacal. The last criterion involves an isolation cone, a suitably defined cone
around the electron cluster, that may, in addition to the electron cluster, contain
some energy deposition. For a precise electron energy measurement one expects the
electron cluster to be separated in space - an energy deposit nearby introduces an
ambiguity on whether it is indeed originating from the electron and should contribute
to the electron energy or not.

5By photoproduction background one understands events, where the electron scatters under
a very small angle and escapes down the beam pipe, and a hadron measured in the detector is
misidentified as the scattered electron.
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Figure 4.1: Spacal fiducial cuts in five different run periods. The excluded areas are
white.

Spacal Fiducial Cuts

The Spacal areas suffering from miscalibrated, dead or trigger inefficient cells are
excluded by applying fiducial cuts. The measurement of trigger efficiencies will
be explained in section 5.2. The areas leading to wrong energy measurements are
identified by detector experts (list of dead cells) and by comparing the measured
energy of the electron in the Spacal with the electron energy computed with the
“double angle” method (see section 3.5). In general, the areas with biased energy
measurements were usually situated near the beam pipe, where leakage of the cluster
energy out of the inner Spacal modules is to be expected. Therefore, for each period
(see table 4.1) an appropriate circular or elliptical radial cut on the innermost Spacal
region is applied. The other dead, miscalibrated or trigger inefficient areas were
usually also situated in the inner Spacal region, since this region suffered most from
high synchrotron radiation. The Spacal performance was rather bad during the year
2004, became better in 2005, and the detector was in a very good shape during
the years 2006 and 2007. The performance depended on both, running conditions
and hardware repairs, the major repairs took place during the winter 2005/2006
shutdown. The fiducial cuts are defined with respect to run numbers and so can
change during a run period. However, this is the case for only a few of them, the
stable cuts are visualized in figure 4.1.
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BPC Treatment

Information from the BPC is, if available, used when defining an electron candidate,
however, requiring it for every event would lead to an important loss of statistics
because of insufficient spatial acceptance of the BPC with respect to the Spacal.
Thus, the question of BPC efficiency arises. We define the BPC efficiency to be the
ratio of the number of events with a scattered electron candidate within the BPC
acceptance and with BPC information to the total number of events with a scattered
electron candidate within the BPC acceptance

# events(BPC acceptance AND BPC information)

IS =
BPe # events(BPC acceptance)

This efficiency is presented for different run periods in figure 4.2. Each histogram
bin contains a given number of events that is fixed for each period; the bins are filled
progressively starting from the first one respecting the time sequence of the events.
One notices that the BPC efficiency was low in the year 2004 and at the beginning
of 2005 as well as at the end of the year 2007. In order to avoid the usage of BPC
information for periods with doubtful BPC performance, all electron quantities are
recalculated for these periods using the Spacal measurement only®. We did this
for all runs with Run Number < 411288 (2004 and 2005) and for all runs having
Run Number > 499811 (2007).

4.3.3 Selection with Respect to Event Kinematic Variables
Energy and Longitudinal Momentum

Four-momentum conservation implies that the quantity £ — p, is conserved in each
event. In the initial state only the proton and the electron are present. Neglecting
the particle masses (E &~ p,) one can write

(E - pz)initial = (E - pz)p + (E - pz)e = 2Ee ~ 55 GeV.

In the final state one needs to sum over all final-state particles

(E - pz)ﬁnal = (E - pz)e7 final T Z(E - pz)i,ﬁnal-
i#e

From the conservation law (E — p,)initial = (£ — P2 )final One expects (E — p,)gna =
2FE,. The measurement, however, suffers from resolution effects and, in general,
not all particles are measured in the detector and therefore a value differing from
the expectation can be obtained when reconstructing (E — p,)gna from the detector
information. The particles that are usually not measured in the detector are those
originating from the proton remnant, which in most cases scatter under small angles
and go down the beam pipe. The small scattering angle means that the z-component
of their momenta is dominant and thus their contribution to the sum >, (£ —

6The kinematic variables reconstructed from the electron quantities were also recomputed.
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Figure 4.2: BPC efficiency in HERA II. Bins of histograms contain a constant number
of events that have the scattered electron within the BPC acceptance.

D2)i, final 18 small. Therefore, to a good approximation one still expects £ — p, ~
55 GeV, where the electron is supposed to be measured in the backward calorimeter.
The quantity F — p, is interesting from the point of view of background suppres-
sion. If, in a photoproduction event, the scattered electron leaves the interaction
under a small angle disappearing in the beam pipe and a hadron misidentified as
scattered electron is reconstructed in the Spacal, then E — p, is strongly shifted to-
wards small values allowing for a good separation between DIS and photoproduction.
For a small fraction of events is E — p, significantly above 55 GeV. Such values can-
not be explained by particles not measured in the detector or by resolution effects,
but rather point to a poor event reconstruction. To avoid badly reconstructed events
and suppress the photoproduction background, we select only events that fulfill

40 GeV < E — p, < 75 GeV.

Phase Space Requirements

In this work the study of charm fragmentation is restricted to the phase space region
5GeV? < Q% < 100 GeV?

and
0.05 <y < 0.6.
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‘ Quantity ‘ Requirement ‘
pr(D*) > 1.5 GeV and < 15.0 GeV
pr(7s) > 0.12 GeV

pr(K) + pr(m) > 2.0 GeV
[ Deandidate) — M(D°)] <0.07GeV

Table 4.4: Selection criteria on D* candidates with respect to reconstructed momenta
and invariant masses.

The first condition - the DIS regime - is driven by the Spacal geometrical acceptance,
since (9 and the electron scattering angle are strongly correlated. One could think of
studying charm fragmentation also in the photoproduction regime. However, before
the F'T'T was implemented there were no appropriate triggers that would allow to
trigger on D* events with high efficiency.

The lower limit of 0.05 on the inelasticity y is due to deteriorating resolution of
the “electron method” (section 3.5); this method becomes less precise at lower y. The
upper limit in y is related to the minimal electron energy requirement. A higher y
limit would lead to a poorly populated high-y phase space region, since y and the
electron energy are strongly correlated. In addition, this cut suppresses events which
suffer from large corrections due to QED effects.

4.3.4 Selection of D* Events

The selection of D* events is based on the D* finder described in section 3.2.4. All
events with at least one D* candidate are considered, and further requirements are
applied so as to improve the signal to background ratio. Since only the D*-daughter
particles (KFr®rE) are directly observed in the detector, most of the following
criteria are related them.

Requirements on Reconstructed Momenta and Invariant Masses

We mention here only the requirements that are tighter than those in the D* finder.
They are summarized in table 4.4. The tighter cut on the reconstructed invariant
mass of the DY candidate straightforwardly rejects additional background. Also the
cuts on the transverse momenta are related to signal enhancement and background
suppression and have been used in most of the H1 D* analyses. In principle they
could be lowered; the corresponding effect was studied on all HERA II data. The
cuts were lowered in a consistent way, respecting their mutual correlations’, down to
pr(D*) > 0.8 GeV, pr(ms) > 0.07 GeV and pr(K) + pr(m) > 1.1 GeV, which is close
to the limits imposed by the D* finder. One observes that the expected increase
of the signal (approximately 20%) is strongly penalized by a much larger rise of
the combinatorial background (approximately 180%) with the final effect of a bigger
relative error, i. e. (0p</#D")gipner cus = 0-0225 < 0.0281 = (00« /#D") [ er Cute
(see also figures 3.3-left and 4.3). Since the relative error is the relevant quantity

TFor correlation plots of these quantities see for example reference [51].
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Figure 4.3: AM spectrum for HERA II data, corresponding to lowered pr cuts on
momenta of the D* meson and its daughter particles (see the text).

when studying the shapes of the zjet/nem distributions, the lowered pr cuts were
abandoned.

An additional condition is applied when studying z;e; and 21952 (see sections 3.3.2
and 3.3.1). These two observables are determined only for those events where a D*
jet with Er > 3.0 GeV is found. This requirement is considered as an additional
constraint and is not taken into account in chapter 5, when control distributions or

other plots are presented in which events “from the AM distribution” enter.

Track Quality Requirements

Detector-related quality criteria are applied to the reconstructed tracks of the D*
daughter particles. They are meant to ensure a selection of well measured tracks.
The limits on different quantities were studied and defined already in HERA T (see
references |73, 66]), and since the relevant tracking detector (the CJC 1 and 2)
remained the same in HERA II, the use of the same criteria seems to be justified.
They are identical for the kaon and the pion, because comparable transverse momenta
for both particles are expected on average. The criteria differ for the slow pion
whose typical transverse momentum tends to be much smaller. The requirements are
summarized in table 4.5. The quantity d., refers to the distance of closest approach
to the reconstructed interaction vertex in the r¢-plane, and Azy = |z, — 2ytx|, where
2!, is the z-coordinate of the point of closest approach in the r¢ plane, as indicated
in figure 4.4.

Energy Loss and Particle Identification

Further improvement of the signal to background separation is achieved by consid-
ering the energy loss of charged particles in the gas of the central tracking chambers.
The energy loss differs for different particles and can be determined from recon-
structed tracks. However, particle identification based on the energy loss is reliable
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criteria. The reconstructed interaction vertex is denoted by “x”.

‘ Quantity ‘ Requirement for K and 7 ‘ Requirement for 7
Track length > 18.9 cm > 10 cm
Starting radius < 30 cm < 30 cm

Number of CJC hits > 10 > 10

|de < 1cm < 1cm
Az < 20 ¢cm < 20 ¢cm
|d.. sin 0| < 0.5 cm < 0.7 cm
|Azysin 4| < 18 c¢m < 18 cm

Table 4.5: Quality criteria on reconstructed tracks of the D* daughter particles
K¥ntrs,
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only for particles® with relatively small momenta (~ 2 GeV and smaller) at H1, for
higher momenta the energy losses are very similar and thus the separation becomes
difficult, if not impossible. The mean energy loss is predicted by the Bethe-Bloch
formula [2]

)
J— 2__
b 2

AE .71 lln 2mec®3°9* Tinax
dx A (3?2 I?

with
K= 47TNAr§mec2,

where z is the charge of the incident particle (in units of the elementary charge). Z
and A are the atomic number and the atomic mass of the absorber and 5 = p/m
and 7 = E/m are the standard relativistic factors of the incident particles, I is the
mean excitation energy, N, is Avogadro’s number, r, is the classical electron radius,
and Ty, is the maximum kinetic energy that can be imparted to a free electron in
a single collision. The letter § denotes the density effect correction - a complicated
expression, if expressed in terms of material and kinematic variables.

In the H1 software a parametrized formula that mimics the Bethe-Bloch equation
is used. It allows to tune the parameters such that possible deviations from the Bethe-
Bloch prediction arising from detector and track reconstruction effects are taken into
account. Its expression? is

dE. P

o= [P (s) -5 =],

with the parameter values P, = 0.45879 and P, = 9.6433. The measured energy-loss
together with predictions from the H1 parametrization is shown in figure 4.5. The
figure is based on all HERA II data and is done for all selected tracks in events with
a D* candidate that satisfies all imposed D* criteria.

The energy-loss requirements used in this work are inherited from previous D*
analyses ([73, 66]) and are based on likelihood considerations. For each daughter
particle of the D* the normalized likelihood of being the correct type is computed.
The calculation uses the H1 parametrization and the measurement errors o (Ccllf)
and o (pyack). The criteria for a good signal to background separation are chosen
depending on the momentum and are shown in table 4.6. The error o ( x) strongly
depends on the number of measured hits for a given track and thus, for the K and 7
particle tracks, a minimum of 10 so-called dE/dx-hits is required (hits used in the <&
calculation). Furthermore, the computation of the energy-loss can in some cases be
unreliable or te('hni('ally impossible, and in these cases ‘é—f is set to a negative value.

Therefore the ('ut L~ 0.01 is applied for the K and 7 particle candidates.

8By “particles” we refer here to charged hadrons that appear in the detector (p, K, m); electrons
and muons are identified by other means.

9The correction § = §(Ps, Py) depends on two additional parameters and has a rather compli-
cated expression that can be found in the H1-OO class H1Dedz. The values of the parameters are
P3; =0.022817 and Py = —1.1995.
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Figure 4.5: The energy loss as function of the particle momentum as measured by
the H1 detector together with the H1 parametrizations of energy loss for different
particle types. The energy loss is scaled with respect to that of minimum ionizing

particle (mip).

| Momentum range | LH(K) | LH(w) | LH(r,) |

p < 0.7GeV =>20% | > 5% | > 5%
0.7GeV <p<12GeV | >5% | >5% | > 5%
1.2GeV < p - - > 5%

Table 4.6: Criteria imposed on normalized likelihoods (LH) for the D* daughter

particles to be of the correct type.
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Chapter 5

Data Treatment and Description of
Data by Monte Carlo Models

The structure of this chapter will in many points follow the structure of the previous
one. The exception is the first section where some additional information about the
used MC programs is provided. In the remaining sections the trigger efficiencies
and selection and event quantities are studied in a year-dependent way in order to
determine which data corrections and Monte Carlo reweightings are needed. Finally,
plots for the whole HERA II running period are presented.

5.1 Monte Carlo Programs

We use the RAPGAP and CASCADE Monte Carlo (MC) event generators together
with detector simulation software to correct the measured data for detector effects.
The description of RAPGAP and CASCADE was given in section 1.4.1 and we use
both of these programs so that the systematic error related to the MC model can
be estimated. The description of the data by the MC programs is studied for each
running period separately using detector simulation software version appropriate for
the period. A good description of the data by the MC model is achieved by applying
necessary corrections to both data and MC models, so as to be able to perform
the unfolding to the hadron level. The MC events are treated - with the exception
of triggers - in the same way as data, identical requirements and cuts are applied.
The trigger efficiencies are determined from appropriate data and corresponding
corrections are applied to the data to be analyzed, as will be described in section
5.2.

In addition to trigger inefficiency corrections applied to data, other corrections
are applied to the MC simulations. The correction procedures are defined in a
period-dependent way and figures shown, based on all of HERA II data, take into
account period-dependent correction factors. The MC distributions for different
time periods are luminosity reweighted so that luminosity fractions corresponding to
different running periods in the MC simulations are the same as those in the data.

75
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5.1.1 Treatment of QED Radiation and Resolved Processes

MC models, which are typically based on QCD calculations involving different ap-
proximations often do not include QED radiative effects. The measured data however
contain these effects and one needs to correct for them, since they are usually not of
interest and in order to compare the data to the theory. This correction needs to be
done by experimentalists, since it depends on the detector hardware, its resolution
and granularity. The correction procedure is possible due to the availability of some
MC simulations which contain QED radiation.

In the case of the RAPGAP MC program we have two options: initial and final
state QED radiation can be switched on or switched off. We expect the data to be
described when QED radiation is turned on. Together with simulations with QED
radiation off, it allows us to extract correction factors for QED radiative effects to
be applied to the measured data.

In the CASCADE MC program QED radiation is not implemented. Thus, at
least for the bin-by-bin unfolding method, QED correction factors from RAPGAP
are used. The procedure will be discussed in more detail in the chapter dedicated to
the data unfolding to hadron level.

The contribution from resolved processes is omitted for the purpose of this anal-
ysis. This can be justified by the fact that the resolved component tends to be
suppressed at higher Q2. Our requirement for the transferred four-momentum is
5GeV < Q?, which is a higher limit than the one applied in previous HERA 1 stud-
ies, where the resolved contribution was considered. Furthermore, we observe that
the direct contribution of RAPGAP alone describes the data well. This observation
is also confirmed by other D* analyses of HERA II data [51|. In addition, a MC
simulation for resolved processes with QED radiation is not available, so including a
resolved component in our study would introduce new complications and uncertain-
ties related to properly correcting the MC distributions for QED radiative effects.
In the evaluation of systematic errors, an error related to the resolved component is
however taken into account.

5.1.2 Treatment of Beauty Component

A small fraction of the reconstructed D* particles originates from decays of beauty
hadrons. Since we study the fragmentation of the charm quark, the beauty com-
ponent is regarded as background and needs to be subtracted. We subtract the
expected beauty contribution as predicted by the RAPGAP MC simulation directly
from the measured data, normalizing the data and the beauty MC distributions to
the luminosity. All figures which include presentations of data are data after the
beauty subtraction.

A D* particle originating from a beauty hadron takes a certain fraction of the
hadron momentum, and the beauty hadron itself inherits a certain fraction of the
b quark momentum. These consecutive momentum transfers lead to zjer and znem
spectra with softer fragmentation as will be shown in chapter 6. The beauty-induced
D*s represent approximately 1% - 2% of the total number of measured D*s.
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5.2 Trigger Efficiencies

When studying the measured data one usually tries to describe the measurements
by Monte Carlo simulations which include all measurement effects. In this way one
aims to achieve a good description of the data by the MC model so as to be able
to correct the data to the hadron level. This is the approach we follow with respect
to all detector effects like acceptance, efficiencies, resolution etc., however with the
exception of trigger efficiencies. The main reason is that the official Monte Carlo
production does not yet include the FTT simulation at the time of writing this
thesis. Thus the trigger efficiencies for both, the track trigger and the Spacal, are
obtained from data. We apply different procedures for the two triggers.

In the case of the Spacal trigger the inefficiency is propagated only into the
measurement, error, and we do not correct for it. The trigger efficiency of the Spacal
depends on

e the electron energy,
e the position of the electron induced shower in the Spacal (detector defects) and

e the background (firing a VETO trigger or a charged hadron firing a Spacal
trigger).

One does not expect the fragmentation observables to be correlated with the back-
ground, and one does not expect a strong correlation with respect to the electron
energy or the electron position in the Spacal. Thus a small inefficiency has an effect
on the absolute normalization of our distributions but should not have a significant
impact on their shape. In addition, even if some correlation is present, the Spacal
trigger is highly efficient and efficiencies are relatively flat with the exception of
poorly populated regions (low electron energy, low electron theta) whose statistical
significance is suppressed. One should also stress that the error due to Spacal trigger
inefficiency has small contribution to the total systematic error.

In the case of the track trigger we correct for the inefficiency and make an estimate
for the uncertainty of this correction. The decision to correct for the track trigger
inefficiency follows from an observed dependence of the inefficiency on the observables
(Zjets Zhem and zéﬁf) and from the fact that the inefficiency becomes rather large (5%
- 8%) for some run periods and histogram bins.

We study the trigger efficiencies in a period-dependent way, since important
trigger-related upgrades occurred during the HERA II running, e.g. the upgrade
of the track trigger at the beginning of 2005 and the repair of the Spacal detector
during the shutdown 2005/2006.

5.2.1 Spacal Trigger Efficiency

The Spacal trigger efficiency was determined using a set of triggers based on the
Liquid Argon calorimeter. Most of them are meant to trigger on high Q? events
(electron in the LAr calorimeter) or on charged-current events (neutrino in the final
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Figure 5.1: Spacal trigger efficiencies as a function of Eectron; Gelectron a0d Pelectron
for the running periods 2004 and 2005.

state and thus missing pr). We however require the scattered electron to be recon-
structed in the Spacal calorimeter and thus no high Q2 or charged-current events
enter our study, the related triggers being fired by background'. The actual trigger
set chosen to monitor the s61 trigger contains the subtriggers s67, s24, s25, s75,
s64, s77, s83, s84 and s68.

In addition to an appropriate choice of monitor triggers one also needs to make a
correct choice of events. If the trigger efficiency would depend only on the electron
energy and the electron position in the Spacal, one could study it with all measured
events and in this way significantly increase the statistics. However, the trigger
efficiency is also related to the background which is reduced by our analysis cuts.
So, in order to avoid a possible bias caused by our analysis requirements, we study
the Spacal trigger efficiency only for events that enter the AM distribution.

Note that by the Spacal trigger efficiency we here understand the ratio of the
number of events that were triggered by a monitor trigger (at least one included in
the set) and had the “Spacal part” (— SPCLe_IET > 2| SPCLe_IET Cen_3)
set “on” (the Spacal part of the s61 fired) to the total number of events triggered by
the independent trigger mix

# events (monitor trigger AND Spacal part of s61)

€Spacal trigger —

# events (monitor trigger)

!Background with respect to the selected triggers. Events with D* in the visible range of this
analysis can be accidentally triggered by high Q? or charged-current triggers.



5.2. TRIGGER EFFICIENCIES

| Spacal trig. eff. inE

electron

2006 e |

pa. Trig

Eg,

0.99(-

0.9851-

0.98|-

0.975

+F

0.995-

el

15 20 75
Electron energy [GeV]

Spacal trig. eff. in Enlmm" 2006 e*
£
3 TTTT
* 0.995
0.99
0.985|
0.98
| IS S IR S SR
10 15 20 25

Electron energy [GeV]

Spacal trig. eff. inE 2007 |
electron

1
995
0.99
0.985

0.98
0.975

0.97
0.965

e%a. Trig.

0.96
10

15 20 75
Electron energy [GeV]

79

Spacal trig. eff. in 0, cuon 2006 € | Spacal trig. eff. in P ctron 2006 e
= E F
= o ] — F
: 1 T”'i' : 1:
& $0.995F
“ o09f “ b
0.99-
0.8 0.985F
o7k 098 -
0.975 -
06F 0o7F
I L I E I I I
26 28 3 -2 0 2
9ele(:tron [rad] (Pelectron [rad]
| Spacal rig. eft.ino,_,,, 2006 ¢ | Spacal trig. eff. ino__ 2006 &*
S F 5 F
F " Tr MM R
& '{- ik §0.998}
et “ 0996
0.994F
0.992F
0.99-
0.988F
0.986
0.984F
PRI SR S N R A R ST SRR 0'982:_1 1 L 1
27 28 29 3 31 -2 0 2
0elec:lron [rad] (pelectmn [rad]
|Spacal trig. eff. in 0 ectron 2007| |Spacal trig. eff. in P 2007 |
clectron
2 2 F
— 1 1t - g
1 5 I
o 90.998-
“ o09f “ :
0.9961
o8 0.994[
0.7F 0.992F
0.99F
06 L
0.988F
L L 1 C 1 1 1
26 2.8 3 -2 0 2
9ele(:tron [rad] (Pelectron [rad]

Figure 5.2: Spacal trigger efficiencies as a function of Eectron; Gelectron a0d Pelectron
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Figure 5.3: Track trigger efficiencies as a function of Zje, 2Zhem and the
combined variable for the running periods 2004 and 2005. The open circles (red) cor-
respond to the status before the reweighting, the full markers (black) to the situation
after the reweighting was applied.

The Spacal trigger efficiencies as a function of electron energy, electron 6 and elec-
tron ¢ are shown in figures 5.1 and 5.2 for the five running periods of HERA II.
One observes that, with the exception of the year 2004, the efficiencies are high -
reaching a level of 99%. The regions of lower efficiencies correspond to low electron
energy and high electron scattering angle (low gjectron) and are, as already mentioned,
statistically less significant.

5.2.2 Track Trigger Efficiency

The track trigger efficiency was determined using the Spacal subtriggers s1, s2, s3,
s4, s35 and s36. The definitions of these subtriggers were changed several times such
that it was not possible to use all of them for the entire HERA II running period. The
choice of monitor triggers was thus run-dependent; for a given period an appropriate
subset of the mentioned subtriggers was chosen in order to use subtriggers that
depend on the Spacal only. As in the previous case we considered only those events
that enter the AM distribution in order to avoid possible biases. Furthermore, for
the determination of trigger efficiencies as a function of the variables zje;, 2pem and
sz;;) the signal was extracted in bins of these variables in order to eliminate possible
differences in trigger efficiency between the signal and the combinatorial background.
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Figure 5.4: Track trigger efficiencies as a function of 2, 2Zhem and the
combined variable for the running periods 2006 e~, 2006 e and 2007. The open
circles (red) correspond to the status before the reweighting, the full markers (black)
to the situation after the reweighting was applied.
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The track trigger efficiency is defined as

# events (monitor trigger AND track trigger part of s61)

Etrack trigger — )

# events (monitor trigger)

where the meaning of “track trigger part of s61” is given in table 4.2.

When correcting for the track trigger inefficiency one needs to find an appropriate
way when a trigger simulation is not yet available. We chose to reweight each event
according to a variable sensitive to the track trigger efficiency. This procedure is
more consistent than correcting each individual distribution with different correction
factors. Reweighting on an event basis propagates the corrections in a consistent
way into each measured distribution. On the contrary, when correcting individual
distributions the statistical uncertainties of the correction factors for two correlated
distributions might lead to an inconsistent procedure of treating these distributions,
which would not respect their mutual correlations.

The track trigger is a complicated device and one cannot expect its efficiency
behavior to be fully described by a single-variable distribution. Thus one cannot
expect a reweighting depending on a single variable to provide a perfect correction.
However, as the results show, this procedure improves the trigger efficiency distribu-
tions significantly. The choice of the sensitive variable was driven by the expected
behavior of the track trigger. The track trigger is supposed to trigger on high-py
tracks. In addition, the track trigger is based on the comparison of a measured sig-
nal patterns with pre-defined patterns. Hence one expects it to depend on the track
multiplicity of the event - the more tracks in the event, the bigger is the probability
for one to fit a pattern. Typical transverse momenta of particles are usually below
8 GeV and the typical track multiplicities (for “selected” tracks) are below 40. Thus
we define the combined variable

Highest track pr n Event track multiplicity
8 GeV 40 ’

with typical values between () and 2. The track trigger efficiency as a function of this
variable is determined and then fitted with the function

A
J(x) = 1+ exp[—B(z + O)]’

combined variable =

where A, B and C are free parameters. Then each event is weighted by 1/f(x)
so as to make the trigger efficiency in the combined variable flat and close to one.
The result of this procedure as well as its impact on the trigger efficiencies for zje
and zpem can be seen in figures 5.3 and 5.4, the efficiencies for sz;;) can be found
in appendix A. One observes that the reweighting noticeably improves the trigger

. . jet
efficiencies for the observables zje, 2hem and z}(ljeem)

5.2.3 CIP VETO Condition

The CIP VETO condition introduced in section 4.2.3 contains tracking information
and thus one cannot exclude variations of the trigger efficiency as a function of the
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Figure 5.5: Vertex z-position for all triggered events (left) and for events rejected by
the CIP VETO (right). The figures are from the Central Trigger presentation given
by Z. Rarikova on 21/09,/2006.
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fragmentation observables. Although one does not expect a big correlation (the
CIP VETO condition requires a small z-vertex significance, whereas require a well
reconstructed interaction vertex) the subject needs a more detailed study to be
reported below.

Several investigations were done by central trigger experts after the CIP VETO
was introduced in August 2006. In figure 5.5-left the z-position of the interaction
vertex for all triggered events is shown. The peak in the region z ~ —150 cm
originates from interaction of late proton satellite bunches and was the reason for
the introduction of the CIP VETO. In figure 5.5-right one can see the z—vertex
position of events which were rejected by the CIP VETO. One observes that the
CIP VETO condition efficiently rejects events with shifted interaction vertex (well
out of our selection criterion), the fraction of rejected events having the interaction
vertex in the central detector region is at the level of 1% of all triggered events. This
suggests that the effect of the CIP VETO should not affect our measurement much.

To specifically study the impact of the CIP VETO on D* meson production,
the total D* production yield as function of the luminosity was studied in periods
before and after the CIP VETO was introduced. The study was done for all events
that fulfill the analysis requirements and the results are depicted in figure 5.6. The
yields per luminosity are in artificial units that do not correspond to cross sections,
since the yields were not corrected for branching ratios and various other effects.
The averages were calculated for the two periods to make a quantitative comparison.
One concludes that no decrease in the D* production is observed in relation with
the CIP VETO, and the small increase is of no statistical significance.

5.3 Reweighting of Monte Carlo Distributions

If a measured quantity is supposed to be simulated in the MC model, and if the
description of the data by the MC simulation is unsatisfactory, then one usually
reweights the MC model in order to achieve a good description. We applied reweight-
ing in two cases: the interaction z-vertex position and the BPC efficiency, both
quantities being not well simulated in the MC program. Since the correction factors
depend on the run period, we study both quantities in a period-dependent way. In
addition, we study the option of reweighting the pseudorapidity distribution of the
D* mesons for the whole HERA II running period, but this reweighting is finally not
done.

5.3.1 Z-position of Interaction Vertex

A correct reweighting method requires to reweight the MC model at the hadron level
so that once the reweighting is done the MC simulation at the reconstructed level
describes the data well. Such an approach usually leads to a rather complicated and
time-consuming iterative procedure. In the case of z-vertex reweighting we are in a
lucky situation because the physics is independent on the spatial position. Thus the
z-vertex reweighting factorizes from any physical observable, and it is safe to perform
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Figure 5.7: Comparison of area-normalized “z-vertex” distributions for data with
RAPGAP and CASCADE Monte Carlo programs after the reweighting procedure.
The distributions are shown for each running period separately as well as for all of
HERA II.

it on the reconstructed level. Reweighting the vertex z-position has its importance
- the detector acceptance as seen by particles leaving the interaction point depends
on the position of the interaction in the detector. The z-vertex reweighting of the
MC model thus corrects for these acceptance effects.

The reweighting as performed in this work is done in a period-dependent way, so
as to account for detector changes (track trigger upgrade, Spacal fiducial cuts, etc.).
A bin-wise reweighting was avoided in order not to depend on bin limits and rather
a smooth reweighting procedure was adopted. For each run period the z-vertex
distribution was fitted with a Gaussian both for the data and the MC prediction,
and the ratio of the two normalized Gaussian functions was taken as the reweighting
factor for a given MC model. The shapes of the distributions in the data were not
exactly Gaussian (especially in the year 2004), and this explains small remaining
deviations after the reweighting, see figure 5.7.

5.3.2 BPC Efficiency

The MC simulation of the BPC for the HERA II running period is not perfect. The
BPC efficiency (as defined in section 4.3.2) is too high - it significantly overshoots
the efficiency extracted from the data. A plot produced using the RAPGAP and
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Figure 5.8: BPC efficiency of the RAPGAP and CASCADE MC and detector sim-
ulations shown for the whole HERA II running period.

CASCADE MC programs is shown in figure 5.8. This figure is to be compared with
results in figure 4.2. Unlike in the data, the efficiency in the MC simulation is close
to 100%. To reconcile the MC behavior with the data the following strategy was
adopted:

e For periods with low BPC efficiency in the data, electron quantities are re-
calculated from the Spacal information alone, and the same is done for MC
simulation events.

e For periods with high BPC efficiency in the data we fit both, the data and
the MC prediction with a constant, and we use the ratio of these constants for
correcting the BPC efficiency in MC model. Since events with no BPC infor-
mation are very rare in the MC simulation a standard reweighting procedure
cannot be applied. Thus a different method is adopted: in the MC program
we randomly choose to recalculate electron quantities from the Spacal in such
a way that the fraction of events with BPC information is the same in the MC
simulation as in the data.

5.3.3 Study of Reweighting in n(D*)

RAPGAP, unlike CASCADE, does not describe the n(D*) distribution well. The
observed differences are related to the physics model of RAPGAP rather than the
detector simulation, because major detector effects (trigger and BPC efficiencies)
have been taken into account already and the discrepancies appear in every running
period. One thus considers reweighting the n(D*) distribution in RAPGAP for the
whole HERA II data. Such reweighting was studied and its impact is shown in figure
5.9.

One observes, that although the reweighting improves (by definition) the descrip-
tion of the pseudorapidity distribution, it spoils the description of the basic kinematic
variables such as the electron energy and the inelasticity. This correlation strongly
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Figure 5.9: Effects of the reweighting in n(D*) for the RAPGAP MC model.

disfavors the reweighting procedure, and since we prefer the basic kinematic variables
to be described properly, we do not apply reweighting in n(D*). The remaining dis-
crepancies originate in the physics model and thus will be covered by the systematic
error related to the model dependence (RAPGAP vs. CASCADE) of our results.

5.4 Control Distributions for HERA 11

The comparison of data and reconstructed MC distributions for various kinematic,
detector and D*-related quantities was studied for the different running periods. No
prominent deviations of the MC predictions from the data were observed. In cases
where small deviations exist, they were found to be rather observable- than period-
related, and thus they were found in all of the HERA II periods. For this reason
and for reasons of space we present here only distributions for all of the HERA 11
periods combined. As explained in the previous paragraphs,

e the small contribution due to beauty production is subtracted from the data
distributions,

e the data distributions are corrected for the track trigger inefficiency,
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e the reweighting of the z-vertex position of the interaction point is applied for
the MC distributions, and

e the MC distributions are corrected for the BPC inefficiency.

The figures are naturally divided into three sets: figures related to the event kine-
matics, detector-quantities (tracking) and to the D* kinematics. In all presented
distributions the D* signal was extracted for each individual bin and all distribu-
tions are area-normalized. The data are compared to RAPGAP and CASCADE MC
predictions. In addition to the figures presented in this section additional control
distributions are shown in appendix A.

5.4.1 Event Quantities

The distributions for the chosen event quantities are presented in figure 5.10. One
observes a fairly good description for most of the observables. Especially Q?, inelas-
ticity, electron energy, electron ¢ and the transverse momentum of all selected tracks
are well described. In the remaining plots one can see some deviations.

The electron scattering angle 0 is well described except for a single bin at 6 ~
3.03 rad. Since this behavior is observed for both MC models (RAPGAP and CAS-
CADE), was also observed in other D* HERA II analyses (e.g. |51]) and was not
observed in HERA T (|66, 73|) where similar MC programs were used, one expects
it to be due to an imperfect detector simulation rather than to the wrong physics
model. The scattering angle in question corresponds to the inner Spacal region that
was modified during the upgrade to HERA I1.

In the pseudorapidity distribution for all selected tracks one observes that the
data have the tendency to lie above the MC prediction in the central region (n ~ 0)
and below the MC values in the forward region (n ~ 1.5 — 2). The selected tracks
in the forward region (last two bins) are likely to be “combined” tracks that use
information from both, the CTD and the FTD. The performance of the FTD and its
simulation were never completely reliable and an imperfect description in this region
affects the whole region, since the distributions are area-normalized. The combined
tracks might not be the only source of discrepancy, though. An overestimated beam-
drag effect or too much gluon radiation in the MC simulations would also explain
the excess of tracks in the forward region.

The double-ratio plot ((;‘e%“redd//;:“bj a“glle)ﬁ::, which compares the direct electron
measure ou e angle

energy measurement with the double-angle method in data and MC simulations,
shows acceptable deviations of the order of 1-2% for the upper three bins. Less well
described is the lowest-energy bin where the deviation reaches 4%. This can be at
least partially explained by the fact that the double-angle method is precise only
for high electron energies (or low inelasticity y < 0.1), for smaller electron energies
the reconstructed hadronic angle fx suffers from bad resolution (see reference |74],
Section 7.2.2). Moreover, the Spacal calibration at small electron energy is in gen-
eral more difficult, since the photoproduction background starts to play a role and
statistics is significantly smaller in comparison to regions near the kinematic peak.
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Figure 5.10: Event kinematic variables for all of HERA II data.
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We expect the influence of this deviation to be suppressed by its small statistics, and
we take the observed deviations in the electron energy measurement into account
when studying the systematic errors.

Also in the E —p, distributions a difference between the data and MC models can
be seen, the MC histograms indicating a better resolution. This observation is not
specific to this study (see once more reference [51|), our analysis cut is however far
away from the region where the disagreement is observed. The calculation of £ —p,
is based on all particles reconstructed in the detector and unless the MC simulation
is performing well for the whole detector in all its details, one might expect some
differences in this quantity. The cause of this discrepancy might be due to the energy
calibration of hadronic final state particles for the HERA 1I data, which at the time
of the writing of this thesis is still not finalized.

We consider the observed deviations to be within tolerable limits and do not
correct for them. A systematic error will cover the uncertainty in the electron energy
measurement.

5.4.2 Detector-Related Track Quantities

The detector-related track quantities (number of CJC hits, track length and pseu-
dorapidity) for K, 7 and 7, of the reconstructed D* meson are presented in figure
5.11. One observes that the description is (with the exception of the last bin in the
“number-of-hits” histogram) quite good, even in the case of the slow pion, where the
measurement is the most difficult.

Since in our selection we also apply requirements related to the particle energy
loss, we study in figure 5.12 the agreement between data and simulations using the
RAPGAP MC model. As dE/dz is a reconstruction-related quantity (it is primarily
related to the detector simulation and not to the physics of the MC model), one
expects a similar behavior for RAPGAP as for CASCADE. The data are visualized
as black scatter plot, the MC distribution is visualized in form of a contour plot. A
rescaling of the MC distribution was needed for an easier comparison with the data.
One observes that the contour lines of the MC model follow well the structure of the
data scattered plot.

5.4.3 D* Variables

The D* variables are presented in figure 5.13. One observes a fairly good description
of the D* transverse momentum, the D* azimuthal angle ¢ and, in the case of
CASCADE, the D* pseudorapidity distribution.

The latter distribution is less well described by RAPGAP, the difference might
come from different parton evolutions or from the resolved component (partially
included in CASCADE). The model dependence of our measurement is however re-
flected in the systematic error that is introduced in chapter 6. A possible reweighting
in y of the D* meson was abandoned as explained in section 5.3.3.

Both models differ from each other and from the data in the case of the pseudo-
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Figure 5.11: Track quantities for D* daughter particles for all of HERA II data.
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Figure 5.12: Energy loss for all selected tracks in D* events for all of HERA II data.
For the contour plot of RAPGAP the bin content was scaled by z — 0.1 x In*(1+ 2).
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Figure 5.13: D*- related variables for all of HERA II data.
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rapidity distribution for the D* hemisphere as reconstructed in the vP frame?. This
observable is constructed from all particles in the hemisphere and is thus sensitive
to a correct reconstruction of all of them. An imperfect simulation of some detector
region may cause the MC predictions to differ from the data. The two MC models
are sharing the same detector simulation, the difference between them might however
arguably originate from resolved processes.

The last two distributions are related to the jet method and represent jet profiles
in n and ¢, i.e. the differences in n and ¢ between the jet axis and the full hadronic
final state. The description of the jet profiles is acceptable.

2We refer here to the pseudorapidity with respect to the momentum of the whole D* hemisphere.
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Chapter 6

Fragmentation Measurement

In this chapter the hadron level corrected data for the three fragmentation observ-
ables are presented. These distributions represent the final outcome of the experi-
mental measurement and are used to study charm quark fragmentation. The proce-
dure of correcting the data to hadron level is based on methods described in chapter
3.4. Here we provide additional comments and clarifications concerning background
subtraction and regularization parameters. In the second part of this chapter the
evaluation of systematic errors is explained. The study of fragmentation models
based on measured distributions is the subject of chapter 7.

6.1 Visible Range Definition and Previous Fragmen-
tation Measurements

The distributions of the fragmentation observables zhem, Zjer and z}(f:rtn)

in the visible range defined by

are measured

Q? > 5 GeV?,
0.05<y<0.6,

1.5 GeV < pr(D*) < 15.0 GeV,

[n(D*)] < 1.5,

(Jet)

and additionally for zj, and 2z

Er(D* jet) > 3.0 GeV.

For all other constraints mentioned in chapter 4 the data are corrected using the
Monte Carlo models.

This study of charm quark fragmentation is to be seen in the context of previously
performed fragmentation measurements. Many of them studied charm fragmentation
in ete™ annihilation (see references [63, 64, 65]) and provided interesting and impor-
tant results. Our study can be most easily compared to measurements at HERA, one

95
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by ZEUS in photoproduction and one by H1 in DIS. Detailed information about the
preliminary ZEUS analysis [75] (especially MC settings) is not available. A compari-
son with the Hl HERA T analysis [66] is the most straightforward. Many techniques
and methods used in the previous HERA I measurement were adopted, especially
the definitions of our observables and some of the selection criteria. To emphasize
new features of the present analysis and show its potential with respect to a better
understanding of charm fragmentation, we list some of the major differences.

e New data with much more improved statistics (36 pb~! in the HERA I analysis
vs. 354 pb~! in this HERA 1II analysis).

e Different definition of the visible range, because of detector changes due to the
HERA II collider and detector upgrade (electron energy, inelasticity and Q>
limits are different).

e New detector components were studied and understood (BPC, new track trig-
ger).

e Unfolding procedures. In addition to the bin-by-bin method used in [66], the
SVD and the Bayesian approach are employed in this analysis.

e Some other minor differences in measurement and reconstruction methods, e.g.
different signal extraction that respects better the signal shape (single Gaussian
in [66] vs. double Gaussian function used here).

6.2 Unfolding Hadron Level Distributions

The unfolding methods having been described earlier, one still needs to provide
more information about the procedure: explain background subtraction, bin limits,
regularization parameters, treatment of QED radiative corrections and so on. These
topics are covered in the following paragraphs.

6.2.1 Background Treatment, Migrations into Visible Range
and Beauty Subtraction

When unfolding the data, background is an important issue which needs to be con-
sidered twice: firstly, when using the MC simulation to evaluate the response matrix
and secondly, when measuring the actual distribution to be unfolded.

In the first case a problem could arise from background appearing at the MC
reconstructed level used in the matrix determination. In the present analysis the
error related to this effect is expected to be negligible. This is mainly because the
signal MC simulation only was used to determine the response matrix and therefore
the background reconstructed on detector level is very small in comparison with
the signal (although existing). The main source of background is the combinatorial
background which is of the order of 1% (figure 3.4). TIts effect on the response
matrix determination is however limited only to those events where a fake D* is
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Figure 6.1: Ratio of the number of D*s reconstructed and generated in the visible

range to the total number of D*s reconstructed in the visible range as predicted by
RAPGAP MC simulation in bins of 2pem, 2jet and LUet)

hem

| Z,, - beauty fraction | | Zyem - beauty fraction | (Jet) beauty fraction
vam
Z 10 ' —,—— e =z 10°F _.__._-.—'-_._ =z E e ———_
= - = = S ——
T 10p—o— - —— T 10F
E 10F E
1E S 0"
E—o o] O () 0= 1 —o—FOH—o__o_ 3 lo] o
10" ® Data 4| #Data s 101 @ Data o=
10 —— —C—
102 © Beauty| 0 Beauty 0 Beauty
0-= | R T R R | P R R | -2 Pl A B |
0.4 .6 0.8 1 0.2 04 06 08 1 1005~ 04 06 08 1
Zijet Ziem ZEet)
em

Figure 6.2: Measured data including D* mesons from beauty decays in bins of zep,
Zjet and Z(Jet) together with this beauty background as predicted by the RAPGAP
MC model. The distributions are normalized to luminosity.

reconstructed at the detector level and at the same time a true D* within the visible

range is found at the hadron level so that the “fake” reconstructed z}]?c‘;fl/?gtv
Had. Lev.

hem /jot O the hadron level. In addition, the response matrix is
determined from events lying in the AM signal region only (a cut is applied) so that
the combinatorial background situated far from the signal peak is ignored.

The second case which needs to be considered is related to background subtrac-
tion, a measured distribution incompletely corrected for background leads to wrong
results. The reason for this is that one requirement for the different unfolding proce-
dures from section 3.4 is a background-free data distribution. In the signal extraction
procedure we fit the signal peak and thus the non-D* background is filtered out. Pos-
sible remaining contamination can originate from true D* particles which are still
considered background in this analysis. There are two sources of such D*s: particles
that migrate from outside the hadron-level visible range into the visible range at
detector level and decays of beauty mesons.

The magnitude of migration effects is estimated using the RAPGAP MC model.

is wrongly
associated with z
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Figure 6.3: The purity and the stability for the zyem, 2t and z}(f;;) distributions as
estimated with the RAPGAP and CASCADE MC simulations (for HERA II running
conditions).

Approximately 4% of the reconstructed events were generated outside the visible
range on hadron level as can be seen in figure 6.1. One observes that the relative!
contributions due to migrations are almost constant, and therefore the shapes of the
spectra are only slightly affected. The predicted background is subtracted from the
measured distributions®?.

The same applies to the D* contamination from beauty decays. This beauty-
induced background as predicted by RAPGAP (see paragraph 5.1.2 for more details)
is shown in figure 6.2 and is subtracted from data.

6.2.2 Purity and Stability

Purity and stability have been defined in paragraph 3.4.1. Unfortunately, these
quantities do not improve with increasing statistics. They reflect detector effects
which remain the same, independent of the amount of collected data. Purity and
stability are related to migrations in bins between the hadron and the detector
level distributions and one requires these migrations to be reasonably small for the

!Relative with respect to the charm signal.
2We do not associate a systematic error to migration-related background, since the influence on
the shapes is negligible with respect to other systematic errors.
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unfolding methods to work properly®. Therefore, the established values of purity
and stability provide a constraint on the possible bin widths.

In this work the choice of the bin limits was driven by two ideas. Firstly, we
require a binning such that purity and stability are never below 40%. Secondly, it is
convenient to chose the bin limits such that an easy comparison with the previous
analysis is possible. Thus, purity and stability with the binning of the HERA 1
analysis were studied and the results are shown in figure 6.3. One observes that
both quantities are never smaller than 40%, although the bin limits in the high
Zjet/hem TeglON could be slightly redefined to make the distributions flatter. Since we
prefer to have the possibility of an easy comparison with the previous measurement,
the presented binning is kept. The actual bin limits are:

Zhem and 20 distributions : 0.2, 0.4, 0.5, 0.625, 0.75, 0.85, 1.0;

Zjer distribution : 0.3, 0.55, 0.7, 0.825, 0.9, 1.0;

6.2.3 Unfolding Parameters

The choice of unfolding parameters was addressed already in paragraph 3.4. Here we
provide more details about the regularization for the SVD and the Bayesian method
used for extracting our distributions with the RAPGAP MC model. The bin-by-bin
method does not involve regularization parameters and therefore does not need any
further explanations.

Before commenting on the choice of parameters, it is pointed out that for both
methods, SVD and Bayesian, a response matrix with an additional bin at the lower
edge of the spectrum (0.0 — 0.2 for zpe, and 0.0 — 0.3 for zje) is used. The added
bin will not be used later in fits, because it contains large background contamination
and a small signal. It is considered to take into account migrations from this bin to

. . iet . . .
other bins in the zyem, z}(feem) and zje distributions.

SVD

Within the SVD method (see section 3.4.2) the result of the matrix inversion is
expressed as a sum of scalar coefficients times basis vectors with different frequencies.
We denote with d; these coefficients divided by their statistical errors with ¢ = 1
referring to the least and ¢ = 4,,,, to the most oscillating term . To achieve a
certain level of smoothness in the solution one needs to suppress the highly oscillating
components. The most straightforward way of doing this is to suppress those vectors
which have coefficients for which |d;| < 1, i.e. one looks for the first index k such that
for j > k one typically? has |d;| < 1. One then chooses the value of the regularization
parameter to be 7 = si, where s, is the kth singular value (see reference [67]).

3Strictly speaking, this requirement is necessary only for the application of the bin-by-bin
method. One however doubts about any unfolding method in case of huge migrations since in
this case the matrix unfolding is usually close to an ill-defined problem.

4The values of |d;| are typically falling, however, depending on the concrete problem it might
happen that a high-frequency vector has a |d;| significantly larger than one.
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Figure 6.4: Coefficients |d;| as function of their index. The chosen values ksyp(Zhem),

(Jet)

ksvp(2jer) and kSVD(zhC;) are indicated by arrows.

This procedure was applied to the fragmentation observables and the corresponding
response matrices. From figure 6.4 we obtain for the different observables:

k‘SVD(Zjet) =2,

kSVD(Zhem) = 3a
ksvp () = 3,

where we prefer to give the index position of the last significant vector rather than
a hardly interpretable value of the parameter 7.

Bayesian Approach

A known feature of the Bayesian iterative approach (see section 3.4.3) is that the
most important modifications in unfolded distributions occur in the very first steps,
further steps lead only to slight changes in progressively unfolded spectra®. After
a few of iterations the difference x7 = x? [dgjd'Level’Data, dgffﬂ“evel’ Pata) hetween two
consecutive distributions becomes small and the solution stabilizes. In our case we
observe that for all three observables zjct, Zhem and sz;;) the result is mainly driven
by the first iteration, from the second one onwards the changes in distributions are
tiny and very close to zero. Thus a fine-tuning of the number of steps does not make
sense and we choose for the three observables the number of iterative steps to be 3,
i.e. .
kBayes(Zhem) = kBayos(Zjet) = kBayos(Z}(IJCCrtn)) = 3.

6.2.4 Treatment of QED Radiative Corrections

The used MC models differ also with respect to the implementation of QED radi-
ation (see section 1.4.1). The RAPGAP model is available with and without QED

®See for example page 496 of reference [68] where one reads “...one can realize that in most cases
a good agreement is reached after a few iterations”.
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radiation, for CASCADE QED radiation is not implemented. This is the reason why
the correction procedures are not the same for the two models. We study all pre-
sented unfolding methods (SVD, Bayes, bin-by-bin) with the RAPGAP simulation
and apply only the bin-by-bin approach to the CASCADE model. In the case of
RAPGAP, the different methods allow us to investigate the systematic error related
to the unfolding procedure. The bin-by-bin approach applied to both, RAPGAP
and CASCADE, enables us to establish the error related to the MC model.

RAPGAP

The unfolding procedure is rather straightforward for the RAPGAP model, where
both options, with and without QED radiation, are available. First, the measured
(detector level) distribution d?L’ Pata s unfolded via one of the described methods
(SVD, Bayes or bin-by-bin) to the radiative hadron level di'™P*® 84 yging the re-
sponse matrix from the radiative RAPGAPS. Next, the obtained distribution is cor-
rected for radiative effects applying the bin-by-bin correction factors

diHL, RAP, Non—Rad

ML, RAP, QED _
i = HL, RAP, Rad
d;

determined from radiative and non-radiative MC simulations. One thus has

HL, Data, Non—Rad HL, RAP, QED HL, Data, Rad
dl C: * dl .

(3

The use of the bin-by-bin method in the last step is justified, because the differ-
ence between the two MC distributions does not involve detector effects or different
physics, only QED radiation. Moreover, the coefficients cZ-HL’ RAP.QED 16 precisely

known due to the high statistics available in MC simulations at hadron level.

CASCADE

In CASCADE, QED radiative effects are not included, and therefore we estimate
them from RAPGAP. Including the RAPGAP estimates of these effects into the
SVD or Bayesian unfolding is complicated and thus we prefer to avoid it. Hence
we correct the data with CASCADE using the bin-by-bin method only. For this
purpose we add radiative corrections to both, detector and hadron level CASCADE
distributions, as estimated from RAPGAP

(PL- RAP, Rad

DL CAS.Rad _ DL,RAP _DL,CAS,Non—Rad DL, RAP _
i v i > - dDL, RAP, Non—Rad
i

and

HL, RAP, Rad
d;

(JHL:CAS,Rad _ HL,RAP _JHL,CAS,Non—Rad  HL,RAP _
i =G i » G ~ JHL RAP, Non—Rad °
i

6Here d; refers to number of entries in the ith bin, the same notation as in section 3.4 is used.



102 CHAPTER 6. FRAGMENTATION MEASUREMENT

=Data {jet) s Data
—Rap. hem| f —Rap.
z Zo0.05F
%0-25‘ e[ Cas. %0'25; - Cas.
0.2f 0.2F
i 0.15F —— 0.15F
0Af L | o 0.1, ]
S I I I SLLoor o
0.05—# 0.05—* 0.05F
064 06 08 8z~ 04 66 08 8z~ 0a 66 08 1
zjet Zhem z(jet)

hem

Figure 6.5: Area-normalized and beauty-subtracted detector level distributions for
Ziet, Zhem and LUet) together with charm MC predictions (all HERA 11).

hem

We define correction factors to correct the data from the detector level to the radia-
tive hadron level (i.e. “unfolding”)
d?L’ CAS, Rad

(DPL—HL, CAS, Rad _
i ~ "DL, CAS, Rad
d;

and correction factors to correct for QED radiation on the hadron level

dHL7 CAS, Non—Rad
CHL, CAS,QED __ Y
i o HL, CAS, Rad
d;

The hadron-level data distributions, corrected for QED radiative effects, can be
written as

(JHL: Data, Non—Rad _ HL, CAS,QED _ DL—HL, CAS, Rad DL, Data
’ =c, - C -d;

3 K3 ?

or, after simplifications, as

dHL7 CAS, Non—Rad dDL, RAP, Non—Rad
dHL7 Data, Non—Rad __ %j i
7

. . dDL, Data
~ ;DL, CAS, Non—Rad DL, RAP, Rad i
d; d;

Y

where all ratios are calculated with the help of MC models at detector or hadron
level and with or without QED radiative effects.

6.2.5 Hadron Level Unfolded Distributions

The information presented so far allows us to correct the measured data to hadron
level and obtain normalized differential cross sections in Zje;, Zhem and z}(f;tn) . The
measured spectra at detector level together with their predictions from RAPGAP
and CASCADE are shown in figure 6.5. The description of the data by the MC
models is not perfect, which is not completely unexpected, since the models have

not been tuned with respect to the fragmentation parameters. Extraction of optimal
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corrected to hadron

level (all HERA 1I) using different unfolding methods with statistical errors only.

The meaning of the legend nomenclature is as follows: Rap.

— RAPGAP, Cas.

= CASCADE, BBB = bin-by-bin unfolding, BAY = unfolding based on Bayesian

approach, SVD = SVD unfolding.
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fragmentation parameters is what we are aiming for in this thesis. The spectra
corrected to hadron level using different unfolding methods are presented in the
figure 6.6. One observes that the results obtained with different methods agree well
with each other in the case of zj, the agreement is less good in the case of znem
and z}(f;tn) The differences are not always covered by the statistical errors. For our
final results we make use of the spectra (data points and their statistical errors)
obtained via the SVD method. This method is expected (by construction - it takes
into account migrations) to be better than the bin-by-bin approach, and its behavior
with respect to the regularization seems to be more appropriate than in the case of
the Bayesian procedure (the latter one having small sensitiveness to the value of the
regularization parameter).

The last step towards the final results requires the evaluation of systematic errors.

6.3 Systematic Errors

Systematic errors result from imperfect knowledge of detector effects and inexact
reconstruction and measurement methods. Most of them are studied using the
RAPGAP MC model. A quantity under consideration may be varied in the MC
simulation within its systematic uncertainty and the response matrix is evaluated.
Using this response matrix the data are corrected to hadron level via the regular-
ized SVD unfolding. The changes in the resulting distribution with respect to the
nominal distribution are taken as systematic error due to the uncertainty of that
quantity. Other systematic uncertainties are evaluated using the data. In the latter
case one investigates the impact of using an alternative data treatment (for example
a different signal extraction or a different unfolding method) on the fragmentation
spectra.
We consider systematic errors related to uncertainties in:

e signal extraction,

e unfolding method,

e model dependence,

e trigger efficiency,

e clectron energy,

e clectron 6,

e energy loss dE/dx,

e hadronic energy scale,
e track momenta,

e beauty contribution to the D* production and
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Figure 6.7: In an alternative approach, the D* signal is estimated as difference
between the hatched (red) and checkered (blue) area. The latter is divided by a
normalization factor determined from the fit (black line).

e resolved photon component.

In the following, we briefly describe the evaluation of systematic errors related to
each individual source. The numerical values for each bin in 2je, 2pem and L et)

tom Wil
be given in summary tables at the end of this section.

6.3.1 Determination of Systematic Uncertainties
Signal Extraction

To evaluate the uncertainty in the number of D* mesons due to our nominal signal
extraction procedure, we consider an equally reasonable alternative method and
compare the results. Since we do not want the statistical uncertainties to influence
the outcome, we do not investigate the differences between the two methods in each
bin of Zjet/hem. Therefore we study the two approaches using the inclusive AM
spectrum, where the statistical errors are small and hence their influence on the
result of the fit.

The alternative procedure that we adopt can be summarized in the following
steps:

e A simultaneous fit on the right-charge and wrong-charge background is per-
formed, whereby the signal region in the right-charge spectrum is ignored in
the fit. The fit function is

f(z) = foe(re) + k fog(zwe), © =AM

where fi(2) = Npg(x—m,)* and k is a multiplicative factor (a free parameter,
together with Ny, and «) which is introduced in order to normalize the wrong-
charge background to the right-charge one.
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Figure 6.8: Comparison of two signal extraction methods.

e The (scaled) number of entries in the signal region of the wrong-charge spec-
trum is subtracted from the number of entries in the signal region of the right-
charge spectrum and the result is considered as the extracted number of D*
mesons.

e The number from the previous step is compared to the number obtained using
the double-Gaussian function and the relative error is calculated as

Ngauss o NSub.
Gauss
NG

O'Sys'(ND*) = }

e These uncertainties are assigned to each bin of the respective observable dis-
tribution.

This procedure is illustrated in figure 6.7.

We also investigated the two signal extraction methods in bins of zjet/hem in order
to locate possible correlations between them. If the relative difference between the
two methods is constant in bins of an observable then the uncertainty extracted
from the inclusive AM spectrum may be an over-estimate since we study the shape
of the spectra, not their absolute normalization. The results are shown in figure
6.8 and one observes that a systematic shift is indeed present, although not in all
bins. One however also sees significant differences at low 2je/nem values, bigger than
what is expected from the inclusive estimate. These differences can be ascribed to a
large extent to statistical fluctuations that have influenced the result of the fit or the
subtraction. Thus, we consider the estimate coming from the inclusive data sample
as more reliable, not over-estimating the uncertainty and we adopt it.

Unfolding Method

For the extraction of a systematic error related to the unfolding procedure we take a
rather straightforward approach. We consider the three used methods (bin-by-bin,
SVD and Bayesian approach) and for each bin in each of the zpuy/jer distributions
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we define the systematic error as
1
0 Cniona. (i) = g [max(d7PP, d7*P, dPN) — min(dPPP, d7P, 4P,

where d; refers to the number of entries in a given bin. The error is scaled when the
normalized cross sections =——92¥is  are presented.

Ovis dzhcm/jct

Model Dependence

The use of two different models - RAPGAP and CASCADE - allows us to estimate
the corresponding systematic uncertainty. Unfortunately, the unavailability of QED
radiation in CASCADE makes the SVD and the Bayesian unfolding difficult to per-
form and therefore we do not use these unfolding methods here. Thus, to evaluate
the uncertainty of our results related to the model, we rely on the bin-by-bin correc-
tion procedure as described in paragraph 6.2.4. On one hand this approach might be
inconsistent to some extent with the SVD unfolding for our nominal results, on the
other hand the possible bias is expected to be partially canceled, since we use the
bin-by-bin method for both, RAPGAP and CASCADE. In this context, we are not
interested in the unfolded distributions themselves, but only in variations between
the obtained distributions using the two models. Thus we expect the bin-by-bin
procedure to provide rather conservative estimates for the model uncertainty. One
half of the difference in each bin between the (bin-by-bin) corrected distributions by
RAPGAP and CASCADE is taken as model-related systematic uncertainty of the
results.

Trigger Efficiencies

The uncertainties in the trigger inefficiencies are estimated from the plots presented
in section 5.2. The uncertainty is calculated as luminosity-weighted average of (re-
maining’) trigger inefficiencies over the five running periods. An average global
error is assigned to all bins of all distributions in case of the Spacal triggers. A
bin-dependent error is applied in case of the tracking trigger inefficiencies. In the
latter case the uncertainty reflects the remaining inefficiency that is still visible after
the reweighting procedure. The trigger-related systematic uncertainties are small in
comparison to other systematic uncertainties.

Electron Energy

The uncertainty of the energy of the scattered electron can be estimated from the
double-ratio plot presented in figure 5.10. One observes that at low energies the de-
viation of the MC description reaches 4%, at higher energies it is of the order of 1%.
Thus we apply to our detector simulation a linear energy-dependent variation, start-
ing with £4% for E.,... = 11.0 GeV and going down to £1% for Ege.. = 27.6 GeV.

"In case of the track trigger.
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Figure 6.9: Energy-loss distribution for all selected tracks in events entering the AM
distribution (data).

This variation is considered safe and conservative, since the deviation at lower en-
ergies also receives contribution from inaccuracies of the double-angle method (see
section 5.4.1). Moreover, detailed studies (|74, 76]) were done for the HERA T pe-
riod, the results of which have also some significance for HERA I, since the detector
(Spacal) is the same apart from a reduced acceptance at small radii from the beam
axis. These results support our estimates as being conservative.

Applying these variations and correcting the data with the modified MC simu-
lation, we define the errors as the difference between the obtained distributions and
the nominal ones obtained with the nominal MC model.

Electron Scattering Angle

The angular resolution of the BPC is approximately Afq... &~ 0.5 mrad and that of
the Spacal is Afge.. &~ 1 mrad. A large number of scattered electrons is however
detected outside the BPC geometrical acceptance. An additional uncertainty of
the order of Afge.. ~ 0.8 mrad due to misalignment is associated with the BPC
measurement. Thus, preferring a conservative estimate, we vary the electron angle
in the MC detector simulations by Afge.. = 1 mrad. The procedure for extracting
the resulting uncertainty is the same as in the previous cases.

Energy Loss

The uncertainty of the particle energy loss for the D*- daughter particles is estimated
in the following way. From the distribution® of dE/dx for all selected tracks in data
events that enter the AM plot (figure 6.9) one estimates the dF/dx measurement
resolution. The relative resolution is approx. 13% and variations (upwards and

downwards) of this magnitude were applied to the MC dE/dz values.

(jet)

e distributions the extracted

We observe that in all bins of Zjet, Zhem and z

8This distribution is just the projection on the vertical axis of the two-dimensional plot from
figure 4.5.
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Figure 6.10: Double-ratio plot for transverse momentum p; measured as function
of @Q? for hadronic final state and for the scattered electron in both, data and MC
models.

relative error is negligible in comparison to other systematic errors, and thus it is
neglected in summary tables.

Hadronic Energy Scale

The estimated uncertainty of the hadronic energy measurement is essentially based
on the double-ratio plot in figure 6.10. It shows the comparison of data to MC

simulations with respect to the pr balance between the scattered electron and the
(Pj}“lad'/Pjglcc')Data
(lejadA/leéllecA)MC

physics model? and thus reflects the measurement biases. The plot suggests an
uncertainty of the order of 4%. This value can be considered as safe uncertainty
estimate and is supported by HERA T analyses (the calorimeters remained the same
in HERA 1I), see for example reference [77]. To account for the worse hadronic
energy measurement in the Spacal compared to the Liquid Argon Calorimeter, we
apply different shifts for hadrons measured in these two detectors. The calorimetric
energy'? of hadronic objects is then varied by & 4% for the LAr Calorimeter and
+ 7% for the Spacal. The systematic uncertainties associated with the hadronic
energy scale were defined in a similar way to previous cases.

is independent of the

hadronic final state. The displayed quantity

Track Momenta

The variation in tack momenta of the D*- daughter particles was taken to be +0.5%
|78].

9n every model momentum conservation implies the balance in transverse momenta.
19Tn many cases the energy is taken from the track information. In this case the variation is not
done.
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Beauty Contribution to D* meson production

The beauty fraction was raised by 100 % (doubled) with respect to the default value
predicted by the RAPGAP model. The impact of this variation on the unfolded
spectra defines the corresponding systematic uncertainty. A downward variation of
the beauty contribution is not supported by existing studies in beauty physics and
was therefore not done.

Resolved Photon Component

The last systematic uncertainty taken into account is the resolved photon compo-
nent. It was so far neglected in our fragmentation study and in order to evaluate
the impact of a possible resolved photon contribution, we investigate its effect by
simulating resolved processes at the level as predicted by RAPGAP. However, a
complication in unfolding arises, since QED radiative effects are not available when
simulating resolved contribution with RAPGAP. To overcome this difficulty the bin-
by-bin procedure was adopted. Although this does not seem to be fully consistent
with the nominal procedure based on the SVD approach, we expect the systematic
bias introduced by this approach to cancel in large parts, because we apply the bin-
by-bin procedure to both, the nominal direct-only MC model as well as to the MC
simulation including also a resolved photon component. The correction of QED ra-
diative effects for the resolved contribution is done in a similar way as for CASCADE
(see section 6.2.4). The systematic uncertainties due to the additional resolved con-
tribution are defined as differences between the bin-by-bin corrected spectra using
the direct-only MC events in one case and using a mixture of direct and resolved
events in the other.

6.3.2 Summary of Statistical and Systematic Uncertainties

The three following summary tables contain the numerical values for the statisti-
cal and systematic uncertainties. They were obtained as described in the previous
section. Systematic uncertainties which are correlated between different bins of the
extracted distributions are visualized in the plots of appendix B.



Zjet interval

[03-055]055-0.7 [0.7-0.825[0.825-0.9]09-1.0]

Statistical error 1.80 % 1.12 % 0.18 % 1.04 % 2.04 %
Signal extraction 4.49 % 4.49 % 4.49 % 4.49 % 4.49 %
Unfolding uncertainty 9.28 % 2.97 % 0.90 % 2.38 % 1.53 %
Model dependence 3.54 % 0.19 % 1.22 % 0.20 % 1.05 %
Spacal trigger efficiency 0.64 % 0.64 % 0.64 % 0.64 % 0.64 %
Track trigger efficiency 027% | <0.01% | <0.01 % 1.54 % 0.49 %
Electron energy [+ (4 - 1) %] 047 % | 016% | 0.04% | -007% | -038%
Electron energy |- (4 - 1) %] 066% | 020% | 007% | 037% | 030%
Electron 6 |+1.0 mrad]| 0.04% | <0.01% | -0.01% 0.05% | -0.05 %
Electron 6 [-1.0 mrad|] -0.01 % | >-0.01 % | -0.01 % 0.01 % 0.01 %
Had. energy scale [+4 %opar., +7 Yspa| || -0.70 % -0.42 % -0.04 % 0.38 % 0.71 %
Had. energy scale [-4 %par., -7 Y%spa.| 0.65 % 0.41 % 0.03 % 037 % | -0.70 %
Track momenta [+0.5 %] 0.41 % 0.24 % 0.03 % -0.21 % -0.43 %
Track momenta [-0.5 %)| -028% | -017% | >0.01% 0.14 % 0.29 %
Beauty fraction [+100 %] -0.42 % -0.25 % -0.02 % 0.22 % 0.43 %
Resolved contribution 2.85 % 0.53 % -0.59 % -0.88% | -1.22 %

Table 6.1: Statistical and systematic errors for bins of z;e distribution.
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Zhem INterval

[02-04]04-05]05-0.625]0.625-0.75]0.75-0.85 | 0.85 - 1.0 |

Statistical error 4.03 % | 2.63 % 1.58 % 2.04 % 2.32 % 3.02 %
Signal extraction 449 % | 449 % 4.49 % 4.49 % 4.49 % 4.49 %
Unfolding uncertainty 10.83 % | 10.93 % 2.78 % 3.75 % 6.21 % 6.19 %
Model dependence 085 % | 2.21 % 1.42 % 0.15 % 2.31 % 1.17 %
Spacal trigger efficiency 0.64 % | 0.64% 0.64 % 0.64 % 0.64 % 0.64 %
Track trigger efficiency 0.60 % | 1.09 % 0.02 % 1.05 % 0.12 % 0.79 %
Electron energy [+ (4 - 1) %] 241 % | 1.23% 0.50 % -0.18 % -0.89 % -1.61 %
Electron energy |- (4 - 1) %] 278 % | -1.69 % | -0.88 % 0.12 % 1.31 % 2.26 %
Electron 6 |+1.0 mrad]| -0.13 % | -0.09 % | -0.07 % -0.01 % 0.08 % 0.15 %
Electron # [-1.0 mrad| 0.12 % 0.14 % 0.07 % > -0.01 % -0.09 % -0.15 %
Had. energy scale [+4 Yorar., +7 Yospa] || -3:29 % | -2.62 % -1.40 % 0.36 % 1.88 % 2.84 %
Had. energy scale [-4 %orar., -7 %spa.| 336 % | 2.714 % 1.55 % -0.35 % -2.05 % 297 %
Track momenta [+0.5 %] 0.39 % 0.40 % 0.26 % -0.04 % -0.30 % -0.43 %
Track momenta |-0.5 %)| -0.34 % | -028 % | -0.23 % > -0.01 % 0.22 % 0.45 %
Beauty fraction [+100 %| 253 % | -1.72% | -0.55 % 0.56 % 1.09 % 1.24 %
Resolved contribution |[switched ON] 211 % | 038% | -0.23% -1.01 % -0.43 % 0.58 %

Table 6.2: Statistical and systematic errors for bins of 2y, distribution.




(jet)
Zpen interval

[02-04] 04-05 [05-0625]0.625-0.75]0.75-0.85 | 0.85- 1.0 |

Statistical error 4.29 % 2.63 % 1.61 % 2.99 % 3.72 % 5.12 %
Signal extraction 4.49 % 4.49 % 4.49 % 4.49 % 4.49 % 4.49 %
Unfolding uncertainty 1117 % | 3.97 % 4.35 % 2.13 % 3.01 % 1.58 %
Model dependence 3.41 % 0.21 % 0.87 % 0.35 % 0.92 % 2.46 %
Spacal trigger efficiency 0.64 % 0.64 % 0.64 % 0.64 % 0.64 % 0.64 %
Track trigger efficiency 062% | <0.01% 0.06 % 0.32 % 0.94 % 0.68 %
Flectron energy [+ (4 - 1) %) 067% | 013% | 004% | 017% | 029% | 013%
Electron energy |- (4 - 1) %] 05 % | 017 % | 028% 006 % | 032% | 0.03%
Electron 6 [+1.0 mrad] 013 % | >-0.01 % -0.01 % -0.04 % -0.060 % 0.03 %
Electron 6 [-1.0 mrad|] -0.01 % | 0.03 % 0.05 % 0.01 % -0.09 % -0.04 %
Had. energy scale |[+4 %opar., +7 Yospa| || -2.73 % | -2.05 % -0.87 % 0.77 % 241 % 3.63 %
Had. energy scale [-4 %par., -7 Y%ospa.| 2.84 % 2.19 % 0.99 % -0.94 % -2.68 % -3.50 %
Track momenta [+0.5 %] 0.79 % 0.67 % 0.28 % -0.31 % -0.78 % -0.91 %
Track momenta [-0.5 %] -0.86 % -0.60 % -0.29 % 0.32 % 0.74 % 0.94 %
Beauty fraction [+100 %] -2.13 % -1.42 % -0.33 % 0.81 % 1.47 % 1.73 %
Resolved contribution [switched ON] 4.10 % 1.02 % -0.07 % -1.65 % -1.68 % -1.54 %
Table 6.3: Statistical and systematic errors for bins of z}(ffrzl) distribution.
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Chapter 7

Results

7.1 Hadron Level Spectra with Statistical and Sys-
tematic Errors

The Zpem, Zjet and sz;;) distributions corrected to hadron level together with their
statistical and systematic errors are one of the main results of this work, exploiting
the four years long data taking period at the HERA II collider. The numbers of
reconstructed D* mesons for the whole HERA II running period are shown in table
7.1. The differential cross sections for the D* meson production normalized to the
visible total cross section within the zje/mem-range displayed in the respective sub-
figures are presented in figure 7.1 and the numerical values can be found in table 7.2.
The visible range is defined by Q? > 5 GeV?, 0.05 < y < 0.6, 1.5 GeV < pr(D*) <

15.0 GeV, |n(D*)] < 1.5, and additionally for ze and 23 by Ep(D*jet) > 3.0 GeV.

The different sources of systematic errors are considered as uncorrelated for each
histogram bin. They are added in quadrature with the corresponding statistical
uncertainty. If for a given error source two uncertainty estimates are available (one
coming from an upward and the other from a downward variation of the quantity in
consideration) then the average of their absolute values is taken. One should also be
aware of the fact that correlations between different bins exist, but that they cannot
be seen in figure 7.1 and in table 7.2. These correlations however are taken into
account in the following section, where the corresponding covariance matrices are
presented and fits of fragmentation functions using the unfolded distributions are

performed.

7.2 Extraction of Fragmentation Parameters

The measured normalized D* cross sections in Zzjet, Zhem and z}(ffrzl) allow us to ex-
tract parameters for different parametrizations of the charm quark fragmentation
function. This analysis is performed in the framework of the Lund String fragmen-
tation model that is implemented in PYTHIA, which has been interfaced to both,
RAPGAP and CASCADE. The parametrizations investigated are the ones by Pe-

115
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Figure 7.1: The differential cross sections for the D* meson production normalized
to the visible total cross section for zje;, Zhem and z}(f;tn) Total errors are shown,
statistical uncertainties are denoted by short horizontal lines. The different behavior
of 2 distribution with respect to the two other distributions in the highest bin is

caused by reconstructed jets containing only the D* particle. For such jets zjs = 1.0.
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Ziet | 0.3-0.5510.55-0.7]0.7-0.825]0.825-09|0.9-1.0
#D* 930 1819 2175 1146 1941

Zhem | 0.2-0.4104-0.510.5-0.625 ] 0.625-0.75 | 0.75-0.85 | 0.85 - 1.0
#D* 1474 1869 3095 3981 3128 3010

20 102-04]04-05]05-0625]0.625-0.750.75- 0.85 | 0.85 - 1.0

#D* 1076 1197 1813 1944 1183 924

Table 7.1: Number of reconstructed D* mesons in bins of Zje, 2hem and 319:;) for all
of the HERA 1I data.

Zjot 0.3-0.55[0.55-0.7]0.7-0.825 [ 0.825- 0.9 [ 0.9 - 1.0
S 0.480 1.735 2.177 1.748 2.127
Stat. err. || 0.009 0.019 0.004 0.018 0.043
Syst. err. | 0.054 0.095 0.105 0.095 0.101
Total err. || 0.055 0.097 0.105 0.097 0.118

Zhem 02-04]04-05]0.5-0.6251]0.625-0.75|0.75-0.85 | 0.85-1.0

—L j"T 0.455 1.080 1.631 1.942 1.852 0.997
Stat. err. | 0.018 | 0.029 0.026 0.040 0.043 0.030
Syst. err. | 0.059 | 0.136 0.094 0.119 0.156 0.086
Total err. | 0.062 | 0.139 0.098 0.125 0.162 0.091
209 110.2-04]04-05]05-0625]0.625-0.75 | 0.75- 0.85 | 0.85 - 1.0
Lo | 0.618 | 1.456 1.962 1.866 1.322 0.635
VIS OZpem
Stat. err. | 0.027 | 0.038 0.032 0.056 0.049 0.033
Syst. err. | 0.085 | 0.097 0.126 0.101 0.087 0.044
Total err. | 0.089 | 0.104 0.130 0.116 0.100 0.055

Table 7.2: The differential cross sections for the D* meson production normalized to

the visible total cross section and their uncertainties in bins of 2jct, 2hem and z}(f:m)
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Figure 7.2: Cross-check of the reweighting procedure for events generated using
RAPGAP direct and CASCADE. Events are produced using the Peterson function
with ¢ = 0.04 and Q% > 1 GeV and are reweighted to other parametrizations (¢ =
0.02 for Peterson and o = 6.0, 3.0 for Kartvelishvili). Graphs of the Peterson and
Kartvelishvili functions themselves are also shown (dotted lines); they match well
with the reweighted distributions (an appropriate normalization was chosen).

terson and Kartvelishvili. They depend on a single parameter. The extraction of
fragmentation parameters is based on calculating y? from the measured data and the
MC distributions, each MC distribution corresponding to a different fragmentation
parameter. First, the production of MC distributions with different fragmentation
parameters is explained, next the y? method and the obtained results are presented.

7.2.1 Reweighting of Monte Carlo Models in zy,

In order to extract fragmentation parameters one needs to have a large number
of hadron-level MC distributions, with negligible statistical error, corresponding to
different fragmentation functions in order that the minimization procedure using
the x? method works properly and the optimal parameter as well as its error can
be determined reliably. A straightforward way of fulfilling this requirement would
be to run the MC simulation many times, each time with a different fragmentation
parameter. FEven though no detector simulation is needed for our purpose, this
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procedure still requires a large amount of computing time. This is the reason why a
different approach was chosen. Let us denote the relevant MC quantity used in the
string breaking as zgen. The MC programs were modified such that the relevant values
of Zgen Were written into an output bank (gki bank). Then just one high statistics MC
run was made with the Peterson parametrization and the parameter € = 0.04. The
Ziets Zhem and z}(f;tn) distributions (at hadron level, with all visible range requirements)
for different fragmentation functions were then obtained by reweighting the generated
MC events with respect to zgen. This procedure was constructed such that, after the
reweighting, the zy., distribution follows the analytical shape of the Peterson function
with the chosen value for the parameter € or the Kartvelishvili function with a chosen
«. This procedure has several nice features: it is quick, flexible and, in addition,
it enables us to cross-check our understanding of the implementation of the Lund
String fragmentation in MC programs and observe that the initial 2y, distribution
indeed follows the Peterson function with £ = 0.04.

The reweighting procedure was tested. For that purpose events were generated
with the Peterson fragmentation function and ¢ = 0.04. We required Q? > 1 GeV?,
which was needed because of the steeply rising cross section at low Q?; the absence
of this cut would lead to a large number of events lying outside the visible range.
This requirement might have an impact on the shape of the z,, distribution and
can, in principle, interfere with the reweighting procedure. However, the results
presented in figure 7.2 indicate a negligible influence. The figure also illustrates that
the initial 2y, distributions (for RAPGAP and CASCADE) indeed follow well the
Peterson fragmentation function with ¢ = 0.04 (a small bias can be explained by the
@Q?* cut) and that after reweighting the 2y, distributions respect the functions they
were reweighted to.

When extracting fragmentation parameters using RAPGAP, resolved events were
taken into account too, since these events have slightly different zje;, 2hem and z}(f:rtn)
spectra. The same reweighting procedure was applied, and direct and resolved events
were combined with respect to their cross sections as predicted by the MC model.
This combination was then used in the y? method.

7.2.2 x?> Method and Extracted Fragmentation Parameters
Method of y? Evaluation

The optimal fragmentation parameters are determined via a x? comparison between
the generated MC distributions and the measured data. Since the unfolding intro-
duces correlations of statistical uncertainties among different histogram bins, and
since some of the systematic errors are also correlated, instead of the simple x?
formula an expression with the full covariance matrix is used:

X*(A) = u" (A)Cu(4)

where A denotes the used fragmentation parameter (A = ¢, «), u a vector with the
number of bins as length u; = 2P — 2MC(A) and C the covariance matrix related

[
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to the statistical and systematic errors. C' is the sum of three matrices:

C — Xstat. + Ysys. + Zsys.

COorr. Corr. uncorr.’

where X5t ysys.- and 755 are the covariance matrices corresponding to the cor-

corr.? Ccorr. uncorr.

related statistical errors, the correlated systematic and the uncorrelated systematic
errors, respectively.

The matrices X5 for each of the three observables Zzjet, Zhem and z

obtained following the prescription given in section 6 of reference |67] :

(Jet)

hem ar€

® et
1135 1500  164.6 —678.4 —2164
1500 1992 237 —896.9 —2889
Xt — [ 1646 237 5891 —99.16 —367.5 |,
—678.4 —896.9 —99.16 405.9 1294
—2164 —2889 -—367.5 1294 4209
® Zhem -
23380 13940 —522.2 —21490 —15230 —8303
13940 9890 3647  —12390 —11810 —7905
e _ | 5222 3647 11660 4136 —7806  —10310

corr. | —21490 —12390 4136 25590 11350 346 ’
—15230 —11810 —7806 11350 15830 12600
—8303 —7905 —10310 346 12600 16090

(Jet) .

d Zhem .
10810 5916 —1988 —9981 —5644 —2713
5916 3848 2559 —bb40 —-3973 —2366
g _ | 1988 2559 3080 2421 1380 —2421

cort: —9981 —5540 2421 10780 4773  828.1
—5644 —3973 —1380 4773 4636 3335
—2713 —2366 —2421 828.1 3335 4128

These matrices need to be further modified for two reasons. Firstly, the numerical
value of a given matrix element reflects the number of events, but when comparing
the area-normalized distributions of the data with those of the MC models, we need
to scale the matrices so that the diagonal elements correspond to the squares of the
established statistical errors. Secondly, the distributions obtained via unfolding have
been further modified', together with their statistical errors, and consequently an
inconsistency has been introduced between the diagonal elements of the presented
matrices and the final statistical errors. Therefore, it is not possible to scale the
matrices by a single scalar factor to match the diagonal elements and the statistical
errors, but one needs to define bin-dependent scaling factors s? = X;;/0? such that

!The bin-by-bin radiative corrections were applied.
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a given matrix element is scaled by X;; — Xj;/s;s;. This means that the diagonal
matrix elements are by construction set to the correct values. To make sure, that this
procedure does not introduce a bias, the ratios s;/s; were calculated for all scaling
factors. It was found that they are always close to one, meaning that the applied
procedure is not very different from one using a scalar normalization factor.

The covariance matrix Y2335 of the correlated systematic errors of a given ob-
servable is defined as the sum of matrices containing the different systematic error
sources, Y% = S Y (see tables 6.1, 6.2 and 6.3). We considered that a correla-
tion between different bins exists for the uncertainties related to the electron energy
and azimuthal angle 8, the hadronic energy scale and the track momenta, and the
beauty and resolved contributions. The plots in appendix B show a simple type of
correlation - the bins on opposite sides of the histograms are anticorrelated with an
approximately linear dependence. Thus, we define? the covariance matrix elements
to be Vi = ;07«0 “ where 0;; gives the sign (£1) of the product ¢} - 07"
where ;" and 0" correspond to the uncertainties of bin 7 and j estimated by the
up variation of the respective quantity.

The diagonal elements of the covariance matrix for uncorrelated systematic errors
of a given type is defined as ZE = (o> ""™)2 the off-diagonal elements are set to

7
Z€ero.

Fits and Fragmentation Parameters

The method described above allows us to determine the dependence of x? on the
fragmentation parameters, the resulting plots are presented in appendix C. The
obtained points are fitted by a parabola in the region near the y? minimum, and the
minimum of the parabola defines the best fit value for the extracted parameter. The
error on this parameter is determined by a variation of the parameter leading to a
rise of x? by 1. The comparison of the data and the MC predictions with near-to-
optimal parameters® is shown in figure 7.3, and the numerical results are presented
in table 7.3.

7.3 Results from eTe~ Experiments®

Fragmentation universality is an important and still opened issue that requires fur-
ther studies. In this section we focus on the results of three ete™ experiments,
BELLE [65], CLEO [64] and ALEPH [63]| and extract the optimal Peterson frag-
mentation parameter. These three experiments studied charm fragmentation into D*
mesons, BELLE and CLEO at energies close to bb production threshold (= 10.52 —
10.58 GeV) and ALEPH at energies corresponding to the Z resonance (91.2 GeV).

2If for a given bin two estimates of the systematic error o37 “" and o}% “"" are available

(variation up and down), we use o3¥™> “" = 1 (|02 “™" | 4 |05 O ).

3The parameters used to produce the shown MC distributions correspond to the MC settings
that lead to the points lying next to the parabola minimum, see appendix C.

4The work presented in this section was done with the help of Thomas Liibbert, a DESY summer

student in 2007 whom Dr. Grindhammer and I were supervising, see [79].
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Figure 7.3: Comparison of data and MC distributions, the MC predictions were

produced with near-to-optimal parameters.
| Ziet | Parameter (a,¢) | X%/n.d.f. |
Peterson’s e Rap.: € = 0.0285 £+ 0.0028 5.28/3 — 1.76
R Cas.: € =0.0273 £ 0.0027 10.43/3 — 3.48
C Rap.: a =4.88 +£0.23 2.71/3 — 0.90
Rartvelishvili's a Cas.. o = 5.08 £ 0.24 5.80/3 — 1.97
Zhem | Parameter (a, €) | X ndf. |
Dot , Rap.: € =0.0116 £ 0.0031 3.35/4 — 0.84
CLemson s € Cas.: ¢ = 0.0120 + 0.0030 | 3.65/4 — 0.91
e Rap.: a=7.334+0.91 4.49/4 = 1.12
Rartvelishvili's Cas.. o = 7.24 £ 0.81 2.16/4 — 0.54
zgg H Parameter (a,¢) ‘ xX*/n.d.f. ‘
Peterson’s Rap.: € =0.0241 £ 0.0040 8.92/4 — 2.23
U Cas.: e =0.0223 £ 0.0036 8.48/4 — 2.12
N Rap.: a = 4.88 +0.45 3.76/4 — 0.94
Rartvelishvili's Cas.. o = 5.27 £ 0.47 3.48/4 — 0.87

Table 7.3: Extracted fragmentation parameters together with the x?/n.d.f. value of

the fit.
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Figure 7.4: Area-normalized D* spectra as a function of x,, as measured by the CLEO
and BELLE collaborations. The data points agree within the given errors.

Some of these collaborations extracted fragmentation parameters for the Peterson
and/or the Kartvelishvili function, we however will not compare our results to their
numbers here. The reason is our lack of detailed knowledge about the MC models
used for their parameter extraction. It is known that the results depend on whether
higher charm resonances are taken into account, on the particles masses used as well
as on various other steering parameters. Therefore, we rely only on their published
data and run the PYTHIA MC model in ete™ mode with the Peterson fragmenta-
tion function and settings identical to what we used in the ep study. The optimal
Peterson parameter € is then determined by the x? minimum found by comparing
the published data and generated MC distributions.

CLEO

The CLEO measurement is in many aspects very similar to the BELLE one, both
used the same observable z, (reduced momentum, see section 3.3) and both were
running at similar CMS energies. However, the BELLE measurement has better
statistics and thus is preferable. In order to check the compatibility of the two
measurements we normalized and overlaid their published spectra in figure 7.4. One
observes that the two distributions are in good agreement within their errors. Due to
the bigger errors we omit the CELO data and base our study on fragmentation uni-
versality only on the BELLE and ALEPH measurements, which are briefly described
in the following.

BELLE

The published BELLE data allow for an easy analysis, since they do not contain
any bb contamination and are corrected for all detector effects. We consider the
measured z, spectrum determined from the charged D* — D%t decay channel,
where for zp < 0.5 only continuum data (y/s = 10.52 GeV, no decays of B mesons)
were used and for z, > 0.5 a weighted average of continuum and “on resonance”
data (y/s = 10.58 GeV) was used. The beauty component in the “on resonance” data
is for x, > 0.5 strongly suppressed. The data are not corrected for QED radiation
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Figure 7.5: Comparison of data measured by BELLE and the prediction of the
PYTHIA model with the Peterson fragmentation parameter ¢ = 0.032.

effects, and therefore we use a radiative MC simulation for the x? comparison. The
comparison of the BELLE data with the MC prediction based on a near-to-optimal
parameter value of ¢ = 0.032 is shown in figure 7.5. In order to fit the fragmentation
parameter, values of x? are calculated® with respect to the measured data for MC
predictions with different € and a parabola is fitted to the x? points close to the
observed x? minimum. The total measurement errors (statistical and systematic)
are taken into account and are considered as uncorrelated; the information about
correlations being not available. The ¢ corresponding to the minimum is considered
to be the optimal fragmentation parameter, and the spread in ¢ leading to the
variation of 2 by 1 is considered as 1o error. The obtained results are

e = 0.0316 = 0.0006

and

X2 /n.d.f. = 148.95/45 = 3.31.

The important statistics accumulated by BELLE and the small statistical errors
resulting from it reflect in both, the small uncertainty of the extracted parameter and
a rather bad value of x?/n.d.f.. The latter suggests that the Peterson parametriza-
tion and the MC model are not able to provide an adequate description of these
precise data.

The BELLE collaboration using their MC model obtained ¢ = 0.054 for the
Peterson parameter; this result and the value x2. /n.d.f. = 55.6 suggest that the
higher excited charm states were not included in their MC simulation, in contrast to

our study.



7.3. RESULTS FROM Et*E~ EXPERIMENTS 125

(2} - - — .
T oo
5 = - -+ data (ALEPH)
E "E gk L= pymria
= oo e e -
3 g M
E 0.003 |- ]
A g -+ L im
— 00025 = vindea i bl e e Tl
L
0.002
(=] E )
.T 0015 |- [
'_dJ o
2 o
2 c
z°' 0.0005 |
T :
% b1 02 03 04 05 06 07 08 09 +1
Xg (D*)

Figure 7.6: Comparison of data measured by ALEPH and the prediction of the
PYTHIA model with the Peterson fragmentation parameter ¢ = 0.042.

ALEPH

The ALEPH measurement differs significantly from the BELLE one in several points.
Unlike BELLE, the ALEPH collaboration uses the fractional energy xp as the ob-
servable quantity (see section 3.3), the accumulated statistics is much smaller and the
higher CMS energy entails more background. An important fraction of D* mesons
comes from decays of beauty hadrons and a non-negligible fraction originates from
charm quarks that are created in the splitting of a perturbative gluon into a cc pair.
Although the last case involves genuine charm quark fragmentation into D* mesons,
these processes are regarded as background, since the observable xg is constructed
to reflect the expectation coming from the lowest-order c¢ production diagram (see
figure 3.5) and the splitting of a perturbative gluon involves higher order diagrams.

The ALEPH data were analyzed in a similar way to the BELLE data. We used
PYTHIA in the ete” — c¢¢ — D*X mode. We are able to reproduce the shape
of the xg spectra for both, D*s coming from direct ¢¢ production and D*s from
gluon splitting. The relative normalization of these distributions is different from
the one observed in ALEPH data, but this can be explained by the fact that our
simulation does not include the production of light flavors with gluon radiation, i.e.
other gluon splitting processes such as ee”™ — ¢qqg — qggcc — D*X, which are
present in the data. So, comparing the ALEPH and PYTHIA zg-spectra for the
direct c¢ production, we determined the optimal Peterson fragmentation parameter
using the y? method for non-empty bins

e =0.042 £ 0.003

and

X2 /n.d.f. = 13.26/17 = 0.78.

°In the x? calculation only the bins with non-zero content are taken into account.
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Figure 7.7: Summary of the results for the Peterson and the Kartvelishvili frag-
mentation parameter. Shown are the parameters extracted in this analysis from the
HERA II data, the parameters from the HERA I data and from the data published
by BELLE and ALEPH.

The data and the MC distribution produced with the fitted parameter, are shown in
figure 7.6.

The ALEPH measurement lead to a better value of x?/n.d.f. than the BELLE
results. In addition, one observes that the BELLE and the ALEPH values for the
fragmentation parameter are not consistent (~ 3.5 o) suggesting that even within
ete” experiments charm fragmentation is, at least for the Lund String model and
the Peterson parametrization, not completely understood.

7.4 Comparison of Results and Conclusions

7.4.1 QObservations

The results from this work together with the most recent results from the HERA 1
analysis [80] are summarized in figure 7.7.

Concerning the Peterson parameter, one observes good agreement for the values
extracted using the z;; and z}(f:rtn) method for both, the HERA I and HERA II running
periods. These results are roughly consistent with the result obtained from the
BELLE data, a deviation of 2.58 ¢ is observed for the result obtained by the P

hem

method used in combination with CASCADE in HERA II. The parameters deviating
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significantly from those extracted via zj and z}(ﬁf in HERA II are the ones using
Zhem and the one from the ALEPH data. The results based on ze, suggest a harder
fragmentation, the result extracted from ALEPH data a softer one.

For the extracted Kartvelishvili fragmentation parameter one observes a similar
behavior. The parameters from zje; and z}(f;tn) for HERA I and HERA II agree rea-
sonably well with each other, the ones from z,.,, indicate a preference for a harder
fragmentation.

For both parametrizations, results from HERA I exploiting the 2., observable
and using an unfolding with a response matrix are not available. However, results
based on the bin-by-bin procedure exist [66] as well as results obtained with matrix
unfolding and based on the 2y, observable reconstructed for events with no D* jet
only [80]. These results confirm the discrepancy between parameters from the zpen
and zje; methods.

The observed features of the presented results can be summarized as follows

e The results based on the zj and z}(f;tn) observables are consistent and both are

inconsistent with the results based on zpen,. For both fragmentation parameters
the zpem method suggests a harder fragmentation function.

e The results obtained with two different MC models (RAPGAP and CAS-
CADE) are consistent.

e The results from the HERA I analysis are consistent with the HERA 1II re-
sults obtained in this analysis, the HERA II results having smaller total errors
(mainly driven by smaller statistical errors).

e In case of the Peterson fragmentation parameter, the results from the two
ete~experiments differ from each other by~ 3.5¢, a discrepancy which has been
seen also by other authors |81]. The result extracted from the BELLE mea-
surement, which is based on larger statistics and less background (no beauty
decays, no gluon splitting) is roughly consistent with our zje and z}(ffrzl) results.

e The x?/n.d.f is acceptable for most HERA 1II results, it tends to be somewhat
smaller for the Kartvelishvili parametrization than for the Peterson parametriza-
tion. The x?/n.d.f is rather large for the BELLE fit and suggests that the Lund
String model with the Peterson function is not able to provide an adequate de-
scription of the precise data of BELLE.

7.4.2 Interpretation of Results

The most important observations with respect to possible interpretations are the
independence (or small dependence) of the obtained results on the model of parton
evolution (DGLAP vs. CCFM) and also on the running period and analysis (HERA I
vs. HERA II, analyzed independently). The existing discrepancy between the results
from the 2y, and z}(ﬁf methods (the latter being consistent with the zj; result) is
presumably coming from a different event selection (events with jet only vs. all
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events) and indicates that the observed difference in parameters extracted via zpem
and zjy does not originate in the different definitions of the observables but rather
in the physics of the events. The z}(feerzl) and zj-based results correspond to events
significantly above the charm production threshold where enough energy is available
for a jet with E7 > 3GeV. One further observes that the HERA “jet” results are (in
most cases) consistent with the value extracted from the BELLE data, the BELLE
experiment having a CMS energy comparable with the average CMS energy of the
photon-gluon system in BGF events entering the z}(fecil) and zj; distributions®.

Taking these considerations into account, the most plausible interpretation of the
obtained results is the inadequacy of existing models” in describing charm fragmen-
tation over the whole range of production energies. Using the Lund String model
with the Peterson or Kartvelishvili parametrization of the fragmentation function,
the data suggest harder fragmentation near the production threshold and softer frag-
mentation for higher energies. The result derived from the ALEPH data fits well
into this picture: the ALEPH data correspond to the highest CMS energy, and they
lead to the softest fragmentation function. One should also notice that the HERA
IT data show a slight preference for the Kartvelishvili parametrization.

The discrepancy between the values derived from the ALEPH and BELLE data
is of the same order as the discrepancy between parameters extracted via zyen and
via z}(ffrzl) and zje. Thus the question of fragmentation universality is obscured by
inconsistencies within data having the same particles in the initial state and cannot
be addressed easily. Taking “our” BELLE result at face value and comparing it
with “our” ALEPH result, one would conclude that within the PYTHIA model we
do not find universality. The agreement between the z}(feerzl) and zj-based results
and the parameter extracted from the BELLE data suggests that, at least for the
corresponding charm production energies and for the used models, the assumption of
fragmentation universality is valid. However, it is difficult to analyze the universality
issue for a model that seems not to describe the data of same types at different charm
production energies.

The possible causes of the inadequacy of the models to describe the range in
/3. might be clarified by further theoretical work; investigating of more appropriate
parametrizations of the fragmentation function, analysis of different fragmentation
models or study the validity of the factorization theorem for charm production in
deep-inelastic ep collisions.

6The charm production energy is \/(8.z) ~ 10 GeV for events with jet and \/(3.z) ~ 8 GeV for
all events (with and without a jet).

"By model we understand the Lund string model together with the Peterson or Kartvelishvili
fragmentation function.
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Summary and Outlook

In this work the fragmentation of the charm quark into D** mesons in deep-inelastic
electron-proton collisions was studied. The data were taken by the H1 detector
during the years 2004 - 2007 (HERA II running period), exploiting the beams of the

HERA collider. We defined three observables quantities (2jet, Zhem and z}(ljeeril)) which
are sensitive to the fragmentation process and measured the normalized differential
D** production cross sections for these observables in the visible range defined by
the phase space requirements Q* > 5 GeV?, 0.05 < y < 0.6, by the cuts on the
D* meson 1.5 GeV < pr(D*) < 15.0 GeV, |n(D*)| < 1.5, and additionally for zje
and 20 by Ep(D* jet) > 3.0 GeV. The RAPGAP and CASCADE Monte Carlo
models were used in combination with a method of regularized unfolding to correct
the measured data for detector effects. The measured cross sections, together with
their statistical and systematic errors, are visualized in figure 7.1 and the numerical
values can be found in table 7.2.

The Lund String fragmentation model was used to extract the optimal fragmen-
tation parameters for the Peterson and Kartvelishvili parametrizations of the frag-
mentation function. For that purpose two Monte Carlo generators (RAPGAP and
CASCADE) with different parton evolutions were used, both generators being inter-
faced with PYTHIA 6.2, where the Lund String fragmentation is implemented. The
corrected data were compared to predictions of the models using different values for
the fragmentation parameter and, using a x? method with a full covariance matrix,
we extracted optimal fragmentation parameters for the three observables. In total 12
values for fragmentation parameter were extracted (for 2 models, 2 parametrizations
and 3 observables). The results are summarized in table 7.3.

In order to check the universality of the charm fragmentation function with the
model under our control we analyzed the data published by the BELLE and ALEPH
collaborations. Using the PYTHIA 6.2 program in the e*e™ mode, but otherwise
with parameter setting for the analysis of our ep data, we fitted the fragmentation
parameter for the Peterson parametrization.

All results are summarized in figure 7.7. Their comparison suggests that charm
fragmentation is not fully understood yet, neither when comparing the ete™ results
with ep results, nor when comparing results for different observables or experiments
based on data with the same initial state. In the case of electron-proton deep-inelastic

129
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collisions, the zyen observable suggest a harder fragmentation than what is found
when studying the zj; and z}(f(f;) distributions, the two latter being consistent with
each other. In the case of eTe™ annihilation, the fragmentation parameters extracted
from BELLE and ALEPH data are not consistent; this discrepancy has been observed
also by other authors |81]. The ALEPH data prefer a softer fragmentation than what
is obtained from the BELLE data.

The fact that the results are consistent for different parton evolution models
(DGLAP in RAPGAP, CCFM in CASCADE) and also for different running periods
(HERA II analyzed here, HERA T analyzed in [80]) suggests that the discrepancies
in results might originate from the description of the fragmentation itself. It seems
that the Lund String model with the Peterson or Kartvelishvili parametrization of
the fragmentation function is unable to describe consistently both, the physics near
the charm production threshold (sensitiveness of the zp, observable) and processes
away from the threshold (zje, and z}(ﬁf - requiring a jet with Er > 3 GeV), since
a dependence of the extracted fragmentation parameter on the charm production
energy is observed. The result deduced from the ALEPH data, the data with the
highest CMS energy we have investigated, fits well into this picture and predicts the
softest fragmentation function.

It is difficult to unambiguously address the question of fragmentation universality
when inconsistencies are observed within the data having the same particles in the
initial state. However, if we restrict our attention to the BELLE result only and the
results obtained via the zje and z}(ljeerzl) methods, where the charm production energies
are comparable (~ 10 GeV), then we observe agreement. This suggests that in this
domain fragmentation universality is, in the context of the tested model, observed.

The present knowledge of charm fragmentation and its universality can be im-
proved. Concerning the H1 data, some room for further improvements and fine-
tuning remains especially with respect to systematic errors, but since the data taking
at HERA is over, the presented results are expected to be final or near-to-final. The
latter is true only on condition that further efforts will be invested into the study
of charm fragmentation in H1. Possible future steps could be the usage of the F'T'T
simulation in the Monte Carlo programs, the use of improved track reconstruction
methods and detector calibrations. One could also produce a fully inclusive Monte
Carlo sample in order to improve the understanding of the D* signal extraction. And
exploit new Monte Carlo generators with NLO matrix elements and parton showers
that should become available soon.

From the theory point of view, further efforts could be made in the investigation
of the validity of the factorization theorem, fragmentation universality and in the
study of parametrizations of fragmentation functions or, eventually, in the study of
new fragmentation models.
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(Jet)

Trigger Efficiencies in z;
Additional Control Plots

and

In this appendix the track trigger efficiencies as a function of zgg as well as additional

control plots are presented which have not been show previously. The control plots
are related to the event variables, detector quantities and D* observables. Like in
section 5.4, the distributions are area-normalized, and the data are compared to the
two MC models - RAPGAP and CASCADE. The data shown correspond to all of
HERA II data.
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Figure A.1: Track trigger efficiencies in zh ) for different run periods. The open

circles (red) correspond to the status before the reweighting, the full markers (black)
to the situation after the reweighting was applied.
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Figure A.2: Two event quantities (electron azimuthal angle, track multiplicity) and
some track-related quantities for all “selected” tracks and for tracks with positive
electric charge.
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Appendix B

Plots of Systematic Errors

In addition to the numbers given in tables 6.1, 6.2 and 6.3, we provide here plots
of correlated systematic errors. The vertical scales of the plots are fixed so that
the uncertainties can be directly compared. The “Relative difference” refers to the
relative difference with respect to the “default” distributions that have been obtained
via unfolding based on a MC model without systematic shifts.
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Figure B.1: Systematic errors related to the electron energy measurement and the
measurement of the electron polar angle.
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Figure B.2: Systematic errors related to the measurement of particle energy loss,
energy of calorimetric clusters and track momenta.
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Appendix C

v2 Fits and Parameter Extraction

The following figures show the (g, x?) and (o, x?) plots used in the parameter extrac-
tion together with the resulting fits and the extracted parameter values. A parabola
with three free parameters was chosen as fitting function; the fit determines the x?
minimum and the symmetric uncertainties. The fit was performed only to the five
points with the lowest 2, fitting a bigger range in many cases leads to a biased
determination of the y? minimum.
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Figure C.1: 2 plots and corresponding parabola fits used in the extraction of the
Peterson fragmentation parameters for different MC models and observables.
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