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Abstract

In this thesis, the compactification of heterotic supergravity on six-dimensional mani-

folds with SU(2) and SU(3) structure is studied. For the SU(2)-structure backgrounds, the

spectrum and the bosonic action of the effective theory in four dimensions are obtained. The

results are gauged versions of the ungauged N = 2 supergravity obtained after compactifi-

cation on K3×T 2. The gauge algebra and the Killing prepotentials are also computed. For

the SU(3)-structure backgrounds, the couplings of the resulting N = 1 supergravity are

computed by reducing terms in the heterotic supergravity action involving fermionic fields,

and are further checked by computing the supersymmetry variations of the fermions.

Zussamenfassung

In dieser Dissertation wird die Kompaktifizierung der heterotischen Supergravitation

auf sechsdimensionalen Mannigfaltigkeiten mit SU(2)- und SU(3)-Struktur untersucht. Für

die SU(2)-Struktur-Hintergründe erhalten wir das Spektrum und die bosonische Wirkung

der effektiven Theorie. Die Ergebnisse sind geeichte Versionen von der ungeeichten N = 2-

Supergravitation, die man aus der Kompaktifizierung auf K3× T 2 erhält. Die Eichalgebra

und die Killing-Präpotentiale werden auch berechnet. Für die SU(3)-Struktur-Hintergründe

werden die Kopplungen der resultierenden N = 1-Supergravitation aus der Reduktion

fermionischer Terme in der Wirkung der heterotischen Supergravitation berechnet. Diese

werden durch die Berechnung der Supersymmetrie-Variationen der Fermionen verifiziert.
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Chapter 1

Introduction

ageOmetrhtos mhdeis eisitO

Reducing all diverse, perceptible phenomena to one unique, fundamental principle has

been a paradigm of Western reasoning –an obsession even– since at least the time of the

Greeks. From the atomistic ideas of Leucippus and Democritus in around 400 BC to the

Standard Model of Particle Physics in the 20th century, the principle known as Occam’s

razor or lex parsimoniae is perfectly recognizable as a most successful ‘prejudice’ underlying

the quest for an explanation of the physical world.

The Standard Model of Particle Physics is undoubtedly a major achievement in attaining

that paradigm. It describes the strong interaction of quarks and the electroweak interaction

of leptons and quarks according to the single scheme of Yang-Mills or non-Abelian gauge

theory. Its predictions have been tested to astonishing accuracy in numerous experiments

up to the TeV scale. However, in spite of its tremendous success there are also reasons

why the Standard Model can not be the ultimate story. First of all, it comes with an

uncomfortably large number of free parameters in the form of Yukawa couplings, mixing

angles, parameters of the Higgs potential and vacuum expectation value of the Higgs field.

Not to mention the existence of hierarchy and naturalness problems concerning the values

of these parameters! In an attempt to solve some of these problems, supersymmetry has

been invoked. It is a symmetry relating bosons and fermions and it roughly doubles the

matter content of the Standard Model in its minimal version [1]. Nevertheless, simply

adding superpartners to the particle content of the Standard Model still leaves us with the

plethora of free parameters.

But more importantly, gravity is absent in the Standard Model. The gravitational

force is successfully described on large scales by the General Theory of Relativity, but

when quantum effects are expected to play a role, as happens for example when trying to

understand black holes or the Big Bang itself, amending this classical theory is inevitable

[2]. Reconciling though the assumption made by this theory of a dynamical but otherwise

smooth spacetime with the uncertainty principle of Quantum Mechanics at sub-Planckian

7



8 1: Introduction

scales has proven a very difficult puzzle. More technically stated: in quantizing gravity it

is very difficult to avoid divergences, and a renormalizable quantum field theory based on

Einsten’s gravity theory seems to be very difficult to write down.∗

String Theory [3–5] claims that the physical world is composed not of point-like par-

ticles but of tiny vibrating strings. Being unidimensional in space, these strings possess a

richer structure than zero-dimensional objects, and one can assume that all the elementary

particles known as such so far (leptons, quarks and bosons mediating interactions) are but

this unique type of string vibrating in different fashions. In other words, particle flavor is

traded for vibration mode of a single object: the string. Certainly an idea of which the

aforementioned Democritus would have been delighted to get to know.

Although historically its first motivation was a different one, String Theory has proven

to be able to deal in a very clean, often miraculous way with the puzzle of quantum gravity.

With a minimum of assumptions, it manages to give us gauge interactions and gravity in a

very natural, unified way and almost for free. There are indeed spin-2 massless excitations

of the closed string that one can not fail to identify with the graviton. The nonlocal nature

of string interactions (they interact by joining and splitting) intuitively explains how the

short-distance singularities of point-particle interactions can be avoided. Moreover, String

Theory natively incorporates supersymmetry, since the only known consistent string theories

happen to be supersymmetric. The bosonic massless excitations for each of these theories

consist universally of the graviton, a scalar named dilaton and the Neveu-Schwarz two-form,

and additionally there are some number of antisymmetric tensors or p-form fields depending

on the theory. The dynamics of these fields is described by a supergravity theory, i.e. a

field theory with local supersymmetry. Another expression of its ‘economy’ is that String

Theory contains only one free parameter, namely the string length or its inverse, the string

tension, since the string coupling constant is fixed by the vacuum expectation value of the

dilaton field.

However, our understanding of String Theory is far from being complete. The five

consistent superstring theories (Type I, Type IIA, Type IIB and Heterotic with gauge

group SO(32) or E8×E8) are known to be interrelated by dualities, some of which are

nonperturbative in nature (see Figure 1.1). Since a nonperturbative control over String

Theory is missing, those dualities remain conjectural, though they have proven to apply on

the few situations where calculations are under control. Nowadays it is believed that all five

superstring theories are like tips of a big iceberg called M-theory [6]. The latter is largely

unknown, though at low energies it becomes eleven-dimensional supergravity coupled to a

three-form field.

It turns out that the superstring moves consistently on a flat spacetime background

only in ten dimensions and not in the four of the observable world. One possible way

out of this dilemma is to take the six dimensions in excess to be curled up into a com-

∗This would change if the hope for finiteness of N = 8 supergravity in four dimensions proves right.
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Figure 1.1: Web of superstring theories. Here Ω is an orientifold projection, T is perturbative

T-duality, S is nonperturbative strong/weak duality and S1 (S1/Z2) denotes compacti-

fication on S1 (S1/Z2).

pact six-dimensional space Y a là Kaluza-Klein [7, 8]. In other words, the theory must be

compactified to four dimensions. Demanding that at least some of the supersymmetry of

the superstring survives the dimensional reduction imposes constraints on Y. Considering

backgrounds where all the p-form fields are set to zero, and requiring that the vacuum be

supersymmetric, leads to the existence on Y of a global spinor that is covariantly constant

with respect to the Levi-Civita connection. This preserves the minimal amount of super-

symmetry in four-dimensions and is equivalent to choosing Y as a manifold with SU(3)

holonomy or Calabi-Yau space [9–11]. The compactification ansatz then consists of an

expansion of the ten-dimensional fields in harmonic forms on Y.

The compactification of the low energy supergravity corresponding to, say, the heterotic

string on a Calabi-Yau leads to an N = 1 supergravity in four dimensions [9, 12]. If even

more supersymmetry is to be preserved, one must increase the number of global covariantly

constant spinors on Y. The existence of two of these spinors imposes stronger restrictions

on Y. In this case, the manifold must have SU(2) holonomy and can only be the product

manifold K3 × T 2 [13]. As a result, an N = 2 supergravity in four dimensions is obtained

(see [14, 15] and references therein).

Calabi-Yau compactifications come though with a serious drawback: the moduli prob-

lem. The parameters or moduli defining, for example, the size and shape of the Calabi-Yau

may vary from point to point in four-dimensional spacetime. They therefore appear as

scalar fields in the effective four-dimensional theory. But there is no potential in the effec-

tive action for these fields and their values remain undetermined. More importantly, a flat

potential corresponds to massless scalars or moduli, and these typically have a measurable

effect on the gravitational force. No such effect has been detected. A flat potential also

spoils the predictive power of the theory. Something must therefore be done to generate a
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potential that stabilizes these fields at some specific values. There are several mechanisms

that can be implemented to give masses to the moduli. Some of them are nonperturba-

tive, either at string level like instanton corrections or at four-dimensional level like gaugino

condensation, but here a different sort of mechanism is analyzed.

1.1 Fluxes and torsion

One possibility that has been devised to overcome the moduli problem is to turn on p-form

fluxes on the internal manifold [16–19]. In all string theories, there is at least one of these

p-forms, namely the Neveu-Schwarz two-form. In Type II theories there are additionally

the Ramond-Ramond p-forms, with odd p for IIA and even p for IIB. In the heterotic string

one has a one-form or gauge field in the adjoint of either SO(32) or E8 × E8. The idea is

intuitively simple, and it is to consider a background where the field strengths for these

p-form fields take a nonzero value giving a net contribution when integrated over (p + 1)-

cycles of the internal manifold. Of course, there are restrictions on the possible values of

these fluxes. In particular, fluxes contribute a positive energy that must be compensated

by introducing negative-tension sources like orientifold planes in Type II theories. Enough

freedom is nevertheless left as to render the approach very fruitful. The energy contained

in the flux certainly depends on the size and shape of the internal manifold and therefore

the fluxes can in principle stabilize the moduli by generating a potential.

The conditions for a supersymmetric vacuum are modified in the presence of backgrounds

fluxes. In this case, the global spinors on the internal manifold must be covariantly constant

with respect to a connection that has a nonvanishing torsion [20]. Physically, the torsion

is the backreaction of the geometry to the presence of fluxes. This leads to the idea of

relaxing the special holonomy condition on Y and demanding no more than the existence

of global nowhere-vanishing spinors. The existence of these spinors imposes restrictions

on the possible manifolds Y. It can be shown that it implies a reduction of the structure

group of the manifold. For a generic six-dimensional manifold, the bundle of all possible

orthonormal frames has structure group SO(6), since these are the transformations that

preserve orthonormality. If a subbundle thereof can be constructed having the same fiber,

but with transition functions taking values on a subgroup G ⊂ SO(6), one is in presence of

reduced-structure or G-structure manifolds [21–23]. Special-holonomy manifolds or Calabi-

Yau spaces are then a particular case of reduced-structure manifolds where the torsion

happens to vanish. Compactifications of the heterotic string on these so-called generalized

Calabi-Yau spaces have been studied, for example, in [24–31].

As already mentioned, the compactification ansatz for the case of special holonomy or

Calabi-Yau spaces consists of an expansion in the harmonic forms of the manifold. The G-

structure manifolds are also characterized by a finite set of forms that lead to light modes

after a dimensional reduction [32]. These forms are in general not harmonic, and in fact their
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exterior differentials are a measure of the torsion and therefore of how much the manifold

deviates from special holonomy.

At the level of the effective action, both fluxes and torsion can be considered indepen-

dently. Only the conditions for a supersymmetric vacuum tie them together [33]. But fluxes

and torsion are analogous in other senses, which explains the name of ‘geometric flux’ given

to torsion. The compactification of Type IIA on a Calabi-Yau threefold has long been

conjectured to be nonperturbatively dual to Heterotic on K3 × T 2 [34]. It has also been

conjectured that this duality can be extended to the case where fluxes are turned on along

K3× T 2 on Heterotic’s side. The dual is identified as Type IIA compactified on a manifold

with SU(3)-structure (see [35] and references therein). So flux and torsion can be related

by duality.

The effect on the low-dimensional theory of turning on fluxes and/or torsion is generically

the gauging of isometries of the manifold spanned by the scalars of the ungauged theory

[36]. Local supersymmetry dictates that such gauging be accompanied by the generation of

a potential for the corresponding scalar fields [37]. As already mentioned, it is in this way

that flux compactifications circumvent the moduli problem [38]. The flux parameters show

up in the effective action as charges and masses for the scalars fields and in the structure

constants of the gauge algebra.

1.2 Outline of the thesis

In this thesis, the compactification of heterotic low-energy supergravity on backgrounds

with reduced structure group is studied. In particular, backgrounds with SU(2) and SU(3)

structure are considered. In order to set the stage, the compactification of heterotic super-

gravity on K3 × T 2 is reproduced in Chapter 2. Some background material is given, like

heterotic supergravity in Section 2.1 and a description of the manifolds K3 and T 2 together

with their moduli spaces in Section 2.2. The philosophy behind dimensional reduction and

the derivation of the effective action after compactification on K3 × T 2 is discussed in Sec-

tion 2.3. As already mentioned, this is an N = 2 supergravity in four dimensions coupled

to a number of vector- and hypermultiplets.

Chapter 3 is devoted to the compactification of heterotic supergravity on SU(2)-structure

backgrounds. A characterization of manifolds with SU(2) structure in six dimensions is

given in Section 3.1. The moduli space of these structures is discussed in Section 3.1.1

and an ansatz is constructed in Section 3.1.2 by expanding the exterior differential of the

forms characterizing the SU(2) structure in terms of the forms themselves and imposing

some consistency conditions [39, 40]. Two complementary cases are distinguished. The

first can be realized by considering a K3 fibration over a torus base. The derivation of

the corresponding effective action is performed in Section 3.2. The second case is more

complicated in that some twisting is performed on the torus part. It was chosen to term
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this case ‘K3 fibration over a twisted torus’, although a twisted two-torus does not exist

as a global manifold. Actually, this case can be made sense of as a Scherk-Schwarz type

reduction on a K3× S1 fibration over a circle and is discussed in Section 3.3. The effective

action is obtained and again the spectrum and the moduli space is as in Chapter 2. In the

end, it is argued that the effective theory for the general case is just a sum of the results for

the two complementary cases discussed. The computation of the Killing prepotentials and

the gauge algebra of the effective theory is performed in Section 3.4, where the consistency

of the obtained effective Lagrangian with the general structure of N = 2 supergravity is

also checked. Ref. [41] is the result of this effort.

Chapter 4 deals with the compactification of heterotic supergravity on SU(3)-structure

backgrounds. The bosonic part of this analysis has been already performed in the literature

and the result of the reduction is an effective gauged N = 1 supergravity [11, 42–44]. Here

a different approach is followed, focusing on the fermionic terms of the action. The analysis

completes the one already presented in [45]. Six-dimensional manifolds with SU(3) structure

are discussed in Section 4.1. The results for the reduction of the bosonic sector are briefly

recalled in Section 4.2.1, while the fermionic spectrum and the reduction of the kinetic

terms for the fermions are discussed in Section 4.2.2. The computation of the gravitino

mass term and the F -terms is performed in Section 4.2.3 and the D-term is computed in

Section 4.2.4. Finally, the supersymmetry variations of fermionic fields and the conditions

for a supersymmetric vacuum are analyzed in Section 4.3. These results have appeared

in [46].

Some useful material is provided in several appendices. In Appendix A, the structure of

N = 1 and N = 2 supergravity in four dimensions is presented. Appendix B provides the

derivation of the line element in the space of four-dimensional metrics related to the SU(2)

structure in terms of the variations of moduli fields. Finally, the concept of almost product

structure is discussed in Appendix C.

1.3 Brief comment on notation

Indices M,N, . . . label ten-dimensional coordinates xM and indices µ, ν, . . . denote four-

dimensional spacetime coordinates xµ. The internal six-dimensional coordinates are denoted

by ya and are eventually split as two coordinates zi and four coordinates ym.

The rank of a form is sometimes shown as a subindex, e.g. Ap denotes a p-form. When p

takes a specific value, it is written in italics as in A1 or B2 . This is in order not to confuse,

for example, the one-form A1 = AMdxM with its component A1, i.e. AM for M = 1.

The following shorthands are used throughout the thesis to denote integration of a scalar

function f over an n-dimensional manifold M, compact or not,
∫

n
f(x) ≡

∫

M
f(x) =

∫

M
f(x)voln =

∫

dnx
√

|gn|f(x) . (1.1)
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Here, voln =
√

|gn|dx1 ∧ · · · ∧ dxn is the volume form on M and gn is the determinant of

the metric. This makes implicit the invariant measure of integration and allows to write

the volume of a compact M simply as
∫

M 1.

In order to avoid confusion, sometimes indices are replaced by the quantity they label.

For example, the Killing vectors kp
I in the covariant derivative Dµv

p = ∂µv
p + kp

IAI
µ, where

the index p refer to the vector multiplet scalars vp and the index I counts the vectors AI
µ,

are written as kvp

AI .
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Chapter 2

Heterotic compactification on K3 × T 2

aei o Teos geOmetrei

In this Chapter, the dimensional reduction of heterotic supergravity on the product

manifold K3 × T 2 is discussed in some detail based on [15, 47]. Heterotic supergravity, or

in other words the low-energy limit of the heterotic string, is introduced in Section 2.1,

while the relevant properties of the product manifold K3× T 2 are discussed in Section 2.2.

The compactification procedure is briefly described in Section 2.3, and the four-dimensional

spectrum and effective action are computed. Although this is known material, it sets the

stage for the developments of Chapter 3.

2.1 Heterotic supergravity

Heterotic ten-dimensional supergravity describes the dynamics of the massless degrees of

freedom of the heterotic string [4]. These massless modes are organized in multiplets of

N = 1 local supersymmetry in ten dimensions. Concretely, there is the gravitational

multiplet and 496 vector multiplets transforming in the adjoint representation of either the

gauge group E8 ×E8 or SO(32). The case E8 ×E8 will be assumed for concreteness in what

follows.

The bosonic fields in the gravitational multiplet are the ten-dimensional metric gMN ,

the Neveu-Schwarz two-form B2 = 1
2BMN dxM ∧ dxN and the dilaton Φ. Additionally,

there are Yang-Mills fields Aa

M sitting in vector multiplets, where the index a labels the

adjoint representation of E8 × E8. As for the fermions, there is a left-handed gravitino ψM

and a right-handed dilatino λ sitting in the gravitational multiplet, and there are also left-

handed gauginos χa, the fermionic superpartners of the gauge vectors. The matrix-valued

one-form Aa

M tadx
M can be denoted by A1 , where the matrices ta are the generators of the

algebra of E8 × E8 in the adjoint representation. Analogously, it can be written χ = χata.

The trace on this adjoint is represented by Tr.

15
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The action Shet governing the dynamics of these fields can be split in three parts as [48]

Shet = Sb + Sf + Sint , (2.1)

where Sb involves only bosonic fields, Sf represents the kinetic terms for the fermions and

Sint contains all the interaction terms. The first part is given by the expression

Sb = 1
2

∫

10
e−Φ

(

R10 + ∂MΦ∂MΦ − 1
4TrFMNF

MN − 1
12HMNPH

MNP
)

. (2.2)

The first term in this action contains the Ricci scalar R10 for the ten-dimensional metric

gMN and the prefactor e−Φ makes clear that the action is written in string frame. The

two-form F2 = 1
2FMN dxM ∧ dxN is the field strength for the gauge potential A1 and is

defined as

F2 = dA1 + [A1 , A1 ] . (2.3)

There is also the three-form H3 = 1
3!HMNP dxM ∧ dxN ∧ dxP , denoting the field strength

of the NS two-form B2 . It is defined according to

H3 = dB2 + ωYM − ωL , (2.4)

where ωYM and ωL are Chern-Simons three-forms related to the Yang-Mills potential A1

and the Lorentzian spin connection ω1 , respectively, and are given by the expressions

ωYM = Tr (A1 ∧ F2 − 1
3A1 ∧A1 ∧A1 ) ,

ωL = tr (ω1 ∧R2 − 1
3ω1 ∧ ω1 ∧ ω1 ) .

(2.5)

In the last expression, R2 = dω1 +[ω1 , ω1 ] denotes the curvature two-form or field strength

of the spin connection. The inclusion of these forms in the definition of H3 is dictated by

the necessity of cancellation of gravitational and mixed anomalies [3].

On the other hand, the kinetic terms of the fermionic degrees of freedom have the form

Sf = −
∫

10
e−Φ

(

ψ̄MΓMNPDNψP + λ̄ΓMDMλ+ Tr χ̄ΓMDMχ
)

. (2.6)

In this expression, the derivatives DM = ∂M + · · · include terms that depend on the bosonic

fields. The matrices ΓM satisfy the Clifford algebra {ΓM ,ΓN} = 2gMN1 in ten dimensions

and ΓMN ··· denote antisymmetrized products thereof.

Finally, all the interaction terms are collected in the action

Sint = −
∫

10
e−Φ

[

1√
2
∂NΦ(ψ̄MΓNΓMλ) − Tr (FMN χ̄)ΓQΓMN (ψQ +

√
2

12 ΓQλ)

+ 1
12HMNP

(

ψ̄QΓQMNPRψR + 6ψ̄MΓNψP

−
√

2ψ̄QΓMNP ΓQλ+ Tr χ̄ΓMNPχ
)

+ · · ·
]

.

(2.7)
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where the dots stand for terms quartic in fermionic fields that will not be needed here.

The action Shet is locally supersymmetric. In other words, it is invariant with respect

to local supersymmetry variations of the fields involved. The supersymmetry variation for

a generic field Ψ is parametrized by an infinitesimal left-handed spinor ε and takes the

form [1]

δεΨ = [ε̄Q,Ψ] , (2.8)

where the supercharges Q form a 16 or Majorana-Weyl spinor representation of the Lorentz

group and satisfy the anticommutation relations {Qα, Q̄β} = 2PM (ΓM )αβ , with PM the

ten-dimensional momentum operator. The variations of the fermions ψµ, λ and χ are given

by [48]

δεψM = DMε+ 1
96HNPQ(ΓM

NPQ − 9δN
MΓPQ)ε ,

δελ =
√

2
48 HMNP ΓMNP ε ,

δεχ = −1
4FMNΓMNε ,

(2.9)

up to terms involving fermionic fields.

2.2 The product manifold K3 × T 2

In this Section, the product manifold K3× T 2 is briefly discussed. Clearly, this amounts to

considering each one of the factors K3 and T 2 separately. Emphasis is made only on those

properties that will be of later use. For a more detailed study of K3 see Ref. [13].

A two-dimensional torus is topologically a product of two circles, T 2 ≃ S1 × S1. It

can be parametrized by introducing two real coordinates zi, i = 1, 2 together with the

identifications zi ∼ zi +1. In consequence, there are two one-cycles C1 and C2 in T 2 defined

as the homology classes of the sets with constant z2 and z1, respectively. The pair of closed

one-forms vi = dzi are dual to the cycles Ci and satisfy

∫

Ci

vj = δij ,

∫

T 2

vi ∧ vj = ǫij , (2.10)

where ǫij = −ǫji with ǫ12 = 1. These forms generate the first integral cohomology of the

torus, i.e. the lattice H1(T 2,Z). The torus is a flat manifold and has trivial holonomy, the

latter meaning that any geometrical object parallelly transported along any closed path

comes back to itself.

On the other hand, K3 is a four-dimensional compact Kähler manifold. This implies

that K3 is complex, meaning that complex coordinates ζα with α = 1, 2 can be defined

on every patch in such a way that the transition functions for every pair of intersecting

patches are holomorphic. Kählerity means that if gαβ̄ is a Hermitian metric on K3 then

the associated Kähler form igαβ̄ dζα ∧ dζ̄β is closed. As for every complex manifold, the
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forms on K3 can be classified by the complex type. The Hodge numbers hp,q counting the

harmonic (p, q)-forms can be arranged in a so-called Hodge diamond. The latter in the case

of K3 looks as follows,

h0,0

h1,0 h0,1

h2,0 h1,1 h0,2

h2,1 h1,2

h2,2

=

1

0 0

1 20 1

0 0

1

. (2.11)

Since h1,0 = h0,1 = 0, there are no global one-forms on K3. This can in fact be considered

one of K3’s defining properties. It also follows from this diamond that the second coho-

mology of K3 is generated by the cohomology classes of h2,0 + h1,1 + h0,2 = 22 harmonic

two-forms ωA.∗

But more than being Kähler, K3 is actually a hyperkähler manifold. This means that

a triplet of complex structures (Ix)m
n with x = 1, 2, 3 and m,n = 1, . . . , 4 can be defined

satisfying

IxIy = −δxy1+ ǫxyzIz . (2.12)

In fact, it can be easily checked that any linear combination

I = aI1 + bI2 + cI3 , a2 + b2 + c2 = 1 , (2.13)

squares to −1, providing K3 with a whole sphere of complex structures. By lowering the

upper index on the complex structures Ix using the metric gmn on K3, a triplet of self-dual

two-forms

Jx
mn = (Ix)m

pgpn (2.14)

is obtained. Since by definition the complex structures are integrable, it follows that the

two-forms Jx are closed. The self-duality condition Jx = ∗Jx then implies that they are

also co-closed, i.e. d∗Jx = 0, and therefore harmonic. Additionally, using Eq. (2.12) the

following relations can be derived,

Jx ∧ Jy = 2δxyvol4 , (2.15)

where vol4 is the volume form of K3.

It can also be shown that with respect to any of the complex structures in Eq. (2.13),

say for definiteness I = I3, the corresponding two-form J3 is of type (1, 1) and is in fact

the Kähler form

J3 = igαβ̄ dζα ∧ dζ̄ β̄ . (2.16)

∗In contrast to this mathematically precise statement, it will be common practice in the rest of the thesis

to speak of forms in the cohomology when in fact either cohomology classes or representative forms thereof

is meant. This should be a harmless abuse of language.
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The remaining combinations J1 ± iJ2 are of type (2, 0) and (0, 2) with respect to I3, re-

spectively. The three two-forms Jx are the only linear combinations of the 22 harmonic

forms ωA that are self-dual. The remaining nineteen combinations are anti-self-dual and of

type (1, 1) with respect to any of the complex structures (2.13).

K3 is the only nontrivial Calabi-Yau twofold,† since it is the only four-dimensional

manifold with SU(2) holonomy. For a generic four-dimensional manifold, the spin group is

the product Spin(4) ≃ SU(2) × SU(2) and the spinor representation is 4 = 2 ⊗ 2′. If the

holonomy group is SU(2), one of the factors 2 or 2′ must be broken according to 2 → 1⊕1,

giving rise to two singlets of the holonomy group. These singlets are actually a spinor

η and its conjugate ηc, since conjugation respects the spinor’s chirality in four Euclidean

dimensions. Being a singlet of the holonomy group, the spinor η must be covariantly

constant with respect to the Levi-Civita connection. Adding the two flat directions of the

torus factor, the existence of two linearly independent and covariantly constant spinors on

K3 × T 2 follows.

2.2.1 Geometric moduli of K3 × T 2

The metric of K3 × T 2 has a block-diagonal structure

ds2 = ds2K3 + ds2T 2 = gmn(y) dymdyn + gij v
ivj , (2.17)

where ym are four real coordinates on K3 and vi = dzi are the torus one-forms introduced

before. The space of all possible K3 × T 2 metrics splits as well,

M
geom
K3×T 2 = M

geom
K3 × M

geom
T 2 , (2.18)

with M
geom
K3 being the space of all gmn(y) or K3 metrics and M

geom
T 2 being the space of

possible metrics gij for the torus factor. These spaces are constructed in the following.

The metric gij contains three moduli, as follows from the number of independent com-

ponents g11, g12 and g22. In order to find the space M
geom
T 2 that they describe, it is useful

to define the ‘zweibeins’ or one-forms ṽi = Ai
jv

j such that

ds2T 2 = ṽiṽi = (ATA)ijv
ivj = gijv

ivj . (2.19)

It is clear from this expression that both A and A′ = OA with O ∈ O(2) correspond to the

same metric gij , since

A′TA′ = ATOTOA = ATA . (2.20)

This eliminates one ‘unphysical’ degree of freedom from the four components of the matrix

A, leaving the right number of moduli. The moduli space M
geom
T 2 of possible T 2 metrics is

therefore given by

M
geom
T 2 =

GL(2)

O(2)
= R

+ × SL(2)

SO(2)
≃ R

+ × SU(1, 1)

U(1)
. (2.21)

†‘Twofold’ refers to the number of complex dimensions.
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The factor R
+ in this expression describes the overall volume.

Nevertheless, there are still some discrete identifications that must be imposed on this

space. It turns out that equivalent metrics are obtained for both A and A′ = AS with

S ∈ SL(2,Z), since in the second case the torus can be reparametrized as zi → Si
jz

j .

These reparametrizations respect the identifications zi ∼ zi + 1, and the redefined one-

forms vi → Si
jv

j span the same two-dimensional lattice H1(T 2,Z). Although it will not be

made explicit in expression (2.21), it will be assumed that this SL(2,Z) subgroup has been

modded out.

For the Ricci-flat metric gmn(y) of the K3 factor, the story is more complicated. In

fact, such metrics are generally unknown, although their existence is guaranteed by Yau’s

theorem. Fortunately, to know the actual form of the metric is not necessary to perform

the Kaluza-Klein reduction on this manifold. As for all Calabi-Yau compactifications, it is

actually enough to find the geometric moduli space M
geom
K3 , together with an expression for

the metric or line element on it in terms of the moduli. In what follows, the moduli space

is derived, while the second task is deferred to Appendix B where actually a more general

case is considered.

A K3 metric is determined by a choice of hyperkähler structure Ix up to an overall

rescaling. Due to Eq. (2.14), this is equivalent to a choice of three self-dual forms Jx on

H2(K3) satisfying (2.15). That this is indeed all one needs for determining the metric can be

intuitively understood, since fixing the dual forms determines the Hodge star operator ∗ and

therefore the metric gmn up to normalization. Rescalings of the metric are then controlled

by the normalization of the forms Jx, as is clear from Eq. (2.14).

All this can be made explicit as follows. Every harmonic two-form ϕ on K3 can be

expanded as ϕ = ϕAω
A with some constants ϕA. A scalar product on H2(K3) can then be

introduced according to

(ϕ,χ) =

∫

K3
ϕ ∧ χ = ϕAη

ABχB , ∀ϕ,χ ∈ H2(K3) , (2.22)

where the intersection matrix ηAB for the two-forms ωA is defined as

ηAB =

∫

K3
ωA ∧ ωB . (2.23)

It can be easily checked that (ϕ, ∗ϕ) > 0 for every form ϕ 6= 0 on a Riemannian manifold.‡

A self-dual form ϕ has thus (ϕ,ϕ) = (ϕ, ∗ϕ) > 0, while an anti-self-dual one has (ϕ,ϕ) =

−(ϕ, ∗ϕ) < 0. Since there are three self-dual two-forms Jx and nineteen anti-self-dual ones

on K3, it is concluded that the metric ηAB has signature (3, 19) and therefore H2(K3) ≃
R

3,19. Integrating Eq. (2.15) over K3 one obtains

(Jx, Jy) = 2δxye−ρ > 0 , (2.24)

‡Here, Riemannian is used in contrast to pseudo-Riemannian.
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where e−ρ denotes the volume of K3. From this equation it is already clear that the moduli

space of four-dimensional hyperkähler structures is given by the choices of positive three-

dimensional hyperplanes in H2(K3) ≃ R
3,19, and that the complete metric moduli space

M
geom
K3 is obtained if additionally an R

+ factor corresponding to the overall volume is

included.

But some way to parametrize this space is needed. Since any closed and self-dual form

is harmonic, the triplet of two-forms Jx can be expanded in the ωA basis as

Jx = e−
1
2
ρξx

Aω
A (2.25)

for some real parameters ξx
A. From this expansion and Eqs. (2.22) and (2.24), it follows

that the possible values of ξx
A are constrained to satisfy§

ηABξx
Aξ

y
B = 2δxy . (2.26)

The parameters ξx
A can be seen as three vectors labeled by the index x living in a 22-

dimensional linear space isomorphic to R
3,19 with metric ηAB . Condition (2.26) then simply

states that these vectors are orthogonal to each other and of norm
√

2 each. They therefore

define a positive three-dimensional hyperplane

H3 = span(ξ1, ξ2, ξ3) ⊂ R
3,19 . (2.27)

Equation (2.26) provides six constraints on the 66 parameters ξx
A. Additionally, it is

seen from the expansion (2.25) that an orthogonal transformation

ξx
A → Rx

yξ
y
A , R ∈ SO(3) (2.28)

leaving the hyperplane (2.27) invariant merely rotates the forms Jx among themselves. This

means that values of the parameters ξx
A related by (2.28) lead essentially to the same hy-

perkähler structure and thus to the same K3 metric. The SO(3) transformation R in (2.28)

leaves Eq. (2.26) invariant, and since it is parametrized by, say, the three Euler angles it

removes three ‘unphysical’ degrees of freedom from the parameters ξx
A. It is concluded that

the number of independent moduli comprised in ξx
A is precisely 66 − 6 − 3 = 57. If the

volume modulus ρ is added, the well-known number of 58 metric moduli for K3 is obtained.

It has been seen that the ‘physical’ values of ξx
A parametrize the space of hyperplanes H3

according to (2.27). This space is obtained by taking the group of isometries of ηAB , or

in other words the group of transformations SO(3, 19) leaving invariant Eq. (2.26), and

dividing it by both the SO(3) in Eq. (2.28) acting within H3 and an SO(19) acting on the

orthogonal hyperplane H19
⊥ defined by

R
3,19 = H3 ⊕H19

⊥ . (2.29)

§It was precisely in order to make this normalization condition and therefore the parameters ξx
A indepen-

dent of ρ that a factor e−
1

2
ρ was included in the expansion (2.25).
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Additionally, an R
+ factor corresponding to the volume modulus ρ must be included. The

moduli space of K3 metrics is therefore given by

M
geom
K3 = R

+ × SO(3, 19)

SO(3) × SO(19)
. (2.30)

But once again, this is still not the whole story, as there are some discrete identifications

that must be imposed on this space. Although it does not affect the counting of the number

of moduli, there is a discrete O(3, 19,Z) freedom in the definition of the harmonic basis.

The reason for this is that the forms

ω′A = ZA
Bω

B , Z ∈ O(3, 19,Z) (2.31)

constitute an equivalent basis of harmonic forms for H2(K3,Z). In other words, two such

sets of forms related by an O(3, 19,Z) matrix Z define the same lattice H2(K3,Z). In view

of Eq. (2.25), this freedom translates into the discrete equivalences

ξx
A ∼ ξx

BZB
A , Z ∈ O(3, 19,Z) (2.32)

for the moduli ξx
A that must be modded out from the expression (2.30). It is precisely

this equivalence relation that will allow to consider nontrivial fibrations of K3 in Chapter 3.

Although the moduli space M
geom
K3 will be written as in Eq. (2.30), the identifications (2.32)

should be implicitly understood.

Another possibility is to parametrize the metrics gmn directly in terms of the action of

the Hodge star operator on two-forms. The Hodge dual of a harmonic form is harmonic as

well, and therefore ∗ωA can be expressed as linear combinations of the ωB themselves. Let

us introduce some numbers MA
B as the matrix elements of the Hodge star operator on the

basis ωA, namely

∗ωA = MA
Bω

B . (2.33)

As already explained, the matrixMA
B together with the volume modulus ρmust completely

determine the metric gmn. Since ∗∗ωA = ωA, it is seen that

MA
CM

C
B = δA

B , (2.34)

and therefore the eigenvalues of MA
B can only be ±1. The +1 (−1) eigenvalues correspond

to the (anti-)self-dual linear combinations of the ωA. By raising the lower index on MA
B

with ηAB , one obtains the symmetric and positive-definite matrix¶

MAB ≡MB
Cη

AC = MB
C

∫

K3
ωA ∧ ωC =

∫

K3
ωA ∧ ∗ωB . (2.35)

¶Actually, it will prove useful to generalize this practice and use ηAB to raise and lower capital Latin

indices.
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Since MA
B contains the same information as the parameters ξx

A, an expression linking

them can be written. Recalling the self-duality condition ∗Jx = Jx and considering the

action of the Hodge star operator on Eq. (2.25), it can be written,

ξx
A∗ωA = ξx

Aω
A

ξx
AM

A
Bω

B = ξx
Aω

A

(ξx
AM

A
B − ξx

B)ωB = 0 .

(2.36)

The forms ωA are linearly independent and thus ξx
AM

A
B = ξx

B. This means that the matrix

MA
B acts as the identity on the hyperplane H3 defined in Eq. (2.27). This result simply

mirrors the fact that the forms Jx span the (+1)-eigenspace of the Hodge star operator

acting on two-forms, as already explained. Clearly, MA
B must act as minus the identity

on the orthogonal subspace H19
⊥ , since the latter corresponds to the 19 anti-self-dual forms.

From Eq. (2.26) it follows that the projection operator onto H3 is given by

PA
B = 1

2η
ACξx

Cξ
x
B . (2.37)

A linear operator MA
B that acts as the identity on H3 and as minus the identity on the

orthogonal subspace H19
⊥ must necessarily be given by‖

MA
B = (+1)PA

B + (−1)(δA
B − PA

B)

= −δA
B + ηACξx

Cξ
x
B

(2.38)

if MAB is to be symmetric. Notice that this expression is indeed invariant under the

orthogonal transformations (2.28), as it should be.

In conclusion, the geometric moduli space of the product manifold K3 × T 2 is given by

the product of the spaces (2.30) and (2.21) corresponding respectively to the factors K3

and T 2. In other words,

M
geom
K3×T 2 = R

+ × SO(3, 19)

SO(3) × SO(19)
× R

+ × SU(1, 1)

SU(1)
. (2.39)

Also, the factor M
geom
K3 can be parametrized by the volume modulus ρ and either the

parameters ξx
A satisfying (2.26) or the matrix MA

B defined by Eq. (2.33). The relation

between these two sets of parameters is given by Eq. (2.38).

2.3 Compactification on K3 × T 2

The starting point of the compactification program is to assume that the ten-dimensional

spacetime is actually a product∗∗

M1,9 = M1,3 × Y (2.40)

‖In this equation, as well as in other similar expressions, summation over the index x is understood.
∗∗The possibility of a warped geometry is therefore left out.
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of an extended four-dimensional spacetime and an ‘internal’ six-dimensional compact man-

ifold Y. Let us denote by xµ the coordinates on Minkowskian spacetime M1,3 and by ya

the six real coordinates on Y. A generic field Φ = Φ(x, y) in ten dimensions depends on all

ten coordinates. Suppose it satisfies an equation

∆10Φ(x, y) = 0 , (2.41)

with a D’Alembertian-like differential operator ∆10. Due to the product structure (2.40),

this operator must split as ∆10 = ∆x + ∆y, where each term acts on the displayed coor-

dinates. Since the manifold Y is compact, the spectrum of the Laplacian-like operator ∆y

will be discrete and positive definite. A set of functions fn(y) on Y thus exists satisfying

∆yfn(y) = m2
nfn(y) , n = 0, 1, 2, . . . . (2.42)

Since this is a complete set, Φ(x, y) can be expanded according to

Φ(x, y) =

∞
∑

n=1

φn(x)fn(y) , (2.43)

with coefficients φn that are functions on M1,3. Inserting this expansion in Eq. (2.41) and

using Eq. (2.42), one obtains

(∆x +m2
n)φn(x) = 0 , n = 0, 1, 2, . . . . (2.44)

This means that each component field φn(x) in four dimensions has a mass mn. It is in

this way that the geometry of the internal manifold shows up as physical parameters in the

four-dimensional world.

If, for example, ∆y is the Laplacian, fn(y) are harmonic functions on Y. In this case,

all eigenvalues mn are of the order of V−1/6
Y or bigger, except for the zero-mode or constant

function fo = 1 which has mo = 0. This illustrates how by making the volume VY of

the internal space small enough one can make all but the fields φo corresponding to the

zero-modes very heavy and therefore negligible in four dimensions. So, if one is interested

in energies much smaller than V−1/6
Y , only the light modes φo(x) need to be kept in the

expansion (2.43). This is the Kaluza-Klein program.

Let us denote by L10[Φ(x, y)] the Lagrangian in ten dimensions, which is a local func-

tional of all ten-dimensional fields Φ(x, y). An effective four-dimensional theory is obtained

by making the substitution

Φ(x, y) ≃ φo(x)fo(y) , (2.45)

or in other words if one truncates the expansion in Eq.(2.43) by disregarding the heavy

modes and then integrates over the six-dimensional internal space Y. The following effective

Lagrangian in four-dimensions is obtained,

L
eff
4 [φo(x)] =

∫

Y
L10[φo(x)fo(y)] , (2.46)
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where g6 is the determinant of the metric gab in Y.

The metric gab(y) is in fact part of the ten-dimensional graviton field. One should

therefore include variations δgab(x, y) among the fields Φ(x, y) as well. This means that

the six-dimensional metric contributes with four-dimensional fields φo given by the metric

moduli parametrizing the class of manifolds Y under consideration.

If the ten-dimensional theory is supersymmetric, the question arises whether or not

part of this supersymmetry is preserved by the compactification. This is the case if a

spinor in ten dimensions have an expansion as in Eq. (2.45), giving thus rise to spinors

in the four-dimensional theory. In other words, one needs spinor ‘zero modes’ ηo in the

internal manifold Y so that, for example, each infinitesimal supersymmetry parameter ε in

ten dimensions can be written as

ε = εo ⊗ ηo + ε̄o ⊗ η̄o , (2.47)

leading to supersymmetry parameters εo in four dimensions. If one starts with a theory

that has N = 1 in ten dimensions, one should obtain an effective theory with N = #ηo,

i.e. as many copies of the N = 1 supersymmetry algebra in four dimensions as there are

internal spinors ηo.

2.3.1 Effective theory

Now this program can be applied to the heterotic string (or rather to heterotic supergravity

as described in Section 2.1) for the case where K3×T 2 is chosen as the internal manifold Y
in the product (2.40). Since there are two linearly independent global spinors in K3 × T 2,

as explained in Section 2.2, this background is expected to preserve 8 supercharges. This

means that as a result of the compactification, a low-energy effective N = 2 supergravity

in four dimensions must be obtained [14].

In this and in the next Chapter, the analysis is restricted to the bosonic sector of heterotic

supergravity. This is the sector involving the metric gMN , the NS two-form B2 and the

Yang-Mills one-form A1 . A compactification ansatz for these fields is written by expanding

in terms of the harmonic one- and two-forms of K3× T 2. As reviewed in Section 2.2, these

are the pair of one-forms vi = dzi on the torus factor and the 22 harmonic two-forms ωA

of K3.

But before actually doing that, let us pause to comment on a consistency condition

that all compactifications of the heterotic string must satisfy. From the definition of the

three-form H3 given in Eq. (2.4), the following Bianchi identity must be satisfied [49],

dH3 = tr (R2 ∧R2 ) − Tr (F2 ∧ F2 ) . (2.48)

Integrating this expression over the internal manifold K3 × T 2, recalling that the torus is
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flat and assuming that no Yang-Mills field is turned on on the torus factor, it is obtained

∫

K3
tr (R2 ∧R2 ) − Tr (F2 ∧ F2 ) = 24 −

∫

K3
Tr (F2 ∧ F2 ) =

∫

K3
dH3 = 0 . (2.49)

This means that a gauge bundle G ⊂ E8 × E8 on K3 must be ‘switched on’ with instanton

number canceling the curvature contribution
∫

K3 tr (R2 ∧ R2 ) = 24. The instantons have

the effect of breaking the gauge symmetry E8 × E8 down to a non-Abelian subgroup G.

As already mentioned, the compactification on an SU(2)-holonomy manifold leads to an

effective theory with N = 2 local supersymmetry in four dimensions. The vector fields

descending from the one-form A1 reside in vector multiplets that also contain scalars. At

a generic point of the moduli space of these scalars, the non-Abelian gauge symmetry G

is further broken down to its maximal Abelian subgroup. In other words, the non-Abelian

gauge symmetry G is spontaneously broken by nonzero vacuum expectation values of the

scalar superpartners of the gauge vectors. The details of this breaking are model-dependent.

Here it will simply be assumed that the consistency condition (2.49) is satisfied and that the

gauge symmetry E8 × E8 has been broken down to an Abelian subgroup U(1)ng [15]. This

means that only the Coulomb branch of the theory is analyzed. The number ng = dimG

can be as high as the rank of E8 × E8, namely ng = 16, and as low as zero. The Yang-

Mills field A1 therefore descends to ng Abelian vectors or one-forms Aa
1 = Aa

MdxM , with

a = 1, . . . , ng.

Compactification ansatz and four-dimensional spectrum

The six internal coordinates ya in Y split into two coordinates zi for the torus and four

coordinates ym for K3. For the ten-dimensional metric, the following ansatz can be written,

ds2 = gµνdxµdxν + gij

(

dzi + V i
µdxµ

)(

dzj + V j
ν dxν

)

+ gmn(y)dymdyn , (2.50)

where a dependence of all metric components on xµ is implicit. Notice that for convenience

it has been chosen to order these coordinates as

ya = (zi, ym) , i = 1, 2 , m = 1, . . . , 4 , (2.51)

corresponding to T 2 ×K3 rather than K3× T 2. The ten-dimensional metric gMN has thus

the block form

gMN =











gµν + gijV
i
µV

j
ν V i

µgij 0

gijV
j
ν gij 0

0 0 gmn(y)











. (2.52)

The so-called Kaluza-Klein vectors V i
µ must be included to account for the possibility of

spacetime-dependent isometries

zi → zi + αi(x) (2.53)
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of the torus factor. The latter imply that dzi → dzi+(∂µα
i)dxµ, which can be compensated

in Eq. (2.50) by a transformation

V i
µ → V i

µ − ∂µα
i . (2.54)

From this, it should be no surprise that the vectors V i
µ appear as gauge fields in the effective

theory. No such vector V m
µ is introduced for the K3 factor because there are no one-cycles

on K3, as follows from the Hodge diamond (2.11). Finally, the dilaton Φ(x) is a function of

the spacetime coordinates xµ only, since a harmonic scalar on the internal manifold is just

the constant function.

On the other hand, an ansatz for the NS two-form B2 and the Yang-Mills one-forms Aa

1

in terms of the harmonic one- and two-forms available in K3 × T 2 can be written as

B2 = 1
2Bµνdx

µ ∧ dxν +BiµE i ∧ dxµ + 1
2BijE i ∧ Ej + bAω

A ,

Aa

1 = Aa

µdxµ +Aa

i E i ,
(2.55)

where the one-forms

E i = dzi + V i
µdxµ (2.56)

have been introduced. The latter are invariant under the transformations (2.53) and (2.54).

The expansion in terms of the forms E i is also convenient because in the basis (dxµ, E i,dym)

the metric (2.50) is block-diagonal.

Taking a look at Eqs. (2.50) and (2.55), the spectrum of the effective four-dimensional

theory can be already stated. In terms of their four-dimensional spin, these fields are the

metric gµν , a two-form Bµν , 4 + ng vectors V i
µ, Biµ and Aa

µ, one scalar arising from the

dilaton Φ, 2(2 + ng) scalars from gij +Bij and Aa

i , 58 scalars parametrizing the K3 metric

gmn, and finally twenty-two scalars bA. Moreover, the two-form Bµν in four-dimensions

can be dualized to a scalar a, the axion. These fields organize in multiplets of N = 2

supersymmetry in four dimensions as follows: the gravitational multiplet consisting of the

metric and the graviphoton, nv = 3+ng vector multiplets containing each one a vector and

a complex scalar, and finally nh = 20 hypermultiplets with four real scalars each (see the

diagram in Figure 2.1).

The next step is to compute the effective action. This is done by substitution of the

ansatz (2.55) for B2 and Aa
1 and the metric of Eq. (2.50) into the bosonic action Sb given

in Eq. (2.2). The first two terms in this action involve the Ricci scalar and the dilaton. It

will prove useful to compute them in a general fashion, as the final formula can be applied

later to more general cases. Then one can just specialize to the present situation. Let us

do that in the following.

Reduction of Ricci scalar and dilaton kinetic term

Consider the Lagrangian in D dimensions

LD = 1
2e−Φ

(

RD + ∂MΦ∂MΦ
)

, (2.57)
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gravitational multiplet

nv = 3 + ng vector multiplets

nh = 20 hypermultiplets

metric

1 graviphoton

nv vectors

nv complex scalars

4nh = 80 real scalars

gµν

V i
µ, Biµ, Aa

µ

gij , Bij , A
a
i , φ, a

ρ, ξx
A, bA

Figure 2.1: Four-dimensional fields and N = 2 mutiplets.

where RD is the Ricci scalar constructed out of a D-dimensional metric gMN and Φ is a

dilaton-like field. Although in principle one has in mind a space with signature (1,D − 1),

the latter plays no role in the derivation and the final formula is valid for metrics of arbitrary

signature. Let us split the set of D coordinates xM into two subsets

xM = (xµ, ya) , µ = 0, . . . , d− 1 , a = 1, . . . ,D − d . (2.58)

In a compactification context, the coordinates xµ correspond to the non-compact d-dimen-

sional spacetime, while ya are coordinates in the compact internal manifold. Nevertheless,

we stress again that this is irrelevant for the present computation. The metric gMN can be

written in total generality in the following form

gMN =





gµν + gabV
a
µ V

b
ν V a

µ gab

gabV
b
ν gab



 , (2.59)

or equivalently

ds2 = gµνdxµdxν + gab(dy
a + V a

µ dxµ)(dyb + V b
ν dxν) . (2.60)

This is entirely general as long as gµν , gab and V a
µ depend on all coordinates xµ and ya. Let

us nevertheless focus on cases where gab = gab(x, y) and V a
µ = V a

µ (x, y) might in principle

depend on all D coordinates but the block gµν = gµν(x) and the dilaton Φ = Φ(x) depend

only on the coordinates xµ. The Ricci scalar for the metric gMN given in Eq. (2.59) with

the coordinate dependences just discussed can be computed and the result is [50, 51]

RD = Rd − 1
4gabV

a
µνV

b,µν + 1
4D̃µgabD̃µgab

−∇µ(gabD̃µgab) − 1
4(gabD̃µgab)(g

cdD̃µgcd) + RD−d .
(2.61)
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In this expression, Rd and RD−d are the Ricci scalars corresponding to the metrics gµν and

gab, respectively. The following definitions were also introduced,

V a
µν = DµV

a
ν −DνV

a
µ ,

Dµ = ∂µ − V a
µ ∂a ,

∇µ = Dµ − gρσΓµ
ρσ ,

D̃µgab = Dµgab − gac∂bV
c
µ − gbc∂aV

c
µ ,

(2.62)

where Γµ
ρσ are the Christoffel symbols for the metric gµν . Notice that ∇µAµ for an arbitrary

vector Aµ is just the divergence Aµ
;µ = (∂µ − gρσΓµ

ρσ)Aµ together with an additional term

−V a
µ ∂aAµ. It is useful to keep this in mind because the term containing ∇µ must be

integrated by parts, and the fact that it involves a covariant derivative makes the step

easier.

The Lagrangian for the theory in d dimensions is obtained by integrating the Lagrangian

LD over the (D − d)-dimensional ‘internal’ space. The dimensionally-reduced Lagrangian

corresponding to Eq. (2.57) is therefore

Ld =

∫

D−d
LD = 1

2

∫

D−d
e−Φ

(

RD + ∂MΦ∂MΦ
)

. (2.63)

Now one just needs to substitute the expression (2.61) for the Ricci scalar. The only term

that needs to be worked out is the first term in the second line of (2.61), since as already

advanced an integration by parts of this term must be performed. This term and the one

right next to it combine with the kinetic term for the dilaton in Eq. (2.57) to produce a

single kinetic term for a redefined dilaton. The resulting Lagrangian is

Ld = 1
2

∫

D−d
e−Φ

(

Rd + DµφDµφ− 1
4gabV

a
µνV

b,µν + 1
4D̃µgabD̃µgab

)

− VD−d , (2.64)

where φ is a shifted dilaton

φ = Φ − 1
2 ln gD−d (2.65)

and the ‘potential’ VD−d arises from the curvature of the ‘internal’ space as

VD−d = −1
2

∫

D−d
e−ΦRD−d . (2.66)

If xµ are spacetime coordinates then this is indeed a potential, because it does not contain

derivatives with respect to xµ.

Now the formula (2.64) can be used to perform the dimensional reduction of the first

two terms in the action Sb in Eq. (2.2) by setting D = 10 and d = 4. The general metric

in Eq. (2.59) has in this case the particular form (2.52). In specializing to this case, some
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simplifications are therefore expected, since gij and V i
µ are functions only of xµ and V m

µ = 0.

In other words, one must set in Eq. (2.64)

gab(x, y) =

(

gij(x) 0

0 gmn(x, y)

)

, V a
µ (x, y) =

{

V i
µ(x) , for a = i

0 , for a = m
. (2.67)

It follows that V a
µ ∂a = V i

µ∂i + V m
µ ∂m = V i

µ∂i vanishes, because nothing depends on the

torus coordinates zi. As seen from the definitions (2.62), in this case the derivatives Dµ

and D̃µ can be substituted by ordinary spacetime derivatives ∂µ. Moreover, the potential

V6 in (2.64) vanishes, because the torus is flat and the K3 metric gmn(y) is Ricci-flat. The

result for the effective Lagrangian arising from the reduction of the Ricci scalar and dilaton

kinetic term is therefore

L4,g+Φ = 1
2

∫

K3×T 2

e−Φ
(

R4 + ∂µφ∂
µφ− 1

4gijV
i
µνV

j,µν + 1
4∂µgij∂

µgij + 1
4∂µgmn∂

µgmn
)

,

(2.68)

where V i
µν = ∂µV

i
ν − ∂νV

i
µ is the field strength of the vectors V i

µ and the shifted dilaton is

defined as

φ = Φ − 1
2 ln g6 = Φ − 1

2 ln g2 − 1
2 ln g4 , (2.69)

with g2 = det gij and g4 = det gmn.

In performing the integration over K3 × T 2, attention must be paid only to which

coordinates each field depends on. Nothing depends on the torus coordinates and only the

metric gmn depends on the K3 coordinates ym. The determinant g4 is y-dependent, so it

follows from Eq. (2.69) that also φ depends on ym. Since in the Lagrangian (2.68) so far

only the derivatives ∂µφ appear, the shifted dilaton can be redefined as

φ = Φ − 1
2 ln g2 + ρ , (2.70)

where e−ρ =
∫

K3 1 is the volume of K3. In other words, Eq. (2.69) has been truncated,

leaving only the zero mode which is the constant function on K3. Now the integrals in

Eq. (2.68) can be (almost) completely performed to obtain

L4,g+Φ = 1
2e−φ

(

R4+∂µφ∂
µφ− 1

4gijV
i
µνV

j,µν+ 1
4∂µgij∂

µgij + 1
4eρ

∫

K3
∂µgmn∂

µgmn
)

. (2.71)

A formula for computing the last term in this Lagrangian in terms of the geometric

moduli of K3 is derived in Appendix B. It can be used either Eq. (B.19) in terms of

the volume modulus ρ and the parameters ξx
A or equivalently Eq. (B.21) if rather working

with ρ and the matrix MA
B is preferred. Taking the second alternative and substituting

the variations δρ and δMA
B in Eq. (B.21) by the spacetime derivatives ∂µφ and ∂µM

A
B ,

respectively, the result for the contribution to the effective Lagrangian is

L4,g+Φ = 1
2e−φ

(

R4 + ∂µφ∂
µφ− 1

4gijV
i
µνV

j,µν + 1
4∂µgij∂

µgij

− 1
4∂µρ∂

µρ+ 1
8∂µM

A
B∂

µMB
A

)

.
(2.72)
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Reduction of Yang-Mills and NS two-form kinetic terms

The computation of the remaining terms in Sb involving the Yang-Mills field and the NS

two-form is a bit messy but otherwise straightforward. The first step is to compute the

field strengths of B2 and Aa
1 . In doing this, dE i is needed, and taking the differential of

Eq. (2.56) one obtains

dE i = ∂µV
i
ν dxµ ∧ dxν = 1

2V
i
µν dxµ ∧ dxν . (2.73)

Applying the d-operator to both expressions in (2.55) yields

dB2 = 1
2(∂µBνρ +BiµV

i
νρ) dxµ ∧ dxν ∧ dxρ

− 1
2 (Biµν +BijV

j
µν) dxµ ∧ dxν ∧ E i

+ 1
2∂µBij dxµ ∧ E i ∧ Ej + ∂µbA dxµ ∧ ωA ,

F a

2 = dAa

1 = 1
2(F a

µν +Aa

iV
i
µν) dxµ ∧ dxν + ∂µA

a

i dxµ ∧ E i ,

(2.74)

where Biµν = ∂µBiν − ∂νBiµ and F a
µν = ∂µA

a
ν − ∂νA

a
µ are the field strengths for the vectors

Biµ and Aa
µ, respectively. These expressions can now be used to compute H3 as defined in

Eq. (2.4). The restriction to terms with at most two-derivatives in the effective Lagrangian

makes it enough to consider the Yang-Mills Chern-Simons form ωYM only. Moreover, since

the gauge fields are now Abelian, the cubic term in the expression for ωYM in (2.5) vanishes.

Therefore, it can be written

H3 = dB2 − 1
2A

a

1 ∧ F a

2

= 1
2 (∂µBνρ +BiµV

i
νρ − 1

2A
a

µF
a

νρ − 1
2A

a

µA
a

i V
i
νρ) dxµ ∧ dxν ∧ dxρ

− 1
2(Biµν +BijV

j
µν + 1

2A
a

iF
a

µν + 1
2A

a

iA
a

jV
j
µν +Aa

µ∂νA
a

i ) dxµ ∧ dxν ∧ E i

+ 1
2(∂µBij +Aa

i ∂µA
a

j ) dxµ ∧ E i ∧ Ej + (∂µbA) dxµ ∧ ωA .

(2.75)

The following field redefinitions need also be performed,

Biµ → Biµ + 1
2A

a

iA
a

µ , Bµν → Bµν − 1
2(BiµV

i
ν −BiνV

i
µ) , (2.76)

since these are the fields with the correct gauge transformation properties. Making these

substitutions in Eq. (2.75), the following expression is obtained

H3 = dB2 − 1
2A

a

1 ∧ dAa

1

= 1
2(∂µBνρ − 1

2BiµV
i
νρ − 1

2V
i
µBiνρ − 1

2A
a

µF
a

νρ) dxµ ∧ dxν ∧ dxρ

− 1
2(Biµν +Aa

iF
a

µν + CijV
j
µν) dxµ ∧ dxν ∧ E i

+ 1
2(∂µBij +Aa

i ∂µA
a

j ) dxµ ∧ E i ∧ Ej + (∂µbA) dxµ ∧ ωA ,

(2.77)

where Cij = Bij + 1
2A

a

iA
a

j has been defined.
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Finally, the expressions for F a
2 and H3 in Eqs. (2.74) and (2.77) can be substituted in

the last two terms of the action Sb. The integration over K3 × T 2 is again almost trivial,

since none of the fields depends on the internal coordinates. Only the forms ωA depend

on the K3 coordinates, but it is known how to integrate them. The result is the following

effective Lagrangian

L4,A+B = −1
2e−φ

[

1
12HµνρHµνρ + 1

4

(

F a

µν +Aa

i V
i
µν)(F a,µν +Aa

jV
j,µν
)

+ 1
4g

ij
(

Biµν +Aa

iF
a

µν + CikV
k
µν

)(

Bj
µν +Ab

jF
b,µν + CjlV

l,µν
)

+ 1
4g

ikgjl
(

∂µBij +Aa

[i∂µA
a

j]

)(

∂µBkl +Ab

[k∂
µAb

l]

)

+ 1
2g

ij∂µA
a

i ∂
µAa

j + 1
2eρMAB∂µbA∂

µbB

]

,

(2.78)

where the three-form H3 = 1
3!Hµνρ dxµ ∧ dxν ∧ dxρ in four dimensions is given by

Hµνρ = ∂µBνρ − 1
2BiµV

i
νρ − 1

2V
i
µBiνρ − 1

2A
a

µF
a

νρ + cyclic permutations (2.79)

and MAB is defined in Eq. (2.35).

Effective action

The total effective Lagrangian L4 is the sum of the contributions L4,g+Φ and L4,A+B given

in Eqs. (2.72) and (2.78). But the resulting expression can be written in a compact form

after some definitions are introduced. All nv + 1 = 4 + ng four-dimensional vectors can be

collectively denoted as

AI
µ = (V i

µ, Biµ, A
a

µ) , I = 0, . . . , nv , (2.80)

and the corresponding field strengths are FI
µν = ∂µAI

ν − ∂νAI
µ, or compactly FI

2 = dAI
1 .

From the 2(2 + ng) scalars gij , B12 and Aa

i , an SO(2, nv − 1) matrix can be defined as

M IJ =











gij −gikCkj −gijAb

j

− Ckig
kj gij +Aa

iA
a

j + gklCkiClj Ab

i + Ckig
kjAb

j

−Aa

i g
ij Aa

j +Aa

i g
ikCkj δab +Aa

i g
ijAb

j











, (2.81)

since it can be checked that MLM = L is satisfied, with L being the SO(2, nv−1) invariant

metric

LIJ =







0 δj
i 0

δi
j 0 0

0 0 δab






= LIJ . (2.82)

The matrix MIJ = (LML)IJ is therefore the inverse of M IJ . Analogously, a matrix MPQ

can be defined from the 58 geometric moduli of K3 encoded in ρ and MA
B and the 22 fields
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bA as

MPQ =











eρ 1
2eρb2 −eρbB

1
2eρb2 e−ρ + bAM

ABbB + 1
4eρb4 −bAMAB − 1

2eρb2bB

− eρbA −MABbB − 1
2eρb2bA MAB + eρbAbB











, (2.83)

where b2 = ηABbAbB . If one index on MPQ is lowered by means of the SO(4, 20) invariant

metric

LPQ =







0 −1 0

−1 0 0

0 0 ηAB






, (2.84)

the resulting matrix MP
Q satisfies MTLM = L and is therefore an element of SO(4, 20).

It is not difficult to check that in terms of the matrices M IJ and MPQ and the fields AI
µ,

the total effective Lagrangian L4 takes the compact form

L4 = L4,g+Φ + L4,A+B

= 1
2e−φ

(

R4 + ∂µφ∂
µφ− 1

12HµνρHµνρ − 1
4MIJFI

µνFJ,µν

+ 1
8∂µM

I
J∂

µMJ
I + 1

8∂µMP
Q∂

µMQ
P

)

,

(2.85)

where now the four-dimensional three-form H3 in Eq. (2.79) can be written as

H3 = dB2 − 1
2LIJAI

1 ∧ FJ
2 . (2.86)

At this point, a Weyl rescaling gµν → eφgµν of the four-dimensional metric must be

performed to obtain a Lagrangian with a canonical Einstein-Hilbert term,

L4 = 1
2R4 − 1

4∂µφ∂
µφ− 1

24e−2φHµνρHµνρ − 1
8e−φMIJFI

µνFJ,µν

+ 1
16∂µM

I
J∂

µMJ
I + 1

16∂µMP
Q∂

µMQ
P .

(2.87)

Furthermore, the two-form Bµν can be dualized to a scalar a. To see how this works, isolate

the term in the effective Lagrangian (2.85) involving the three-form H3 , that is

L4,H = −1
4e−2φH3 ∧ ∗H3 . (2.88)

Taking the exterior derivative of (2.86), it is seen that the three-form must satisfy dH3 +
1
2LIJFI

2 ∧ FJ
2 = 0. To enforce this constraint, a Lagrange multiplier a is introduced and

the Lagrangian L4,H is consequently modified according to

L
′
4,H = −1

4e−2φH3 ∧ ∗H3 + 1
2a
(

dH3 + 1
2LIJFI

2 ∧ FJ
2

)

. (2.89)

The second term can be integrated by parts and the equation of motion for H3 that follows

is
∂L ′

4,H
∂H3

= 1
2 (e−2φ∗H3 − da) = 0 , (2.90)
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with solution H3 = e2φ∗da. Substituting this back into L′
4,H, it is obtained

L4,a = −1
4e2φda ∧ ∗da+ 1

4aLIJFI
2 ∧ FJ

2 . (2.91)

After dualizing the two-form Bµν by means of the replacement L4,H → L4,a, the La-

grangian (2.87) can be written as

L4 = 1
2R4 − 1

8e−φMIJFI
µνFJ,µν + 1

16aLIJǫ
µνρλFI

µνFJ
ρλ

+
∂µs∂

µs̄

(s− s̄)2
+ 1

16∂µM
I
J∂

µMJ
I + 1

16∂µMP
Q∂

µMQ
P ,

(2.92)

where a complex heterotic dilaton or axion-dilaton s has been defined as

s = 1
2a− i

2e−φ . (2.93)

It is useful to express the 2(2 + ng) scalars gij , B12 and Aa

i parametrizing the matrix

MIJ in terms of nv − 1 = 2 + ng complex fields u, t and na as follows,

gij = 1
2

[

(t− t̄) − (na − n̄a)(na − n̄a)

u− ū

] 1

u− ū

(

2uū u+ ū

u+ ū 2

)

,

B12 = −1
2

[

(t+ t̄) − (na + n̄a)(na − n̄a)

u− ū

]

,

Aa

1 =
√

2
ūna − un̄a

u− ū
, Aa

2 =
√

2
na − n̄a

u− ū
.

(2.94)

The complex axion-dilaton s can be appended to this set to obtain the nv complex fields

vp = (s, u, t, na) , p = 1, . . . , nv . (2.95)

The Lagrangian in Eq. (2.92) can now be cast into a final form in terms of the complex

scalars vp and the 80 real scalars qu parametrizing the matrix MP
Q. The expression is

L4 = 1
2R4 + 1

4IIJ(v)FI
µνFJ,µν + 1

8RIJ(v)ǫµνρλFI
µνFJ

ρλ

−Gpq̄(v)∂µv
p∂µv̄q̄ − huv(q)∂µq

u∂µqv .
(2.96)

The metric Gpq̄(v) in the kinetic term for the complex scalars vp is Kähler, since it can be

shown that Gpq̄ = ∂p∂q̄K for a Kähler potential

K = − ln i(s − s̄) − 1
4 ln[(u− ū)(t− t̄) − (na − n̄a)2] . (2.97)

The gauge kinetic functions are given by

IIJ(v) =
s− s̄

2i
MIJ , RIJ(v) =

s+ s̄

2
LIJ . (2.98)

The effective Lagrangian in Eq. (2.96) has indeed the form (A.1) for the bosonic sector

of four-dimensional N = 2 minimal supergravity coupled to nv = 3 + ng Abelian vector
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multiplets and nh = 20 hypermultiplets in the ungauged case. One of the vectors in the

set of nv + 1 = 4 + ng vectors AI
µ is the graviphoton. The latter forms, together with

the metric gµν , the bosonic content of the gravitational multiplet (see Figure 2.1). The

remaining nv vectors are paired with the nv complex scalars vp to form the corresponding

number of vector multiplets. The complex scalars vp span the moduli space of the vector

multiplet sector

Mv =
SU(1, 1)

U(1)
× SO(2, nv − 1)

SO(2) × SO(nv − 1)
, (2.99)

where the first factor is spanned by the heterotic dilaton s and the second factor contains

the geometric moduli space M
geom
T 2 . As explained in Appendix A, this is a special Kähler

manifold, and holomorphic projective coordinates XI can be introduced as

X0 = 1
2 , X1 = −1

2u , X2 = −1
2s , X3 = 1

2 t , Xa = 1√
2
na . (2.100)

It is not difficult to check that the Kähler potential in Eq. (2.97) can be written as

K = − ln
(

iX̄I∂IF − iXI∂ĪF̄
)

(2.101)

for a prepotential

F (X) =
X2(X1X3 + 1

2X
aXa)

X0
= 1

4s(ut− nana) . (2.102)

Finally, there are 80 scalars qu sitting in nh = 20 hypermultiplets. They span the

quaternionic manifold

Mh =
SO(4, 20)

SO(4) × SO(20)
⊃ M

geom
K3 . (2.103)

Although they have been ignored here, it should nevertheless be mentioned that there

are also the scalars parametrizing the gauge bundle G needed to satisfy the consistency

condition (2.49). They sit in additional hypermultiplets, therefore enlarging the moduli

space Mh in Eq. (2.103).
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Chapter 3

Heterotic on SU(2)-structure backgrounds

syn aThna kai Xeira kinei

This Chapter is devoted to the compactification of heterotic supergravity on SU(2)-

structure backgrounds. It will be seen that six-dimensional manifolds with SU(2) structure

are generalizations of K3×T 2, and their properties are analyzed in Section 3.1. The reason

for focusing on this class of manifolds is that they also lead to effective N = 2 locally

supersymmetric theories in four dimensions. The geometric moduli spaces and an ansatz

for these backgrounds are discussed in Sections 3.1.1 and 3.1.2, respectively. Two cases are

distinguished. The first one can be realized by considering fibrations of K3 over T 2 and

is discussed in Section 3.2. The second one has been termed ‘K3 fibrations over a twisted

torus’ and is analyzed in Section 3.3. The effective action is obtained in both cases and turns

out to be a gauged version of the supergravity obtained for compactifications on K3 × T 2.

The gauge algebra and the prepotentials for the general case are computed in Section 3.4,

where the consistency of the results with the general action of N = 2 supergravity is also

verified.

3.1 Manifolds with SU(2) structure

As already explained in Section 2.3, obtaining a supersymmetric effective theory after com-

pactification demands the existence of global nowhere-vanishing spinors on the internal

manifold. If the heterotic string, having N = 1 supersymmetry in ten dimensions or 16

supercharges, is compactified on a six-dimensional background that possesses N internal

spinors, the reduction procedure is expected to preserve 4N supercharges. This leads to a

theory with N = N supersymmetry in four dimensions. Therefore, two internal spinors

are needed in order to obtain an N = 2 supersymmetric theory.

The existence of such spinors restricts the class of possible manifolds. It implies con-

cretely a reduction of the structure group. Consider the bundle of all orthonormal frames

37
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in a six-dimensional manifold Y. For a generic manifold, the transition functions of this

bundle are the orthogonal transformations SO(6), since the transition functions must in

any case preserve the orthonormality of the frames. The fibers are isomorphic to the group

SO(6) acting on them and in consequence this is a principal bundle. For a generic manifold,

the structure group is therefore SO(6). However, it can happen that a subbundle can be

defined such that the transition functions take values on a subgroup G ⊂ SO(6). If this is

the case, it is said that the structure group has been reduced to G, or in other words that

the manifold Y belongs to the class of G-structure manifolds [22].

The spinor representation of SO(6) is a 4, i.e. the fundamental representation of the

spin group Spin(4) ≃ SU(4). The global nowhere-vanishing spinors must appear as singlets

in the decomposition of SU(4) in representations of the reduced structure group G. If one

is interested in an effective theory that has N = 2 supersymmetry, two of these singlets

are needed, and the right decomposition is

4 → 2⊕ 1⊕ 1 . (3.1)

In other words, Y must be an SU(2)-structure manifold. What the decomposition (3.1)

therefore tells us is that a six-dimensional manifold Y has structure group SU(2) if it pos-

sesses a pair of globally defined and nowhere-vanishing SO(6) spinors ηi that are linearly

independent everywhere on Y.

If additionally the spinors ηi happen to be covariantly constant with respect to the Levi-

Civita connection, any spinor parallelly transported around a closed path must come back

to itself up to at most a transformation in the ‘unbroken’ SU(2). In this case Y has SU(2)

holonomy and must be the product manifold K3 × T 2. Manifolds with SU(2) structure

are thus generalizations of K3 × T 2 for which the two spinors ηi are not required to satisfy

parallel transport with respect to the Levi-Civita connection but maybe only with respect

to a different, torsionful connection. This explains the name of torsional geometries given

to these backgrounds.

It will be assumed in the following that the two spinors are normalized as η†i ηj = δij .

Using the spinors ηi and the SO(6) Clifford algebra γa with a = 1, . . . , 6, one can construct

a triplet of self-dual two-forms Jx and a complex one-form v1 + iv2 on Y as follows,

J1
ab + iJ2

ab = iη†2γabη1 , J3
ab = − i

2(η†1γabη1 + η†2γabη2) ,

v1
a + iv2

a = ηc
2
†γaη1 ,

(3.2)

where γab denotes the antisymmetrized product of two γ-matrices. Under an SU(2) trans-

formation that rotates the pair of spinors ηi into each other, the two-forms Jx transform as

a vector of the corresponding SO(3) while the vi remain invariant.

The two-forms Jx and the one-forms vi characterize completely the SU(2) structure,

since they contain all the information on the global spinors [33]. As can be verified from

Eq. (3.2), these forms are closed if and only if the spinors ηi are covariantly constant with
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respect to the Levi-Civita connection. For a generic SU(2)-structure manifold, the departure

from SU(2) holonomy is therefore measured by the failure of dJx and dvi to vanish. In case

the forms Jx and vi are closed, the manifold Y is K3 × T 2. Then the two-forms Jx related

to the hyperkähler structure on the K3 factor together with the torus one-forms vi = dzi

as discussed in Section 2.2 are recovered.

Making use of Fierz identities and Eq. (3.2), the following relations among the compo-

nents of the two- and one-forms can be derived,

gabvi
av

j
b = δij , gabvi

aJ
x
bc = 0 , Jx ∧ Jy = 2δxyιv1ιv2vol6 . (3.3)

Here, vol6 is the volume form on Y, gab is the inverse metric and ιvi represents the interior

product with respect to the vectors via = gabvi
b.
∗

Although a generic SU(2)-structure manifold Y cannot be written as a product manifold,

the existence of the one-forms vi does allow to introduce an almost product structure, i.e. a

globally defined tensor Pa
b satisfying Pa

cPc
b = δa

b . This is achieved by setting

Pa
b = 2viavi

b − δa
b , (3.4)

as can be easily checked making use of the first relation in (3.3). This tensor can naturally

be viewed as an endomorphism P : TY → TY of the tangent bundle of Y, and as discussed

in Appendix C it actually splits the tangent space over every point of Y into a direct sum of a

two- and a four-dimensional subspaces. This can be seen as follows. From the definition (3.4)

and the normalization condition in Eq. (3.3), it can be verified that P(vi) = vi. It is also not

difficult to check that P(w) = −w for every w orthogonal to both vectors vi. The subspace

formed by all vectors w is clearly four-dimensional. The two-dimensional subspace is thus

spanned by the two vectors vi. This can be made explicit by writing Eq. (3.4) in the form

P = P2 − P4, where

(P2)
a
b = viavi

b , (P4)
a
b = δa

b − viavi
b . (3.5)

It is clear that P2 projects on the two-dimensional subspace generated by the vectors vi

and P4 = 1− P2 projects on the orthogonal subspace.

If the almost product structure in Eq. (3.4) is integrable, every neighborhood of Y can

be written as U2 × U4 such that Pa
b acts as the identity on the tangent space to U2 and as

minus the identity on the tangent space to U4. In other words, such that

P2(TU) = TU2 , P4(TU) = TU4 . (3.6)

This means that ‘separating coordinates’ can be introduced on every neighborhood of Y
and the metric can be given the block-diagonal structure

ds2 = gmn(y, z) dymdyn + gij(y, z) dzidzj , (3.7)

∗In the following, vi will denote both the one-forms vi = vi
adya and the corresponding dual vectors

vi = via∂a.
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where zi and ym are local coordinates respectively on U2 and U4 and the following is satisfied,

P(∂i) = ∂i , P(∂m) = −∂m . (3.8)

For such a metric, Pab defined as gacPc
b is symmetric and Pa

b is called ‘metric-compatible’.

The set of neighborhoods U2 and U4 represent foliations of the manifold Y, and it can

happen that the maximal leaves obtained by patching together the neighborhoods U2 and

U4 constitute embedded submanifolds Y2 and Y4 of Y, respectively [52]. In the following, it

will simply be assumed that the almost product structure (3.4) is integrable. In this case,

it is customary to call it local product structure.†

Since the vectors vi span the (+1)-eigenspace of Pa
b, they can be written in ‘separating

coordinates’ as vi = vij∂j . It follows from the block-diagonal structure (3.7) that the one-

forms are given by vi = vi
kdz

k with vi
k = vijgkj . The second condition in (3.3) now implies

that the two-forms Jx have legs only along U4, or in other words that

Jx = 1
2J

x
mn(y, z) dym ∧ dyn , (3.9)

though as explicitly shown the components Jx
mn may still depend on both set of coordinates

ym and zi. It can be checked that the last condition in (3.3) becomes

Jx ∧ Jy = 2δxyvol4 , (3.10)

with vol4 being the volume form on U4. Raising an index on the two-forms Jx with the

metric, one obtains a triplet of almost complex structures Ix satisfying

IxIy = −δxy1+ ǫxyzIz . (3.11)

Since the spinors need not be covariantly constant, these almost complex structures are in

general not integrable and thus they do not form a hyperkähler structure on Y as they do

on K3 × T 2. Nevertheless, it turns out that they locally define a hyperkähler structure on

U4 as they do on K3.

3.1.1 Geometric moduli space of SU(2)-structures

The space of possible geometrical deformations of manifolds with SU(2) structure has been

discussed thoroughly in Ref. [53]. Here the results are summarized. The recipe is to project

out all doublets of the SU(2) structure group. The quantities surviving the projection

should lead to light modes in four dimensions. This yields in particular the right number

of light gravitini in four dimensions. That the doublets should be projected out was more

or less evident already from the decomposition (3.1).

†More about this issue is discussed in Appendix C. Integrability of the almost product structure for the

concrete examples of SU(2)-structure manifolds that will be considered in this thesis is trivially guaranteed

by the very definition of such examples as fibrations.
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The local product structure P given by Eq. (3.4) is rigid. This means that no geometrical

deformation changing this structure is allowed and therefore P contributes no light degrees

of freedom to the moduli space. The reason for this rigidity can be seen as follows. From the

definition (3.4) it is apparent that the local product structure is completely determined by a

two-form v1∧v2 decomposable as the product of two one-forms. The nontrivial deformations

of such a two-form must have one leg in U2 and the other leg along U4, otherwise it defines

the same splitting U2 × U4 and therefore the same local product structure. But as shown

in Ref. [53], the one-forms in T ∗U4 are doublets of the SU(2) structure group, while T ∗U2

contains only singlets. It follows that the deformations of the local product structure are

doublets of SU(2) and therefore must be projected out, leaving us with a rigid P.

Only deformations of both the two- and the four-dimensional component of Y separately

are thus possible, and the total space of geometrical deformations of SU(2)-structures has

a product form

M
geom
SU(2) = M

geom
2 × M

geom
4 , (3.12)

where M
geom
2 and M

geom
4 are the spaces of allowed geometrical deformations of U2 and U4,

respectively. The deformations of U2 are given by redefinitions of the one-forms vi → ṽi =

Ai
jv

i, where A is an arbitrary 2 × 2 real matrix, i.e. an element of

GL(2) = R × SL(2) ≃ R × SU(1, 1) . (3.13)

Looking at the definition of the vi in Eq. (3.2), it is seen that such a redefinition of the

one-forms corresponds to a redefinition of the Clifford algebra and thus to a change of the

metric gij → g̃ij . This is even more explicit if the first relation in (3.3) is used to write

g̃klṽi
kṽ

j
l = gklvi

kv
j
l = δij . (3.14)

From this, it follows that if A is an SO(2) ≃ U(1) matrix then g̃ij = gij and this subgroup

therefore needs to be modded out. Moreover, both A and −A define the same metric as

well, and only those redefinitions with, say, detA > 0 must be considered. This has the

effect of modifying the factor R in Eq. (3.13) to include only the positive reals R
+. The

space of geometric deformations of U2 is in consequence

M
geom
2 = R

+ × SU(1, 1)

U(1)
. (3.15)

On the other hand, the analysis for the four-dimensional component goes in similar lines

to the one already discussed for K3 in Section 2.2.1 and it can be summarized as follows.

Recall that U4 is characterized by a triplet of self-dual two-forms Jx satisfying Eq. (3.10).

Concentrate first on the space of two-forms Λ2
pU4 over a point p in Y. This space is six-

dimensional, since it is given by all 4 × 4 antisymmetric matrices. A scalar product (ϕ,χ)

can be introduced in this space according to

ϕ ∧ χ = (ϕ,χ)vol4 , ∀ϕ,χ ∈ Λ2
pU4 , (3.16)
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and it has signature (3, 3), since (ϕ, ∗ϕ) ≥ 0,∀ϕ ∈ Λ2
pU4 and there must be three self-dual

and three anti-self-dual forms over a point. Using this scalar product, the condition (3.10)

translates into

(Jx, Jy) = 2δxy . (3.17)

The forms Jx therefore define a positive three-dimensional hyperplane in Λ2
pU4. From all

the endomorphisms of Λ2
pU4, the ones preserving the orthonormalization condition (3.17)

form an SO(3, 3) subgroup. But in obtaining the nontrivial deformations of the forms Jx

it is also needed to mod out both the SO(3) subgroup acting on the hyperplane orthogonal

to the forms Jx and the SO(3) subgroup that merely rotates the forms Jx into themselves.

Considering also the single parameter entering the choice of volume form vol4, it is concluded

that the possible choices of self-dual two-forms over a point p of Y parametrize the space

M
geom
4,p = R

+ × SO(3, 3)

SO(3) × SO(3)
≃ GL+(4)

SO(4)
. (3.18)

This space indeed captures all degrees of freedom for the 4 × 4 symmetric and positive-

definite matrix gmn(p).

Now this result needs to be extended to the whole manifold Y. At first sight it would

seem that since the space Λ2U4 = ∪p∈YΛa
pU4 of two-forms on Y is infinite-dimensional there

will be an infinite number of moduli. Remember though that a Kaluza-Klein reduction is to

be performed on these backgrounds, and therefore only light modes need to be kept. This

space can therefore be truncated to a finite-dimensional subset Λ2
finiteU4. There must be

three self-dual forms on this space that are singlets of SU(2). These are the forms Jx defined

in Eq. (3.2). Any other self-dual two-form that is a singlet of SU(2) must be expressible

in terms of these. The coefficients of this expansion may depend on the point of the

manifold, but the truncation precisely means that only zero-modes or constant coefficients

are possible. Thus there are only three self-dual forms in Λ2
finiteU4. However, in principle

nothing constrains the number n−3 of anti-self-dual forms, so that the dimension of Λ2
finiteU4

is n. Performing a similar analysis as the one leading to Eq. (3.18), it is concluded that the

space of deformations of the component U4 is

M
geom
4 = R

+ × SO(3, n − 3)

SO(3) × SO(n − 3)
. (3.19)

Parametrizing this space is completely analogous to the parametrization discussed in

Section 2.2.1 for K3. Denote by ωA the n two-forms spanning Λ2
finiteU4. An intersection

matrix ηAB can be defined for these forms by writing

ωA ∧ ωB = ηABeρvol4 , (3.20)

since the only possible four-form surviving the projection must be proportional to the

volume form on U4. For convenience, a volume modulus ρ is introduced. Due to the same
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argument as before, the matrix ηAB defined in this way has signature (3, n− 3). The three

self-dual two-forms can be expanded as

Jx = e−
1
2
ρξx

Aω
A (3.21)

by introducing 3n parameters ξx
A. Using this expansion in Eq. (3.10), a constraint on the

possible values of ξx
A is obtained in the form

ηABξx
Aξ

y
B = 2δxy . (3.22)

The three orthogonal and normalized vectors ξx
A therefore span a three-dimensional positive

hyperplane

H3 = span(ξ1, ξ2, ξ3) ⊂ Λ2
finiteU4 ≃ R

3,n−3 . (3.23)

The set of these hyperplanes is precisely the second factor of the moduli space (3.19).

An orthogonal transformation rotating the three vectors ξx
A among themselves is clearly a

redundancy that must be modded out. The number of physical degrees of freedom in ξx
A is

in consequence 3n− 6 − 3 = 3(n− 3).

Since the space Λ2
finiteU4 is preserved by the Hodge star operator, the following expansion

can be written,

∗ωA = MA
Bω

B . (3.24)

Again, MA
B has eigenvalues +1 (−1) corresponding to the (anti-)self-dual linear combina-

tions of the forms ωA. The +1-eigenspace is spanned by the forms Jx and thus corresponds

to the hyperplane H3. The orthogonal hyperplane Hn−3
⊥ is then the −1-eigenspace. Due

to Eq. (3.22), a projector on H3 can be constructed as PA
B = 1

2ξ
xAξx

B with ξxA = ηABξx
B .

Since

ωA ∧ ∗ωB = MB
Cη

AC = MABeρvol4 (3.25)

must be symmetric, this is enough to fix the form of the matrix MA
B as

MA
B = (+1)PA

B + (−1)(δA
B − PA

B)

= −δA
B + ηACξx

Cξ
x
B .

(3.26)

3.1.2 Ansatz for the SU(2)-structure backgrounds

It has been seen that in an SU(2)-structure manifold Y there is a pair of one-forms vi,

together with some number n of two-forms. The latter have been denoted by ωA, in analogy

to the harmonic forms of K3. Also, every neighborhood of Y can be written as a product

U2 ×U4 of two- and four-dimensional components in such a way that vi is in T ∗U2 while ωA

belongs to Λ2U4. In other words, there are local coordinates (zi, ym) such that

vi = vi
jdz

j , (3.27a)

ωA = 1
2ω

A
mndym ∧ dyn . (3.27b)
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However, up to this point this says nothing about the dependence of the components vi
j

and ωA
mn of these forms on the coordinates zi and ym.

In contrast to the K3 × T 2 case, for a generic SU(2)-structure manifold Y the forms vi

and ωA need not be closed. Nevertheless, their exterior derivatives must be expressible in

terms of all possible exterior products of these forms with themselves. The most general

closure algebra that can be written in this way is thus

dvi = θiv1 ∧ v2 , (3.28a)

dωA = TA
iBv

i ∧ ωB , (3.28b)

for some constant coefficients θi and TA
iB . In principle, one might think of adding a term

θi
Aω

A to the r.h.s. of Eq. (3.28a), but a simple inspection of (3.27) rules out such a term,

since it is impossible that dvi has a part in Λ2U4 if vi is in T ∗U2. Therefore θi
A = 0.

Eq. (3.28a) implies that the components vi
j can only depend on the coordinates zi. If

this were not the case, dvi would contain a term in T ∗U2 ∧ T ∗U4 and as it has been seen

there is no such possibility in the r.h.s. of Eq. (3.28a). In fact, the reasoning goes really the

other way round: it is precisely because the forms in T ∗U2 ∧ T ∗U4 (among others) must be

projected out that dvi and also dωA must be expressible only in terms of (products of) vi

and ωA.

On the other hand, the components ωA
mn might very well depend on both sets of coor-

dinates ym and zi. But considering the splitting

d = d2 + d4 = dzi ∧ ∂i + dym ∧ ∂m (3.29)

of the exterior differential and Eqs. (3.27b) and (3.28b), it is not difficult to check that

d4ω
A = 0. In other words, the forms ωA are actually closed on each slice U4 with constant zi.

This is also true for the forms Jx, since they are just the self-dual combinations of the

forms ωA. This means that there is locally a hyperkähler structure on U4. Now if all the

leaves U4 combine to form a maximal leaf Y4, the latter must be a K3 and the number

of two-forms is restricted to n = 22. This is the reason why the manifolds Y that will be

considered here are constructed as K3 fibrations over some two-dimensional space Y2.

The possible values of θi and TA
iB in the closure algebra of Eq. (3.28) are restricted

by the nilpotency of exterior differentiation and by Stokes’ theorem. Taking the exterior

differential of Eq. (3.28a) leads to an identity, but the same operation on (3.28b) yields

θiTA
iB = ǫjkTA

jCT
C
kB . (3.30)

Considering TA
iB as a pair of matrices Ti = (TA

iB), the last condition can be rewritten

compactly as the commutation relation

[T1, T2] = θiTi . (3.31)
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On the other hand, Stokes’ theorem implies that
∫

Y d(vi∧ωA∧ωB) = 0, which after making

use of (3.28) imposes the additional constraint

ǫij(TA
jCη

CB + TB
jCη

CA) = ηABθi . (3.32)

The intersection matrix ηAB is defined in Eq. (3.20), and as already mentioned it has

signature (3, n − 3). Eq (3.32) can be written in matrix form as‡

Tiη + ηTi
T = −ǫijθjη , (3.33)

and this can be conveniently rewritten as

(Ti + 1
2ǫijθ

j1)η + η(Ti + 1
2ǫijθ

j1)T = 0 . (3.34)

This equation implies that the metric ηAB is invariant under transformations generated

by the matrices Θi = Ti + 1
2ǫijθ

j1, and the latter must therefore be in the algebra of

SO(3, n − 3). Another way to see this is by taking the trace of Eq. (3.34) and concluding

that Θi is traceless. In conclusion, the matrices Ti parametrizing how much dωA deviates

from zero are constrained to have the form

Ti = −1
2ǫijθ

j1+ Θi with tr Θi = 0 . (3.35)

It is easy to check that the matrices Θi satisfy the same commutation relation (3.31) as the

matrices Ti do, namely

[Θ1,Θ2] = θiΘi . (3.36)

If the expression (3.35) for Ti is substituted back into (3.28), it is obtained

dvi = θiv1 ∧ v2 , (3.37a)

dωA = 1
2θ

iǫijv
j ∧ ωA + ΘA

iBv
i ∧ ωB . (3.37b)

In the following, two possible cases are studied separately. The first case corresponds to

θi = 0 but nonzero Θi. The one-forms vi are therefore closed. It is shown in Section 3.2 that

this case can be realized by considering manifolds Y constructed as nontrivial fibrations of

K3 over a two-torus. The twisting of this fibered space is controlled by the parameters Θi. If

they go to zero, the fibration becomes trivial and the product manifold K3×T 2 is recovered.

On the other hand, there is the case complementary to the first one. It sets Θi = 0 but

allows for a nonvanishing θi. The latter implies that the one-forms vi are not closed and

the local structure of this two-dimensional space corresponds to a twisted two-torus. As

it turns out though, a twisted torus does not exist as a compact manifold, and this is the

reason for the quotation marks in the label ‘K3 fibration over a twisted torus’ given here to

this case. Nevertheless, sense can be made of the compactification of heterotic supergravity

on this background in a Scherk-Schwarz fashion. The discussion is deferred to Section 3.3.

It should come as no surprise that the effective theory obtained for the general case with

both θi and Θi nonvanishing is nothing but a ‘sum’ of the results for the two cases above.

‡Hopefully, the matrix η = (ηAB) will not be confused with the spinors ηi. The latter do not show up in

the rest of the Chapter.
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3.2 Compactification on K3 fibration over a torus

Roughly speaking, a K3 fibration over a torus is constructed by giving a dependence to

the K3 metric gmn on the torus coordinates zi. As discussed in Section 2.2.1, the K3

metric is not known explicitly, but it is intimately connected to the harmonic two-forms ωA

generating the second integral cohomology H2(K3,Z). The same effect is therefore obtained

if these forms are made z-dependent. Let us set

ωA(z) = γA
B(z)ωB , (3.38)

where ωA = ωA(0) is a fixed choice for the harmonic forms on K3 and γ = (γA
B) is a

z-dependent matrix defined as

γ(z) = exp(ziΘi) . (3.39)

In going once around each of the cycles Ci of the torus by making zi → zi + 1, the basis of

harmonic forms ωA(z) on the K3 fibers picks up the corresponding monodromies

γi = exp Θi . (3.40)

If sense is to be made of the fibration, it must be required that the basis γA
iBω

B be equivalent

to the basis ωA. For these two bases to define the same lattice H2(K3,Z), they must be

related as in Eq. (2.31), or in other words γi must be in SO(3, 19,Z). In particular, this

implies that Θi must be in the algebra of SO(3, 19). It also follows that the matrix γ(z) in

Eq. (3.39) is in SO(3, 19) and therefore leaves the matrix ηAB invariant,

γA
C(z)ηCDγB

D(z) = ηAB . (3.41)

Moreover, the monodromies γi must commute with each other, and as a consequence the

same must be true for the generators Θi. Condition (3.36) with θi = 0 is therefore fulfilled.

This construction is schematically shown in Figure 3.1.

The forms ωA(z) are certainly closed on every K3 fiber, that is d4ω
A = 0. But due to

the z-dependence, they fail to be closed in the whole fibered space. Taking the derivative

of Eq. (3.38), it is obtained

dωA(z) = d2ω
A(z) = ΘA

iBdzi ∧ ωB(z) . (3.42)

Since the one-forms vi = dzi on the torus are closed, the closure algebra (3.37) with θi = 0

is indeed satisfied. Setting Θi = 0 eliminates the z-dependence and trivializes the fibration.

The parameters Θi therefore measure how much the manifold Y deviates from K3 × T 2.

The three self-dual two-forms Jx also depend on the torus coordinates, as can be seen

from the expansion (3.21),

Jx(z) = e−
1
2
ρξx

Aω
A(z) . (3.43)

This expansion makes manifest another way of seeing this fibration. In one ‘frame’, the

basis forms ωA(z) vary with zi while the moduli ρ and ξx
A are constant. But there is also
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Figure 3.1: Structure of a K3 fibration over a torus.

the possibility of leaving the forms ωA constant and transferring the z-dependence to the

moduli ρ(z) and ξx
A(z) in such a way that one has the same forms Jx(z). These are but two

equivalent ways or ‘frames’ to express the same thing.

In the following, it will be useful to consider the second point of view. As already

expressed, this means setting

Jx(z) = e−
1
2
ρ(z)ξx

A(z)ωA . (3.44)

Comparing with Eq. (3.43) and using (3.38) it must be set

e−
1
2
ρ(z)ξx

A(z) = e−
1
2
ρξx

Bγ
B

A(z) . (3.45)

Deciding what z-dependence corresponds to ρ(z) and what to ξx
A(z) is based on the require-

ment that ξx
A(z) must satisfy the orthonormalization condition

ηABξx
A(z)ξy

B(z) = 2δxy . (3.46)

Since γ ∈ SO(3, 19,Z) ⊂ SO(3, 19) and these transformations respect the scalar product

ηAB , the right answer in this case is

ρ(z) = ρ , ξx
A(z) = γB

A(z)ξx
B . (3.47)

In particular, the volume of the K3 fiber is not affected.
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3.2.1 Effective theory

Now the dimensional reduction of heterotic supergravity on a K3 fibration over a torus

characterized by the matrices Θi can be performed. The procedure is quite analogous to

the one in Section 2.3 for K3×T 2. In particular, the ansatz for the ten-dimensional bosonic

fields gMN , B2 and Aa
1 has the same form as in Eqs. (2.52) and (2.55). The metric has the

block-diagonal form

gMN =











gµν + gijV
i
µV

j
ν V i

µgij 0

gijV
j
ν gij 0

0 0 gmn(y, z)











, (3.48)

where the difference shows up exclusively in the z-dependence of the K3 metric. For the

NS two-form and gauge potential one has

B2 = 1
2Bµνdxµ ∧ dxν +BiµE i ∧ dxµ + 1

2BijE i ∧ Ej + bA(z)ωA ,

Aa

1 = Aa

µdxµ +Aa

i E i ,
(3.49)

with Ei = dzi +V i
µdxµ as before. The difference in this ansatz is solely in the z-dependence

given to the bA moduli,

bA(z) = γB
A(z)bB . (3.50)

From these expressions, it is clear that the spectrum of this theory coincides with that of

K3×T 2 compactification. Moreover, since the only changes involve scalars that in K3×T 2

compactification sit in hypermultiplets, namely the scalars ξx
A (or equivalently MA

B) and

bA, the vector-multiplet sector should not be affected.

The first step is to use the metric (3.48) and compute the Ricci scalar. This can be done

by applying the general formula (2.64) from Chapter 2 to the metric given in Eq. (3.48).

Considering that only gmn depends on the internal coordinates, the first two terms in the

ten-dimensional action Sb of Eq. (2.2) lead to the Lagrangian

L4,g+Φ = 1
2e−φ

(

R4 + ∂µφ∂
µφ− 1

4gijV
i
µνV

j,µν + 1
4∂µgij∂

µgij

+ 1
4V−1

Y

∫

Y
DµgmnDµgmn

)

− V6 ,
(3.51)

where

VY =

∫

Y
1 =

∫

T 2

∫

K3
1 =

∫

T 2

e−ρ = e−ρ

∫

T 2

1 (3.52)

is the volume of the internal manifold Y and the derivative is defined as Dµ = ∂µ − V i
µ∂i.

Furthermore, V6 is related to the curvature of the fibration, and according to Eq. (2.66) is

given by

V6 = −1
2e−φV−1

Y

∫

Y
R6 , (3.53)
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with R6 being the Ricci scalar for the internal metric

gab =

(

gij 0

0 gmn(y, z)

)

. (3.54)

Notice that this six-dimensional metric is again of the form (2.59) for D = 6 and d = 2 if

one translates

xM → ya ,

gMN → gab ,

xµ → zi ,

gµν → gij ,

ya → ym ,

gab → gmn ,
V a

µ → V m
i = 0 , (3.55)

or in other words if one considers a total six-dimensional space with external ‘spacetime’

coordinates zi and internal four-dimensional manifold parametrized by ym. Recall that

both the base torus and each K3 fiber has vanishing Ricci scalar. Equation (2.61) can thus

be used to compute
∫

Y
R6 = 1

4

∫

Y
gij∂igmn∂jg

mn . (3.56)

The difference in the Lagrangian L4,g+Φ with respect to the one obtained in the com-

pactification on K3 × T 2 is only in the second line of Eq. (3.51). Those two terms involve

only the moduli comprised in the K3 metric. As already explained, those scalars sit in

hypermultiplets of the effective theory. The contribution to the four-dimensional effective

Lagrangian Lh involving scalars in hypermultiplets and arising from L4,g+Φ in Eq. (3.51)

is therefore given by

Lh,g = 1
8e−φV−1

Y

∫

Y

(

DµgmnDµgmn + gij∂igmn∂jg
mn
)

. (3.57)

The first term in this expression is a kinetic term with a modified spacetime derivative

Dµ = ∂µ−V i
µ∂i. This already makes clear how the z-dependence introduced via the fibration

indeed induces a gauging, turning ordinary spacetime derivatives into covariant ones. On the

other hand, the second term in Lh,g gives rise to a potential, since it involves no spacetime

derivative.

Equation (3.57) can be easily expressed in terms of the modulus ρ and either ξx
A or MA

B .

This can be done by using the line element in the space of K3 metrics computed in Ap-

pendix B and given in Eqs. (B.19) and (B.21). One just needs to substitute, for example, δρ

by Dµρ(z) and ∂iρ(z), etc. But before doing that, let us compute the following derivatives

for ξx
A(z) as defined in Eq. (3.47),

∂iξ
x
A(z) = ∂iγ

B
A(z)ξx

B = γB
A(z)ΘC

iBξ
x
C ,

Dµξ
x
A(z) = γB

A(z)∂µξ
x
B − V i

µ∂iγ
B

A(z)ξx
B = γB

A(z)
(

∂µξ
x
B − V i

µΘC
iBξ

x
C

)

.
(3.58)

It turns out that all the z-dependence drops out because all factors of γ(z) cancel each

other. The reason for this is Eq. (3.41). The integral on the torus is in consequence trivial.
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Additionally, a Weyl rescaling of the spacetime metric gµν → eφgµν must be performed.

The final result is

Lh,g = −1
8∂µρ∂

µρ+ 1
4(ηAB − 1

2ξ
yAξyB)Dµξ

x
AD

µξx
B − Vh,g

= −1
8∂µρ∂

µρ+ 1
16DµM

A
BD

µMB
A − Vh,g ,

(3.59)

where the covariant derivatives are given by

Dµξ
x
A = ∂µξ

x
A − V i

µΘB
iAξ

x
B ,

DµM
A

B = ∂µM
A

B − V i
µ(MA

CΘC
iB − ΘA

iCM
C

B) ,
(3.60)

and the potential is

Vh,g = 1
8eφgij

(

ξx
AΘA

iBξ
yBξx

CΘC
jDξ

yD + 2ξx
AΘA

iBΘB
jCξ

xC
)

= − 1
16eφgij(MA

CΘC
iB − ΘA

iCM
C

B)(MB
DΘD

jA − ΘB
jDM

D
A) .

(3.61)

Now the terms in the ten-dimensional action involving the NS two-form B2 and the

one-form Aa
1 need to be worked out. As already noted, the only difference in the ansatz

for these fields with respect to the K3 × T 2 case is in the term bA(z)ωA in the expansion

of B2 . This term contributes only to the hypermultiplet sector of the effective theory. If it

is substituted into the kinetic term for the NS two-form B2 in the action Sb, a contribution

to Lh is generated in the form

Lh,b = −1
4e−φV−1

Y

∫

T 2

(

DµbA(z)DµbB(z) + gij∂ibA(z)∂jbB(z)
)

∫

K3
ωA ∧ ∗ωB . (3.62)

The derivatives of bA(z) as defined in Eq. (3.50) can be computed and substituted here.

Once again, the factors of γ(z) cancel and all the z-dependence drops out. The integral over

the torus is trivial. Recalling that by definition MAB is given by Eq. (2.35) and performing

the Weyl rescaling gµν → eφgµν , it is finally obtained

Lh,b = −1
4eρMABDµbAD

µbB − Vh,b , (3.63)

where the covariant derivative takes the form

DµbA = ∂µbA − V i
µΘB

iAbB (3.64)

and the potential is

Vh,b = 1
4eφgijMABΘC

iAΘD
jBbCbD . (3.65)

At the end of the computation, the total effective Lagrangian is

L4 = 1
2R4 + 1

4IIJ(v)FI
µνFJ,µν + 1

8RIJ(v)ǫµνρλFI
µνFJ

ρλ

−Gpq̄(v)∂µv
p∂µv̄q̄ − huv(q)Dµq

uDµqv − Vh(q) ,
(3.66)
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where the last two terms correspond precisely to the Lagrangian Lh = Lh,g + Lh,b for

the hypermultiplet sector and are given by the sum of Eqs. (3.57) and (3.63). As already

mentioned, the vector multiplet sector is exactly as in the K3 × T 2 compactification. Also

the metric huv(q) of the σ-model for hypermultiplet scalars qu is the same. The moduli

spaces Mv and Mh are therefore as in Eqs. (2.99) and (2.103). The difference is that now

some scalars qu in hypermultiplets qu are charged with respect to the Abelian Kaluza-Klein

vectors V i
µ. The covariant derivatives of hypermultiplet scalars are generically of the form

given in Eqs. (3.60) and (3.64), that is

Dµq
u = ∂µq

u + kqu

AIAI
µ = ∂µq

u + kqu

V iV
i
µ . (3.67)

In our case, the Killing vectors have the expressions

kρ
V i = 0 , k

ξx
A

V i = −ΘB
iAξ

x
B , kbA

V i = −ΘB
iAbB . (3.68)

It is seen that the torsion parameters Θi are indeed the charge matrices. A potential Vh(q)

is also generated and it is given by the sum of the contributions in Eqs. (3.61) and (3.65),

Vh = − 1
16eφgij

[

(MA
CΘC

iB − ΘA
iCM

C
B)(MB

DΘD
jA − ΘB

jDM
D

A) − 4MABΘC
iAΘD

jBbCbD
]

= 1
8eφgij

(

ξx
AΘA

iBξ
yBξx

CΘC
jDξ

yD + 2ξx
AΘA

iBΘB
jCξ

xC

+ 2bAΘA
iBΘB

jCb
C + 2bAΘA

iBξ
yBbCΘC

jDξ
yD
)

.

(3.69)

Here the matrices Θi appear as masses for the moduli fields. That the Lagrangian in

Eq. (3.66) is indeed consistent with the general form given in Eq. (A.1) for gauged N = 2

supergravity will be verified in Section 3.4.

If a matrix MP
Q is introduced as defined in Eq. (2.83), the last two terms in the

Lagrangian (3.66) can be written as

Lh = − 1
16tr

(

DµMDµM
)

− Vh ,

Vh = − 1
16eφgijtr

(

[M,Ti][M,Tj ]
)

,
(3.70)

where the covariant derivative is

DµM = ∂µM− V i
µ[M,Ti] (3.71)

and the matrices Ti = (T P
iQ) are given by

Ti =







0 0 0

0 0 0

0 0 Θi






. (3.72)

These matrices are in the algebra of SO(4, 20), which is the isometry group of the moduli

space Mh in Eq. (2.103). Moreover, exp Ti is an element of the U-duality group SO(4, 20,Z)

of the full heterotic string theory compactified on K3, since exp Θi is in SO(3, 19,Z).
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3.3 Compactification on ‘K3 fibration over twisted torus’

Now let us consider a nonzero θi. For simplicity, it can be set Θi = 0 and leave the discussion

of the general case to Section 3.3.2. This is a complementary situation to the one analyzed

in Section 3.2, and it will be seen that the general case is just a ‘sum’ of the results for the

two cases. The closure relations (3.37) for Θi = 0 and a generic θi take the form

dvi = θiv1 ∧ v2 , (3.73a)

dωA = 1
2θ

iǫijv
j ∧ ωA . (3.73b)

Intuitively, the first of these equations says already that the parameters θi introduce some

torsion in the torus base. The equation is indeed the extrapolation to two dimensions of

the algebra dvi = θi
jkv

j ∧ vk satisfied by the m one-forms vi, i = 1, . . . ,m defining a twisted

m-torus. The latter is constructed as a two-torus successively fibered over circles in much

the same way a K3 fibration over a torus was considered in Section 3.2. A two-torus does

not really exist though, which explains the quotation marks in the title. Nevertheless, sense

can be made of this case as will be explained below.

Eq. (3.73a) can be solved locally in the following way. First notice that

d(ǫijθ
ivj) = ǫijθ

idvj = ǫijθ
iθjv1 ∧ v2 = 0 . (3.74)

A coordinate z1 can therefore be introduced such that

ǫijθ
ivj = −ϑdz1 , (3.75)

where ϑ = (δijθ
iθj)1/2 was defined and a minus sign was included for convenience. It is also

not difficult to see that

d(e−ϑz1

δijθ
ivj) = e−ϑz1

δijθ
idvj − e−ϑz1

δijθ
iϑdz1 ∧ vj

= ϑ2e−ϑz1

v1 ∧ v2 + e−ϑz1

δijθ
iǫklθ

kvl ∧ vj = 0 .
(3.76)

A second coordinate can thus be introduced as

e−ϑz1

δijθ
ivj = ϑdz2 . (3.77)

Now Eqs. (3.75) and (3.77) can be inverted to obtain

ϑvi = ǫijθ
jdz1 + θieϑz1

dz2 , (3.78)

or more explicitly

ϑv1 = θ2dz1 + θ1eϑz1

dz2 ,

ϑv2 = −θ1dz1 + θ2eϑz1

dz2 .
(3.79)
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From the two parameters θ1 and θ2 actually only one has physical significance, since a

new set of one-forms ṽi = Ai
jv

j can always be defined with A an O(2) matrix. The wedge

product ṽ1 ∧ ṽ2 = v1 ∧ v2 is invariant and therefore

dṽi = θ̃iṽ1 ∧ ṽ2 (3.80)

with redefined parameters θ̃i = Ai
jθ

j. By such a rotation, one can always set one of the two

components of θi to zero, with the nonzero one being positive. Let us therefore set θ1 = 0

and θ2 = ϑ on Eq. (3.79). The result is

v1 = dz1 , v2 = eϑz1

dz2 , (3.81)

or in terms of the components vi = vi
jdz

j,

vi
j(z

1) =

(

1 0

0 eϑz1

)

. (3.82)

Furthermore, Eq. (3.73b) reads

dωA = −1
2ϑdz1 ∧ ωA . (3.83)

Eqs. (3.81) and (3.83) can be satisfied if one considers the product space K3×S1
2 , where

the circle S1
2 is parametrized by the coordinate z2, and fibers it over another circle S1

1

parametrized by the coordinate z1. According to the second equality in (3.81), the length

L2 of the S1
2 factor in the fiber varies as

L2 ∼
∫

S1
2

v2 = eϑz1

. (3.84)

On the other hand, Eq. (3.83) can be satisfied if one sets

ωA(z1) = e−
1
2
ϑz1

ωA . (3.85)

This is just a rescaling of the forms ωA. Since the wedge product of two such forms is

proportional to the volume form on K3, the K3 volume VK3 = e−ρ must vary on the base

circle according to

VK3(z
1) = e−ϑz1VK3 , (3.86)

or equivalently

ρ(z1) = ρ+ ϑz1 . (3.87)

Notice that the total volume of the fiber, VK3L2, is constant.

Another way to arrive at Eq. (3.87) is to consider the expansion of Jx(z1) in the two

frames,

Jx(z1) = e−
1
2
ρξx

Aω
A(z1) = e−

1
2
ρ−1

2ϑz1

ξx
Aω

A = e−
1
2
ρ(z1)ξx

A(z1)ωA . (3.88)
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Since the z1-dependence in Eq. (3.85) is juts a rescaling, it must go all to the modulus ρ.

This is a consequence of the moduli ξx
A having fixed norm. In conclusion,

ρ(z1) = ρ+ ϑz1 , ξx
A(z1) = ξx

A . (3.89)

Since the dependence of the volumes of each factor on the fiber is monotonic, there is

no way the fibers can be patched after going once around the base circle. Therefore, this

fibration does not exist as a compact manifold. Nevertheless, one can still make sense of this

background. As it turns out, one can exploit the fact that heterotic supergravity compact-

ified on K3 × S1 has a global symmetry that serves to make the necessary identifications.

This is just the Scherk-Schwarz program.

3.3.1 Effective theory

One can now proceed to the computation of the effective action for this background. A

metric ansatz can be written in analogy to Eq. (2.50), only this time the forms dzi on the

torus are replaced by the twisted forms vi satisfying Eq. (3.73a),

ds2 = gµνdxµdxν + gij(v
i + V i

µdxµ)(vj + V j
ν dxν) + gmn(y, z1)dymdyn

= gµνdxµdxν + g̃ij(dz
i + Ṽ i

µdxµ)(dzj + Ṽ j
ν dxν) + gmn(y, z1)dymdyn .

(3.90)

In this expression, gij is a z-independent metric for the twisted torus, and by substituting

vi = vi
jdz

j with vi
j defined in Eq. (3.82) the following z-dependent quantities were defined,

g̃ij(z
1) = gklv

k
iv

l
j =





g11 eϑz1

g12

eϑz1
g12 e2ϑz1

g22



 ,

Ṽ i
µ(z1) = (v−1)ijV

j
µ =





V 1
µ

e−ϑz1

V 2
µ



 .

(3.91)

Here the matrix v−1 = diag(1, e−ϑz1
) is the inverse of Eq. (3.82). The metric for the basis

(dxµ,dzi,dym) can therefore be written in the block form

gMN =











gµν + g̃ij Ṽ
i
µṼ

j
ν Ṽ i

µ(z1)g̃ij(z
1) 0

g̃ij(z
1)Ṽ j

ν (z1) g̃ij(z
1) 0

0 0 gmn(y, z1)











. (3.92)

Since the metric of the two-dimensional factor is affected, some differences are expected to

appear in the vector multiplet sector with respect to the K3 × T 2 compactification.

Once again, the first two-terms involving the Ricci scalar and the dilaton in the action

Sb in Eq. (2.2) can be computed by making use of formula (2.64) with the metric gMN
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given in Eq. (3.92). The result is

L4,g+Φ = 1
2V−1

Y

∫

Y
e−φ
(

R4 + ∂µφ∂
µφ− 1

4 g̃ij Ṽ
i
µν Ṽ

j,µν + 1
4 D̃µg̃ijD̃µg̃ij

+ 1
4DµgmnDµgmn

)

− V6 ,

(3.93)

where the four-dimensional dilaton was defined as φ = Φ − 1
2 lnVY and VY is the volume

of Y. The derivative Dµ is given by

Dµ = ∂µ − Ṽ i
µ∂i = ∂µ − Ṽ 1

µ ∂z1 = ∂µ − V 1
µ ∂z1 , (3.94)

since nothing depends on z2. The remaining quantities in the Lagrangian of Eq. (3.93) are

computed according to the definitions (2.62). The field strengths Ṽ i
µν = DµṼ

i
ν − Dν Ṽ

i
µ for

the vectors Ṽ i
µ turn out to be

Ṽ 1
µν = V 1

µν = ∂µV
1
ν − ∂νV

1
µ ,

Ṽ 2
µν = eϑz1

V 2
µν = eϑz1(

∂µV
2
ν − ∂νV

2
µ + ϑV 1

µ V
2
ν − ϑV 1

ν V
2
µ

)

.
(3.95)

This means that the vector V 1
µ is neutral, while the vector V 2

µ has charge ϑ with respect

to the U(1) gauge field V 1
µ . On the other hand, the derivative D̃µg̃ij can also be computed

from the expression D̃µg̃ij = Dµg̃ij − g̃ik∂j Ṽ
k
µ − g̃kj∂iṼ

k
µ , and the result is

D̃g̃11 = Dµg11 = ∂µg11 + 2ϑV 2
µ g12 ,

D̃g̃12 = eϑz1

Dµg12 = eϑz1(

∂µg12 − ϑV 1
µ g12 + ϑV 2

µ g22
)

,

D̃g̃22 = e2ϑz1

Dµg22 = e2ϑz1(

∂µg22 − 2ϑV 1
µ g22

)

.

(3.96)

There is also the potential V6, that according to Eq. (2.66) is related to the curvature of Y
as

V6 = −1
2e−φV−1

Y

∫

Y
R6 , (3.97)

where R6 is the Ricci scalar of the metric

gab =











g11 eϑz1
g12 0

eϑz1
g12 e2ϑz1

g22 0

0 0 gmn(y, z1)











. (3.98)

Once again, this Ricci scalar can be computed by applying the formula (2.61) with D = 6

and d = 1 if one translates

xM → ya ,

xµ → z1 ,

ya → (z2, ym) ,

gMN → gab ,

gµν → g11 ,

gab →
(

e2ϑz1
g22 0

0 gmn(y, z1)

)

,

V a
µ →

(

V 2
1

V m
1

)

=





eϑz1 g12
g22

0



 .

(3.99)
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The other necessary ingredient is that the dependence of the K3 fiber metric gmn on the

coordinate z1 is through an overall factor of exp(−1
2ϑz

1). This means that ∂z1gmn =

−1
2ϑgmn. Putting all this together, it is found

R6 = −5
4ϑ

2g11 , (3.100)

which upon substitution into Eq. (3.97) gives

V6 = 5
8e−φϑ2g11 . (3.101)

Now this potential and the derivatives (3.95) and (3.96) can be substituted in the Lagrangian

of Eq. (3.93). The term involving the metric gmn of the K3 fiber can be computed by using

the line element Eq. (B.21). The variation of the parameters ξx
A or equivalently MA

B must

be substituted by the spacetime derivatives ∂µξ
x
A or ∂µM

A
B. In the case of the modulus ρ,

its variation δρ must be substituted by the derivative

Dµρ(z
1) = ∂µρ(z

1) − V 1
µ ∂z1ρ(z1) = ∂µρ− ϑV 1

µ = Dµρ , (3.102)

where Eq. (3.87) was used. All the z1-dependence in the integrand of Eq. (3.93) cancels

and the integral over the internal manifold Y is trivial. The final result for the Lagrangian

is

L4,g+Φ = 1
2e−φ

(

R4 + ∂µφ∂
µφ− 1

4gijV
i
µνV

j,µν + 1
4DµgijD

µgij − 5
4ϑ

2g11

− 1
4DµρD

µρ+ 1
8∂µM

A
B∂

µMB
A

)

.
(3.103)

The next step is to compute the terms in the ten-dimensional action Sb that depend on

the NS two-form B2 and the gauge one-forms Aa
1 . An ansatz for these fields can be written

in analogy to the K3 × T 2 case as

B2 = 1
2Bµνdx

µ ∧ dxν +BiµE i ∧ dxµ + 1
2BijE i ∧ Ej + bA(z1)ωA ,

Aa

1 = Aa

µdxµ +Aa

i E i ,
(3.104)

where now the one-forms are defined as

E i = vi + V i
µdxµ (3.105)

and the bA(z1) moduli have a z1-dependence given by

bA(z1) = e−
1
2
ϑz1

bA . (3.106)

The latter is a consequence of transferring the z1-dependence (3.85) from the forms ωA to

the bA fields as in the former Section. The main difference in computing the field strengths

comes from the derivative of the forms Ei. Taking the exterior differential of Eq. (3.105)

and recalling the expressions (3.81), it is obtained

dE1 = 1
2V

1
µνdxµ ∧ dxν ,

dE2 = 1
2V

2
µνdxµ ∧ dxν − ϑǫijV

i
µdxµ ∧ Ej + ϑE1 ∧ E2 ,

(3.107)



3.3 Compactification on ‘K3 fibration over twisted torus’ 57

where the field strengths V i
µν were defined in Eq. (3.95). These expressions can now be used

in the computation of the exterior differentials of the ansatz (3.104). Performing here also

the field redefinitions (2.76), the result for F a

2 = dAa

1 and H3 = dB2 − 1
2A

a

1 ∧ F a

2 is

F a

2 = 1
2(F a

µν +Aa

iV
i
µν) dxµ ∧ dxν +DµA

a

i dxµ ∧ E i + ϑAa

2 E1 ∧ E2 ,

H3 = 1
2(∂µBνρ − 1

2BiµV
i
νρ − 1

2V
i
µBiνρ − 1

2A
a

µF
a

νρ + 2ϑB2µV
1
ν V

2
ρ ) dxµ ∧ dxν ∧ dxρ

− 1
2(Biµν +Aa

iF
a

µν + CijV
j
µν) dxµ ∧ dxν ∧ E i + 1

2(DµBij +Aa

iDµA
a

j ) dxµ ∧ E i ∧ Ej

+ DµbA(z1) dxµ ∧ ωA + ∂z1bA(z1) E1 ∧ ωA .

(3.108)

The field strengths and the covariant derivatives in these expressions are given by

F a

µν = ∂µA
a

ν − ∂νA
a

µ ,

Biµν = ∂µBiν − ∂νBiµ + ϑǫijV
j
µB2ν − ϑǫijV

j
ν B2µ ,

DµA
a

i = ∂µA
a

i + ϑǫijA
a

2V
j
µ ,

DµB12 = ∂µB12 − ϑB2µ − ϑV 1
µB12 ,

DµbA(z1) = (∂µ − V 1
µ ∂z1)bA(z1) = e−

1
2
ϑz1

(∂µbA + 1
2ϑV

1
µ bA) = e−

1
2
ϑz1

DµbA .

(3.109)

The field strengths F a
2 and H3 in Eq. (3.108) can be substituted in the last two terms of

the action Sb to obtain the following contribution to the effective Lagrangian,

L4,A+B = −1
2e−φ

[

1
12HµνρHµνρ + 1

4

(

F a

µν +Aa

i V
i
µν)(F

a,µν +Aa

jV
j,µν
)

+ 1
4g

ij
(

Biµν +Aa

iF
a

µν + CikV
k
µν

)(

Bj
µν +Ab

jF
b,µν + CjlV

l,µν
)

+ 1
4g

ikgjl
(

DµBij +Aa

[iDµA
a

j]

)(

DµBkl +Ab

[kD
µAb

l]

)

+ 1
2g

ijDµA
a

iD
µAa

j

+ 1
2eρMABDµbAD

µbB + 1
2ϑ

2g−1
2 Aa

2A
a

2 + 1
8ϑ

2g11eρMABbAbB

]

,

(3.110)

where this time the three-form is given by

Hµνρ = ∂µBνρ − 1
2BiµV

i
νρ − 1

2V
i
µBiνρ − 1

2A
a

µF
a

νρ + 2ϑB2µV
1
ν V

2
ρ + cyclic perm. . (3.111)

The total effective action L4 is obtained by adding the two contributions L4,g+Φ and

L4,A+B . The result can again be written compactly in terms of appropriately defined

quantities. Let us denote all vectors by AI
µ as in Eq. (2.80). The corresponding field

strengths are

FI
µν = (V i

µν , Biµν , F
a

µν) , I = 0, . . . , nv , (3.112)
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with V i
µν , Biµν and F a

µν defined in Eqs. (3.95) and (3.109) but reproduced here for clarity,

V 1
µν = ∂µV

1
ν − ∂νV

1
µ ,

V 2
µν = ∂µV

2
ν − ∂νV

2
µ + ϑV 1

µ V
2
ν − ϑV 1

ν V
2
µ ,

B1µν = ∂µB1ν − ∂νB1µ + ϑV 2
µB2ν − ϑV 2

ν B2µ ,

B2µν = ∂µB2ν − ∂νB2µ − ϑV 1
µB2ν + ϑV 1

ν B2µ ,

F a

µν = ∂µA
a

ν − ∂νA
a

µ .

(3.113)

A general expression for these field strengths is FI = dAI + f I
JKAJ ∧ AK , where the

constants f I
JK are given by

f1
01 ≡ fV 2

V 1V 2 = ϑ , f3
03 ≡ fB2

V 1B2
= −ϑ , f2

13 ≡ fB1

V 2B2
= ϑ , (3.114)

and the rest vanishing. These constants satisfy the Jacobi identity and are in fact the

structure constants of the gauge algebra, as will be verified in Section 3.4. Also, the three-

form H3 in Eq. (3.111) can be written as H3 = dB2 − 1
2ωCS, where the Chern-Simons

three-form is

ωCS = LIJAI ∧ FJ − 1
3fIJKAI ∧ AJ ∧AK . (3.115)

Here fIJK = LILf
L
JK is completely antisymmetric. In terms of these quantities, the total

effective action takes the form

L4 = L4,g+Φ + L4,A+B

= 1
2e−φ

{

R4 + ∂µφ∂
µφ− 1

12HµνρHµνρ − 1
4MIJFI

µνFJ,µν + 1
8DµM

I
JD

µMJ
I

− 1
4DµρD

µρ+ 1
8∂µM

A
B∂

µMB
A − 1

2M
ABDµbAD

µbB

− ϑ2g−1
2

[

(

g22 + 1
2A

a

2A
a

2

)

+ 1
4g22

(

1 + 1
2eρMABbAbB

)

]}

,

(3.116)

where the matrix M IJ has been defined in Eq. (2.81). The last line in this expression is a

potential for the scalar fields.

The next steps are to dualize the three-form H3 into the axion a and to perform the

Weyl rescaling gµν → eφgµν . The axion-dilaton s and the complex moduli vp can again be

defined according to Eqs. (2.93), (2.94) and (2.95). A matrix MP
Q can also be introduced

as in Eq. (2.83). Two equivalent final forms for the Lagrangian L4 can be written as

L4 = 1
2R4 − 1

8e−φMIJFI
µνFJ,µν + 1

16aLIJǫ
µνρλFI

µνFJ
ρλ

+
∂µs∂

µs̄

(s− s̄)2
+ 1

16DµM
I
JD

µMJ
I + 1

16DµMP
QD

µMQ
P − V (s,M,M)

= 1
2R4 + 1

4IIJ(v)FI
µνFJ,µν + 1

8RIJ(v)ǫµνρλFI
µνFJ

ρλ

−Gpq̄(v)Dµv
pDµv̄q̄ − huv(q)Dµq

uDµqv − V (v, q) .

(3.117)
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The differences in this final expression with respect to the effective Lagrangian (2.96) of the

compactification on K3×T 2 are the covariant derivatives Dµv
p and Dµq

u, the non-Abelian

field strengths (3.113) and the potential V (v, q). In other words, for this SU(2)-structure

background one also obtains a gauged version of the supergravity corresponding to K3×T 2.

The covariant derivatives for the complex scalars vp are

Dµs = ∂µs ,

Dµu = ∂µu+ ϑ(V 1
µ u+ V 2

µ ) ,

Dµt = ∂µt− ϑ(V 1
µ t−B2µ) ,

Dµn
a = ∂µn

a .

(3.118)

From these expressions, the following nonvanishing holomorphic Killing vectors kp
I ≡ kvp

AI

as appearing in the general expression Dp
µ = ∂µv

p − kvp

AIAI
µ can be read off,

ku
V 1 = ϑu , ku

V 2 = ϑ , kt
V 1 = −ϑt , kt

B2
= ϑ . (3.119)

On the other hand, the covariant derivatives Dµq
u = ∂µ − kqu

AIAI
µ of scalars in hypermulti-

plets have the form
Dµρ = ∂µρ− ϑV 1

µ ,

Dµξ
x
A = ∂µξ

x
A ,

DµbA = ∂µbA + 1
2V

1
µ bA ,

(3.120)

and the corresponding nonzero Killing vectors are

kρ
V 1 = ϑ , kbA

V 1 = −1
2ϑbA . (3.121)

Equivalently, the covariant derivatives of the matrices M I
J and MP

Q can be given instead.

One can check that they conform to the expressions

DµM
I
J = ∂µM

I
J − f I

KLAK
µ M

L
J + fL

KJAK
µ M

I
L ,

DµM = ∂µM− V 1
µ [M,T ] ,

(3.122)

where the matrix T = (T P
Q) is defined as

T =







−ϑ 0 0

0 ϑ 0

0 0 022






. (3.123)

Since this matrix satisfies T L + LT = 0, it is in the algebra of SO(4, 20).

Finally, the generated potential is given by the expressions

V = 1
2eφϑ2g−1

2

[

(

g22 + 1
2A

a

2A
a

2

)

+ 1
4g22

(

1 + 1
2eρMABbAbB

)

]

= 1
24eφM IL

(

MJMMKN − 3LJMLKN
)

fIJKfLMN − 1
16eKtr

(

[M,T ]2
)

.

(3.124)

That this potential is indeed consistent with the gaugings characterized by the Killing

vectors (3.119) and (3.121) will be established in Section 3.4.
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3.3.2 General case

For the general case, both sets of parameters θi and Θi are present in the closure alge-

bra (3.37). It is not difficult to guess that this case can be realized by considering a fibration

over a base circle whose fiber is a five-dimensional space constructed as a K3 fibration over

another circle. Let us make this more explicit in the following.

Consider first a K3 fibration over a circle S1
2 . As explained in Section 3.2, it can be done

by giving a dependence to the harmonic two-forms of K3 as

ωA(z2) = γA
2B(z2)ωB , (3.125)

for a z2-dependent matrix γ2(z
2) = exp(z2Θ2). The monodromy after going once around

the circle is given by the matrix γ2(1) = exp Θ2. If this matrix is in SO(3, 19,Z), the

two bases ωA(1) and ωA(0) are equivalent and lead to the same K3. It is through this

identification that the fibration is realized.

As a second step, consider a further fibration of this five-dimensional manifold over a

circle S1
1 . This can be done be giving the following z1-dependences to the two-forms ωA(z2)

and to the one-form v2 = dz2 in the base circle of the first fibration,

v2(z1) = eϑz1

dz2 ,

ωA(z1, z2) = e−
1
2
ϑz1

γA
1B(z1)ωB(z2) = e−

1
2
ϑz1

γA
1B(z1)γB

2C(z2)ωC .
(3.126)

Taking the exterior derivative of these expressions one obtains

dv2 = ϑdz1 ∧ v2 , (3.127a)

dωA = −1
2ϑdz1 ∧ ωA + ΘA

1Bdz1 ∧ ωB + Θ̃A
2B(z1)dz2 ∧ ωB , (3.127b)

where the following matrix has been defined,

Θ̃2(z
1) = γ1(z

1)Θ2γ1(z
1)−1 . (3.128)

Comparing the expression for dωA with Eq. (3.73a), it should be clear that the third term

in Eq. (3.127b) must be of the form ΘA
2Bv

2 ∧ ωB = ΘA
2Beϑz1

dz2 ∧ ωB. This is the case if

and only if

Θ̃2(z
1) = eϑz1

Θ2 . (3.129)

Equating this and (3.128), taking the derivative with respect to z1 and setting z1 = 0 in

the end, the following commutator follows,

[Θ1,Θ2] = ϑΘ2 . (3.130)

The closure algebra (3.37) is indeed satisfied with matrices Θi in the algebra of SO(3, 19)

and satisfying the right commutation relation with parameter ϑ.
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The effective four-dimensional action for this background can be derived with no extra

effort. The vector multiplet is exactly as in the compactification corresponding to ϑ 6= 0

but Θi = 0 performed in Section 3.3.1. The hypermultiplet sector is also easy to analyze.

The moduli of the K3 metric and the bA fields must be given the following z-dependences,

ρ(z) = ρ+ ϑz1 ,

ξx
A(z) = γB

1A(z1)γC
2B(z2)ξx

C ,

bA(z) = e−
1
2
ϑz1

γB
1A(z1)γC

2B(z2)bC .

(3.131)

The covariant derivatives can be computed by acting with Dµ = ∂µ −V i
µ∂i on these expres-

sions, and the result is

Dµρ = ∂µρ+ ϑV 1
µ ,

Dµξ
x
A = ∂µξ

x
A − V i

µΘB
iAξ

x
B ,

DµbA = ∂µbA − 1
2V

1
µ bA − V i

µΘB
iAbB .

(3.132)

The Killing vectors arising from these expressions are just the sum of the Killing vectors

obtained in Section 3.2.1 for ϑ = 0 and those of Section 3.3.1 for Θi = 0.

The potential generated in the general case can also be stated easily, and it is

V = 1
24eφM IL

(

MJMMKN − 3LJMLKN
)

fIJKfLMN − 1
16eφgijtr

(

[M,Ti][M,Tj ]
)

,

(3.133)

where the structure constants are given in Eq. (3.114) and the matrics Ti are defined as

T1 =







−ϑ 0 0

0 ϑ 0

0 0 Θ1






, T2 =







0 0 0

0 0 0

0 0 Θ2






. (3.134)

3.4 Gauge algebra and Killing prepotentials

The Killing vectors in Eq. (3.119) can be used to determine the gauge algebra. If everything

is correct, the latter must have structure constants f I
IJ as given in Eq. (3.114). Let us

denote the generators by TI = (Xi, Y
j , Za), so that the generic element in the algebra

is Aµ = AI
µTI = V i

µXi + BjµY
j + Aa

µZa. The generators TI must therefore satisfy the

commutation relations [TI , TJ ] = fK
IJTK , or explicitly

[X1,X2] = −ϑX2 , [X1, Y
2] = ϑY 2 , [X2, Y

2] = −ϑY 1 , (3.135)

and the rest vanishing.

As discussed in Appendix A and shown in Eq. (A.4), the tangent vectors T v
I = kvp

AI∂vp

and T h
I = kqu

AI∂qu must furnish two realizations of this algebra. They generate subgroups of
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the isometry groups of the special Kähler manifold Mv and the quaternionic manifold Mh,

respectively. Using the Killing vectors in Eq. (3.119) and omitting the superscript “v” one

obtains the generators

X1 = ϑu
∂

∂u
− ϑt

∂

∂t
, X2 = ϑ

∂

∂u
, Y 2 = ϑ

∂

∂t
. (3.136)

The commutators of these vectors can be computed easily and the result is

[X1,X2] = −ϑX2 , [X1, Y
2] = ϑY 2 , [X2, Y

2] = 0 . (3.137)

This algebra is indeed obtained by setting the central charge Y 1 to zero in the alge-

bra (3.135). The generator Y 1 is a central charge because it commutes with the rest of

the generators.

On the other hand, taking the sum of the Killing vectors in Eqs. (3.68) and (3.121) one

can construct another realization of this algebra. Omitting the superscript “h”, one has the

nonzero generators

X1 = ϑ
∂

∂ρ
− 1

2ϑbA
∂

∂bA
− ξx

AΘA
1B

∂

∂ξx
B

− bAΘA
1B

∂

∂bB
,

X2 = −ξx
AΘA

2B

∂

∂ξx
B

− bAΘA
2B

∂

∂bB
.

(3.138)

The only nontrivial commutation relation in this case is [X1,X2] = −ϑX2. In its derivation,

it is crucial to have the commutator (3.130). This can be obtained from the algebra (3.135)

by setting to zero the central charge Y 1 and the generator Y 2.

The Killing prepotential PI ≡ PAI for the vector multiplet sector is a real quantity that

satisfies Eq. (A.12), namely

kvp

AI = −iGpq̄ ∂PAI

∂v̄q̄
. (3.139)

This equation can be easily solved and the following expressions are found,

P0 ≡ PV 1 = −ϑeK(s− s̄)(ūt − ut̄) ,

P1 ≡ PV 2 = −ϑeK(s− s̄)(t− t̄) ,

P3 ≡ PB2
= −ϑeK(s − s̄)(u− ū) .

(3.140)

The computation of the triplet of Killing prepotentials Px
I ≡ Px

AI corresponding to the

quaternionic manifold Mh and satisfying Eq. (A.13) can also be performed. First of all,

a 4 × 24 matrix Z can be introduced as

Z = 1√
2





e
1
2
ρ −e−

1
2
ρ + 1

2e
1
2
ρb2 −e

1
2
ρbA

0 −ξx
Ab

A ξxA



 . (3.141)
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This matrix satisfies 2(ZTZ)PQ = MPQ + LPQ, with MPQ and LPQ given in Eqs. (2.83)

and (2.84), respectively. As a second step, a 4 × 4 matrix of one-forms

ZL−1dZT = 1
2





0 e
1
2
ρξy

AdbA

− e
1
2
ρξx

AdbA ξx
AdξyA



 , (3.142)

is computed, from which in turn the SU(2) connection

ωx = −1
2tr(ZL−1dZTΣx) (3.143)

follows. The three 4× 4 matrices Σx are the self-dual ’t Hooft matrices defined in [37]. The

curvature for this connection is found by using the expression

Kx = dωx + 1
2ǫ

xyzωy ∧ ωz . (3.144)

Substituting ωx and Kx together with the sum of the Killing vectors (3.68) and (3.121) in

Eq. (A.13), the following solution for the prepotentials is found,

Px
V i = 1

2(−1)x+1
(

e
ρ
2 bAT

A
iBξ

xB − 1
2ǫ

xyzξy
AT

A
iBξ

zB
)

, (3.145)

where the matrices Ti are given in terms of the parameters ϑ and Θi in Eq. (3.35). This

result can also be written as the integral expression

Px
V i = 1

2(−1)xǫije
ρ
(

∫

Y
Jx ∧ dB ∧ vj − 1

2ǫ
xyz

∫

Y
Jy ∧ dJz ∧ vj

)

. (3.146)

Finally, it can be checked that these Killing prepotentials (3.145) actually satisfy

Px
AI = kqu

AIω
x
u . (3.147)

That the effective Lagrangian in Eq. (2.96) is in agreement with the general form (A.1)

of N = 2 supergravity has already been established. It has been shown that the effective

theories obtained from the compactification on the analyzed SU(2)-structure backgrounds

and described by the Lagrangians (3.66) and (3.66) share the same spectrum and the same

scalar manifolds Mv and Mh with the effective theory corresponding to K3×T 2. Therefore,

the consistency of these Lagrangians with N = 2 gauged supergravity is established if the

potentials V and the gaugings characterized by the Killing vectors obtained are in agreement

with Eq. (A.14), that is

VN =2 = eKX̄IXJ
(

Gpq̄k
vp

AIk
v̄q

AJ + 4huvk
qu

AIk
qv

AJ

)

+
[

1
2(I−1)IJ + 4eKXIX̄J

]

Px
AIPx

AJ . (3.148)

It follows from the Killing vectors (3.68) and (3.121) that scalars in hypermultiplets are

charged with respect to the vectors V i
µ exclusively. This is the reason why the only nonzero

prepotentials for the quaternionic manifold are Px
V i or equivalently Px

0 and Px
1 . The only

possibly nonzero contribution from the second term in Eq. (3.148) is thus for I, J = 0, 1,
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corresponding to the two vectors V i
µ. But it turns out that for I, J = 0, 1 the expression

inside square brackets vanishes. The second term in Eq. (3.148) thus cancels.

The Kähler metric Gpq̄ can be obtained from the Kähler potential K in Eq. (2.97) and

the quaternionic metric huv can be read off from the Lagrangians (3.59) and (3.63). The

expressions for huv are

hρρ = 1
8 , hξx

Aξy
B

= −1
4(ηAB − 1

2ξ
z
Aξ

z
B)δxy , hbAbB

= 1
4eρMAB . (3.149)

The remaining ingredients are the Killing prepotentials (3.68), (3.121) and (3.119), and the

holomorphic projective coordinatesXI given in Eq. (2.100). Substituting all these quantities

in Eq. (3.148), an expression is obtained that is in total agreement with the potential (3.133).

This completes the verification that the bosonic part of the effective theories obtained from

the reduction on the analyzed SU(2)-structure backgrounds are indeed consistent with the

general form of N = 2 gauged supergravity.



Chapter 4

Heterotic on SU(3)-structure backgrounds:

fermionic approach

molOn labe

In this Chapter, the heterotic compactification on manifolds with SU(3) structure is re-

visited. The reduction of the bosonic sector has been known for a while, but here a fermionic

approach is taken. This means that the attention is on terms of the four-dimensional action

involving fermionic fields. The couplings of the effective four-dimensional supergravity can

be in fact more reliably computed in this way, because they enter linearly in the fermionic

terms, while in the bosonic sector they enter quadratically. The developments closely follow

Ref. [45], correcting the results presented there.

Six-dimensional SU(3)-structure manifolds are discussed in Section 4.1. The compact-

ification of heterotic supergravity on these backgrounds is then analyzed in Section 4.2.

First the results for the bosonic sector are recalled and then, in more detail, the fermionic

spectrum and the reduction of the relevant fermionic terms in the ten-dimensional action

are presented. The fermionic kinetic terms in the effective action are needed in order to find

the appropriate normalization for the fermions. They also provide a check of the Kähler

potential known from the reduction of the bosonic sector. The computation of the gravitino

mass term and the F - and D-terms comes next, and from them the holomorphic superpo-

tential W and its derivatives are obtained. Finally, the supersymmetry variations of the

four-dimensional fermionic fields are worked out in Section 4.3, together with a discussion

of the conditions for a supersymmetric vacuum.

4.1 Manifolds with SU(3) structure

Demanding that a lesser amount of supersymmetry be preserved by the compactification

broadens the class of possible internal manifolds Y. If instead of two, only one global

65
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nowhere-vanishing internal spinor is required to exist, the effective four-dimensional theory

obtained by compactification of the heterotic string is expected to be N = 1 supersymmet-

ric. In this case, the spinor representation 4 of Spin(6) ≃ SU(4) decomposes as

4 → 3 + 1 . (4.1)

The singlet in this decomposition is the global spinor. The structure group of the manifold

is therefore reduced to SU(3). Manifolds with SU(3) structure can in consequence be defined

by the existence of one global nowhere-vanishing spinor η. This spinor can be split into two

Weyl spinors of opposite chiralities η+ and η−.

If the spinor η happens to be covariantly constant with respect to the Levi-Civita con-

nection, the manifold Y must have SU(3) holonomy, since due to the decomposition (4.1)

every spinor undergoing parallel transport along a closed path must come to itself up to at

most an SU(3) transformation. In other words, Y is a Calabi-Yau threefold. Manifolds with

SU(3) structure are therefore generalizations of Calabi-Yau manifolds in the same way that

SU(2)-structure manifolds are generalizations of K3 × T 2. For the generic SU(3)-structure

manifold, the global spinor is parallel with respect to a connection with nonvanishing tor-

sion.

The compactification of the heterotic string on Calabi-Yau spaces has long been known.

The effective theory in four dimensions is obtained by expansion of the ten dimensional

fields in terms of the harmonic (1, 1)- and (1, 2)-forms of the Calabi-Yau. This leads to an

N = 1 supergravity coupled to vector and chiral multiplets. For a generic SU(3)-structure

manifold, the light modes can be identified by expanding the fields in ten dimensions in

terms of a finite set of forms. This set of forms can be constructed by projecting out all 3

and 3̄ representations of the structure group SU(3) in analogy to the SU(2)-structure case

discussed in Chapter 3 where the doublets were projected out.

The SU(3) structure can also be characterized by a number of forms. These forms

are defined analogously to the SU(2)-structure case by using the Clifford algebra γa and

constructing spinor bilinears. Concretely, a two-form J and a three-form O can be defined

as follows,

Jab = ∓iη†±γabη± , Oabc = −iη†−γabcη+ , (4.2)

If the spinors are normalized as η†±η± = 1, one can make use of Fierz identities to obtain

the following relations satisfied by these forms,

J ∧ J ∧ J = 3
4 iO ∧ Ō , J ∧O = 0 . (4.3)

It can also be shown that by raising one index on the two-form Jab by means of the metric

gab, an almost complex structure Ia
b can be defined satisfying Ia

bIb
c = −δc

a. With respect

to this almost complex structure, the two-form J and the three-form O are respectively of

type (1, 1) and (3, 0).
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For a Calabi-Yau space, the forms J and O are the Kähler form and the holomorphic

three-form defined as

J = igαβ̄dzα ∧ dz̄β̄ , O =
√
g3dz

1 ∧ dz2 ∧ dz3 , (4.4)

where zα are three complex coordinates and gαβ̄ is a hermitian metric on the Calabi-Yau.

These forms are certainly harmonic, but for a generic SU(3)-structure manifold Y the forms

J andO need not be closed. In fact, from the definitions (4.2) one can show that these forms

are closed if and only if the spinor η is covariantly constant with respect to the Levi-Civita

connection, i.e. if Y is Calabi-Yau. The exterior differentials dJ and dO therefore represent

how much the manifold Y deviates from the Calabi-Yau condition and are a measure of the

torsion. It has been shown that five torsion classes W1, . . . ,W5 can be introduced and that

dJ and dO can be expanded as follows [22],

dJ = −3
2Im(W1Ō) + W4 ∧ J + W3 ,

dO = W1J ∧ J + W2 ∧ J + W5 ∧O ,
(4.5)

with the constraints

J ∧ J ∧W2 =O ∧W3 = 0 , J ∧W3 = 0 (4.6)

arising from the relations (4.3). As can be deduced from these expressions, W1 is a zero-

form, W4 and W5 are one-forms, W2 is a two-form and W3 is a three-form. Each one of

them can be characterized by its SU(3) transformation properties. For a Calabi-Yau, all of

them vanish. The vanishing of only a subset define also special classes of manifolds inside

the broader group of SU(3)-structure manifolds. For example, Y is a complex manifold if

and only if W1 and W2 are zero. Only in this case is the almost complex structure Ia
b

integrable. Projecting out all triplets of the structure group SU(3) amounts to consider

W4 = W5 = 0.

4.2 Compactification on SU(3)-structure backgrounds

As already explained, the dimensional reduction on an SU(3)-structure background can be

performed by projecting out all triplets or representations 3 and 3̄ of the SU(3) structure

group. In particular, no one-form in Y survives this projection, but there could be a number

h1,1 of (1, 1)-forms and h1,2 of (1, 2)-forms with respect to the almost complex structure I.

Let us denote the former by ωi and the latter by ρm. There is also one (3, 0)-form O and

its complex conjugate, unique up to rescaling. The compactification ansatz for the ten-

dimensional fields is constructed in terms of these forms. Note that the numbers h1,1 and

h1,2 have been labeled in that way because for a Calabi-Yau these are the corresponding

Hodge numbers, but it should be clear that they do not count the harmonic forms for a

generic SU(3)-structure manifold Y.
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4.2.1 Bosonic sector

Let us first discuss the bosonic spectrum. Since this is fairly known material, the exposition

should be brief. There being no one-forms on Y available for expansion, the dilaton Φ,

the metric gMN and the NS two-form field BMN in ten dimensions contribute only with a

metric gµν , a two-form Bµν and scalars Φ, gab and Bab in four dimensions. More explicitly,

the ten-dimensional two-form B2 can be expanded as

B2 = 1
2Bµνdxµ ∧ dxν + biωi , (4.7)

with the result that the scalar part Bab gives rise to h1,1 moduli fields bi. Moreover, the

two-form Bµν can be dualized to a scalar a, the axion, as already seen in Chapter 2.

The expansion of the internal part gab of the metric can be done by considering separately

gαβ̄ and gαβ , where the indices α, ᾱ refer to the 3 and the 3̄ of SU(3) or to the almost complex

structure I. In analogy to the Calabi-Yau case, the metric deformations δgαβ̄ and δgαβ are

given by the expressions

δgαβ̄ = −i vi(x)(ωi)αβ̄ , δgαβ =
i

‖Ω‖2 z̄
m(x)(ρ̄m)αγ̄δ̄ Ωβ

γ̄δ̄ . (4.8)

In these expansions, the three-form Ω is the (3, 0)-form in Y, and it differs from O defined

above in the normalization, Ω = ‖Ω‖O with ‖Ω‖2 = 1
3!ΩαβγΩ̄αβγ . The h1,1 Kähler moduli

vi are real and the h1,2 complex structure moduli zm are complex. The real scalars vi

are complexified by introducing ti = bi + ivi, with the fields bi stemming from the expan-

sion (4.7).

For the Yang-Mills one-forms Aa

1 the story is more complicated. The details are model

dependent, since one must specify a gauge bundle G to satisfy the consistency condition
∫

Y
tr
[

(R2 ∧R2 ) − Tr (F2 ∧ F2 )
]

= 0 (4.9)

that arises from integrating Eq. (2.48) on the internal manifold Y. For concreteness, one

can analyze the standard embedding. This means that one identifies the spin connection

of the manifold with an SU(3) subgroup of the gauge group. In this way, the consistency

condition is satisfied. If one takes the case of the E8 ×E8 heterotic string, this leads to the

decomposition of one of the E8 factors as

E8 → SU(3) × E6 . (4.10)

The 248 adjoint representation of E8 decomposes as

248 → (1,78) ⊕ (8,1) ⊕ (3,27) ⊕ (3̄, 2̄7) . (4.11)

The four-dimensional vectors Aa

µ and scalars Aa

a descending from Aa

M give rise to the follow-

ing fields. From the decomposition (4.11), it is clear that after projecting out all the triplets
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in Aa

µ only the vectors Aa
µ in the adjoint of the unbroken gauge group E6 survive. For the

scalars Aa

a, or equivalently Aa

α and Aa

ᾱ, one must consider the representations 3× 248 and

3̄ × 248, because of the SU(3) transformation properties of the spatial indices α and ᾱ.

After projecting out the triplets, one obtains scalar fields Aαβ and Aαβ̄ in the 2̄7 and the

27 of the gauge group E6, respectively. These scalars can now be decomposed in exactly

the same fashion as the components of the internal metric, namely

Aαβ̄ = Ai(ωi)αβ̄ , Aαβ =
1

‖Ω‖2A
m(ρ̄m)αγ̄δ̄ Ωβ

γ̄δ̄ . (4.12)

The gauge transformation properties of Aµ, Ai and Am will be kept implicit in most of the

following, meaning that gauge indices will be suppressed.

All four-dimensional bosonic fields organize in multiplets of N = 1 supersymmetry.

Explicitly, the metric gµν sits in the gravitational multiplet, while the vectors Aµ and the

scalars sit in vector and chiral multiplets, respectively. The precise structure is given in

Table 4.1, after the fermions have been analyzed.

The expansions for the ten-dimensional fields can be substituted in the bosonic action

Sb of Eq. (2.2). The resulting effective Lagrangian is well-known and has been derived

for Calabi-Yau compactifications in [11, 42, 43] and for manifolds with SU(3) structure in

[31, 32, 54–57]. Here only the results are summarized.

The effective four-dimensional action is a gauged N = 1 supergravity, and as explained

in Appendix A it is characterized by the Kähler potential K, the holomorphic gauge kinetic

function f and the holomorphic superpotential W . An important step in the derivation is

the Weyl rescaling gµν → eφgµν , where φ = Φ − lnV is the four-dimensional dilaton and V
is the volume of the internal manifold Y. An expression for V can be written as

V = 1
6

∫

Y
J ∧ J ∧ J , J = viωi , (4.13)

since the two-form J has components Jαβ̄ = igαβ̄ . The gauge kinetic function f depends

only on the axion-dilaton s defined in Eq.(2.93) and has the simple expression

f(s) = is . (4.14)

The metric on the field space of the complex scalars s, ti and zm in chiral multiplets is

block-diagonal and the different pieces are

gss̄ = − 1

(s− s̄)2
, gij =

1

4V

∫

Y
ωi ∧ ∗ωj , gmn̄ =

∫

Y ρm ∧ ρ̄n
∫

Y Ω ∧ Ω̄
. (4.15)

Each block can be shown to be a Kähler metric on its own and the Kähler potential is

therefore a sum of three contributions

K = Ks +KJ +KΩ , (4.16)
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where
e−Ks = i(s − s̄) = e−φ ,

e−KJ = 1
6

∫

Y
J ∧ J ∧ J = V ,

e−KΩ = i

∫

Y
Ω ∧ Ω̄ .

(4.17)

The manifold MJ spanned by the complexified Kähler moduli ti and the manifold MΩ

spanned by the complex structure moduli zm are actually special Kähler. As explained in

Appendix A, this means that each of the Kähler potentials KJ and KΩ determining the

respective metrics gij and gmn̄ takes a special form in terms of a holomorphic prepotential.

Let us define the quantities

κi =
1

V

∫

Y
ωi ∧ J ∧ J , κij =

1

V

∫

Y
ωi ∧ ωj ∧ J . (4.18)

Due to Eq. (4.13), it can be checked that κiv
i = κijv

ivj = 6. For the space MJ of Kähler

deformations, one can derive

∗ωi = −J ∧ ωi + κiJ ∧ J , (4.19)

and substituting this into the metric gij in Eq. (4.15) one obtains

gij = −1
4κij + 1

16κiκj . (4.20)

On the other hand, the forms Ω and ρm associated to the space MΩ are related by

∂Ω

∂zm
= −∂KΩ

∂zm
Ω + ρm , (4.21)

and their Hodge duals are given by

∗Ω = −iΩ , ∗ρm = iρm . (4.22)

One can also derive the following expression from Ω = ‖Ω‖O and Eqs. (4.17) and (4.3),

‖Ω‖ = e−
1
2
KΩ+ 1

2
KJ . (4.23)

Finally, the metric for the matter fields Ai and Am is also block-diagonal, and the

respective blocks are found to be

Zij = e
1
3 (KΩ−KJ)gij = ‖Ω‖− 2

3 gij , Zmn̄ = e
1
3 (KJ−KΩ)gmn̄ = ‖Ω‖ 2

3 gmn̄ , (4.24)

after the rescalings

Ai → 1
2‖Ω‖− 1

3Ai , Am → 1
2‖Ω‖ 1

3Am . (4.25)
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4.2.2 Fermionic spectrum and kinetic terms

A left-handed Majorana-Weyl spinor ε̂ in ten dimensions can be decomposed thanks to the

existence of the global spinor η as

ε̂ = ε⊗ η− + ε̄⊗ η+ , (4.26)

where ε is a Weyl spinor with positive chirality in four dimensions.∗ For a right-handed

ten-dimensional spinor, one simply needs to switch η− and η+ in this expression.

In order to find the fermionic spectrum in four dimensions, the transformation properties

of the ten-dimensional fermionic fields with respect to the SU(3) structure group are needed.

Recall that the massless fermionic fields in ten-dimensions are a left-handed gravitino ψ̂M ,

a right-handed dilatino λ̂ and left-handed gauginos χ̂a in the adjoint of E8 × E8. The

components ψ̂µ of the gravitino ψ̂M give rise to a four-dimensional spin-3
2 field and transform

as 1 ⊕ 3 with respect to the SU(3) structure group. This makes manifest the claim made

above that in obtaining an N = 1 supersymmetric effective theory one must project out

the triplets of SU(3), since only one light gravitino is required to survive. This singlet can

be decomposed as

ψ̂µ = ψµ ⊗ η− + ψ̄µ ⊗ η+ , (4.27)

where ψµ is the four-dimensional gravitino.

The components ψ̂α and ψ̂ᾱ have more complex transformation properties. After pro-

jecting out the triplets, representations 8 + 1 and 6 remain. An ansatz for their decompo-

sition is

ψ̂α = ξi ⊗ (ωi)αβ̄γ
β̄η+ +

1

‖Ω‖2 ζ̄
m ⊗ (ρ̄m)αβ̄γ̄Ωδ

β̄γ̄γδη− . (4.28)

The right-handed dilatino transforms as 1 ⊕ 3, and the singlet can be expressed as

λ̂ = λ⊗ η+ + λ̄⊗ η− . (4.29)

Recalling the decomposition (4.11) of the adjoint representation of E8, it can be seen that

the gauginos χ̂a contribute with a spinor χ in the adjoint of the unbroken gauge group

E6 × E8 arising from

χ̂ = χ⊗ η− + χ̄⊗ η+ . (4.30)

Additionally, there are fields in the 27 and 2̄7 of E6 arising from

χ̂α = χi ⊗ (ωi)αβ̄γ
β̄η+ +

1

‖Ω‖2 χ̄
m ⊗ (ρ̄m)αβ̄γ̄Ωδ

β̄γ̄γδη− , (4.31)

where α labels the 3 in (4.11).

All the fermionic fields in four dimensions organize in multiplets of N = 1 together

with the bosonic fields as shown in Table 4.1.
∗In the rest of this Chapter, hats are placed over the ten-dimensional fermionic fields in order to distinguish

them from the corresponding four-dimensional fields.
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multiplet multiplicity bosons fermions

gravitational 1 gµν ψµ

vector dim(E6 × E8) Aµ χ

chiral

h1,1 ti ξi

h1,2 zm ζm

27h1,1 Ai χi

27h1,2 Am χm

1 s λ

Table 4.1: N = 1 multiplets.

Let us now turn to the computation of the kinetic terms for the fermions. Due to su-

persymmetry, this really adds no new information, merely checking the consistency of the

couplings obtained for the bosonic sector. Nevertheless, in order to compute the superpo-

tential and D-terms via fermionic couplings it is mandatory to know the right normalization

of the fermions, and this is dictated by the kinetic terms.

The kinetic terms are obtained from those terms in the action Sf given in Eq. (2.6) with

a spacetime derivative Dµ. The Clifford algebra in ten-dimensions {ΓM ,ΓN} = 2gMN1 can

be satisfied by decomposing the Γ-matrices as

Γµ = γµ ⊗ 1 , Γα = γ5 ⊗ γα , Γᾱ = γ5 ⊗ γᾱ , (4.32)

where the four-dimensional γ-matrices are conventionally taken as

γµ = −i

(

0 σµ

σ̄µ 0

)

, γ5 =

(1 0

0 −1) . (4.33)

In these expressions, σµ = (1, σi) and σ̄µ = (1,−σi), with the usual Pauli matrices

σ1 =

(

0 1

1 0

)

, σ2 =

(

0 i

−i 0

)

, σ1 =

(

1 0

0 −1

)

. (4.34)

On the other hand, the six dimensional γ-matrices γα and γᾱ satisfy {γα, γβ̄} = 2gαβ̄1 with

other anticommutators vanishing. The spinor singlets of definite chirality η± are annihilated

by the corresponding set of γ-matrices, namely

γαη+ = 0 , γᾱη− = 0 . (4.35)

As a consequence of this, terms of the form η†+γ
α · · · γβ̄η+ or η†−γ

ᾱ · · · γβη−vanish unless

they have an equal number of γ-matrices with holomorphic and antiholomorphic indices.

In that case, they can be computed by repeated application of {γα, γβ̄} = 2gαβ̄1 like, for

example,

η†+γ
γγᾱβγ δ̄η+ = 4gγᾱgβδ̄ − 2gβᾱgγδ̄ . (4.36)
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One can now insert the expansions (4.27)–(4.31) into the action Sf and compute the

kinetic terms in the effective Lagrangian for the fermions. The only remaining point that

is still worth mentioning is that one encounters the integrals

∫

Y
(ωi)αβ̄(ωj)γδ̄

(

gαδ̄gγβ̄ − 2gαβ̄gγδ̄
)

= 4V
(

gij + 1
2κij

)

,

1

‖Ω‖2

∫

6
(ρm)ᾱβγ(ρ̄n)δǭζ̄Ōσ̄

βγ
Oτ

ǭζ̄
(

gδᾱgτσ̄ − 2gδσ̄gτᾱ
)

= − 4i

‖Ω‖2

∫

Y
ρm ∧ ρ̄n = −4Vgmn̄ ,

(4.37)

The resulting Lagrangian is

Lkin = e−φ
[

ǫµρνλψ̄µσ̄λDρψν + iκiξ
iσ[µσ̄ν]Dµψν + iκiψ̄µσ̄

[µσν]Dν ξ̄
i

+ 16i
(

gij + 1
2κij

)

ξ̄iσ̄µDµξ
j − 16igm̄nζ̄

mσ̄µDµζ
n − 2iλ̄σ̄µDµλ

− 2iχ̄σ̄µDµχ− 16igij χ̄
iσ̄µDµχ

j − 16igm̄nχ̄
mσ̄µDµχ

n
]

.

(4.38)

The next step is to perform the Weyl rescaling gµν → eφgµν . Since the matrices σµ are

defined with a vierbein, they must be rescaled accordingly. In addition, all fermionic fields

must be rescaled. The appropriate expressions are [1]

σµ → e−
φ
2 σµ , ψµ → e

φ
4 ψµ , ξi → e−

φ
4 ξi , ζm → e−

φ
4 ζm ,

λ→ e−
φ
4 λ , χ→ e−

φ
4 χ , χi → e−

φ
4 χi , χm → e−

φ
4 χm .

(4.39)

But the kinetic terms in the Lagrangian (4.38) are not diagonal. They can be diagonalized

by redefining the gravitino including a mixing with the fermions ξi as follows,

ψµ → ψµ + 1
2σµκiξ̄

i . (4.40)

Inserting (4.39) and (4.40) into (4.38) one arrives at

Lkin = 2ǫµρνλψ̄µσ̄λDρψν + i
(

16gij − 3κiκj + 8κij

)

ξ̄iσ̄µDµξ
j − 16igm̄nζ̄

mσ̄µDµζ
n

− 2iλ̄σ̄µDµλ− 2iχ̄σ̄µDµχ− 16igij χ̄
iσ̄µDµχ

j − 16igm̄nχ̄
mσ̄µDµχ

n .
(4.41)

To bring the kinetic terms of all fermions to the standard form (A.20) dictated by N = 1

supergravity, the fermionic fields need to be further rescaled as follows,

ψµ → 1√
2
ψµ , ξi → 1

4(ξi − 1
12v

i
κjξ

j) , ζm → 1
4ζ

m , λ→ 1√
2
eφλ ,

χ→ 1√
2
e−

φ
2 χ , χi → 1

4e
1
6
(KΩ−KJ )χi , χa → 1

4e
1
6
(KJ−KΩ)χa .

(4.42)

Notice that using the relation κiv
i = 6, the combination κiξ

i can be seen to transform in

the much simpler way

κiξ
i → 1

8κiξ
i . (4.43)
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It is straightforward to check that after substitution of (4.42) into (4.41) it is obtained

Lkin = ǫµρνλψ̄µσ̄λDρψν − igij ξ̄
iσ̄µDµξ

j − igābζ̄
aσ̄µDµζ

b

− igss̄λ̄σ̄
µDµλ− i(Ref)χ̄σµDµχ− iZijχ̄

iσ̄µDµχ
j − iZm̄nχ̄

mσ̄µDµχ
n ,

(4.44)

in accord with the standard form of N = 1 supergravity.†

4.2.3 Gravitino mass term and F -terms

It has been seen that the kinetic terms in the four-dimensional effective theory can be

cast into a form consistent with the Kähler potential (4.16) and the gauge kinetic func-

tion (4.14). There are two ways to compute the remaining couplings. One could reduce

the bosonic ten-dimensional action (2.2) and derive the scalar potential VN =1. Then, from

the supergravity relation (A.18), one could infer the superpotential W and the D-terms.

However, this procedure is problematic since W and its derivatives enter quadratically in

VN =1 and thus cannot be computed reliably within the approximation used. However, in

the fermionic couplings of (A.21), both W and its derivatives appear linearly and therefore

can be obtained more easily [57, 58]. Concretely, W can be computed from the gravitino

mass term, while the derivatives of W can be computed from the couplings of the gravitino

to the chiral fermions or F -terms.

The contributions to the gravitino mass term and to the F -terms arise from two different

sources. On one hand, they come from the reduction of Sf in Eq. (2.6) when no spacetime

derivative Dµ is present and the internal derivative Da acts on the spinor η in the expansion

of the fermions (4.27)–(4.31). In this case, the contribution will be proportional to certain

torsion components of the SU(3)-structure manifold. The second possibility is that such

terms arise from the reduction of Sint given in Eq. (2.7) when a nonzero background value

for H3 is present. Let us start with this second case.

Contribution from H3 -flux

As already mentioned, in this case the contribution to the gravitino mass term arises from

the first term in the second line of Eq. (2.7) when both gravitino factors have external

†Note that in the derivation of (4.44) all terms where spacetime derivatives act on bosonic terms have

been ignored. They should combine into appropriate covariant derivatives as given in [1] which, however,

was not explicitly checked.
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spacetime indices. Inserting the decomposition (4.27) and using Eq. (4.2) one finds

Lm3/2,flux = − 1
24

∫

Y
e−ΦHabc

ˆ̄ψµΓµabcνψ̂ν

= 1
48 ψ̄µσ̄

[µσν]ψ̄νe
−φV−1

∫

Y
Hᾱβ̄γ̄η

†
−γ

ᾱβ̄γ̄η+ + h.c.

= −1
8 ψ̄µσ̄

[µσν]ψ̄νe−φV−1

∫

Y
O ∧H3 + h.c. ,

(4.45)

where only the contribution to the gravitino mass is displayed. Performing the Weyl rescal-

ing gµν → eφgµν and using Eqs. (4.39), (4.42) and (4.23), it is obtained

Lm3/2,flux = −1
4 ψ̄µσ̄

µν ψ̄νe
K
2

∫

Y
Ω ∧H3 + h.c. , (4.46)

where σ̄µν = 1
4 σ̄

[µσν]. Comparison with (A.21) leads to the following contribution to the

superpotential arising from the H3 -flux,

Wflux = 1
4

∫

Y
Ω ∧H3 , (4.47)

a result computed previously in [59–61]. This derivation provides an independent check on

the Kähler potential (4.16).

Let us now proceed to the computation of the derivatives of W , or in other words the

F -terms. They arise from the same ten-dimensional term in Sint as before, only that this

time one must choose one of the ten-dimensional gravitino factors to carry an internal

index a. There is also an additional contribution coming from the insertion of the gravitino

redefinition (4.40) in Eq. (4.46). Inserting the decompositions (4.27) and (4.28), one finds

L
′
F -term,flux = − 1

96κiξ
iσµψ̄µe−φV−1

∫

Y
Hᾱβ̄γ̄η

†
−γ

ᾱβ̄γ̄η+

+
1

4‖Ω‖ζ
mσµψ̄µe−φV−1

∫

Y
(ρm)ᾱβγHδǭζ̄Ō

δβγ
O

ᾱǭζ̄ + h.c. .

(4.48)

In computing this expression, the following property derived in [62] was used

gαβ̄(ωi)αβ̄ = i
2κi . (4.49)

This contraction is therefore independent of the internal coordinates. Using Eqs. (4.2),

(4.22), (4.23) and performing the rescalings one obtains

L
′
F -term,flux = − i

4
√

2
e

K
2

(

ξiσµψ̄µ
i
4κi

∫

Y
Ω ∧H3 + ζmσµψ̄µ

∫

Y
ρm ∧H3

)

+ h.c. . (4.50)

It is straightforward to check from Eqs. (A.19), (4.17), (4.13) and (4.21) that in the absence

of torsion (or in other words for dωi = 0) the Kähler derivatives of Wflux as obtained in

Eq. (4.47) are given by

DiWflux = i
4κiWflux , DmWflux = 1

4

∫

Y
ρm ∧H3 . (4.51)
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The F -terms in Eq. (4.50) can then be written as

L
′
F -term,flux = − i√

2
e

K
2

(

ξiσµψ̄µDiWflux + ζmσµψ̄µDmWflux

)

+ h.c. , (4.52)

which is consistent with (A.21).

Finally, there is also a gravitino-dilatino coupling which is obtained from the appropriate

term in Eq. (2.7),

L
′′
F -term,flux =

√
2

24

∫

Y
e−ΦHabc

ˆ̄ψµΓabcΓµλ̂

= 1
2
√

2
λσµψ̄µe−φV−1

∫

Y
O ∧H3 + h.c. ,

(4.53)

where the decompositions (4.30), (4.29) and (4.27) have been used. Following a similar

procedure as for the other F -terms that include the rescalings, one obtains

L
′′
F -term,flux = − i√

2
λσµψ̄µe

K
2 DsWflux , (4.54)

where it was used

DsWflux = ieφWflux , (4.55)

as can be derived from Eqs. (A.19), (4.14), (4.15) and (4.17). The total contribution to the

F -terms arising from H3 -flux is the sum of Eqs. (4.52) and (4.54),

LF -term,flux = L
′
F -term,flux + L

′′
F -term,flux

= − i√
2
e

K
2

(

ξiσµψ̄µDiWflux + ζmσµψ̄µDmWflux + λσµψ̄µe
K
2 DsWflux

)

+ h.c. .

(4.56)

This result is again in agreement with supergravity if it is compared with (A.21).

Contribution from torsion

In addition to H3 -flux, also the torsion of the manifold Y gives a contribution to the su-

perpotential W . As already explained, the intrinsic torsion is measured by the five torsion

classes W1, . . . ,W5, or the exterior derivatives dJ and dO. This contribution to the su-

perpotential can be computed from Eq. (2.6) when an internal derivative Da acts on the

internal spinor η. These derivatives have been determined in Ref. [63]. One can expand

Daη± in the basis (η±, γaη∓) and define the tensors qa, q
′
a and qab via

Daη± = (qa ± iq′a)η± ± iqabγ
bη∓ . (4.57)

All q’s are real, with qa and q′a transforming in the 3 ⊕ 3̄ of SU(3) and qab containing the

representations 36 = 1⊕1⊕3⊕ 3̄⊕6⊕ 6̄⊕8⊕8. Going to holomorphic indices and using

Eqs. (4.2) and (4.5), one can express qab via the torsion classes as follows [63],

qαβ = − i
16(W3)αγ̄δ̄Oβ

γ̄δ̄ − 1
4OαβγWγ

4 ,

qαβ̄ = 1
4gαβ̄W1 − i

4(W2)αβ̄ .
(4.58)
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Equipped with (4.57) and (4.58), the contribution to W due to torsion can be com-

puted. Let us start again with the contribution to the gravitino mass term. It arises

from the first term in Eq. (2.6) with the derivative in an internal direction. Inserting the

decomposition (4.27) in the kinetic term for the ten-dimensional gravitino one obtains

Lm3/2,torsion = −
∫

Y
e−Φ ˆ̄ψµΓµaνDaψ̂ν

= 1
2 ψ̄µσ̄

[µσν]ψ̄νe
−φV−1

∫

Y
η†−γ

ᾱDᾱη+ + h.c. .

(4.59)

Using Eqs. (4.57), (4.58) and (4.5) it is found

∫

Y
η†−γ

ᾱDᾱη+ = 3i
2

∫

Y
W1 = i

4

∫

Y
O ∧ dJ . (4.60)

Performing the usual rescalings and using (4.23) yields

Lm3/2,tor = −ψ̄µσ̄
µν ψ̄νe

K
2 Wtor + h.c. , (4.61)

with

Wtor = i
4

∫

Y
Ω ∧ dJ . (4.62)

Together with the contribution from H3 -flux computed in Eq. (4.47), this leads to the total

superpotential

W = Wflux +Wtor = 1
4

∫

Y
Ω ∧ (H3 + idJ) . (4.63)

As it was done for the H3 -flux contribution, let us now focus on the gravitino-fermion

couplings in order to determine the torsion contribution to the F -terms. For the fermions in

the chiral multiplets, this contribution arises from the kinetic term of the ten-dimensional

gravitino in Sf when one of the gravitino factors has an internal index, the other has an

external one, and the derivative is internal. After insertion of (4.27) in the kinetic term for

ψ̂M one obtains

L
′
F -term,tor = −

∫

Y
e−Φ

[ ˆ̄ψaΓ
abνDbψ̂ν + ˆ̄ψµΓµabDaψ̂b

]

= 2iξiσµψ̄µe−φV−1

∫

Y
(ωi)αβ̄η

†
−γ

β̄γαγ̄ iqγ̄δγ
δη−

+
2i

‖Ω‖ζ
mσµψ̄µe−φV−1

∫

Y
(ρm)β̄γδŌ

γδ
ǭ η

†
−γ

αβ̄γ ǭiqαζγ
ζη− + h.c. .

(4.64)

The term containing Daψb in the first line can be integrated by parts. The result is equal to

the first term. This is convenient because only the action of the internal derivative Da on

ψµ needs to be considered. All one needs is therefore the derivative of the internal spinors
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Daη± and not more complex expressions involving the derivatives of the internal forms that

would arise in computing Daψb. Substituting (4.58) in (4.64) yields

L
′
F -term,tor = − iξiσµψ̄µe−φV−1

(

− 5i

∫

Y
(ωi)αβ̄g

αβ̄W1 +

∫

Y
(ωi)αβ̄(W2)δγ̄g

αγ̄gδβ̄
)

− i

‖Ω‖ζ
mσµψ̄µie−φV−1

∫

Y
ρm ∧W3 + h.c. .

(4.65)

Using (4.49) it can be written

−i

∫

Y
(ωi)αβ̄g

αβ̄W1 = 1
2κi

∫

Y
W1 = 1

12κi

∫

Y
W1J ∧ J ∧ J

= 1
12κi

∫

Y
O ∧ dJ .

(4.66)

In the last step, W1J ∧ J ∧ J = dO∧ J was used, which is a consequence of (4.5) together

with W2 ∧ J ∧ J = 0. Analogously, one finds
∫

Y
(ωi)αβ̄(W2)δγ̄g

αγ̄gδβ̄ =

∫

Y
W2 ∧ J ∧ ωi

=

∫

Y
dO ∧ ωi −

∫

Y
W1J ∧ J ∧ ωi

=

∫

Y
O ∧ dωi − 1

6κi

∫

Y
O ∧ dJ .

(4.67)

In going from the first to the second line, W2∧J ∧ωi = dO∧ωi −W1J ∧ωi + · · · was used,

which also follows from Eq. (4.5). In the last step, W1J ∧ J ∧ ωi was substituted by twice

the expression (4.66). Finally, it can also be seen from (4.5) that

∫

Y
ρm ∧W3 =

∫

Y
ρm ∧ dJ. (4.68)

Inserting (4.66), (4.67) and (4.68) into (4.65) and performing the usual rescalings one obtains

L
′
F -term,tor = − i

4
√

2
ξiσµψ̄µe

K
2

(

− i
24κi

∫

Y
Ω ∧ idJ +

∫

Y
Ω ∧ dωi

)

− i
4
√

2

∫

4
ζmσµψ̄µe

K
2

∫

Y
ρm ∧ idJ + h.c. .

(4.69)

There is also a contribution L ′′
F -term,tor arising from the insertion of the shifted gravitino

(4.40) into Eq. (4.59). Adding this contribution to Eq. (4.69) leads to

LF -term,tor = − i
4
√

2
ξiσµψ̄µ e

K
2

(

i
3κi

∫

Y
Ω ∧ idJ +

∫

Y
Ω ∧ ωi

)

− i
4
√

2
ζmσµψ̄µe

K
2

∫

Y
ρm ∧ idJ + h.c. .

(4.70)
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Combining this result with the H3 -flux contribution obtained in (4.50) and (4.54) yields

LF -term = LF -term,flux + LF -term,tor

= − i
4
√

2
ξiσµψ̄µ e

K
2

[

i
4κi

∫

Y
Ω ∧

(

H3 + 4
3 idJ

)

+

∫

Y
Ω ∧ dωi

]

− i
4
√

2
ζmσµψ̄µ e

K
2

∫

Y
ρm ∧ (H3 + idJ)

− i
4
√

2
λσµψ̄µ e

K
2 ieφ

∫

Y
Ω ∧H3 + h.c. .

(4.71)

However, this is not yet in the standard supergravity form, since the gravitino-dilatino

coupling received no contribution from the torsion. This can be remedied by the following

redefinitions

ξi → ξi − 1
12v

i
κjξ

j + vieφλ , λ→ −1
2λ+ 1

8e−φ
κjξ

j . (4.72)

One can show that these transformations leave invariant the kinetic terms (4.44) and the

total contribution LF -term,flux to the F -terms from H3 -flux in Eq. (4.56). Inserting (4.72)

into Eq.(4.71) one finally obtains

LF -term = − i√
2
(ξiσµψ̄µe

K
2 DiW + ζmσµψ̄µe

K
2 DmW + λσµψ̄µe

K
2 DsW

)

+ h.c. , (4.73)

where

DiW = i
4κiW + 1

4

∫

Y
Ω ∧ dωi ,

DmW = 1
4

∫

Y
ρm ∧ (H3 + idJ) ,

DsW = ieφW ,

(4.74)

with W given in Eq. (4.63). This establishes the consistency with N = 1 supergravity.

4.2.4 D-terms

Finally, one can compute theD-terms in the effective action. As can be seen from Eq. (A.21),

in the fermionic action they appear in the coupling of the gravitino to the gaugino. This

contribution to the action comes from the reduction of the similar coupling between the

ten-dimensional gravitino ψ̂M and the ten-dimensional gaugino χ̂ in Eq. (2.7). Performing

the reduction of the relevant term is straightforward and leads to

LD-term = 1
2

∫

Y
e−ΦTr

(

Fab ˆ̄χ
)

ΓµΓabψ̂µ

= −iψµσ
µχ̄ae−φV−1

∫

Y
F a

αβ̄g
αβ̄ + h.c.

= ψµσ
µχ̄ae−φV−1

∫

Y
F a ∧ ∗J + h.c. .

(4.75)
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In the last step, the relation

∫

Y
F a

αβ̄g
αβ̄ = i

2

∫

Y
F a ∧ J ∧ J = i

∫

Y
F a ∧ ∗J (4.76)

was used. After performing the usual rescalings one obtains

LD-term =
1

2
ψµσ

µχ̄aV−1

∫

Y
F a ∧ ∗J . (4.77)

Comparing with (A.21) and recalling from (4.14) that Ref = e−φ, it is concluded that the

D-term is given by

Da = −eφV−1

∫

Y
F a ∧ ∗J . (4.78)

4.3 Supersymmetry transformations

For completeness, one can additionally obtain the supersymmetry transformations of the

fermions in the effective four-dimensional theory. This can be done by substitution of

the reduction ansatz into the supersymmetry transformations of the ten-dimensional fields,

Eq. (2.9). The form of these transformations for a generic N = 1 theory in four dimensions

is given in Eq. (A.22). From them it is seen that the gravitino supersymmetry transfor-

mation gives directly the superpotential W , in analogy to the gravitino mass term in the

action. On the other hand, the transformations of the chiral fermions are proportional to

the derivatives of the superpotential with respect to the corresponding scalar superpartners.

In this they are similar to the F - and D-terms in the action.

Let us start with the gravitino. The supersymmetry transformation of the gravitino in

ten dimensions is given by

δψ̂M = DM ǫ̂+ 1
96HNPQ

(

ΓM
NPQ − 9δN

MΓPQ
)

ǫ̂ , (4.79)

which implies

δψ̂µ = Dµε̂+ 1
96HabcΓµΓabcε̂ . (4.80)

However, the correct four-dimensional gravitino is only obtained after the shift given in

Eq. (4.40). The latter can be interpreted at the level of the ten-dimensional gravitino as

[54]

δψ̂′
µ ≡ δψ̂µ + 1

2ΓµΓaδψ̂a . (4.81)

Also from Eq. (4.79) one has

Γaψ̂a = ΓaDaε̂+ 1
96Hbcd(Γ

aΓa
bcd − 9ΓbΓcd)ε̂

= ΓaDaε̂− 1
16HabcΓ

abcε̂ ,
(4.82)
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where ΓaΓa
bcd = 3Γbcd was used. After substitution of (4.80) and (4.82) into Eq. (4.81) it

is obtained

δψ̂′
µ = Dµε̂+ 1

2ΓµΓaDaε̂− 1
48HabcΓµΓabcε̂ . (4.83)

Inserting (4.27) and acting with the projector V−1
∫

Y 1 ⊗ η†− yields (omitting the prime)

δψµ =Dµε+ i
2σµε̄V−1

∫

Y
η†−γ

ᾱDᾱη+ − i
48σµε̄V−1

∫

6
Habcη

†
−γ

abcη+

=Dµε− i
8σµε̄V−1

∫

Y
O ∧ (H3 + idJ) ,

where in the second step Eq. (4.60) was used. After performing the rescalings (4.39) and

(4.42) one indeed obtains

δψµ = Dµε+ i
2σµε̄e

K
2 W , (4.84)

with the superpotential W given by the expression (4.63).

Let us now turn to the supersymmetry transformations of the chiral fermions ξi. In

order to do so, it is useful to compute

(γ5 ⊗ η−η
†
−) Γaδψ̂a . (4.85)

Inserting (4.27) and using (4.82) it follows that

δξ̄i ⊗ (ωi)αβ̄ η−η
†
−γ

β̄γαη− = ε̄⊗ η−η
†
−γ

ᾱDᾱη+ + 1
16 ε̄⊗Habcη−η

†
−γ

abcη+ ,

2δξ̄i ⊗ (ωi)αβ̄g
αβ̄η− = 3i

2 ε̄⊗W1η− + 1
16 ε̄⊗ iHabcO

abcη− .
(4.86)

Using the same projector as above one gets

κiδξ̄
i = i

4 ε̄V−1

∫

Y
O ∧ (3

2H3 + idJ) , (4.87)

which after the rescalings of the fields reads

κiδξ̄
i = i√

2
ε̄e

K
2

∫

Y
Ω ∧ (3H3 + 2idJ) . (4.88)

This is not yet in the desired form dictated by Eq. (A.22), since the mixing (4.72) with the

dilatino has not been taken into account yet.

For the ten-dimensional dilatino, the supersymmetry transformation is given by

δλ̂ =
√

2
48 HMNP ΓMNP ε̂ , (4.89)

which after applying the decompositions (4.30) and (4.29) and the projection leads to

δλ̄ = − i
√

2
8 ε̄V−1

∫

Y
O ∧H3 . (4.90)
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After applying the rescalings this reads

δλ̄ = − i
√

2
8 ε̄e

K
2 e−φ

∫

Y
Ω ∧H3 . (4.91)

As in the computation of the F -terms, there is no torsion contribution in this transformation.

But the mixing with ξi must still be performed. Going to new field variables as dictated by

the field redefinition (4.72) one obtains

κiδξ̄
i = i√

2
ε̄e

K
2

∫

Y
Ω ∧ (3H3 + idJ) ,

δλ̄ = − i
√

2
8 ε̄e

K
2 e−φ

∫

Y
Ω ∧ (H3 + idJ) .

(4.92)

From (4.74) one can write

gij
κiDjW = 3i

∫

Y
Ω ∧ (H3 + idJ) + 2

∫

Y
Ω ∧ dJ

= i

∫

Y
Ω ∧ (3H3 + idJ) ,

(4.93)

and also

gss̄DsW = ie−φW . (4.94)

The following supersymmetry transformations are thus obtained,

δξ̄i = 1√
2
ε̄e

K
2 gijDjW ,

δλ̄ = 1√
2
ε̄e

K
2 gss̄DsW ,

(4.95)

in agreement with Eq. (A.22).

For the supersymmetry transformations of the ζm one evaluates

V−1

∫

Y
(γ5 ⊗ η−η

†
−) (ρm)ᾱγδŌ

βγδ
Γᾱδψ̂β . (4.96)

Using the decomposition (4.28) and Eqs. (4.15) and (4.23), this expression can be written

as

δζ̄mV−1 1

‖Ω‖2

∫

Y
(ρn)ᾱγδŌ

βγδ
(ρ̄m)βε̄ζ̄Oλ

ε̄ζ̄η†−γ
ᾱγλη− = 8iδζ̄m

∫

Y ρn ∧ ρ̄m
∫

Y Ω ∧ Ω̄

= 8gnm̄δζ̄
m .

(4.97)

On the other hand, using Eq. (4.79) in (4.96) leads to

ε̄V−1

∫

Y
(ρn)ᾱγδŌ

βγδ
[

η†−γ
ᾱDβη+ + 1

96(Habcη
†
−γ

ᾱγβ
abcη+ − 9Hβbcη

†
−γ

ᾱγbcη+)
]

= 1
2 ε̄V−1

∫

Y
ρn ∧ (H3 + idJ) ,

(4.98)
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where use was made of Eqs. (4.58), (4.5) and

Habcη
†
−γ

ᾱγβ
abcη+ = −6iH ᾱεζ

Oβεζ , Hβabη
†
−γ

ᾱγabη+ = iHβε̄ζ̄O
ᾱε̄ζ̄ . (4.99)

Equating (4.97) and Eq. (4.98) yields

δζ̄m = 1
16 ε̄V−1‖Ω‖−1gm̄n

∫

Y
ρn ∧ (H3 + idJ) , (4.100)

which after the Weyl rescaling can be written as

δ̄ζm = 1√
2
ε̄e

K
2 gm̄nDnW , (4.101)

with W given once again by (4.63).

Finally, the transformation of the gauginos can be computed. The ten-dimensional

variation is

δχ̂a = −1
4F

a

MNΓMN ε̂ . (4.102)

Inserting the decomposition of the ten-dimensional gaugino given in Eq. (4.30) leads to

δχa = F a

µνσ
µνε+ εV−1

∫

Y
F a

αβ̄g
αβ̄ . (4.103)

Substituting (4.76) and performing the rescalings it is obtained

δχa = F a

µνσ
µνε+ iεeφV−1

∫

Y
F a ∧ ∗J . (4.104)

Comparing with Eq. (4.78), the agreement with the supergravity expression (A.22) is es-

tablished.

Supersymmetry conditions for the vacuum

With the supersymmetry transformations for the fermions at hand, the conditions which

lead to a supersymmetric background in a flux compactification can be discussed. In the

case of the heterotic string, Strominger has shown that for a supersymmetric vacuum the

background must allow for a non-vanishing torsion [20]. Moreover, the internal manifold

has to be complex and the fundamental two-form J , the Yang-Mills field strength F a
2 and

the three-form flux H3 have to satisfy the following conditions‡

Jαβ̄F a

αβ̄ = 0 , H3 = i(∂ − ∂̄)J . (4.105)

Strominger’s analysis was made on backgrounds which allow for a warp factor ∆. Demand-

ing the vanishing of the gravitino supersymmetry transformation, he shows that ∆ is equal

‡In [20], the condition for the H3 flux includes a factor of 1
2
. This is because his normalization for H3 is

half the one used here.
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to the dilaton. Since here no warping is considered, the assumption of a constant dilaton is

consistent with Strominger’s result in the limit of no warp factor.

On a supersymmetric vacuum, the supersymmetry transformations of the fermionic

fields vanish, and in particular this must be true for the chiral fermions,

δεξ
i = δεζ

m = δελ = δεχ
a = 0 . (4.106)

Take for example the transformation of the gaugino in Eq. (4.104). Setting it to zero and

considering Eq. (4.76) lead to the vanishing of the contraction F a

αβ̄
Jαβ̄ . Hence Strominger’s

condition on the Yang-Mills field strength is obtained.

The vanishing of the supersymmetry transformation of the dilatino and the ξi chiral

fermions as given in Eq. (4.95) requires DsW = DiW = 0. Considering the expressions for

these derivatives given in Eq. (4.74) these conditions are indeed equivalent to

∫

Y
Ω ∧ (H3 + idJ) = 0 ,

∫

Y
Ω ∧ dωi =

∫

Y
W1J

2 ∧ ωi +

∫

Y
W2 ∧ J ∧ ωi = 0 .

(4.107)

From the second expression it follows that on a supersymmetric background the torsion

classes W1 and W2 vanish. As already mentioned when the torsion classes were introduced,

this is equivalent to having a complex manifold Y.

On the other hand, the first condition in Eq. (4.107) says that H3 +idJ on a supersym-

metric background can only be a sum of (3, 0), (2, 1) and (1, 2) pieces. The (3, 0) + (0, 3)

part of dJ is proportional to W1, as can be checked from Eq. (4.5), and therefore vanishes.

This result together with reality of H3 requires that the combination H3 + idJ must be

actually of type (2, 1) + (1, 2).

Now set to zero the transformation of the ζa chiral fermions in Eq. (4.101). In view of

Eq. (4.74) it means that
∫

Y
ρm ∧ (H3 + idJ) = 0 . (4.108)

This in turn implies the vanishing of the (1, 2) part of H3 + idJ . Since the two-form J is

a (1, 1)-form and the NS-flux is H3 = H(2,1) + H(1,2), one can write the last result for a

complex manifold as H(1,2) = −i∂̄J . Considering also the conjugate, this leads to

H3 = i(∂ − ∂̄)J (4.109)

on a supersymmetric vacuum. The condition on the three-form flux and with it all the su-

persymmetry conditions for the heterotic string obtained by Strominger in [20] are verified.



Chapter 5

Conclusions

oper edei deixai

In this thesis, the low-energy four-dimensional theories arising from the compactification

of the heterotic string on some classes of reduced structure backgrounds have been obtained.

In particular, the bosonic terms of heterotic supergravity have been dimensionally reduced

a là Kaluza-Klein assuming that the internal manifold has SU(2) structure group. Mani-

folds with SU(2) structure in six dimensions are characterized by the existence of two global

nowhere-vanishing spinors that are covariantly constant with respect to a connection with

torsion. If the torsion vanishes, the spinors are constant with respect to the Levi-Civita con-

nection and the manifold has SU(2) holonomy. Such manifolds are therefore generalizations

of K3 × T 2. The existence of the two spinors guarantees that the dimensional reduction

preserves part of the supersymmetry in ten dimensions. Concretely, effective actions with

N = 2 local supersymmetry are obtained.

The SU(2) structure can be characterized equivalently by a pair of real one-forms vi

and a triplet of self-dual two-forms Jx. If and only if the torsion vanishes, these forms are

closed, corresponding to the harmonic one-forms of the torus and the hyperkähler structure

on K3. In other words, dvi and dJx are a measure of the torsion or how much the manifold

deviates from K3× T 2. The one-forms vi also allow to define an almost product structure,

smoothly splitting the tangent space of the manifold over each point into a two-dimensional

and a four-dimensional space. For a generic SU(2)-structure manifold, the expansion is

done in terms of a finite set of forms corresponding to light modes. This set is obtained

by projecting out all doublets of the structure group SU(2). As a result, one is left with

the pair of one-forms vi and a set of two-forms ωA, three linear combinations of which are

the self-dual Jx and the rest are anti-self-dual. The almost product structure is rigid, and

the only allowed deformations correspond to the local two-dimensional and four-dimensional

subspaces. If the four-dimensional local subspaces extend to form embedded four-manifolds,

the latter must be copies of K3 and the forms ωA must reduce to the harmonic two-forms

on each K3 slice.
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An ansatz for the SU(2)-structure backgrounds can be written by expanding dvi and dωA

in terms of all possible exterior products of vi and ωA. Nilpotency of exterior differentiation

and Stokes’ theorem impose constraints on the possible values of the parameters in this

expansion characterizing the torsion. Two complementary cases can be distinguished. The

first can be realized by considering a K3 fibration over a torus. The second introduces some

torsion in the torus part as well and can be realized as K3 × S1 fibered over a circle. The

latter construction is ill-defined as six-manifold, but one can make sense of this fibration if

one exploits the global symmetry of heterotic supergravity compactified on K3. The lifting

to the full string theory is not clear, but the obtained low-energy supergravity is consistent.

In both cases, the low-energy supergravity has the same field content and scalar man-

ifolds as the theory arising from the compactification on K3 × T 2. The difference is that

some isometries of the scalar manifolds are gauged. For the case of the K3 fibration over

a torus, only isometries of the quaternionic manifold spanned by scalars in hypermultiplets

are gauged. In the second case, the gauging affects also isometries of the special Kähler

manifold spanned by scalars in vector multiplets. A potential is generated in each case for

the corresponding scalars. As usual, the torsion parameters appear as charges and masses

in the effective action. The general case is just a sum of the results for the two complemen-

tary cases. The gauge algebra and all Killing prepotentials have been determined and the

conformity of the obtained actions to the general form of N = 2 gauged supergravity has

been established.

Additionally, the reduction of fermionic terms in the ten-dimensional heterotic action on

SU(3)-structure manifolds has been revisited. SU(3)-structure manifolds in six dimensions

are characterized by the existence of one global nowhere-vanishing spinor and generalize

Calabi-Yau threefolds. The low-energy effective theory is an N = 1 gauged supergravity.

The relevant couplings, namely the Kähler potential, the gauge kinetic function and the

superpotential, were obtained by computing the kinetic terms for the fermions, the gravitino

mass term and the F - and D-terms. The results have been further checked by computing

the supersymmetry transformations of the fermions.



Appendix A

N = 2 and N = 1 supergravity theories in

four dimensions

In this Appendix, the general structure of theories with N = 2 and N = 1 local super-

symmetry in four dimensions is recalled. This is done in order to facilitate the verification

that the results in the main text indeed have these structures.

N = 2 SUGRA

A theory with N = 2 local supersymmetry describes the dynamics of a gravitational

multiplet coupled to some numbers nv and nh of vector- and hypermultiplets, respectively.

In the following, only the bosonic sector is considered. The gravitational multiplet consists

of the metric gµν and a graviphoton A0
µ. Each vector multiplet contains a vector Ap

µ and

a complex scalar vp, with p = 1, . . . , nv. Finally, each hypermultiplet contains four real

scalars, summing up to 4nh scalar fields qu. All vectors can be labeled collectively as AI
µ

with I = 0, 1, . . . , nv.

The most general bosonic Lagrangian describing the dynamics of these fields can be

written as [37]

Lb = 1
2R4 + 1

4IIJ(v)FI
µνFJ,µν + 1

8RIJ(v)ǫµνρλFI
µνFJ

ρλ

−Gpq̄Dµv
pDµv̄q − huvDµq

uDµqv − VN =2 .
(A.1)

In this expression, R4 is the Ricci scalar and the two-forms FI
µν are the field strengths for

the vector AI
µ. Generically, these correspond to a non-Abelian gauge algebra with structure

constants f I
JK and one has

FI
µν = ∂µAI

ν − ∂νAI
µ + f I

JKAJ
µAK

ν . (A.2)

The generators of the gauge algebra TI satisfy [TI , TJ ] = fK
IJTK . The covariant derivatives

for the scalars have the form

Dµv
p = ∂µ + kp

IAI
µ , Dµq

u = ∂µ + ku
I AI

µ , (A.3)
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where the Killing vectors kp
I and ku

I must lead to the following representations of the gauge

algebra

T v
I = kp

I

∂

∂vp
, T h

I = ku
I

∂

∂qu
. (A.4)

Local N = 2 supersymmetry imposes constraints on the scalar metrics Gpq̄ and huv. In

particular, the space Mv spanned by the complex scalars vp is a special Kähler manifold.

This means that the metric Gpq̄ on this space can be written as

Gpq̄ =
∂2K

∂vp∂v̄q
(A.5)

for a real Kähler potential K(v, v̄). Moreover, this Kähler potential can be written in terms

of a holomorphic prepotential F (X) as

K = − ln
(

iX̄I
FI − iXI

F̄I

)

, (A.6)

where the XI(v) are nv +1 holomorphic functions of the complex scalars vp and FI = ∂IF

is the derivative of F (X) with respect to XI . The prepotential F (X) is a homogeneous

function of degree two. It can happen that the quantities FI in Eq. (A.6) are not the

derivative of a prepotential F (X). But by a symplectic rotation of the vector (XI ,FI)

that leaves invariant the Kähler potential (A.6) one can go to a new basis (X ′I ,F ′
I) where

a prepotential F ′(X ′) does exist such that F ′
I = ∂IF

′.

The gauge kinetic couplings IIJ(v) and RIJ(v) can also be expressed in terms of the

function F (X) and its derivatives. It turns out that

IIJ = ImNIJ , RIJ = ReNIJ , (A.7)

where the matrix NIJ is given by

NIJ = F̄IJ + 2i
ImFIKImFJLX

KXL

ImFKLXKXL
(A.8)

and the quantities FIJ = ∂I∂JF are the second derivatives of the prepotential.

On the other hand, the scalars in hypermultiplets qu span a quaternionic manifold Mh.

This implies the existence of three almost complex structures (Ix)u
v, x = 1, 2, 3, satisfying

the quaternionic algebra

IxIy = −δxy1+ iǫxyzIz . (A.9)

The metric huv can then be used to lower one index on these structures and obtain a triplet

of two-forms

Kx
uv = (Ix)u

whwv . (A.10)

The holonomy group of a quaternionic manifold is Sp(2)×Sp(nh), and Kx
uv can be identified

as the field strength of the Sp(2) ≃ SU(2) connection ωx
u. This means that

Kx = dωx + 1
2ǫ

xyzωy ∧ ωz . (A.11)
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The transformations δvp = ΛIk
p
I and δqu = ΛIk

u
I must be isometries of the respective

manifolds Mv and Mh, therefore the name of Killing vectors. The Killing equations can be

solved in terms of four Killing prepotentials, PI and Px
I . For the special Kähler manifold

Mv, the holomorphic Killing vectors kp
I must satisfy

kp
I = iGpq̄ ∂PI

∂v̄q
. (A.12)

for a real function PI(v, v̄). On the other hand, the Killing vectors ku
I for the quaternionic

manifold Mh must conform to

ku
IK

x
uv = −∂P

x
I

∂qv
− ǫxyzωy

vPz
I . (A.13)

Finally, the potential VN =2 is constrained to have the following form in terms of the

Killing vectors and prepotentials,

VN =2 = eKX̄IXJ
(

Gpq̄k
p
I k̄

q
J + 4huvk

u
I k

v
J

)

+
[

1
2 (I−1)IJ + 4eKXIX̄J

]

Px
I Px

J . (A.14)

The ungauged theory is obtained by setting f I
JK, kp

I and ku
I to zero. In this case the vectors

AI are Abelian, all the scalars are neutral and the potential VN =2 vanishes.

N = 1 SUGRA

An N = 1 supergravity in four dimensions describes the dynamics of a gravitational multi-

plet coupled to some number of vector and chiral multiplets. The gravitational multiplet is

constituted by the metric gµν and a spin-3
2 field or gravitino ψµ. The latter is a left-handed

Weyl spinor. Let us denote the components of the vector multiplets by (Aa
µ, χ

a), with

vectors Aa
µ and gauginos χa. The components of the chiral multiplets can be collectively

denoted by (ΦI ,ΞI) with ΦI being complex scalars and ΞI being the corresponding spin-1
2

superpartners.

The Lagrangian for such a theory can be decomposed as follows [1]

L = Lb + Lf + Lint + · · · , (A.15)

where terms which are irrelevant for our analysis are being neglected. The piece Lb includes

only bosonic fields and is given by

Lb = 1
2R4 − 1

4(Ref)F a

µνF
aµν − 1

8 (Imf)ǫµνρλF a

µνF
a

ρλ − gIJ̄∂µΦI∂µΦ̄J̄ − VN =1 , (A.16)

where R4 is the Ricci scalar, f = f(Φ) is the holomorphic gauge kinetic function, Fµν is

the field strength for the vectors Aµ, and gIJ̄ is the Kähler metric

gIJ̄(Φ, Φ̄) =
∂

∂ΦI

∂

∂Φ̄J̄
K(Φ, Φ̄) (A.17)
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with the Kähler potential K(Φ, Φ̄). The scalar potential VN =1(Φ, Φ̄) is given as a function

of the superpotential W = W (Φ),

VN =1(Φ, Φ̄) = eK(DIWgIJ̄DJ̄W − 3|W |2) + 1
2(Ref)−1TrDaDa , (A.18)

where

DIW =
∂W

∂ΦI
+
∂K

∂ΦI
W (A.19)

is the Kähler derivative of the superpotential and D is the D-term. The second term in

(A.15) comprises the kinetic terms for the fermions,

Lf = ǫµνρλψ̄µσ̄νDρψλ − igĪJ Ξ̄Ī σ̄µDµΞJ − i(Ref)χ̄aσ̄µDµχ
a. (A.20)

Finally, one also needs the gravitino mass term, the gravitino-fermion couplings and the

Yukawa couplings. They are given by

Lint = −ψ̄µσ̄
µνψν e

K
2 W − i√

2
ΞIσµψ̄µe

K
2 DIW

− 1
2 (Ref)Daψµσ

µχ̄a − 1
2ΞIΞJDIDJW + h.c. ,

(A.21)

where σ̄µν = 1
4 σ̄

[µσν]. The first two terms in this expression are precisely the gravitino

mass term Lm3/2
and the F -terms LF -term, respectively. The third one gives the D-term

LD-term.

The supersymmetry transformations of the gravitino and the fermions in the chiral

multiplets, excluding terms depending on the fermionic fields in the r.h.s., are given by

δψµ = Dµǫ+ i
2σµǭe

K
2 W ,

δΞ̄Ī = 1√
2
ǭe

K
2 gĪJDJW ,

δχa = F a

µνσ
µνǫ− iǫDa .

(A.22)



Appendix B

Line element in the space of Y4 metrics

In this appendix, a derivation of an expression for the line element

δs2 = 1
4

∫

Y4

δgmnδg
mn = −1

4

∫

Y4

gmngpqδgmpδgnq (B.1)

in the space of metrics gmn of a four-dimensional Y4 in terms of the variations of moduli

fields is given. These moduli are ρ and ξx
A as defined by

Jx = e−
1
2ρξx

Aω
A . (B.2)

Equivalently, one can replace ξx
A by the matrix MA

B defined by ∗4ω
A = MA

Bω
B and

satisfying

MAB = MA
Cη

BC =

∫

Y4

ωA ∧ ∗4ω
B = −δA

B + ηACξx
Cξ

x
B . (B.3)

Here ωA are a set of two-forms on Y4 and Jx are the triplet of self-dual two-forms associated

with the triplet of almost complex structures Ix. Recall that the latter satisfy

IxIy = −δxy1+ ǫxyzIz , (B.4)

which due to the relation Jx
mn = (Ix)m

pgpn implies

Jx ∧ Jy = 2δxyvol4 , (B.5)

with vol4 the volume form in Y4.

Although in the main text the final formula is applied to the case where Y4 is in fact

a K3, the following derivation holds more generally. In particular, Y4 can be just a local

embedding of a four-dimensional neighborhood U4 in a six-dimensional Y6, with the unique

assumption that there is a hyperkähler structure (B.4) or equivalently (B.5) on U4 satisfying

d4J
x = 0, where d4 is the exterior derivative restricted to U4.

Due to Eq. (B.5) we can set

ηABξx
Aξ

y
B = 2δxy , (B.6)
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with ηAB being the intersection matrix of the ωA. If we have a global Y4 then

ηAB =

∫

Y4

ωA ∧ ωB (B.7)

and e−ρ is the volume of Y4.

In the following, it will prove convenient to work in matrix notation and set

Jx = (Jx)mn , Ix = (Ix)m
n , and g = gmn . (B.8)

One can therefore write, for example, Ixg = Jx. Acting on the left of this equality with Ix

and using Eq. (B.4) yields g = −I1J1 = −I2J2 = −I3J3. It follows that the variation δg

is given by

δg = −I1δJ1 − δI1J1 = −I2δJ2 − δI2J2 = −I3δJ3 − δI3J3 . (B.9)

The variation of Eq. (B.4) yields

δI3 = δI1I2 + I1δI2 , (B.10)

and similar expressions with the indices cyclically permuted. From this expression, and

making repeated use of (B.4), it follows that

δI3J3 = I1(δI1J1 − δI2J2)g−1I1

= (δJ1 + I3δJ2)g−1J1 .
(B.11)

In the last step, the second equality in (B.9) was used. Substituting Eq. (B.11) into the

last equality of (B.9) one obtains

δg = −I3δJ3 − (δJ1 + I3δJ2)g−1J1 . (B.12)

This expresses δg in terms of δJx. A similar expression can be given with Ix and Jx cyclically

permuted. The physical variations of the Jx are all independent, with the exception of the

volume modulus δρ that rescales all them at the same time

δJx = −1
2J

xδρ . (B.13)

Using the cyclic symmetry of (B.12) one has, for example δJ1g−1J1 = I1δJ1. Inserted back

into (B.12) yields

δg = −I1δJ1 − I2δJ2 − I3δJ3 = −IxδJx (B.14)

for all physical variations other than (B.13). Restoring the indices this result reads

δgmn = −(Ix)m
p(δJx)pn . (B.15)
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Eq. (B.14) can now be applied in the computation of δs2 in Eq. (B.1),

δs2 = −1
4

∫

Y4

gmngpqδgmpδgnq = −1
4

∫

Y4

tr(g−1δgg−1δg)

= −1
4

∫

Y4

tr(g−1IxδJxg−1IyδJy) = −1
4

∫

Y4

tr(g−1δJxg−1δJx)

= −1
2

∫

Y4

δJx ∧ ∗4δJ
x .

(B.16)

In deriving the last equalities, use was again made of IxδJyg−1 = δJyg−1Ix.

The next step is to express the (independent) physical variations δJx in terms of varia-

tions of the moduli δξx
A. In particular, one needs to take into account the fact that variations

which simply rotate the Jx into themselves do not take us to a different point of the moduli

space. For such ‘unphysical’ variations, one must certainly have δgmn = 0. It is therefore

required that the ‘physical’ variations δphysξ
x
A be orthogonal to the ξx

A. In other words, they

have to satisfy

ηABξx
Aδphysξ

y
B = 0 . (B.17)

Notice that such variations automatically respect the constraint (B.6) and thus Eq. (B.17)

represents the only nine constraints that must be imposed on the variations of the 3n

parameters ξx
A. This leaves 3(n−3) degrees of freedom. If Y4 is indeed K3 then the number

of forms is n = 22 and there are 57 physical degrees of freedom in ξx
A.

The operator which projects onto the subspace orthogonal to the ξx
A is given by PA

B =

δA
B − 1

2ξ
y
Aξ

yB and one has δphysξ
x
A = PA

Bδξx
B . Thus the physically inequivalent variations of

Jx (apart from the variation of the volume) can be written as

δJx = e−
ρ
2 δphysξ

x
Bω

B = e−
ρ
2 (PB

Aδξx
A)ωB = e−

ρ
2 (δA

B − 1
2ξ

yAξy
B)δξx

Aω
B , (B.18)

with ξxA = ηABξx
B and δξx

A unrestricted since the unphysical part is being projected out.

Now Eq. (B.18) can be substituted into the last line in (B.16) and use can be made of

Eq. (B.3). If the contribution (B.13) due to a volume rescaling is also added, one obtains

δs2 = −1
4e−ρ(δρ)2 + 1

2e−ρ(ηAB − 1
2ξ

yAξyB)δξx
Aδξ

x
B . (B.19)

Making use of Eq. (B.3), the last result can be written in terms of δMA
B. One can take

the variation of Eq. (B.3), but recall that one is interested in physical variations of the

parameters ξx
A and therefore δMA

B = δphysξ
xAξx

B + ξxAδphysξ
x
B . Recalling Eq. (B.17), it

follows that
δMA

BδM
B

A = 4δphysξ
xAδphysξ

x
A

= 4(ηAB − 1
2ξ

yAξyB)δξx
Aδξ

x
B .

(B.20)

Comparing this with Eq. (B.19), it is finally concluded that

δs2 = −1
4e−ρ(δρ)2 + 1

8e−ρδMA
BδM

B
A . (B.21)
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Appendix C

Almost product structures

Let M be a manifold of dimension n = p + q. An almost product structure is a globally-

defined tensor P a
b, a, b = 1, . . . , n satisfying P a

bP
b
c = δa

c . This tensor allows to split the

tangent space TxM to each point x of the manifold as TxM = Vx ⊕Wx, where Vx and Wx

are p- and q-dimensional subspaces, respectively. The subspaces Vx and Wx vary smoothly

with x, and actually define p- and q-dimensional distributions∗

V = ∪x∈MVx , W = ∪x∈MWx (C.1)

on M . This means that on each patch U ⊂M one can define p vector fields vi, i = 1, . . . , p

and q vector fields wm, m = 1, . . . , q in such a way that V is generated by the vi and W

is generated by the wm. The fact that P , and therefore the distributions V and W , are

defined globally means that the vectors vi and wm defined in a patch U and the vectors ṽi

and w̃m defined in a patch Ũ are related in the intersection U ∩ Ũ by

ṽi = Ai
jvj , w̃m = Bm

nwn . (C.2)

For generic coordinates xa, a = 1, . . . , n on M , the tangent space is generated by the set

of vectors ∂a ≡ ∂/∂xa. In going from a patch U with coordinates xa to a patch Ũ with

coordinates x̃a, this basis transforms according to

∂̃a = Aa
b∂b , with Aa

b =
∂xb

∂x̃a
. (C.3)

If instead of the coordinate basis ∂a one takes the basis {vi, wm}, the transition matrix is

Aa
b =

(

Ai
j 0

0 Bm
n

)

, (C.4)

as seen from Eq. (C.2).

∗A p-dimensional distribution is just a subbundle of the tangent bundle [52]. It assigns to each point of

the manifold a p-dimensional subspace of the tangent space over that point. This is done smoothly over the

manifold. In the intersection of two patches the p-dimensional fibers must of course coincide.
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In the same way as with the tangent space, the cotangent space T ∗
xM can be split over

each point as V ∗
x ⊕W ∗

x , and one can define the dual forms vi ∈ V ∗ and wm ∈W ∗ satisfying

vi(vj) = δi
j , wm(wn) = δm

n and vi(wm) = wm(vi) = 0 . (C.5)

The tensor Pa
b is called ‘metric-compatible’ if Pab = Pa

cgcb is symmetric. This means

that the metric (understood as a symmetric element of T ∗M ⊗ T ∗M) must have the block-

diagonal form

ds2 = gijv
ivj + gmnw

mwn . (C.6)

Of course, this does not mean that gab as defined by ds2 = gabdx
adxb in a coordinate basis

is block-diagonal.

The almost product structure P is integrable if on every neighborhood or patch U one

can find coordinates xa = {yi, zm} such that one can choose the vector fields vi and wm

generating the distributions V and W as

vi =
∂

∂yi
, wm =

∂

∂zm
. (C.7)

This means of course that the transition functions ∂xb/∂x̃a have indeed the form (C.4), with

Ai
j depending only on yi and Bm

n depending only on zm. It is equivalent to integrability

of the system of n partial differential equations

∂f

∂yi
= vi(f) ,

∂f

∂zm
= wm(f) ,

(C.8)

with f = f(y, z). If the almost product structure is integrable then one has a block-diagonal

metric in a coordinate basis, that is

ds2 = gij(y, z)dy
idyj + gmn(y, z)dzmdzn , (C.9)

where, as explicitly shown, the blocks depend generically on all the coordinates.

Lets assume that one has an almost product structure on M that is integrable. If

(and only if) one can define a projection π : M → N for some manifold N such that

π∗(Vx) = Tπ(x)N for all x ∈M then M is a fibered space with base N . If (and only if) there

is additionally another projection π′ : M → N ′ such that π′∗(Wx) = Tπ′(x)N
′ for all x ∈ M

then M is topologically the product manifold M = N × N ′. Fibered spaces are therefore

examples of manifolds where one has an integrable almost product structure but one does

not have a global product structure.
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