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Preface

The motivation for this work was to improve upon prior analyses that extracted the quark helicity

distributions, ∆q(x), of the proton. These extractions, performed by the HERMES collaboration,

were excellent analyses, the most recent of which contained the vast majority of the data analyzed

here. “If they were so good, how much could you improve on their results?” one might ask. Well,

not to spoil the punch line, but some. The precision was improved modestly and our

understanding of the systematic uncertainties was improved more significantly. The reader is

welcome to jump to Chapter 6 and see.

The approach that we took however was to try many new things. Not all of these efforts

yielded improvements on the scale we had hoped for, but many interesting new techniques were

developed and we were able to produce several related new results along the way. Let me suggest

then that rather than thinking of Chapter 6 as the result of this analysis, consider that there are

valuable new results and insights scattered throughout this work.

Chapter 4 contains several new double-spin asymmetries which are results in their own right.

The ph⊥ dependence is plotted for the first time with HERMES data which is uniquely hadron

separated. The hadron charge difference asymmetry is presented which, in combination with the

quark helicity densities of Chapter 6, can put limits on fragmentation symmetry breaking in

semi-inclusive DIS. Additionally, a novel method of unfolding yields (reducing smearing effects from

detector resolution limitations and QED radiation) was developed and presented here for the first

time which potentially allows new kinds of asymmetries to be constructed which were unavailable

before. Also, this chapter describes the method by which the first ever three dimensionally binned

SIDIS double-spin asymmetries were produced. These asymmetries, which will be used as the data

inputs for the ∆q(x) extraction, are valuable inputs to world fits being performed by theorists.

Chapter 5 further explores this idea of fragmentation symmetry breaking with Monte Carlo

studies of fragmentation functions. These studies test assumptions which are frequently made in

the interpretation of asymmetries like the hadron charge difference of the prior chapter and suggest

that these assumptions should be approached with some caution. Also, a technique for tuning and

more importantly propagating systematic uncertainty through non-analytic Monte Carlo models,

like the Lund-String model which provides an essential input to the ∆q(x) extraction, is developed

vi



and potentially has widespread applications.

That being said, the author hopes you enjoy the techniques developed and results presented

in the following chapters.

vii



Chapter 1

Theoretical Background

The topic of this work, most simply put, is the spin-structure of the nucleon, a constituent particle

of an atom’s nucleus which can be either a proton (p) or a neutron (n). By spin-structure we refer

to the configuration of the sources of the angular momentum which contribute to the S = ~/2 that

these composite particles have been observed to carry.

While a complete account of the history of nucleon structure, deep-inelastic scattering, or

particle physics is outside the scope of this work, explaining a few key steps is essential and will

introduce concepts and terminology that will be relevant here and in later chapters.

1.1 Introduction

Hideku Yukawa is credited with the first theory of the strong force [1], a force which binds together

nuclei (and, as we will see, nucleons as well), which are positively charged and thus subject to very

large electromagnetic, or Coulomb, repulsion. By estimating the short-range behavior of this force

(as it’s clearly not observed at a distance scale larger than that of the nucleus), he estimated the

mass of the exchanged particle at approximately 1/6 that of the proton or ∼150 MeV. This

particle became referred to as a meson, or middle-weight particle, in contrast to the heavier proton

and neutron, known as baryons, and the light-weight electron, a lepton, with a mass of only 0.511

MeV. In 1947 Cecil Powell published the first emulsion-track observation of Yukawa’s meson [2],

the pi-meson or pion, with an estimated mass of 375± 70me (where me is the electron’s mas), or

192± 36 MeV. This earned Yukawa the Nobel Prize in Physics in 1949. Although we’ve come to

understand that the pion is a composite particle and not the fundamental carrier of the strong

force, it continues to be understood to be an essential effective force-carrier in nucleon-nucleon

interactions.

Over the next twenty years, experimental particle physics proved to be a prolific pursuit.

Many new particles were identified by mass, charge, and a theoretically ill-understood property
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Figure 1.1: The eight light mesons and baryons arranged into octets according to their strangeness
and charge.

known as strangeness. Particles carrying strangeness were largely characterized by long lifetimes

and production in pairs – the hallmark of a quantity conserved in fundamental interactions.

Seeking to make sense of this growing catalog of observed particles, Murray Gell-Mann

organized them into geometric configurations which he would refer to as the Eightfold Way. Figure

1.1 depicts the lightest eight mesons and baryons arranged into hexagonal octets according to their

charge and strangeness. In 1964 Gell-Mann observed that the most theoretically elegant

explanation for these patterns was a system of three fundamental spin- 1
2 constituents (suppressing

the ~ for convenience), u, d, and s, and their antiparticles, ū, d̄, and s̄, which all carry fractions of

the electron charge. These labels refer to the quark flavor, a somewhat mysterious property that

distinguishes them from each other. The symbols, u, d, and s stand for up, down, and strange

quark flavors. He called these particles quarks [3] borrowing the term from James Joyce’s

Finnegans Wake. Gell-Man’s u(ū) quark carries a charge of 2
3e (- 2

3e) and zero strangeness, the d(d̄)

carries a charge of − 1
3e ( 1

3e) and zero strangeness, and the s(s̄) carries − 1
3e ( 1

3e) with a

strangeness of +1(-1). Furthermore, this formulation coupled with the knowledge that the mesons

and baryons respectively carry integer and half integer spin suggests that baryons are composed of

three quarks and mesons two1.

1.2 ep Scattering

Let us, for a moment, take a detour from our historical introduction to discuss the basic

terminology of electron-proton scattering. Figure 1.2 depicts a beam lepton interacting with a

proton via the exchange of a virtual photon. This virtual photon, γ∗, is our probe; it will interact
1Gell-Mann actually entertains the notion that baryons could carry any odd number of quarks greater than one and

that mesons could carry any even number. There has been a great deal of recent experimental activity (by HERMES [4]
and many other collaborations) regarding the possibility of these exotic five-quark baryon states. Despite several early
positive signals, the combined experimental evidence seems to be converging upon a negative consensus [5].

2
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Figure 1.2: An electron, e, with initial four-momentum k, interacts with a nucleon, n, via the
exchange of a virtual photon (γ∗) leaving a scattered electron with four-momentum k′ and an
unspecified hadronic final state.

either coherently with the nucleon as a whole or incoherently with one of the partons within. The

symbols k and k′ represent the incoming and outgoing four-momenta (containing both the energy

and the momentum three-vector) of the beam lepton. E and E′ will be used specifically to refer to

their energies. As k and k′ are measured in a scattering event, energy and momentum conservation

allows us to compute the four-momentum of the virtual photon, q. ν will be used to represent it’s

energy. Table 1.1 lists variables essential to characterizing the event. To compute these quantities,

we need observe only the scattered beam lepton, which is referred to as an inclusive measurement.

This terminology suggests that when requiring only the scattered lepton, all of the other possible

configurations of the final state are included. As we will see, a remarkable amount of information

about the structure of the nucleon is accessible through inclusive scattering.

At this point the Lorentz invariant Q2 is of particular interest. It can be thought of as

representing the inverse of the wavelength of the virtual photon and defining the energy scale of

the interaction. Figure 1.3 is a cartoon illustration of ep scattering in two distinctly different Q2

regimes. If Q2 is significantly smaller than 1 GeV2 (a scale comparable to the size of the proton),

the nucleon is likely probed as a coherent whole. In this regime, if scattering occurs elastically

(W 2 = M2
p ), the proton’s cross section is best written in terms of a form factor :

Variable Formula Description

M Mass of the target nucleon
ν E − E′ Energy of the virtual photon (measured)

Q2 −(k − k′)2 Negative virtual photon 4-momentum squared
W 2 M2 + 2Mν −Q2 Invariant mass squared of the hadronic final state
x Q2/2Mν Bjorken-x. The parton momentum fraction in the

infinate momentum frame.

Table 1.1: Kinematic variables necessary for desctibing an ep interaction.
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Figure 1.3: As the energy of the virtual photon increases, increasingly small sub-structures
(partons) can be resolved. Ultimately, the scale of the nucleon itself is lost to a large degree and
ceases to influence scattering behavior.

dσ

dΩ
=

(
dσ

dΩ

)

Mott

|F (q)|2 , (1.1)

where (dσ/dΩ)Mott is the cross section for a structureless point target and the form factor,

F (q) =
∫

ρ(x)ei q · xd3x, (1.2)

is a momentum-space representation of a diffuse charge distribution.

The right panel of Figure 1.3 depicts a large-Q2 event in which the virtual photon has a

small enough wavelength to clearly resolve individual elements of the nucleon’s substructure. Deep

inelastic scattering (DIS), where the parton structure of the nucleon is resolved, is the focus of this

work. Q2 > 1 GeV2 is conventionally considered to the boundary of this regime2

1.2.1 Bjorken Scaling and the Quark Parton Model

In the late 1960s J. D. Bjorken predicted that if at increasing values of Q2 scattering was occurring

on point-like partons, then the structure function F (ν, Q2) (described below) should depend on

only one free parameter as the scale of the nucleon is lost. Bjorken’s prediction was supported by

data [6] in which it was observed that F approaches a constant value as a function of the ratio

ν/Q2. This feature of deep inelastic scattering is known as Bjorken scaling.

Bjorken’s next step was to combine this strong support for the parton picture with

Feynman’s concept of a “Frozen Approximation”. This entails interpreting the interaction in the

infinite momentum frame – a reference frame in which the nucleon has infinite momentum. This

has several important consequences.

• In such a frame, the partons are frozen by relativistic time dilation. In this limit, a parton

could be struck by the virtual photon without any interaction (coherence) with other partons.

• The mass of the parton is negligible compared to the longitudinal momentum of the partons.
2Strictly speaking, the Q2 requirement allows perterbative QCD to be used to describe the event. An additional

DIS requirement on the final state invariant mass, W 2 > 4 GeV2, excludes coherent scattering. This requirement is
discussed further in Sections 3.2.1 and 4.1.2.
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• The intrinsic transverse momentum of partons, kT , becomes negligible.

• A parton i has momentum pi = xiP , where P is the total momentum of the nucleon.

The scaling variable x introduced in the last bullet is often called Bjorken-x and represents the

longitudinal momentum fraction of the nucleon carried by the struck quark in the infinite

momentum reference frame.

A general inelastic unpolarized lepton-proton cross section can be written

dσ

dΩdE′ =
α2

Q4

E′

E

{
W2

(
ν, q2

)
cos2

θ

2
+ 2W1

(
ν, q2

)
sin2 θ

2

}
(1.3)

with structure functions W1 and W2 parameterizing the structure of the nucleon. θ is the angle

between the scattered lepton and the beam axis in the target rest frame.

In Feynman’s approximation, however, the nucleon takes the form of a collection of

non-interacting point structures [7]. Because of this, for each parton we can write,

W
(1)
1

(
ν, Q2

)
=

Q2

2m2
δ

(
ν − Q2

2M

)
=

Q2

4m2ν
δ

(
1− Q2

2mν

)

W
(1)
2

(
ν, Q2

)
= δ

(
ν − Q2

2m

)
=

1
ν

δ

(
1− Q2

2mν

)
. (1.4)

The partons here behave like simple free point particles. If we define ω ≡ 2Mν
Q2 , and then substitute

m = xM(=
√

x2E2 − x2 ~P 2), we can rewrite Equation (1.4),

W
(1)
1 (ω) =

1
2x2ωM

δ

(
1− 1

xω

)

W
(1)
2 (ω) =

1
ν

δ

(
1− 1

xω

)
. (1.5)

Introducing q(1) (x), the probability that a particular parton is found with momentum fraction x,

we can write the total W2 for the nucleon:

W2 (ω) =
1
ν

∑
q

∫ 1

0

dx e2
q q(1) (x) x δ

(
x− 1

ω

)
. (1.6)

We have thus expressed W2 as a sum over its constituent partons. Here one can see that the delta

function equates 1/ω, a kinematic expression, with x, the parton momentum fraction. The choice

to denote the parton momentum probability q(1)(x) was done with the knowledge that we would

soon use q(x) to denote the number density of partons. Unlike q(1)(x), which represents a single

parton, q(x) will represent all quarks of flavor q. Bjorken identifies these point-like partons with

Gell-Mann’s quarks.

Additionally, Bjorken observed that a simple three quark model was deficient in that it

5



produces a cross section that vanishes as x → 0. This prediction was at odds with the CERN ep

data available which showed no indication of a vanishing low-x cross section. Bjorken’s solution,

one which is the prevailing picture of the nucleon today, is of three valence quarks, which are

responsible for the nucleon’s quantum numbers, and a sea of quarks and antiquarks. Because these

sea quarks are produced from gluons originating from the valence quarks, they carry less

momentum and hence reside at a lower x and because they occur in particle-antiparticle pairs are

unconstrained in number.

1.2.2 Structure Functions

More generally, the cross section for polarized lepton-nucleon scattering,

dσ

dΩdE′ =
α2

Q4

E′

E
Le

µνWµν , (1.7)

is the contraction of the well known leptonic tensor, Le
µν , and a general hadronic tensor (a hadron

is a composite particle – either a meson or a baryon), Wµν , which we can use to parameterize the

structure of the nucleon.

Wµν may be written as the sum of two parts. The first of these is symmetric,

W (S)
µν =

1
M

(
−gµν +

qµqν

Q2

)
F1 +

1
M2ν

(
pµ − p · q

Q2
qµ

) (
pν − p · q

Q2
qν

)
F2, (1.8)

where F1 = MW1 and F2 = νW2 from the previous section. These spin-averaged structure

functions represent the longitudinal momentum distributions of the partons in the nucleon.

The second part of the hadronic tensor is antisymmetric,

W (A)
µν =

εµναβ

Mν
qαSβg1 +

εµναβ

M2ν2
qα

[
(P · q)Sβ − (S · q) pβ

]
g2, (1.9)

where S is the initial spin vector of the nucleon. The spin-dependent structure functions g1 and g2

are composed of the quark spin densities which are at the heart of this work.

In the simple parton model, in which we assume Q2 →∞ and that the partons are massless,

non-interacting, and have no transverse momentum, the structure functions are not independent.

It follows from (1.5) and (1.6) that,

2xF1 (x) = F2, (1.10)

which is known as the Callan-Gross relation. Similarly, in this simple model, g1 and g2 are related.

The relationship is described by the Wandzura-Wilczek relation [8],

g2 (x) = −g1 (x) +
∫ 1

x

dx′

x′
g1 (x′) . (1.11)
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1.3 Confinement and Asymptotic Freedom

In 1973, David Gross and Frank Wilczek formulated a theory of the strong force [9] (for which they

would win the 2004 Nobel Prize with David Politzer) that accommodated the following

observations:

1. Gell-Mann’s quarks are never observed in a free state. They are always appear in composite

particles

2. Hadrons seem to come in two configurations, either baryons composed of three valence

quarks (or antiquarks), or mesons composed of a valence quark and an antiquark.

3. Bjorken scaling suggests that inside hadrons, quarks can behave as virtually free particles.

This theory contained the concept that quarks and gluons carry color charge (conserved charge

quanta that combine like colors on a color wheel). Because of this, the theory would be known as

quantum chromodynamics (QCD). In this theory quarks carry color, antiquarks carry anti-color,

and gluons carry both a color and an anticolor. Asymptotic freedom, the property that at close

ranges quarks behave like free particles, is a critical result of QCD. Unlike the more familiar

gravity and electromagnetism, the force produced by QCD increases in strength with distance.

This gives us the concept of color confinement : that free color is never observed, and all hadrons

contain quarks and gluons in net colorless configurations. Energetic quarks escaping their colorless

bound state will, through the energy stored in the color-field, produce quark-antiquark pairs such

that the hadrons in the final state are once again colorless. QCD was further supported in 1979 by

the experimental observation of three-jet events at DORIS [10]– the clear signature of the flavorless

gluon.

An important (but unfortunate) feature of this theory is that perturbation theory, an

essential mathematical tool for making calculations of observables based upon fundamental

theories of interactions, is somewhat limited in its applicability. While hard interactions, like

energetic scattering events, can be expanded perturbatively – in orders of gluon vertices – the

structure of the dynamical bound states is non-perturbative: the number of gluons involved

becomes large, if finite at all, making perturbative series approximations impossible. The

fragmentation process, by which an escaping color-charged parton hadronizes producing new

colorless bound states is also non-perturbative, suffering from similar difficulties.

1.4 Parton Distribution Functions

The left side of Figure 1.4 depicts the simplest possible interpretation of a DIS event. It is of

leading order in QCD, meaning that outside of the circle, which contains the non-perturbative

7
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nucleon–structure and the fragmentation process, there are no gluons explicitly included the

calculation.

In leading-order then, we can write down an expression for the inclusive structure function

F1(x) of Equation 1.8 in terms of the spin-independent parton distribution function (PDF) q(x):

F1(x,Q2) =
1
2

∑
q

e2
q q(x,Q2), (1.12)

where the index q runs over both quarks and antiquarks. The PDF q(x) is a number density which

can be integrated over x to yield the total number of quarks in the proton of flavor q. From this we

can write

Nqv =

1∫

0

q(x,Q2)− q̄(x, Q2) dx, (1.13)

where Nqv is the number of valence quarks of flavor q in the proton. The parton distributions have

a weak Q2 dependence which we have included explicitly here. This will be described further in

Section 1.6.

The spin-dependent structure function, g1(x,Q2) of Equation 1.9 can be written in terms of

the helicity densities, or spin-dependent parton distribution functions ∆q(x,Q2):

g1(x,Q2) =
1
2

∑
q

e2
q ∆q(x,Q2), (1.14)

where

∆q(x,Q2) = q+(x,Q2)− q−(x,Q2) (1.15)

is the difference between the densities of quarks with polarizations aligned (+) and antialigned (−)

with the spin of the proton. The flavor separation of g1(x,Q2) into flavored ∆q(x, Q2) functions is

a primary goal of this work.

8



1.4.1 Semi-Inclusive DIS (SIDIS) and Factorization

A measurement of the helicity distributions, ∆q(x,Q2), is difficult because our lepton beam is

sensitive to the cross section, which is proportional to the structure functions, rather than

individual quark flavor distributions. In fact, as the electromagnetic interaction is oblivious to

quark flavor, an inclusive measurement alone can at best probe ∆Σ, the sum of polarized parton

distributions3. To assist us in unraveling these contributions, we will additionally consider the

semi-inclusive structure functions. By “semi-inclusive”, we mean that in addition to the scattered

beam electron we require a final state hadron to be measured as well – usually a pion or kaon. The

identity of these hadrons will give us a crucial hint regarding the flavor of the struck quark. In

leading order the semi-inclusive Fh
1 and gh

1 can be written:

Fh
1 (x,Q2, z) =

1
2

∑
q

e2
q q(x,Q2) Dh

q (Q2, z), (1.16)

and

gh
1 (x,Q2, z) =

1
2

∑
q

e2
q ∆q(x,Q2) Dh

q (Q2, z). (1.17)

Here Dh
q (z,Q2) is a fragmentation function, a number density describing the likelihood that an

event in which a quark of flavor q is struck produces a final state hadron of variety h carrying a

fraction z of the virtual photon’s energy. We should note here the principle of factorization. At

sufficiently high Q2 and W 2, the parton distribution function and the fragmentation function

depend on independent variables. That is, except for the weak dependence on Q2, the nucleon

structure depends only on x and the fragmentation function depends only on z.

Strictly speaking, the semi-inclusive structure functions are also functions of the hadron

transverse momentum with respect to the q-vector (the topic of Section 4.5.2) which can originate

both in kT , the intrinsic transverse motion of the quarks and in pT , the transverse “kick” given to

new hadrons by the fragmentation process. Moreover, these structure functions can depend on the

azimuthal scattering angle (also around the q-vector) which we have tried to integrate out for the

purpose of this analysis. Correcting for its interaction with the spectrometer acceptance, however,

is a somewhat complicated story and the topic of Section 4.4.

1.4.2 The Purity Method

While both asymmetries and purities are the topics of their own chapters (4 and 5 respectively),

we will introduce them briefly here. The (semi-)inclusive longitudinal double-spin asymmetry is

3A flavor decomposition of the spin-dependant structure of the nucleon is expected in the near future from the
colliders, PHENIX [11] and STAR [12], at RHIC. They have proposed to use the weak interaction, qq̄ → W , which is
sensitive to flavor, by triggering on final state muons (a possible decay product of the W ) in pp scattering.
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defined as follows:

A
(h)
1

(
x,Q2 (, z, ph⊥)

)
=

σ
(h)
1/2 − σ

(h)
3/2

σ
(h)
1/2 + σ

(h)
3/2

(
x, Q2 (, z, ph⊥)

)
=

g
(h)
1

F
(h)
1

(
x,Q2 (, z, ph⊥)

)
. (1.18)

The 3/2 and 1/2 labels refer to the total angular momentum Jz of the virtual-photon–nucleon

system along the virtual photon direction. The Jz state indicates whether the photon and nucleon

spins are aligned (3/2) or anti-aligned (1/2). While the semi-inclusive asymmetries also depend on

φh, we intend to integrate over this variable (experimentally) and will hence omit it from this

discussion. The asymmetry A
(h)
1 is equivalent to the following measurable yield ratio:

A
(h)
1

(
x,Q2 (, z, ph⊥)

)
= C(x, Q2)

N
(h)
↑↓ −N

(h)
↑↑

N
(h)
↑↓ + N

(h)
↑↑

(
x,Q2 (, z, ph⊥)

)
, (1.19)

where N↑↑(↑↓) is an experimental event yield in the parallel (antiparallel) beam-target spin

configuration. C(x,Q2) is simply a placeholder for the kinematic factors and corrections which we

will spend the bulk of Chapter 4 computing.

Writing down the fully factorized expression for the semi-inclusive asymmetry,

Ah
1 (x,Q2, z, ph⊥) =

∑
q e2

q ∆q(x,Q2) Dh
q (Q2, z, ph⊥)∑

q′ e2
q′ q′(x,Q2) Dh

q′(Q2, z, ph⊥)
=

∑
q

Ph
q (x,Q2, z, ph⊥)

∆q(x,Q2)
q(x,Q2)

, (1.20)

where

Ph
q (x,Q2, z, ph⊥) =

e2
q q(x,Q2) Dh

q (z, ph⊥)∑
q′ e2

q′ q′(x,Q2) Dh
q′(Q2, z, ph⊥)

. (1.21)

We call Ph
q a purity. It represents the probability that an observed hadron of variety h was

produced by striking a quark of flavor q. The purity is the key to flavor tagging events by observed

hadron type and will allow us to disentangle the sum of quark contributions that comprise the

structure functions. As we will discuss in detail in Chapter 5, these purities are generated using a

Monte Carlo simulation containing world fits to the unpolarized PDFs, q(x,Q2) and a carefully

tuned phenomenological fragmentation model.

1.5 Isospin Symmetry and the Neutron

We will be taking advantage of both hydrogen (proton) and deuterium (deuteron, p-n) targets as

the proton and neutron give us different combinations of parton distribution functions. It seems

important to note at this point that we will be assuming isospin symmetry. This symmetry is the

notion that the proton and neutron can be thought of as forming a symmetry group and that the

proton (uud) and neutron (ddu) are isospin conjugates of one another. Though the bare u and d

10



masses differ somewhat (∼ 2 MeV and ∼ 5 MeV respectively), they are both tiny with respect to

the ∼900 MeV nucleon mass. The vast majority of the energy for both nucleons resides in the

highly relativistic strong field. Because of this, we can assume that the neutron PDFs, qn(x, Q2),

are the isospin conjugates of the proton PDFs, q(x,Q2)– i.e. u  d and ū  d̄

1.6 Bring in the Gluons!

Although the gluon will play a fairly modest role in our calculations, it seems prudent to remember

that of the nearly 1 GeV that makes up the mass of the proton, only 0.1% can be attributed to the

bare mass of the valence quarks. This reminds us that unlike an atomic bound state, the nucleon is

highly relativistic. A large amount of energy resides in the color field that binds hadrons together,

and that field, depending on how it’s probed, is potentially composed of numerous gluons and sea

quarks. These gluons affect DIS in two primary ways.

1. The weak Q2 dependence of the PDFs and fragmentation functions that we’ve mentioned

previously is a result of the increasing resolving power that our virtual photon probe has as

Q2 increases. As the photon is able to probe smaller regions, momentum which was

previously attributed to quarks is now observed to belong to soft gluon radiation in the

vicinity of the quark. This has the effect of shifting the PDFs to smaller x as Q2 is increased.

This effect is well known and is described by Altarelli-Parisi (or DGLAP) evolution

equations. For example, this evolution can be computed [7],

d

d log Q2
q(x,Q2) =

αs

2π

1∫

x

dy

y
q(y, Q2) Pqq(

x

y
), (1.22)

where Pqq is a splitting function, reflecting the likelihood that the final state quark will have

given up a certain energy fraction to a radiated gluon. These splitting functions for both

quarks and gluons can be computed to the desired order using perturbation theory.

2. While the strategy of this analysis is to interpret our semi-inclusive asymmetries in a

leading-order formalism, another strategy is to interpret events at next-to-leading order

(NLO) [13] by explicitly including O(αs) diagrams like those on the right side of Figure 1.4.

This results in a somewhat more complicated expression for the g1(x,Q2) structure function

which includes a singlet structure function (∆qS ≡ ∆Σ), non-singlet structure function

(∆qNS), and a spin-dependent gluon PDF (∆g(x)). Each of these functions is found in a

convolution over x with various calculable coefficient functions. As this strategy grants access

only to certain combinations of PDFs, it would offer little advantage in our effort to

disentangle each of the quark contributions to the proton’s structure.

11



Chapter 2

The HERMES Experiment

This chapter is intended to provide the necessary introduction to the experimental setup with

which the data analyzed in following chapters was produced. For the most part, I will be brief as

detail on these topics is readily available. I will be drawing heavily on a 1998 HERMES

publication [14] describing the detector and on the excellent Techniques for Nuclear and Particle

Physics Experiments: A How-to Approach by W.R. Leo [15] for most explanations of detector

physics. That being said, I hope the summary provided here provides readers with enough

information to enjoy the detailed analysis description that follows.

2.1 HERA

The HERA storage ring (Hadron-Elektron Ringanlage) in Hamburg, Germany operated between

the years of 1992 and 2007. HERA was the home of four experiments– two colliders H1 and Zeus

which used both of HERA’s counter rotating proton and electron/positron rings, and HERA-B and

HERMES (HERA Measurement of Spin) which were fixed target experiments. While HERA-B

provided beam protons with a solid target, HERMES collided the 27.6 GeV electrons or positrons

with a gas target. Though we may refer generically to this beam as “the electron beam”, positrons

were used more readily as they provide a longer beam lifetime having fewer interactions with beam

gas and other ordinary matter. Many physics processes, and all of those of interest in this work are

the same for both electrons and protons which differ only in the sign of their electric charge.

The electron beam is self-polarized by the Sokolov-Ternov effect. Although this effect can

theoretically produce polarizations as high as 92.4% in an ideal ring, in practice the polarization is

somewhat less. Due to focusing elements and beam-beam interactions in H1 and ZEUS as well as

other non-ideal features of the accelerator, the beam polarization rarely exceeds 45%. The beam

polarization is measured by a longitudinal polarimeter (LPOL) and a transverse polarimeter

(TPOL) situated opposite sides of the ring. While the beam self-polarizes perpendicular to the
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Figure 2.1: Schematic depiction of the HERA accelerator and the locations of its four experi-
ments. The electron beam is polarized vertically by the Sokolov-Ternov effect but is rotated to
and from the longitudinal orientation by a pair of spin rotators near the East Hall which contains
the HERMES experiment. [16]

orbital plane, spin rotators on either side of HERMES rotate the polarization to and from the

longitudinal orientation with respect to the beam’s trajectory. The orientation of the beam

polarization and positions of the polarimeters are depicted in Figure 2.1.

HERA typically injects electrons to currents ranging from 30-50mA and dumps the beam at

10mA.

2.2 The HERMES Target

The HERMES target cell [17] is an ultra-pure aluminum tube, elliptical in cross section and

∼100µm thick, through which the electron beam passes. Its dimensions are ∼ 3cm× 1cm× 40cm.

It is fed polarized gas from the Atomic Beam Source (ABS) and is open on either side to allow a

powerful system of pumps to maintain the beam line vacuum away from the HERMES target. The

target density is approximately 1014 nucleons/cm2 (integrated over the length of the target cell).

This setup is shown in the schematic on the right of Figure 2.2. A collimator upstream of the

target cell protects the cell from intense synchrotron radiation that can be produced in the beam

line. Particles produced inside the HERMES acceptance exit the target chamber through thin (0.3

mm) stainless-steel exit window.

The typical luminosity can be calculated,

Lunp ≈ I × ρunp 2× 1032 cm−2s−1

Lpol ≈ I × ρpol 2× 1031 cm−2s−1, (2.1)

where I is the beam current (in electrons/sec) and ρ is the target density(in nucleons/cm2).

Using a sophisticated Stern-Gerlach configuration of magnets, the ABS can produce target

13



BRP
ABS

TGA

1st sexp. magn. syst.

collimator

discharge tube

SFT
MFT

2nd sexp. magn. syst.

SFT / WFT
QMS

chopper

storage cell

HERA beam

sample tube
extension tube

beam shutter

SFT
MFT

QMS

chopper
sexp. magn. syst.

beam blocker
nozzle

injection tube

����

�����
�����
�����
�����

�
�
�
�

�
�
�
�

��
��
��
��

��
��
��
��

��
��
��
��

�
�
�
�

��
��
��
��

��
��
��
��

����

��

����������������
����������������
����������������
��������������������������������
����������������
����������������
����������������

��
��
��
�� ��

��
��
����
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

�����
�����
�����
�����

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

���������
���������
���������
���������

���������
���������
���������
���������

����
����
����

����
����
����

gas injection

storage cell

fixed collimator

e-beam

spectrometer

exit window

pumps

suppressors

wake field

target

vacuum chamber

thin walled

beam pipe

������
������
������

������
������
������

���������
���������
���������
���������

���������
���������
���������
���������

���������
���������
���������
���������

���������
���������
���������
���������

������
������
������
������
������
������
������
������
������
������
������
������

������
������
������
������
������
������
������
������
������
������
������
������

Figure 2.2: (Left) A schematic diagram of the atomic beam source (ABS) which uses a Stern-
Gerlach configuration of magnets to select a particular polarization state. A Breight-Rabi (BRP)
polarimeter samples the gas and measures its polarization. (right) A cut-away diagram of the target
chamber which contains a target cell through which the beam passes and into which polarized gas
is injected.[16]

polarizations as high as 90% and can control all combinations of nuclear and atomic spin of the

target gas. An illustration of the ABS/target polarimeter configuration can be seen in the left

panel of Figure 2.2. The target polarization is monitored by sampling target gas using a

Breit-Rabi polarimeter to determine the relative populations of the various hyperfine states of

hydrogen or deuterium atoms. From this the polarization can be computed.

2.3 The HERMES Spectrometer

The HERMES spectrometer (Figure 2.3) has an opening angular acceptance of θx = ±170mrad

and θy = ±140mrad. This angular acceptance corresponds directly to the desirable kinematic

range of the physics for which HERMES was designed. This correspondence will be seen clearly in

Figure 3.6 of the next chapter. At the heart of the spectrometer is a 1.5 T·m magnet. The

momentum dependant deflection of a charged particle traveling through the magnetic field is

measured using the tracking detectors and hence each track’s momentum is reconstructed. As the

beam pipe passes through the opening between the upper and lower halves of the magnet a heavy

iron septum plate shields the beam from the magnetic field.

The detector components of the spectrometer can be roughly divided into the following

subsystems:

2.3.1 The Trigger and the DAQ

A trigger is a signal produced by a logical combination fast detector signals which lets the data

acquisition system (the DAQ) know to readout the state of the spectrometer and record the event

on disk. Optimally the HERMES DAQ records events at approximately 300Hz. Above this rate,

events begin to be rejected as the system is frequently busy recording a prior event.
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Figure 2.3: Side view of the HERMES spectrometer. The HERA electron beam pipe passes
through the spectrometer’s center shielded from the spectrometer magnet by a massive iron plate
and an additional correction coil. The spectrometer is top-bottom symmetric which aids in con-
trolling systematic uncertainties.

There are two primary triggering detectors:

Electromagnetic Calorimeter The main purpose of the calorimeter is to provide a trigger

signal for scattered beam electrons. Each half of the calorimeter is composed of 420

9× 9× 50 cm3 lead-glass blocks. This provides 18 radiation lengths of stopping power for

electrons. Each block has a photomultiplier tube attached to its back face which quickly

provides a signal reflecting this energy deposition.

Trigger Hodoscopes There are three planes of trigger hodoscopes, H0, H1, and H2. H0 is in the

front region; H1 and H2 are in the back. Each hodoscope system consists of 42 vertical

modules in each half of the detector. Each module consists of a panel of plastic scintillator

material with a PMT fixed to the end. The modules are staggered in such a way that there is

2-3 mm overlap between panels.

A sample of HERMES triggers is provided in Table 2.1.

2.3.2 Tracking

The role of the tracking detectors is to provide precise position information about particles that

pass through their active volume. This is accomplished primarily through the drift vertex

chambers (DVCs), front chambers (FCs) and back chambers (BCs). Each of these chambers is

comprised of two sets of three planes of wires each strung in a different orientation, vertical (0o),

+30o, and −30o. Field wires and cathode planes are kept at large electric potential ∼ 1kV so that

when a high-energy charged particle passes through the chamber gas in the detector volume it
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Number Logic Description

21 (H0T× H1T× H2T× CALOT) + ( H0B . . . ) Main physics trigger.
Requires a single track– top or bottom.
Calorimeter req. to select leptons.

17 H0 > 8× (H0B× H1B× H2B× BCB) Selects three track events with two in
×(2H0T× 2H1T× 2H2T× 2BCT) top half, one in bottom.

27 As above, but two bottom, one top.
9 (LUMI > 25GeV)× (!GMS) Selects elastic scattering.
18 (H1T× H2T× CALOT) + ( H1B. . . ) A calibration trigger for H0 which can

be compared with Trigger 21.

Table 2.1: A sample of important physics and calibration triggers generated by different com-
binations of the hodoscopes, H0, H1, H2, calorimeter, CALO, back chambers, BC, and luminosity
monitor, LUMI. B and T refer to bottom and top respectively. A number preceding a detector name
represents the number of hits required in that instrument.

causes an avalanche of electrons which drift toward grounded sense wires. The time interval

between the trigger signal and various sense wires in different planes picking up the signal provide

precise position reconstruction of the track.

2.3.3 Particle Identification

There are several subsystems responsible for particle identification. While the technical details of

making these discriminations will be left for the next chapter, the relevant detectors – those which

have a different response for leptons and hadrons – are the following:

Calorimeter While we considered the calorimeter previously in it’s capacity as a triggering

detector, it also plays an important role in lepton/hadron separation. The lead nuclei in the

calorimeter glass cause the light electron to deposit virtually all of its energy through

radiation. E/p ≈ 1 for electrons, where E is the energy measured in the calorimeter and p is

the momentum determined through tracking. Heavier particles, hardly influenced by these

high-z nuclei, will only deposit a minimal ∼ 1 GeV minimum ionizing pulse and thus

producing little response in the detector. Even in the case of a hadronic shower, a strong

interaction between the hadron and the detector material causing many new hadrons to be

produced, the number of photons created is still small.

Preshower Detector The preshower detector is a lead curtain combined with the H2

hodoscope described previously. For reasons similar to the electron’s behavior in the

calorimeter, it will produce bremsstrahlung in the lead curtain which begins an

electromagnetic shower (pair production from radiated photons) which cause multiple hits in

H2. Hadrons, being significantly heaver are unlikely to radiate in the lead and produce a

single pulse in H2.
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Figure 2.4: (Left) An illustration of one half of the Ring Imaging Čerenkov detector (RICH).
(Right) A cutaway diagram showing the formation of rings in the PMT array via cones of Čerenkov
light produced in the two radiator materials.

Transition Radiation Detector This detector is a volume packed with polyethylene fibers

which are intended to produce transition radiation. When a particle crosses a threshold

between different materials of differing refractive indices, it has a likelihood of radiating a

photon which is roughly proportional to E/m, its energy divided by its mass. An electron

produces many photons as it traverses the fiber-packed volume which pair produce and

create a large signal in the six TRD wire planes. For hadrons, very little signal is produced.

Čerenkov Detector/RICH A final and particularly critical pair of detectors were the

threshold Čerenkov counter which was used in 1996-1997 and the Ring Imaging Čerenkov

(RICH) which replaced it in 1998 (and for all later years). In addition to providing a signal

contributing to lepton/hadron discrimination, these detectors have the ability to distinguish

hadrons from one another (which will be essential for our semi-inclusive analysis). They

operate on the principle that when a charged particle exceeds the speed of light in a medium,

it produces an electromagnetic shockwave or Čerenkov light . Both the number of photons

produced and the opening angle of the cone are a function of the speed of the particle and

become non-zero suddenly as a certain mass-dependant momentum threshold is crossed.

Both of these detectors work by collecting Čerenkov light produced in a carefully selected

medium and reflecting it into an array of PMTs. The threshold Čerenkov had only one

radiator material and counted photons. Because of this, it was capable of separating pions

from heavy hadrons in the momentum range of 4-13.6 GeV. The number of photoelectrons

Nγ as a function of momentum can be seen in Figure 3.1 of the next chapter. The upper

momentum cutoff is the result of the kaon threshold being crossed, at which point the

detector can not discriminate pions from kaons.
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Figure 2.5: A scatter plot showing angular dependence of RICH photons as a function of hadron
momentum. Theoretical curves are overlaid for each hadron type and radiator material. One can
see that by imaging rings from each radiator material, a full pion, kaon, and proton discrimination
can be made.

The RICH was designed with two carefully selected radiator materials, aerogel (the solid

with the lowest refractive index, n = 1.03) and C4F10 (the gas with the highest refractive

index, n = 1.0014). Figure 2.4 gives a picture of one half of the RICH and also provides a

cartoon indicating the way in which the rings are produced and imaged. As one can see in

Figure 2.5, with two radiator materials, each particle type can be differentiated over the

momentum range 2-15 GeV.

2.3.4 The Luminosity Monitor

Many measurements at HERMES are made by comparing two quantities. In our case, this will be

two yields in different beam-target spin configurations. In order to properly normalize these

samples, a measure of the relative luminosities of the two samples is necessary. This is

accomplished with a pair of small calorimeters each with 12 blocks, placed along side the beam

pipe. The purpose of this is to measure the rate of either Bhabha scattering (elastic e+e− → e+e−)

or Møller scattering (elastic e−e− → e−e−) from atomic electrons, depending on the beam charge.

As these processes have very well known cross sections, the luminosity can be determined. We will

use the luminosity monitor rate in the next chapter (Section 3.4.1) to calculate the integrated

luminosity for each of our samples.
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Figure 2.6: An illustration of the HERMES fast pattern recognition algorithm for track identi-
fication [14]. Tracking occurs rapidly through an iterative database lookup of possible track hit
patterns at different levels of resolution.

2.4 Offline Data Production

The data that leaves the HERA East Hall is a relatively low-level readout of hits in the

spectrometer and various other pieces of data related to running conditions. The offline data

production is tasked with the job of organizing this information into convenient high-level (i.e.

track, PID, momentum, trajectory) information. This job is divided into three sub-productions.

2.4.1 HRC Production

HRC, the HERMES event reconstruction package is responsible for processing event level data.

This task involves interpreting hits in the various detector components as tracks and determining

track momentum by connecting front and back tracks (up and downstream of the spectrometer

magnet). This requires taking into account various calibrations, current magnetic field maps, and

detector alignment measurements. Due to the large number of events to reconstruct and their

complexity, this code must be highly efficient. Even carefully optimized, the HRC production can

take several months to produce a year’s data set.

The fast tree-search algorithm lies at the heart of the reconstruction code. Except for small

variations in trajectory due to magnetic fringe fields and rescatterings, tracks on the front and

back sides of the magnet are largely straight. The task of identifying an arbitrary number of tracks

from hit patterns and discriminating them from background noise is challenging, particularly when

efficiency is critical. Rather than trying to fit straight trajectories to the observed detector hits,

the hit pattern is examined iteratively at increasingly refined resolution levels. This is depicted

schematically in Figure 2.6. By matching the observed hit pattern to a small set of possible hit

patterns, and then using that pattern to select a small set of possible daughter patterns, stored in

an efficient tree-structure, the set of observed tracks can very quickly be arrived at through a very
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Name Length Description

Fill ∼5 hours Beam current reduced to where HERA must be dumped and refilled.
Run >5 minutes Time required to collect 500MB of data. Depends on beam current.
Burst ∼10 seconds A unit of slow control time1.
Event ∼None Detector’s response to a trigger. A single HRC reconstruction.

Table 2.2: Measurements of time at HERMES– from longest to shortest.

small number of calculations. For the purpose of track finding, this is accomplished in 11 steps

(although it would require 14 to reach the full resolution of the spectrometer). Through symmetry

considerations (translational, mirror image) the number of stored patterns can be greatly reduced–

only ∼50,000 need be stored of a possible ∼108 patterns.

2.4.2 Slow Production

The offline Slow Production is the compilation and synchronization of data that changes on a slow

time scale with respect to the very fast event rate. Typically, slow data changes burst-by-burst

which occurs on an O(10s) time scale. Table 2.2 provides a guide to different common time

intervals used in the HERMES experiment and particularly around the offline production.

Burst-level data includes (among other things) polarization measurements, target pressure, the

luminosity monitor rate, various data quality and calibration information returned from their

respective detectors, tracking efficiencies, high-voltage levels, and detector status data. Some of

this data comes directly from the online slow production, some comes from other servers, and some

must be processed by detector experts who perform analytic fits.

There is also a sizable data-quality aspect to the slow production. Many of these data

streams must be checked, fill-by-fill to make sure the respective detector was operating normally

and that any analytic fits to detector data are in adequate agreement with their underlying data

points.

2.4.3 µDST Production

The µDST production is named after its final analyzable database files (.udst– for small Data

Summary Tape). Several tasks are performed at this stage. Some of the functions of the µDST are

to:

• Combine the final HRC and the slow files.

• Integrate more processed data from detector experts into the data stream.

• Eliminate unnecessary data from the HRC files and store the remaining data efficiently.
1Occasionally O(5 min) a burst is divided by a target polarization flip into a split burst which results in three

sub-bursts. One sub-burst is produced for of each polarization and one for the short undefined state while flipping.
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Figure 2.7: The RICH EVT algorithm’s interpretation of a three track event. Track locations
are indicated in red. The EVT algorithm generates hypothetical hit patters (gray) based on
the possible hadron identities (dark grey bands) and a simulated background pattern (light gray
haze). Hits in the RICH are indicated in blue. The hypothetical patterns are compared with the
hit locations to select the most likely hadron identity.

• Perform additional processing such as running particle identification algorithms. An example

of this is the RICH EVT algorithm whose output for an event can be seen in Figure 2.7. The

algorithm simulates a hit pattern for each hadron identity hypothesis and compares them

with observed RICH hits to determine the most likely particle identity .

The final .udst files contain relational database tables with records describing each burst, event,

and track all linked in such a way that analyzers’ analysis codes can easily and efficiently extract

desired information. Before a µDST production is released, it must scrutinized by the Data Cops.

2.4.4 Data Cops

The Data Cops play a crucial role in integrating all available information about data quality

producing a burst-by-burst list of various quality related attributes which analyzers use to accept

or reject bursts in their analysis codes. These criteria are listed in Table 3.8 of the following

chapter. In addition to scrutinizing many aspects of the final µdst files, they consider the

run-by-run status information provided by the shift crew as well as logbook entries that could

contain information about events that could jeopardize data quality.
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Chapter 3

Data Analysis

This chapter describes the process by which the individual events and tracks contained in the

HERMES µDST (micro Data Summary Tape) files are interpreted, selected or rejected, and

ultimately counted in various kinematic bins to produce yield histograms of a particular data

quality and particle identity. Furthermore, we will examine the kinematic selection criteria that

constrain our data sample to a region in which incoherent interaction with a single parton and a

factorizable fragmentation process are believed to be good descriptions of the underlying physics.

3.1 Particle Identification

As events at HERMES are well separated in time (∼ 102 Hz event rate vs. ∼ 107 Hz

bunch-crossing rate), track records in the µDST files are grouped into events. The first task then is

to determine the species of each track in the event.

3.1.1 Lepton-Hadron Separation

Much of the data that is available in a DIS event is contained in the energy and momentum of the

scattered beam lepton. HERMES data were collected with both electron and positron beams; the

term lepton will be used hereafter for brevity. Additionally, all of the semi-inclusive information

that we are interested in computing for the final state hadrons is ultimately dependent upon the

scattered beam lepton to establish the q-vector of the virtual photon which provides a reference

energy and orientation for the event. Because of this, a first critical step in the interpretation of a

DIS event at HERMES is to distinguish lepton tracks from hadron tracks.

As described in Chapter 2, lepton-hadron discrimination is accomplished by combining

responses from a number of different instruments. This identification is made by 1) the TRD, 2)

the calorimeter, 3) the preshower detector, and 4) either by the threshold Čerenkov counter or by
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the RICH depending upon the year.

The signals from these detectors are included in the data files for each track as a number of

PID variables. These are defined for detector D:

PIDD ≡ log10

P( RD|lepton )
P ( RD|hadron )

, (3.1)

where P (RD|lepton(hadron))) is the conditional probability that the detector would produce

response RD given a track of a certain identity (lepton(hadron)). These conditional probabilities

characterize the performance of the detectors and are termed parent distributions.

We are interested, however, in knowing the likelihood of a particular true particle species

given the PIDD value returned by the detector. Using Bayes’ theorem, this probability can be

written:

P ( lepton (hadron) |RD ) =
P ( RD|lepton(hadron) ) P ( lepton(hadron)|p, θ )∑

i=lepton,hadron P ( RD|i ) P ( i|p, θ )
, (3.2)

where P ( lepton(hadron)|p, θ ) is the probability that a track of a given momentum p and polar

angle θ is a lepton(hadron) independent of the PID subsystem’s response.

To compute P ( lepton(hadron)|RD ), the hadron-lepton flux factor, Φ(p, θ) ≡ P ( hadron|p,θ )
P ( lep ton|p,θ ) ,

is used. This factor is computed and made available in a set of tables for each year. These tables

are computed by PID experts at HERMES using an iterative technique by which responses of the

different PID subsystems are compared with one-another. The flux factor is determined through

successive adjustments that ultimately bring the PID subsystems into agreement. Applying this

process separately for each year’s dataset helps to control uncertainties associated with the aging

of the experimental apparatus.

Practically speaking, in addition to the aforementioned flux-factor, lepton-hadron

discrimination is performed using two distinct PID values:

PID3 ≡ PIDCalo + PIDPre + PIDCer|RICH (3.3)

PID5 ≡ PIDTRD. (3.4)

These quantities are combined as follows:

PID3 + PID5− log10(Φ(p, θ)) = log10

[
P ( R3+5|lepton ) P ( lepton|p, θ )

P ( R3+5|hadron ) P ( hadron|p, θ )

]
(3.5)

= log10

P ( lepton|R3+5 )
P ( hadron|R3+5 )

. (3.6)

One nice feature of this logarithmic definition is a simple interpretation of the resulting value. A

positive value corresponds to a detector response more consistent with a lepton, while a negative
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Figure 3.1: Histogram produced from a small sample of events from the 1996 dataset. Lepton
tracks (red) are identified by the requirement that PID3 + PID5 - log10 (Φ(p, θ)) > 1. Tracks in
the region PID3 + PID5 - log10 (Φ(p, θ)) < 0 are identified as hadrons (blue). The intermediate
region contains a handful of events which are not well identified and are hence rejected from the
data sample (black). This two-dimensional histogram also highlights the importance of combining
the PID3 and PID5 signals as separation is considerably better than using either projection alone.
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Year Beam Target Hadron ID

1996 e+ H2 Threshold Čerenkov
1997 e+ H2 Threshold Čerenkov
1998 e− D2 RICH
1999 e+ D2 RICH
2000 e+ D2 RICH

Table 3.1: Experimental configuration by year including beam and target species and hadron
identification apparatus.

value represents a response more consistent with a hadron. It follows, then, that a zero value

corresponds to a detector response equally constant with either hypothesis.

In this analysis, tracks for which PID3 + PID5− log10(Φ(p, θ)) > 1 are taken to be leptons,

those for which PID3 + PID5− log10(Φ(p, θ)) < 0 are taken to be hadrons, and tracks falling into

the intermediate region are rejected as they are not well differentiated. The lepton cut is somewhat

more stringent than that for the hadron. Because an event can be generated by many different

kinds of triggers (which are produced fairly liberally), many events contain no scattered lepton.

The more stringent lepton requirement serves to clean up this somewhat dirty raw event stream.

Additionally, it is generally unlikely to find more than one lepton in an event, so once a lepton is

selected, the hadron criterion can be less stringent. Figure 3.1 provides a sample of the distribution

of PID3 and PID5 values and indicates the boundaries used to differentiate tracks of different

identities.

In this analysis, the highest-momentum beam-charged lepton track is taken to be the

scattered beam lepton. One might alternatively consider analyzing and counting the event for each

lepton in the event. In practice, however, the likelihood of two leptons occurring in an event with

suitable inclusive kinematics is sufficiently small that the difference in particle yields is negligible.

3.1.2 Hadron Identification

As described previously, of the five years of running with longitudinally-polarized H and D targets,

hadron identification was performed using a threshold Čerenkov detector for the first two and by

the ring imaging Čerenkov detector (RICH) that replaced it for the latter three (Table 3.1).

The Threshold Čerenkov (1996-1997)

Interpreting the response of the threshold Čerenkov counter is relatively straightforward. Each

track in the data files has an entry which corresponds to the number of photons, Nγ , in the

Čerenkov associated with that track. As described in section 2.3.3, the number of photons

produced by Čerenkov radiation is a function of the momentum and mass of a particle. Moreover,

there is a characteristic threshold momentum for each type of particle below which no photons are
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Figure 3.2: The threshold Čerenkov counter’s response to a small sample of hadron tracks from
1996. Theoretical curves for < Nπ

γ > and < NK
γ > computed from the refractive index of the

medium are superimposed. Their asymptotic values for Nmax
γ come from measurements of the

response to the highly relativistic electron sample. The dotted line represents the boundary of the
region identified as pions.

produced. Nγ asymptotically approaches a maximum photon count above this threshold. The

curve in figure 3.2 shows the theoretical mean of Nγ as a function of momentum produced using a

measured refractive index for the medium. This is an effective refractive index as it is determined

from the observed pion threshold which is also sensitive to detector efficiency and acceptance.

This detector was designed to distinguish pions from heavier hadrons. To do this, tracks

(previously identified as hadrons) in a specific momentum range are selected. ph > 4 GeV/c is

required as this is just above the pion Čerenkov threshold. Below this value, the response, if any,

would provide only very low-efficiency discrimination. ph < 13.6 GeV/c is also required as above

this, the kaon threshold is reached and the pion sample becomes contaminated. Finally, Nγ > 0.25

is required to select pion tracks that are well differentiated from the noise associated with heavy

hadron tracks that produce little or no response in the detector. The box created by these three

cuts can be seen in figure 3.2.

The RICH (1998-2000)

The dual-radiator ring imaging Čerenkov (RICH) detector replaced the threshold Čerenkov

counter in 1998. Because of its carefully selected radiator materials, it has the ability to

differentiate pions, kaons, and protons over the momentum range 2 GeV < ph < 15 GeV. Unlike
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Figure 3.3: The P-matrix represents the conditional probability that a hadron of true type ht

will be identified by the RICH as type hi. The distinct bumps in the kaon and proton probabilities
are caused by misidentified kaons at the kaon gas-radiator threshold where Nγ is small.

the threshold Čerenkov, where a hadron track is designated either a pion or a heavier hadron, with

the RICH, a probability is produced for each of the three possible hypotheses: pion, kaon, or

proton. As described below, weights are calculated for each hypothesis and fractional counts are

then recorded in yield histograms during data analysis.

While the RICH produces a single favored hypothesis for each track, a P-matrix is provided

by the HERMES RICH group which is used to produce weights for all different hypotheses,

providing more accurate yields. The P-matrix contains the conditional probabilities, P (hi|ht) that

a hadron of true identity, ht, is identified by the RICH as being of type hi. The P-matrix is

produced by comparing RICH-identified Monte Carlo tracks with their true identities and is

binned in the two variables on which it has been found to depend: track momentum, and the

multiplicity of tracks in the relevant half of the detector. The probability entries of the P-matrix

are plotted in figure 3.3.

Using the P-matrices, one can write:

~Ni = P ~Nt, (3.7)
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where,

~Ni =




Nπ
i

NK
i

Np
i


 , ~Nt =




Nπ
t

NK
t

Np
t


 , and P =




P (πi|πt) P (πi|Kt) P (πi|pt)

P (Ki|πt) P (Ki|Kt) P (Ki|pt)

P (pi|πt) P (pi|Kt) P (pi|pt)


 , (3.8)

Nh
i(t) being an identified (true) yield of hadrons of type h. From equation 3.7, one can see then

that a yield of identified hadrons can be mapped back to the true yield using the inverted P-matrix

as follows:

P−1 ~Ni = ~Nt. (3.9)

Because of this, the inverted P-matrix can be applied to the RICH’s hypothesis (a yield vector, if

you like, with a single one as it’s only non-zero entry) to produce the vector of weights to be added

to the final hadron yield histograms. It should be noted that unlike the P-matrix, its inverse P−1

(sometimes referred to as the Q-matrix ) doesn’t contain probabilities. Its entries need not be

bounded by one and can also be negative.

The procedure for processing the RICH response for each track is as follows:

1. The rQp (RICH Quality Parameter) value is checked. rQp ≡ log10 (P (h1)/P (h2)), where

P (h1) and P (h2) are the probabilities of the RICH’s first- and second-most-likely hadron

hypotheses for the observed response pattern. Unless this value is zero, the RICH favors one

hypothesis over another. If rQp is zero, more than one hadron type could have produced the

observed pattern with equal likelihood. We reject the track in this case.

2. The iType value is checked. The value of this variable represents the hypothesis most

favored by the response of the detector.

3. The inverted P -matrix is consulted to obtain the appropriate true pion, kaon, and proton

weights for the observed iType, track momentum bin, and track multiplicity in detector half.

4. Finally, for each of the three possible hadron identities, kinematic variables that depend on

the hadron’s mass must be computed. This means that for certain semi-inclusive variables, z

and xF for example, the fractional counts for the different hadron hypotheses may be placed

in different kinematic bins.

3.2 Data Selection

In addition to the responses of the PID detectors, the µDST files contain several parameters for

each track including vertex position, vertex angle, momentum, charge, and the position and angle

of the track leaving the spectrometer magnet. Once the lepton-hadron separation is complete and
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a track is designated to be the scattered lepton, its momentum four-vector can be used to compute

the kinematics of the hard-scattering vertex.

3.2.1 Inclusive Requirements

As described in Chapter 1, an inclusive DIS event is generally described as a function of two

parameters. In fact, with a fixed beam energy, an inclusive event can only be a function of two

variables. All parameters but the components of four-momentum of the scattered lepton are fixed,

and two of those are constrained– the lepton mass constrains the energy and the magnitude of the

three-momentum and azimuthal symmetry around the beam axis removes another degree of

freedom. Q2 and Bjorken-x are common choices and provide a fairly intuitive picture of the event.

Q2 is defined to be the negative squared four-momentum carried by the virtual photon. It is

calculated as follows:

Q2 ≡ −(k′ − k)2 (3.10)

lab= 4 E E′ sin2(
Θ
2

).

The variable ν is defined to be the energy of the virtual photon: ν ≡ E′ − E. Using Q2 and

ν, one can calculate the parton momentum fraction, Bjorken-x:

x =
Q2

2 Mp ν
. (3.11)

y, the fraction of the beam’s energy carried by the virtual photon and W 2, the invariant

mass of the hadronic final state, are also computed.

y =
E − E′

E
(3.12)

W 2 = 2Mpν + M2
p −Q2 (3.13)

These additional variables have particular physical meanings and while they are completely

constrained by x and Q2, allow us to place specific physical restrictions on our data sample.

The purpose of placing restrictions on these additional parameters is to ensure that the

sample of events selected can be reasonably interpreted using the leading-order, leading-twist

description of the interaction upon which we have constructed our analysis formalism and have

defined our parton densities. An essential requirement is that the scattering event takes place

incoherently, i.e., that the virtual photon probe is sufficiently energetic to interact with a single

constituent of an otherwise frozen nucleon.
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Figure 3.4: A Monte Carlo study showing the discrepancy between ytrue and yobserved as a
function of yobserved. QED radiation causes a pronounced discrepancy at large values of yobserved.
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trometer. The solid curves represent the various kinematic requirements for inclusive DIS events.
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Variable Requirement Reason

Q2 > 1 GeV2 Virtual photon momentum of suitable
scale to resolve the nucleon’s substructure.

W 2 > 10 GeV2 Exclude coherent resonances of the nucleon.
y < 0.85 Large contribution from QED radiative

effects at high-y.

Table 3.2: Inclusive kinematic requirements.

This requirement is first imposed through a Q2 > 1 GeV2 cut. Intuitively, this requirement

guarantees that we have a probe of sufficiently small wavelength to resolve the substructure of the

nucleon (whose mass and size correspond to ∼ 1 GeV). More rigorously, perhaps, is that Q2

represents the scale of the interaction. The larger this scale parameter is with respect to the

characteristic energy of the nucleon, the better the hard-scattering (PDF dominated) part of this

event is described by the non-interacting lowest order QCD process.

Secondly, we require W 2 > 10 GeV2 to ensure that the final state mass is in the continuum

region – well above the resonance region. The γP cross section as a function of W can be seen in

Figure 3.5. Below W of 2 GeV or so, the spectrum shows the coherent excitation of nucleon

resonances, such as the spin-3/2 ∆ at 1.23 GeV and the Roper resonance at 1.44 GeV. As

resonance excitation by the virtual photon is a coherent process, involving the entire substructure

of the nucleon, it is not included in the single-parton scattering framework with which we interpret

DIS events. A cut of W 2 > 4 GeV2 rather than 10 GeV2 was considered for the inclusive

asymmetries in an effort to boost statistics, but it was found that the additional data was

sufficiently depolarized (at the lepton–virtual-photon vertex) that its statistical influence was

negligible. This will be discussed further in Section 4.1.2.

Finally, events for which y > 0.85 are rejected because of a significant contribution from

QED radiative processes. Photons radiated from the lepton before or after the virtual photon is

exchanged go unobserved and can cause significant miscalculations of event kinematics. Where

these Bremsstrahlung effects are modest, a smearing correction will be made. At sufficiently large

values of y, however, this contribution is large enough to warrant rejecting these events altogether.

A Monte Carlo study of the accuracy of yobserved can be seen in Figure 3.4.

The inclusive requirements are summarized in Table 3.2. The kinematic region defined by

these cuts can be seen in Figure 3.6 along with a sample of accepted events.

3.2.2 Geometric Requirements

Certain geometric requirements are placed on lepton tracks to ensure that they originate within

the target cell and that the tracks before and after the spectrometer magnet are clear of

obstructions (detector frames, magnetic field-clamps, and support structures) that might deflect
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Variable Requirement Reason

|zvertex| < 18 cm Lepton originated inside target cell.
rvertex < 0.75 cm

p > 0.5 GeV Lower limit of spectrometer momentum acceptance.

xcalo < 175 cm Energy deposition inside of active calorimeter volume.
ycalo > 30 cm
ycalo < 100 cm

xz = 172cm < 31 cm Track inside front field clamp aperture.
yz = 181cm > 7 cm Track clears septum plate.
xz = 383cm < 54 cm Track inside rear field clamp aperture.

Table 3.3: Inclusive geometric requirements.

particles and contaminate the data sample. These requirements are termed fiducial volume cuts

and are summarized in Table 3.3.

3.2.3 Semi-Inclusive Requirements

The constraints placed upon the hadrons are generally motivated by the desire to to have a sample

in which the correlation between the observed hadron and a struck quark of a particular flavor is

strong. When we extract the quark helicity densities in Chapter 6, the strength of this

struck-quark, hadron-species correlation will play a central role in our ability to separate the quark

polarizations by flavor. While the purity formalism we will employ makes no specific requirement

for the degree to which the hadron sample contains leading hadrons – those which contain the

struck quark itself – it will become clear that it is of substantial benefit if the connection to the

struck quark can be strengthened without giving up many events. Our choice of semi-inclusive

selection criteria, which are summarized in Table 3.4, will have a sizable impact on the precision of

the final result.

Our primary means of enhancing this correlation is to select a fragmentation regime in which

the target and current fragmentation regions – the regions containing or closely related to the

target remnant and struck quark respectively – are well separated. In practice, since the HERMES

detector is fairly insensitive to the recoiling target remnant (due to its geometry), this selection

suppresses contamination by occasional remnant and remnant-related hadrons and serves to

exclude ambiguous central hadrons, leaving behind a sample with a strong struck quark association.

The selection of the current region hadrons is accomplished through the application of two

cuts:

z is the ratio of the energy carried by the hadron to that of the virtual photon:

z =
Eh

ν
=

√
p2

h + M2
h

ν
. (3.14)
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Variable Requirement Reason

z > 0.1 Select a sample strongly correlated with struck quark.
< 0.8 Reject exclusive events – not DIS.

xF > 0.1 Further emphasis on current fragmentation region.

zvertex > −18 cm Exclude tracks originating behind the target cell.
zvertex < 100 cm Include hadrons produced from downstream decays (e.g. Ks).
rvertex none

pČerenkov > 4 GeV Momentum cuts for hadrons defined by capabilities of
identification apparatus.

pČerenkov < 13.8 GeV
pRICH > 2 GeV
pRICH < 15 GeV

Table 3.4: Semi-inclusive requirements. The geometric cuts from Table 3.3 also apply to hadron
tracks unless superceeded by values in this table.

We expect that the more energetic the final state hadron, the more strongly correlated it is

with the struck quark. As z is a function of the mass of the hadron, it cannot be determined

without hadron identification. For the case of the deuterium sample (1998-2000) when

identification was performed by the RICH and a weight was provided for each of the hadron

types, z was recomputed for each of the three hadron hypotheses. We require z > 0.1 to

remove contamination from the poorly differentiated intermediate fragmentation which is

weakly correlated with either the target or the remnant. Additionally, we exclude z > 0.8 as

hadrons carrying all or most of the available energy are likely exclusive hadrons (a single

hadron representing the entire final state). Exclusive hadron production, while a rich subject

in itself, tends to be a coherent process which is fundamentally different from DIS – a process

in which interacting with a single quark is of primary importance.

x-Feynman or xF , computed

xF ≡
pcm
||
|~q|

lab≈ 2P
|| CM
h

W
, (3.15)

is a measure of which direction of the momentum a final state hadron points in the center of

mass reference frame of the virtual photon target system; in the direction of the q-vector or

of the target nucleon’s velocity vector. xF ranges from −1 to 1 and values greater than 0 are

considered to be forward – in the direction of the q-vector and more associated with the

struck quark. An xF > 0.1 cut serves to eliminate hadrons in the intermediate region of

ambiguous origin.
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Bin xlow xhigh

1 0.023 0.040
2 0.040 0.055
3 0.055 0.075
4 0.075 0.100
5 0.100 0.140
6 0.140 0.200
7 0.200 0.300
8 0.300 0.400
9 0.400 0.600

Table 3.5: 1-Dimensional x-Binning.

3.3 Binning

A major goal of this analysis was to explore different possibilities for bin selection in different

combinations of variables. This was done both with the intent to extract as-yet-unexplored

observables like Ah
1 (ph⊥) and to enhance our statistical leverage on quantities which had been

extracted in the past – ∆q(x), in particular.

The selection of bin widths and edges was motivated by three factors. First, some degree of

uniformity in the number of counts in each bin is desirable. This allows us to present data with

error bars that are of a similar scale though this is also a function of the quantity being computed

from the yields. Second, bins weren’t allowed to become so large that the average kinematics

varied significantly from one side of the bin to the other. If this does occur, computing necessary

kinematic quantities for large, sparsely populated bins can become inaccurate. Finally, for the case

of the x-binning, there is a desire to produce results that can be compared easily to those produced

in the past by other HERMES collaborators. Where reasonable, the x-binning is unchanged from

prior analyses.

Ultimately, yields (and their associated asymmetries) are binned in three different ways.

Traditional: The first of these is the 1-dimensional, or traditional, x-binning. This binning is

identical to that used in HERMES’ prior 5-flavor ∆q(x) extraction [16]. It is described in

Table 3.5.

Three-Dimensional Semi-Inclusive: A major goal of this analysis was to take advantage of

semi-inclusive variables to better isolate hadrons whose identity is strongly correlated with

the struck-quark flavor. In order to accomplish this, a Monte Carlo quark polarization

extraction study was performed in order to identify which semi-inclusive variables, if any,

would provide additional statistical leverage. This study, described in Section 6.1.4, indicated

that when used in combination, adding z and Ph⊥ dimensions to the traditional x-binning

described previously would have just this effect. The additional semi-inclusive bin edges are
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given in Table 3.6. The semi-inclusive yields thus have 81 bins each (9 x× 3 z × 3 ph⊥) while

the inclusive yields still retain the nine traditional x bins.

Two-Dimensional x-ph⊥ : This binning was used to produce semi-inclusive yields with 18 bins

(3 x× 6 ph⊥) mainly for computing the ph⊥ dependence of the Ah
1 . Because x and ph⊥ are

strongly correlated, without plotting these asymmetries in x-slices, there is a potentially

misleading x-dependence in plots of Ah
1 (ph⊥). The ph⊥ binning was selected because it

distributes the statistics fairly well among the bins and gives as much of an opportunity as

possible to see any ph⊥ dependence of the asymmetry. The bin edges are given in Table 3.7

3.4 Burst-Level Data Selection

The coarsest level of data selection occurs at the burst level. As described in the prior chapter, this

provides data quality and luminosity information for intervals of approximately ten seconds at a

time. Failure to meet any of the data quality criteria listed in Table 3.8 causes a burst to be

rejected from the data set in all respects. All events from that burst are rejected and that burst’s

luminosity contribution is ignored.

3.4.1 Calculation of Luminosity

The asymmetry is the “bread and butter” of the HERMES experiment. By comparing yields in

which a single feature of the beam-target configuration is switched back and forth, many systematic

uncertainties – those that affect both configurations equally – cancel out. In addition, unlike when

measuring a cross section, a perfectly calibrated, absolute measurement of the luminosity is

unnecessary. However, for measuring asymmetries, knowing the relative luminosity of the data

collected in the two beam-target spin configurations is essential for properly balancing yields.

The calculation of the luminosity is carried out using the response of the luminosity monitor

described in Section 2.3.4. The following formula is used to calculate the luminosity for each burst:

L = < Rlumi > × Clumi(year) × A(target) × τ DAQ-up-% × tburst. (3.16)

Here < Rlumi > is the average rate measured by the luminosity monitor, Clumi is a proportionality

z-Bin zlow zhigh

1 0.10 0.35
2 0.35 0.50
3 0.50 0.80

ph⊥-Bin ph⊥ low [GeV2] ph⊥ high [GeV2]

1 0.0 0.3
2 0.3 0.5
3 0.5 2.0

Table 3.6: The the z and Ph⊥ bin edges added to form a 3D binning.
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x-Bin xlow xhigh

1 0.023 0.55
2 0.55 0.10
3 0.10 0.60

ph⊥-Bin ph⊥ low [GeV] ph⊥ high [GeV]

1 0.0 0.15
2 0.15 0.30
3 0.30 0.40
4 0.40 0.50
5 0.50 0.60
6 0.60 2.0

Table 3.7: The the x and Ph⊥ bin edges that form the 2D x-ph⊥ binning.

Data Quality Flag Burst Selection Criterion

0 Target spin parallel or antiparallel to beam.
1 Smoothed beam polarization > 30%.
2 Reasonable DAQ deadtimes.
3 Reasonable burst lengths.
4 Beam current reasonably large.
5 Varies by year. Count rates or target density fluctuations reasonable.
6 First burst of each run rejected.
7 Last burst of each run and bursts with undefined DAQ state rejected.
8 Varies by year. Nominal DAQ or PID detector states.
9 Runs marked analyzable by shift crew.
10 Polarized target mode.
15 Polarized target mode (determined from valve state of target).
16 Target state good.
17 All calorimeter blocks good.
18 Hodoscope H2 pr Luminosity monitor are good.
19 TRD data quality good.
20 No high-voltage trips in wire chambers.
21 Various problems by year (target, tracking, calorimeter, or RICH).
22 No trips in RICH.
23 α0 value is reasonable.
24 αR value is reasonable.
25 Čerenkov or RICH data quality good.
26 Various. Either bad VC synchronization or target in tensor state.
27 Valid target polarization measurement by BRP.
28 Beam polarization measurement not older than five minutes.
29 Target magnet current in reasonable range.
30 Deadtime in reasonable range.
31 Varies by year. Reasonable α or middle calorimeter blocks good.

Table 3.8: Burst-level data quality requirements.
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Year DIS Events Total Luminosity [pb−1] L↑↑/L↑↓
1996 485,350 12.42 0.999
1997 1,365,436 37.81 0.999
1998 905,796 24.72 1.020
1999 1,000,676 28.88 0.996
2000 5,116,184 139.47 0.999

Table 3.9: DIS event totals, approximate luminosity, and spin state comprison by year.

Year < P targ
↑↑ > < P targ

↑↓ > δP targ/P targ < P beam
↑↑ > < P beam

↑↓ > δP beam/P beam

1996 75.9 75.9 0.055 52.8 52.8 0.034
1997 85.0 85.0 0.038 52.9 52.9 0.034
1998 85.6 85.6 0.075 51.5 51.5 0.034
1999 83.2 83.2 0.070 53.4 53.4 0.018
2000 85.1 84.0 0.035 53.1 53.7 0.019

Table 3.10: The magnitude of the average percentage target and beam polarization for each
spin state and their fractional uncertainties by year. These target polarization numbers were
provided by the target group and used as such in this analysis. The yearly beam polarizations
were calculated as a burst-by-burst sum of the product of beam polarization and luminosity and
then divided by the total luminosity for each year (i.e. < LP beam

y s > / < Ly s > of Eq. 3.18).

constant which varies year-to-year relating the rate to the luminosity per nucleon, A is the number

of nucleons per nucleus, τ DAQ-up-% is the fractional live-time of the DAQ, and tburst is the length

of the burst.

3.5 Polarimetry

Beam and target polarization values are another essential burst-level-measured ingedient of this

analysis. While we take the beam polarization burst-by-burst from the rPolFit record of the

g1Beam table of the µDST files, a single target polarization value for each year is provided to us by

the HERMES target group. The yearly average polarization of beam and target are given in Table

3.10.

The actual polarization-related quantity required in the analysis will be Ls × < Ps >, the

luminosity weighted polarization for each spin state s. This is computed:

Ls < Ps >=
∑

y:{years}
< P targ

y s >< LP beam
y s > (3.17)

where

< LP beam
y s >=

∑

b:{burstsys}
Lb P beam

b . (3.18)
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Chapter 4

Asymmetries

The asymmetry is the core component of this analysis as well as many others at HERMES. Two

important things are accomplished by taking the ratio of the difference of two quantities to the

sum rather than looking at a difference alone. First, most systematic uncertainties, particularly

those unrelated to the property being compared in the asymmetry, will cancel out in the ratio.

Second, the denominator, which serves as a normalizing factor for the difference, can often be

equated to the results of other experiments which are specifically designed to measure precise cross

sections. This alleviates the need to measure the luminosity precisely at HERMES, allowing

physical quantities to be extracted by making a precise, but purely relative measurement.

This chapter will describe the process by which several different sets of asymmetries are

computed. The first of these is the longitudinal double-spin asymmetries A1(x) (inclusive) and

Ah
1 (x) (semi-inclusive) from which ∆q(x) will be extracted. The second is the hadron

charge-difference asymmetries. These quantities can be shown under certain fragmentation

symmetry assumptions to equal the ratio of the sum of the valence helicity densities to the sum of

the unpolarized valence PDFs. While interesting alone, they also provides a useful comparison to

the same quantity produced via the purity extraction. This comparison will help to reveal the

impact of various fragmentation model assumptions made in these two methods. The third will be

the largely unexplored A1(ph⊥). This interesting result provides a glimpse into sources of

transverse momentum inside the nucleon and in the fragmentation process. Finally, we will

describe the method by which asymmetries binned in three dimensions x, z, ph⊥, which are

included in the appendices, are produced.

As a final note, while we will spend the following two chapters deriving further quantities

and, albeit with strong support, assuming various models through which we interpret these data, it

seems worthwhile to remind ourselves that the asymmetries represent the measurement. Whether

or not one believes the model-assumptions we will make later, the asymmetries presented in this
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chapter are, barring (ever possible) experimental errors, indisputable empirical results.

4.1 The Longitudinal Double-Spin Asymmetry

The longitudinal double-spin asymmetry:

A1(x) ≡ σ1/2 − σ3/2

σ1/2 + σ3/2
=

g1

F1

LO=

∑
q e2

q∆q(x)∑
q e2

q′q
′(x)

, (4.1)

and its siblings, the semi-inclusive double-spin asymmetries,

Ah
1 (x) ≡

σh
1/2 − σh

3/2

σh
1/2 + σh

3/2

LO=

∑
q e2

qD
h
q (x, z, ph⊥)∆q(x)∑

q′ e
2
q′D

h
q′(x, z, ph⊥)q′(x)

, (4.2)

where the superscript h denotes the hadron species observed in the final state, will ultimately

grant access to the individual quark flavor contributions to the nucleon spin, ∆q(x), by way of

parameterized spin-independent structure functions, q(x) and modeled fragmentation functions,

Dh
q (x, z, ph⊥). The qualified equality, LO= , reminds us that this particular factorization of PDF and

fragmentation function is true in leading-order QCD. σ1/2 and σ3/2 are the photoabsorption cross

sections with the photon and nucleon polarizations antiparallel (Jz = 1/2) and parallel (Jz = 3/2)

respectively.

4.1.1 Experimental Asymmetries

The first step is to relate the experimental yields to the definition of A1(x) provided above. There

are two main issues that must be addressed to accomplish this. The first will be to relate the yields

produced with a particular experimental configuration of beam and target to yields of a particular

lepton and nucleon polarization. The second will be to relate the lepton-nucleon (or experimental)

asymmetry, A||, to the photoabsorption asymmetry A1 defined above.

Because an imperfect polarization of beam and target means that some fraction of the beam

is unpolarized (i.e. evenly composed of both states) we must interpret each experimental spin

configuration as a combination of both physical spin states.

Let + denote the condition when the spins of the beam electron and target nucleon are

antiparallel, and let − denote the parallel state. (The symbols represent the product of the beam

and target helicities in the center of mass frame.) In contrast, we will use the symbols ↑↓ (↑↑) and

↑↑ (↑↓) to denote the relative orientation of the polarizations of beam and target (which is all that

one can control experimentally). If we let σe denote the spin-independent lepton-nucleon cross

section ((σe
+ + σe

−)/2) and ∆σe denote the spin-dependent lepton-nucleon cross section

((σe
+ − σe

−)/2), the yield for a particular experimental configuration can be written:
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N↑↓(↑↑) = L↑↓(↑↑)
(
σe + P↑↓(↑↑)∆σe

)

= L↑↓(↑↑)

(
σe

+(−)

1 + P↑↓(↑↑)
2

+ σe
−(+)

1− P↑↓(↑↑)
2

)
. (4.3)

Here L is the luminosity and P is the average polarization of a particular experimental spin state

(−1 < P < 1). Note that in the limit of perfect beam and target polarization and identically

balanced luminosities of the two spin states, these two sets of notation would be redundant as the

experimental configuration ↑↓ (↑↑) would always correspond to lepton-nucleon configuration +(−).

One can then use yields of both spin states to arrive at the following expression for the

(semi-)inclusive experimental asymmetry, A
(h)
|| ,

A
(h)
|| (x) ≡ σ

e(h)
+ − σ

e(h)
−

σ
e(h)
+ + σ

e(h)
−

=
L↑↑N

(h)
↑↓ − L↑↓N

(h)
↑↑

L↑↑P↑↑N
(h)
↑↓ + L↑↓P↑↓N

(h)
↑↑

. (4.4)

The next step is then to relate the experimental lepton-nucleon asymmetry, A||(x), to the

photoabsorption asymmetry A1(x) in which we are interested. The primary difference is the

“depolarization” that occurs at the lepton-photon vertex: the imperfect transfer of polarization

from the lepton beam to the virtual photon. This kinematic-dependent depolarization is well

understood and allows one to write A1(x) as a function of the measured yields:

A1(x) = Cφh

1
fD

1
D(1 + ηγ)

AB
|| (x) (4.5)

where,

D =
1− (1− y)ε

1 + εR
, (4.6)

ε =
[
1 +

2~q2

Q2
tan2 θ

2

]−1

=
1− y − 1

4γ2y2

1− y + 1
4y2(γ2 + 2)

, and (4.7)

η =
εγy

1− (1− y)ε
. (4.8)

ε is the ratio of longitudinal to transverse photon flux, γ is a kinematic factor characterizing the

virtual photon which is computed
√

Q2/ν2, and R, finally, is the ratio σL/σT of the

photoabsorption cross sections for longitudinally and transversely polarized virtual photons. The

R1999 parameterization is used [19] for R. While a purely inclusive parameterization, it represents

our best knowledge to date of σL/σT . Any dependence of this ratio on produced hadron type – i.e.

the semi-inclusive version of this ratio – is unknown. One could argue that if kinematics provide a

reasonable factorization of the PDFs and fragmentation functions, that any dependence on

produced hadron type must be small. In this analysis, R1999 is applied to both inclusive and
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semi-inclusive asymmetries. fD is a target polarizability (dilution) factor that will be described in

Section 4.2.

In section 4.3 will see in detail how the experimental Born-level asymmetry, AB
|| (x), is

produced from the measured asymmetry A|| of Equation 4.4 through an unfolding procedure that

corrects for radiative and detector smearing. Finally, we have assumed up to this this point that

our spectrometer provides us with a perfectly uniform acceptance. As we will see in Section 4.4,

this is not entirely the case. An additional azimuthal correction factor Cφh
is included for the

semi-inclusive asymmetries. It corrects for the product of the spectrometer’s non-uniform

azimuthal acceptance (with respect to the scattered lepton) with the non-zero azimuthal

modulation of hadron production which becomes entangled when integrating over φh.

4.1.2 Choosing the Inclusive W 2 Cut

As discussed in Section 3.2.1, it is a priori unclear where exactly to cut on W 2 for inclusive events.

The standard W 2 > 4 GeV2 cut, which operationally defines the deep-inelastic scattering region,

serves to exclude the coherent excitation of nucleon resonances in the target. For semi-inclusive

analyses at HERMES, however, a more stringent cut of W 2 > 10 GeV2 is imposed. The reasons

are twofold. First, the HERMES detector acceptance for SIDIS hadrons falls off rapidly below this

W 2 limit, and second, larger W 2 provides a greater kinematic separation between the current and

target fragmentation regions. Selecting the current fragmentation region is important for SIDIS,

where one hopes to describe the hadronic final state with a simple quark-fragmentation picture,

but for the inclusive yields, it would be reasonable to include the additional range 4− 10 GeV2 to

increase statistics. The decision was made strictly on the statistical impact on the asymmetries of

including this extra data. The comparison of the effect of these two cuts on the inclusive

asymmetries can be seen in Figure 4.1.

It was observed that although lowering the W 2 cut to 4 GeV2 increases the statistical

precision of the experimental asymmetry, A||(x), the additional events are plagued with a large

depolarization factor (i.e. low polarization transfer between the lepton and virtual photon). By

comparing the photon asymmetry A1(x) measured with these two minimum W 2 cuts, it is clear

that any positive impact of the improvement in statistics from this relaxed cut is lost in the

increased average depolarization of the sample. This causes the precision of A1 to be equivalent or

even worse in some bins than it was with the more selective W 2 > 10 GeV2 cut.
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Figure 4.1: Inclusive asymmetries A||(x) and A1(x) from the deuteron target with two different
minimum W 2 cuts. While one might try to improve statistical precision by including inclusive
events from lower W 2 (compare the precision of the A||(x) points), the depolarization of the
additional events is significantly higher providing practically no additional precision (loss in some
bins!) to the physics asymmetry (compare A1(x) points).
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4.2 Nucleon Polarizability

The quantity fD represents the polarizability of the nucleons in the target.1 For hydrogen with its

single nucleon, fD = 1. Because deuterium (JP = 1+) has two nucleons, it is somewhat more

complicated (all angular momenta are given in units of ~). The parity quantum number of the

deuteron (+) requires the spins of the nucleons to be aligned, so total spin S 6= 1 is forbidden.

While the deuteron spends the majority of its time in an S-state (L = 0, S = 1), it can reside in

the D-state (L = 2, S = 1) at times. If we require M = 1 (the projection of the total angular

momentum, J , to be polarized), one can write down an angular momentum wave function

describing the total spin projection mS and orbital angular momentum projection mL composition

of the deuteron using the appropriate L + S = 2⊗ 1 Clebsch-Gordan coefficients:

|ψ〉 =

√
3
5
|mL = 2,mS = −1〉 −

√
3
10
|mL = 1,mS = 0〉+

√
1
10
|mL = 0,mS = 1〉 . (4.9)

From this, one can see that the nucleon spins are antiparallel to M 50% of the time ( 3
5 − 1

10 ). This

means that in the D-state, the nucleons have a 50% polarization opposite to the deuteron

polarization. The final polarizability of the nucleons can then be found by dividing the number of

nucleons with spins parallel to the angular momentum of the nucleus by the total number of

nucleons:

fD =
1
N

(
NS − 1

2
ND

)

=
1
N

(
N − 3

2
ND

)

= 1− 3
2
PD. (4.10)

NS and ND are the numbers of nucleons in the S and D states respectively. PD is the probability

of finding the nucleus in the D-state, which has been estimated from a number of different models

to be 0.0490± 1.04, giving us a final value for fD = 0.926± 0.016[20].

4.3 Unfolding and the Born Asymmetry

Recall the definition of the leading-order DIS process which was introduced in Chapter 1. The

physical asymmetry of interest is the Born asymmetry, AB
1 , which is produced by the lowest order

QED diagram. Experimentally, DIS events are produced from both Born events and other, often

indistinguishable, events of higher orders. These events, most notably the emission of initial state

or final state QED radiation, tend to distort the true kinematics of the Born event. Furthermore,
1The use of the term “polarizability” to describe the maximum nucleon polarization within the target is not to be

confused with the (perhaps more common) use of the word to describe an induced dipole moment.
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a) b) c) d)

Figure 4.2: Higher order QED Feynman diagrams contributing to the DIS cross section. These
contributions are not taken into account in the Born approximation.

instrumental effects tend to further distort true event kinematics. A single unfolding correction

will remove the kinematic smearing produced by these two effects.

4.3.1 Radiative Effects

Of the higher order diagrams shown in Figure 4.2, a) initial state Bremsstrahlung and b) final

state Bremsstrahlung present the most significant challenge. Because a radiated real photon is

rarely observed, a) and b) can cause significant miscalculation of the correct Born level event

kinematics. In particular, non-DIS events, which would typically be rejected on measured

kinematic criteria, can be mistakenly accepted due this shift in kinematics. Many of these events

are elastic (the lepton beam scatters off the nucleus as a whole, leaving it intact) or quasi-elastic

(elastic scattering from a single nucleon within a nucleus). Clearly quasi-elastic scattering is only a

possibility for the deuteron target.

These radiative events always cause an overestimate in ν, the energy transferred to the

virtual photon, as the unobserved radiated photon carries energy away from the event. Because of

this, radiative events are concentrated at large values of observed y = ν/Ebeam as we saw in Figure

3.4. Another consequence is that radiative corrections always move events from large to small

x = Q2/2Mν.

Radiative smearing is greatly reduced for the semi-inclusive yields: as elastic or quasi-elastic

scattering cannot produce an additional final state hadron, elastic and quasi-elastic radiative tails

are absent from the SIDIS samples. This can be seen clearly by comparing the Monte Carlo event

migration plots on the left and right of Figure 4.3.

4.3.2 Detector Smearing

Additional kinematic smearing is produced by instrumental effects. Multiple scattering of particles

as they pass through the detector materials can cause small errors in track angles. This can lead to

discrepancies between front and back tracks which distort the true track momenta. Smearing can

also be caused by small miscalibrations in instruments. In general, detector smearing, unlike
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radiative smearing, can cause tracks to migrate to nearby kinematic bins in any direction.

4.3.3 The Unfolding Correction

In order to correct for these two smearing effects, a single kinematic unfolding procedure is applied.

The central idea of this correction method is that by using a Monte Carlo model, which includes

both radiative and detector effects, one can build a migration matrix that contains the correlations

between Born and final observed kinematic bins. This matrix can be inverted and applied to the

observed yields. Simulated events are produced using a Monte Carlo generator, gmc disNG, which

contains the PEPSI4 event generator and RADGEN [21] which produces radiative processes.

While the CTEQ6 PDF parameterization is consulted to select the struck quark flavor in each

event, it is not used to produce event kinematics as it doesn’t reproduce the cross section at

HERMES kinematics well. Because of this, the unpolarized inclusive cross section is provided by

the ALLM97 [22] parameterization of the F2 structure function which is more successful at this

task. RADGEN can produce any of the higher-order process depicted in Figure 4.2. Events are

then propagated through a detailed GEANT3 detector model to generate a detector response

which can be reconstructed using HRC, the standard HERMES event reconstruction software.

In most recent analyses at HERMES, the unfolding correction was formulated to be applied

directly to raw experimental asymmetries. Though rather elegant, the generalization of that

method to the hadron difference asymmetries – one of the goals of this work – was unclear. In

order to address this, a more general unfolding algebra was necessary. The method presented here

will allow us to unfold the experimental yields and then form asymmetries from them. This makes

it obvious how to compute complex asymmetries requiring an arbitrary number of smearing

matrices (rather than the single one afforded by the more traditional method).

The starting point for this unfolding calculation is the following relationship between the

experimentally observed and Born yields,

NX(i) =
∑

j

[
S(i, j)NB(j)

]
+ N0(i). (4.11)

NX and NB are experimental and Born yields respectively. N0 is the vector of events smeared into

acceptance (both geometric and kinematic) which should otherwise be cut. The smearing matrix,

S(i, j) ≡ M(i, j)/NB(j), where M(i, j) is a migration matrix – a two-dimensional histogram

correlating each event’s observed (i) and Born (j) kinematic bins. It follows from Equation 4.11

that,

NB(j) =
∑

i

S−1(i, j)
[
NX(i)−N0(i)

]
. (4.12)

In order to carry out this calculation, we begin by applying the preceding formula to the observed
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Figure 4.3: Monte Carlo migration matrices for inclusive events (left) and semi-inclusive π+

production (right) binned in the “traditional” 9 x-bins. The “True”-“Out” bin represents events
smeared into experimental acceptance by QED radiation and detector effects.

spin-dependent lepton-nucleon yields of section 4.1.1. Equation 4.3 can be solved (using:

NX
−(+) = L−(+)σ

e
−(+)) to give:

NX
−(+) = NX

↑↑(↑↓)L↑↓(↑↑)(1 + P↑↓(↑↑))−NX
↑↓(↑↑)L↑↑(↑↓)(1− P↑↑(↑↓)), (4.13)

which results in the following formula for the unfolded Born yields:

NB
−(+)(j) =

∑

i

S−1
−(+)(i, j)

[
NX
−(+)(i)

NX
u

NX
u

(i)−N0(i)
]

. (4.14)

The quantities S, N x
u , and N0 will come from Monte Carlo simulation and have been denoted with

calligraphic symbols which will be used for all Monte Carlo quantities. Two Monte Carlo sets will

be used here – one including RADGEN, used to produce the migration matrices, and a Born

Monte Carlo to produce Born yield vectors. Both samples are produced with 100% polarization.

The subscript u represents unpolarized variables– i.e. the sum of the quantity from each spin state.

The fraction NX
u

Nu
(i) serves as a normalization factor, scaling the experimental luminosity to that of

the Monte Carlo sample. One side effect of this normalization is that the yields themselves can no

longer be interpreted as simple counts. This arbitrary normalization, however, cancels in

asymmetries.

Finally then, using this result and Equation 4.4, one can write down the expression for the

47



experimental Born asymmetry:

AB
|| (x) =

NB
+ −NB

−
NB

+ +NB−
. (4.15)

While it might appear at first glance that we’ve done something suspicious with the unpolarized

experimental yield (and more specifically, its uncertainty) in the denominator by choosing the

high-statistic Monte Carlo values, rest assured that the unpolarized data denominator resides

safely in our expression for NB−(+) (i.e. NX
u in 4.14). Its contribution to the uncertainty of the

Born yield and asymmetry will be included in the next section. That being said, AB
1 can then be

computed using the same depolarization and kinematic factors applied in Equation 4.5.

In order to address a common source of confusion, it seems important to point out that we

are not making an acceptance correction, that is, we are not attempting to take a result in detector

acceptance and unfold it to 4π, as we require both Monte Carlo samples used to be in acceptance.

The resulting experimental Born asymmetries, AB
|| , are in acceptance– which means only that they

are provided at the measured (and quoted) x and Q2. In fact, attempting to unfold to 4π is both

unnecessary, as the asymmetries are meaningful functions of any choice of kinematics, and

problematic, as the shift in average kinematics variables from acceptance to 4π is difficult to

propagate through the unfolding procedure. This would make the calculation of the depolarization

factor practically impossible.

It is true, however, that the procedure of placing cuts on the true geometric track variables,

which constrains the data sample to a region free of detector obstructions and away from edges,

means that this is a correction “box acceptance” – a well defined, experimentally clean, geometric

volume defined by the cuts of Table 3.3 and which closely resembles the acceptance of the

HERMES spectrometer. Furthermore, since the unfolding correction maps observed aggregate

yields back to their Born level origin, this procedure (in principle) corrects the data sample to a

uniform 100% detector efficiency. Unlike a 4π-acceptance correction, the difference in bin-averaged

kinematics between box and detector acceptance is negligible.

As can be seen in Figure 4.4, there are significant differences between asymmetries in

acceptance and 4π. However, there are also significant differences in average x and Q2 of the bins.

For the inclusive case, which can only depend on two variables, this kinematic difference is the

only possible source of the discrepancy. As we provide data points with bin-averaged kinematics,

this causes no confusion. While the semi-inclusive asymmetries could potentially depend on z and

ph⊥ as well, 1) they show discrepancies of similar scale and kinematic behavior to the inclusive

asymmetries and 2) the final asymmetries (Figure 4.18, for example) show very little dependence

on these semi-inclusive variables. These reasons suggest that we can safely provide semi-inclusive

asymmetries (and further derivative results) in box acceptance as long as average x and Q2 are

provided.
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Figure 4.4: Monte Carlo asymmetries for the proton in HERMES acceptance and in 4π. The
differences in the asymmetries can be attributed to entirely to the difference in average kinematics.

4.3.4 Statistical Uncertainties of the Born Asymmetries

The calculation of the statistical uncertainties follows from the standard error propagation formula

(which can be found among other places in the Particle Data Book [5]). The notation σ(A,B) will

be used to denote the statistical covariance of A and B. The variance of A, σ2(A) ≡ σ(A,A), is

equivalent to (δA)2, or the square of the statistical uncertainty of A.

We will begin by computing the (co)variance of the Born yield. Hadron indices have been

omitted, but can be applied trivially to all symbols.

σ
(
NB

s1
(i), NB

s2
(j)

)
=

∑

k

∑

l

∂NB
s1

(i)
∂Nk

∂NB
s2

(j)
∂Nl

σ
(
Nk, Nl

)
. (4.16)

s1 and s2 can each take either value of the physics spin state, + or −. The summation variables k

and l index all possible configurations of spin-state and kinematic bin (i.e., Nk is shorthand for

Nkspin(kkin)). By choosing to express NB in terms of the experimental spin states ↑↑ and ↑↓ (i.e.

by substituting 4.13 into 4.14), k and l run over only the experimental, statistically uncorrelated,

states. A result of this choice is that σ
(
Nk, Nl

)
becomes σ2(Nk) δk,l. The preceding formula can

be simplified:

σ
(
NB

s1
(i), NB

s2
(j)

)
=

∑

k

∂NB
s1

(i)
∂Nk

∂NB
s2

(j)
∂Nk

σ2(Nk). (4.17)
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We now take the derivative of the Born yield element, NB
s (j). Since the k index represents both a

spin configuration and kinematic bin, kspin and kkin will be used to denote the spin and bin

respectively. Notice that the derivative with respect to Nk picks out the kth element of the sum in

4.14.

∂NB
s1

(j)
∂Nk

√
σ2(Nk) =





kspin = ↑↓: 1

kspin = ↑↑: −1



× 1

2
S−1(kkin, j) NX

u (kkin) F (kkin), (4.18)

where,

F (k) = (L↑↓LP↑↑ + L↑↑LP↑↓)

√
N↑↑(k)2 σ2 (N↑↓(k)) + N↑↓(k)2 σ2 (N↑↑(k))

(LP↑↓N↑↑(k) + LP↑↑N↑↓(k))2
, (4.19)

which contains only the experimentally determined quantities.

Finally, tidying up, we rewrite 4.17,

σ
(
NB

s1
(i), NB

s2
(j)

)
=





s1 = s2 : 1

s1 6= s2 : −1



× 1

4

∑

l

S−1
s1

(l, i) S−1
s2

(l, j) NX
u (l)2 F (l)2, (4.20)

where the index, l, runs over kinematic bins.

Uncertainty of the Longitudinal Double-Spin Asymmetry

Using 4.20, computing the covariances of the asymmetries themselves becomes relatively

straightforward. For the longitudinal double-spin asymmetry:

σ(AB
|| (i), A

B
|| (j)) =

∑

k

∑

l

∂AB
|| (i)

∂NB
k

∂AB
|| (j)

∂NB
l

σ
(
NB

k , NB
l

)

=
(

1
NB

u (i) NB
u (j)

) [
σ

(
NB

+ (i), NB
+ (j)

)
+ σ

(
NB
− (i), NB

− (j)
)

− 2 σ
(
NB

+ (i), NB
− (j)

)]
(4.21)

Once again, k and l range over all spin-state–kinematic-bin combinations. Because AB
|| (i) depends

only on the ith bins of NB
+ and NB

− , the i and j kinematic bins are picked out in the derivative.

The result is that the summation (and covariances of the NB) only depends then on the two spin

states of the kinematic bins i and j.

The statistical uncertainty on a single bin of the Born asymmetries is the square-root of the
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variance.

σ2(AB
|| (i)) ≡ σ(AB

|| (i), A
B
|| (i))

=
(

1
NB

u (i)

)2 [
σ2

(
NB

+ (i)
)

+ σ2
(
NB
− (i)

)− 2σ
(
NB

+ (i), NB
− (i)

)]
. (4.22)

While we’ve assumed that the size of the Monte Carlo sample is significantly larger than that of

the data, which allows us to omit statistical uncertainties on the Monte Carlo yields, the

uncertainty on the unfolded asymmetry should not and does not depend on the size of the Monte

Carlo sample. This can be seen easily as both linearly dependant references to the size of the

Monte Carlo sample, NB
u in the denominator of Equation 4.22 and NX

u of Equation 4.20, appear

in canceling positions in the final expression.

Uncertainty of the Hadron Charge Difference Asymmetry

Unfolding the hadron charge-difference asymmetries follows without further complication from

what was developed above. The asymmetry is defined as follows:

Ah+−h−

|| (x) =

(
σh+

+ (x)− σB h−
+ (x)

)
−

(
σh+

− (x)− σh−
− (x)

)
(
σh+

+ (x)− σh−
+ (x)

)
+

(
σh+

− (x)− σh−− (x)
) , (4.23)

where σ is the cross section (and not the variance). Just as above, in order to obtain the Born

charge difference asymmetry, we rewrite it in terms of Born yields and Monte Carlo quantities.

AB h+−h−

|| (x) =

(
NB h+

+ (x)−NB h−
+ (x)

)
−

(
Nh+

B −(x)−NB h−
B − (x)

)

NB h+
u (x)−NB h−

u (x)
. (4.24)

Finally, computing the covariance of the charge difference asymmetry is performed as in Eq.

4.21.

σ
(
AB h+−h−

|| (i), AB h+−h−

|| (j)
)

=
(

1
NB h+

u (i)−NB h−
u (i)

)(
1

NB h+
u (j)−NB h−

u (j)

)

×
[

σ
(
NB h+

+ (i), NB h+

+ (j)
)

+ σ
(
NB h+

− (i), NB h+

− (j)
)

+ σ
(
NB h−

+ (i), NB h−
+ (j)

)
+ σ

(
NB h−
− (i), NB h−

− (j)
)

− 2 σ
(
NB h+

+ (i), NB h+

− (j)
)
− 2 σ

(
NB h−

+ (i), NB h−
− (j)

)]
. (4.25)

In practice, only the variances of the difference asymmetry are used in this work (i.e. i = j). For

the standard single-hadron double-spin asymmetries, however, their covariances will play an

essential role in the extraction of the quark helicity densities.
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4.3.5 Error Bar Inflation

Prior to the development of bin-to-bin unfolding, many analyses at HERMES [23, 24] depended on

an iterative approach to correcting for unwanted QED radiation[25]. This correction was based

upon modeled cross sections and was applied to each bin individually. The drawback of this

technique was that there was an implicit assumption of smoothness being made when this

correction was applied. In principle, then, while the size of the statistical uncertainties remained

largely unchanged, a significantly correlated model-dependent systematic uncertainty was

introduced.

Our more rigorous bin-to-bin unfolding technique was developed in order to provide a

model-independent correction. A drawback, however, is that because no assumption of smoothness

is made, the uncertainty on each individual error bar increases in size. We are, in effect, adding

pieces of all the neighboring error bars together when applying this correction. Though the mean

number of events to “unmigrate” from one bin to another is very accurately known from our

simulated smearing matrix, the actual number to relocate is subject to Poisson statistics and its
√

N uncertainty. The phrase error bar inflation describing this effect has become all too familiar in

the HERMES collaboration’s vocabulary. Nothing is lost, however: the inflation of the errors is

accompanied by an increased correlation between them. This correlation occurs entirely in the

statistical uncertainties, and can be propagated through further calculations and fits using

well-understood, robust error propagation methods which recover the full statistical precision of

the data.

The point that we (the HERMES collaboration) have attempted to emphasize in papers and

conference presentations is that although uncertainties appear inflated in plots – where only the

diagonal elements of the error matrix are depicted – they have become statistically correlated in

the unfolding process. By properly computing quantities like quark polarizations and curve fits

from the asymmetries (compare for example the error bars to the fit error bands in Figure 4.18),

one recovers the true statistical power of the data. We continue to encourage the community –

world data fitters in particular – to include the full covariance of these results in their calculations.

A fit to the x-dependant asymmetries will be provided in Section 4.5.1. The full covariance matrix

will be utilized and the impact of assuming a smooth functional form will be demonstrated.

4.3.6 Generalizing Unfolding to Multiple Kinematic Dimensions

While the unfolding procedure discussed so far has been described in terms of a single kinematic

variable, it can be easily generalized to unfold asymmetries of higher dimensionality. In fact, the

formulae reference only kinematic bins in general and the migration-matrix correlations between

them.
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Figure 4.5: A Monte Carlo migration matrix for π− from the deuteron target in x and pT . The
more complex migration structure visible is a result of the hybrid binning.

The natural extension of the migration matrix to higher dimensions is to create a hybrid

binning. This means only that the bins of two or more kinematic variables are indexed by a single

bin-index variable. For example, in the 2D case of x and ph⊥, the index i ≡ 6× (xj − 1) + ph⊥ k

supplies a variable that indexes the 18 combined xj − ph⊥ kbins (3x× 6ph⊥).This allows one to

build a migration matrix which accounts for correlations of any two kinematic bins. An example of

such a migration matrix is given in Figure 4.5 which depicts the event migration between hybrid

x-ph⊥ bins from the anti-parallel beam-target polarized deuteron. One can clearly see the more

complicated migration structure which is created by the multidimensional binning.

4.4 Azimuthal Correction for Semi-Inclusive Asymmetries

At fixed beam energy, we’ve seen that inclusive scattering can ultimately be described by any two

the of the numerous physically meaningful inclusive parameters (x, y, Q2, W 2, ν, etc...). An

equivalent and simple way to understand this is that there are two degrees of freedom in the final

state. Since only the scattered lepton is being considered and the beam-target configuration has

axial symmetry, the final-state lepton scattering distribution can be described by a polar angle and
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Figure 4.6: The azimuthal angle of the hadron, φh, is defined to be the angle between the hadron
and lepton scattering planes.

a total momentum or any two momentum components, as the symmetry removes the need for one

and the energy is constrained knowing the momentum and the lepton’s fixed mass.

In semi-inclusive scattering, we have a second particle in the final state to consider. The

azimuthal symmetry of the inclusive case is broken for the scattered hadron by the direction of the

scattered lepton’s momentum vector. Because of this, the hadron adds three more degrees of

freedom to its distribution. Once again the hadron’s energy (which would be a fourth degree of

freedom!) is constrained since its identity is known and mass is fixed.

Strictly speaking, while an inclusive cross section can be written as a function of two

variables, σ(x, Q2) for example, the semi-inclusive cross section must be written as a function of

five: σh(x,Q2, z, ph⊥, φh). The azimuthal angle φh of the hadron relative to the lepton scattering

plane is illustrated in Fig. 4.6.The Cahn Effect [26] is an example of a well known mechanism

producing non-zero φh dependence of the unpolarized semi-inclusive cross section.

All of the results presented here will be integrated over a range of some, if not all of these

semi-inclusive variables. While our result may contain theoretically reproducible kinematic

constraints, it must not contain HERMES-specific acceptance features. As we quote the accepted

ranges in all of these variables, or for φh integrate over all angles, this provides no additional

difficulty as long as the spectrometer’s acceptance is uniform in that variable. For z and ph⊥, this

is largely the case. For φh however, the spectrometer is known to have a non-uniform acceptance.

Since the scattered lepton is required in an event (and is hence always in acceptance), one can

imagine for example that for some values of φh, the hadron will have a greater likelihood of being

lost down the beampipe.

We can write the semi-inclusive asymmetry explicitly including all these variables,

Ah
1 =

∫
dφh ∆σ(x,Q2, z, ph⊥, φh) ε(φh)∫
dφh σ(x,Q2, z, ph⊥, φh) ε(φh)

, (4.26)
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where ε represents the spectrometer acceptance. This φh modulation can be decomposed

completely [27] into cos(φ) and cos(2φ) moments as follows:

dσ

dx dQ2 dz dph⊥ dφh
∝ σUU (x,Q2, z, ph⊥)

+ σ
cos(φ)
UU (x,Q2, z, ph⊥) cos(φ)

+ σ
cos(2φ)
UU (x, Q2, z, ph⊥) cos(2φ)

+ Pb Pt σLL(x,Q2, z, ph⊥)2. (4.27)

The subscript UU of the first three coefficient functions denotes unpolarized beam and

unpolarized target, while the subscript LL denotes longitudinally polarized beam and

longitudinally polarized target. Pb and Pt represent the longitudinal polarizations of beam and

target – which are zero in the unpolarized case.

In light of this expansion, if we rewrite 4.26, we can see that the unpolarized φh dependence

of the numerator disappears since ∆σ = σ1/2 − σ3/2, leaving only the desired σLL term. What we

measure can then be written as follows:

Ãh
1 =

∆σ(x,Q2, z, ph⊥)∫
dφh σ(x,Q2, z, ph⊥, φh) ε(φh)

, (4.28)

where we seek,

Ah
1 =

∆σ(x,Q2, z, ph⊥)
σ(x,Q2, z, ph⊥)

, (4.29)

which is independent of the HERMES acceptance. To accomplish this, we make the following

correction:

Ah
1 = Ch

φÃh
1 , (4.30)

where,

Ch
φ =

Ah
1

Ãh
1

. (4.31)

Once again calligraphic characters are used to denote quantities which we will estimate using

Monte Carlo. We will take advantage of 1) the cos(φ) dependence of the acceptance present in the

Monte Carlo and 2) a parameterization of the unpolarized cos(φ) moments which are otherwise

missing from the Monte Carlo to achieve this. These cos(φ) and cos(2φ) moments have been

extracted in another recent HERMES analysis. Using them we can construct this correction factor

by producing asymmetries with and without cos(φ) weighting.

2Strictly speaking, there are potentially σ
cos(φ)
LL and σ

cos(2φ)
LL terms in the polarized cross section as well. There

are, however, no known or proposed mechanisms for producing such a spin-dependent φh modulation, and any φh

dependence is as of yet completely unexplored.
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4.4.1 φh Moments of the Unpolarized Cross Section

The parameterization of the cosine moments of the unpolarized cross section is a recent

development at HERMES[28, 29]. While the preceding references describe a charge-separated

parameterization for all hadrons, documentation of the (procedurally similar) fully

hadron-separated sample used in this work are expected to follow shortly.

In order to create this parameterization, unpolarized semi-inclusive data were binned in five

kinematic dimensions (x, y, z, ph⊥, and φh) and unfolded (as in Section 4.3) in all of these

dimensions simultaneously. The benefit of this technique is that, as none of the variables are

integrated out, there is no convolution of the kinematic dependence with the acceptance of the

spectrometer. The difficulty, however, is that in five dimensions – or 6000 kinematic bins

(5-x × 4-y × 5-z × 5-ph⊥ × 12-φ), even large Monte Carlo statistics yield migration matrices

sparsely populated in its corners. Significant challenges relating to binning and matrix invertibility

were at the forefront of the azimuthal analysis and the were the primary reason that we treat the

azimuthal dependence as a correction and not part of our own unfolding.

The unfolded Born yields were fit with σh φ
UU cos(φh) and σh 2φ

UU cos(2φh) where,

σ
h (2)φ
UU = A

h (2)φ
1 +A

h (2)φ
2 x + A

h (2)φ
3 y + A

h (2)φ
4 z + A

h (2)φ
5 ph⊥

+A
h (2)φ
6 x2 + A

h (2)φ
7 z2 + A

h (2)φ
8 p2

h⊥ + A
h (2)φ
9 x z

+A
h (2)φ
10 x ph⊥ + A

h (2)φ
11 z ph⊥ + A

h (2)φ
12 y ph⊥

+A
h (2)φ
13 x y + A

h (2)φ
14 y z + A

h (2)φ
15 y2, (4.32)

in order to extract coefficients parameterizing the φ moments for each hadron, h. Projections of

resulting moments for combined hadrons of each charge can be seen in Figure 4.7. Plots for the

separated hadrons samples used in this analysis are not available at this time, but preliminary

results show that they are similar.

To compute the correction factor Cφh
then, Monte Carlo yields in both spin states are

produced with and without the track-by-track cos(φh) weighting provided in the parameterization

above. One can see in Figure 4.8, where the Monte Carlo was run in 4π, i.e. without imposing any

geometric acceptance requirements, that the cos(φh) modulation integrates out completely leaving

only the unweighted result. In Figure 4.9, however, one can see that with the (φ dependent)

acceptance imposed, the cos(φh) weighting changes the integral of the cos(φ) and thus the value of

the asymmetry. As given in Eq. 4.31, the ratio of these two Monte Carlo asymmetries is the

necessary acceptance correction, Cφh
.
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Figure 4.7: Projections of cos(φh) and cos(2φh) moments in each of the four other kinematic
dimensions for the proton and deuteron targets and for positive and negative hadrons. (From [28])
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Figure 4.8: Comparison of 4π Born Monte Carlo samples with and without cos(φh) weighting.
Asymmetries for charged pions from the proton target and both pions and kaons from the deuteron
target are shown. Since there is no φh-dependent acceptance included, the cosine moments of the
unpolarized cross section integrate out over the full φh range.
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Figure 4.9: Comparison of Born Monte Carlo samples with and without cos(φh) weighting in
acceptance. Unlike the 4π comparison shown in Figure 4.8, the nonuniform acceptance of the
spectrometer in φh creates significant differences between the weighted and unweighted asymme-
tries. The azimuthal correction factor Cφh , which is simply the ratio of the two asymmetries, is
also shown.
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Figure 4.10: A1p in stages. The four stages shown for each x-bin represent the inclusion of, 1)
kinematic unfolding, 2) depolarization at the lepton–virtual-photon vertex, and 3) the azimuthal
correction (which is only relevant for the semi-inclusive asymmetries). The yellow band represents
the systematic uncertainty.

4.5 Final Born Asymmetries

We now have all of the ingredients required to take observed experimental yields, Nh
↑↑(↑↓), and

produce azimuthally corrected Born photon-nucleon asymmetries, Ah
1 . For each of the asymmetries

that follow, two sets of plots will be given: one that demonstrates the step-by-step construction of

the asymmetry and one that can be considered a final result plotted in some cases with relevant

comparison data.

4.5.1 A1(x)

Figures 4.10 and 4.11 give the step-by-step construction of inclusive A1 and semi-inclusive Ah
1 in

nine x bins. One can see the apparent error bar inflation incurred during the unfolding step

(comparing A||-Raw to A||-Born). As was suggested in Section 4.3.5, by properly taking into

account statistical covariances, the full statistical strength will be recovered. This is exactly what

will be done in Chapter 6 when we use these asymmetries to extract the quark polarizations.

Generally speaking, the unfolding and azimuthal corrections have only a small impact on the

central values of the asymmetry.

The final nine-bin x-dependent asymmetries for the proton and deuteron targets are plotted

in Figures 4.12 and 4.13 and compared with the results from the prior HERMES ∆q(x) analysis

[16]. As expected, the most significant improvement can be seen in the precision of the
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Figure 4.11: A1d in stages. See Fig. 4.10 for further description.

semi-inclusive asymmetries from the deuteron target. This is a result of the additional events

gained by including the previously excluded semi-inclusive data in the 2-4 GeV momentum range.

Also, reducing the lower z cut from 0.2 to 0.1 has improved statistics to some degree on the

semi-inclusive asymmetries for both targets.

Differences in the central values can be attributed to several different causes. First, improved

data productions with better tracking and calibrations were used. Second, a different and

somewhat less robust azimuthal correction was applied to the semi-inclusive asymmetries of the

published result. Third, the improved EVT RICH algorithm, which is significantly more successful

at identifying hadrons in multi-hadron events, was not previously available.

Finally, analytic fits to these data are shown in Figures 4.14 and 4.15. The simple linear

A
(h)
1 (x) = A + Bx provides a acceptable goodness-of-fit. A quadratic fit (not shown) seems

provides little improvement in χ2/DoF values, improving it for some asymmetries and worsening it

(overparameterizing) for others. Furthermore, without data constraining the fit at high-x, the

quadratic fit has a tendency to peak and turn over in that region.

4.5.2 Asymmetries in Three Dimensions – A1(x, z, ph⊥)

A major thrust of this reanalysis was to explore the benefit of binning in semi-inclusive variables in

addition to the traditional inclusive x.

Unlike the 2D x− ph⊥ asymmetries of the next section, the individual values for the 3D
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Figure 4.12: A1p(x) (red) compared with the previously published HERMES result [16] of 2004
(black). The yellow band represents the systematic uncertainty which is detailed in Section 4.6.
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Figure 4.13: A1d(x) (red) compared with the previously published HERMES result [16] of 2004
(black). The highest-x bins for kaons of both charges are off-scale.
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Figure 4.15: The measured A1d(x) points and a linear fit performed using full covariance matrix
of the data.
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Figure 4.16: Reproduced from [30]. Projections for A1(ph⊥) (“ALL(phT )”, here) at HERMES
kinematics for different scenarios of spin-dependant Gaussian pT width, µ2

2. Gaussian widths are
assumed for the spin-idependant PDF and fragmentation contributions to the ph⊥ dependence.

semi-inclusive asymmetries have error bars large enough that plots of the asymmetries themselves

convey very little. Their significance will become more clear in Chapter 6 when they are used to

extract the quark polarizations. The values of the 3D binned asymmetries, their uncertainties, and

their covariances will be available shortly in publication.

4.5.3 A1(x, ph⊥)

The potentially interesting and largely unexplored dependence of A1 on hadron transverse

momentum ph⊥ has become a recent source of interest in the SIDIS community. The dependence is

expected to be related to the combination of the unknown intrinsic parton kT and

fragmentation-related pT distributions. Theorists have begun to make calculations of this

dependence based on Gaussian-distributed sources of transverse momentum with various widths

[30] which have been reproduced in Figure 4.16. First experimental results have begun to appear

at conferences by HERMES members and our JLAB colleagues [31, 32].

One potential complication that we’ve tried to address is that x and ph⊥ are significantly

correlated. Because of this, it becomes difficult in a 1-dimensional plot of A1(ph⊥) to distinguish

the strong dependence of the asymmetry on x from a possible dependence on ph⊥. In order to

address this issue, we’ve binned in both variables simultaneously, allowing us to keep x in a much

narrower range within each ph⊥ bin. The step-by-step construction of the Born asymmetries for
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Figure 4.17: Pion and kaon asymmetries binned in ph⊥ for the 0.1 < x < 0.6 x-bin. This is
provided to demonstrate the impact of each of the analysis steps. A1-Born (orange) represents the
final acceptance-independent virtual-photon–nucleon asymmetry. A1(x, ph⊥) for all three x-bins
is provided in Figure 4.18.

the largest x-bin are provided for all available hadrons from both targets in Figure 4.17. These

data, particularly with the combined x-ph⊥ binning provided, should allow theorists (the authors

of [30], for example) to better constrain the widths of these underlying distributions.

In order to provide a quantitative statement about any potential ph⊥ dependence, the final

plots have been fit with a number of functional forms with and without this dependence. Their

total χ2 values can be seen in Table 4.1. The fit functions themselves are included in the plots of

the final Born asymmetries, Figures 4.18, 4.19, and 4.20, along with their reduced χ2 (i.e.
χ2

degree of freedom ). These values indicate that a strong ph⊥-dependence is excluded by the data.

4.5.4 Hadron Charge Difference Asymmetries

Because of its simple and symmetric structure – one proton and one neutron – the deuteron target

provides a number of opportunities to extract otherwise algebraically buried quantities by

employing certain symmetry assumptions. The deuteron is isoscalar, meaning that when one maps

the partons to their isospin conjugates (u → d, d → u, ū → d̄, and, d̄ → ū), the result remains a

deuteron.

The hadron charge difference asymmetry of the deuteron, Ah+−h−
1 d , is one way to take
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Figure 4.18: Final result for A1(x, ph⊥) fit with a simple linear function in x (dashed) with no
ph⊥ dependence. Each fit curve is bounded by a 1-σ error band of the same color. The small
solid rectangles represent the systematic uncertainty for the associated data point. The reduced
χ2 values given suggest that this parameterization is adequate to describe the data. Within the
precision available, A1 has no ph⊥ dependence.

p → π+ p → π− d → π+ d → π− d → K+ d → K−

χ
2 (NDF=16)

Ch
1 +Ch

2 x
11.5 14.1 39.7 29.5 29.5 26.7

χ
2 (NDF=15)

Ch
1 +Ch

2 x+Ch
3 ph⊥

11.5 13.8 38.2 27.9 29.1 24.4

χ
2 (NDF=12)

Ch
1 +Ch

2 x+Ch
3 ph⊥

+Ch
4 x2+Ch

5 p2
h⊥+Ch

6 xph⊥

7.78 5.31 36.4 14.9 20.1 16.9

Table 4.1: Total χ2 for each functional form fit to the A1(x, ph⊥) data points for each target–final-
state-hadron combination (see Figures 4.18, 4.19, and 4.20). The higher-order fit functions yield
little improvement over a constant fit suggesting little or no ph⊥ dependence of the asymmetry.
As one would expect, the total χ2 is reduced when additional polynomial coefficients are added
while in this case χ2 per degree of freedom remains relatively constant (see plots).
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Figure 4.19: Final A1(x, ph⊥) fit with a linear function of both x and ph⊥ (dashed). Each fit
curve is bounded by a 1-σ error band of the same color. The reduced χ2 visible in each panel
suggests (when compared to Fig 4.18) that within the precision of the data, no ph⊥ dependence is
indicated.
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Figure 4.20: A1(x, ph⊥) fit with a quadratic function of both x and ph⊥ (dashed). Each fit curve
is bounded by a 1-σ error band of the same color. With the exception of the π− from the deuteron
target, there is no improvement in the reduced χ2 of this fit compared to either of the simpler fits.
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advantage of this symmetry. Under certain symmetry assumptions, particularly charge-conjugation

invariance in the fragmentation functions, Ah+−h−
1 d is equal to the polarization of the valence

quarks, (∆uv + ∆dv)/(uv + dv). The charge difference asymmetry not only provides a

Monte-Carlo–free crosscheck of the same quantity which will be computed in Chapter 6 using the

purity method, but will also allow us to make a critique of the assumptions involved. The recent

HERMES isoscalar ∆s(x) analysis [33] is based on a similar concept. Increasingly, these types of

analyses are being proposed in order to make precision measurements [34, 35] – at times with

limited consideration of the model-dependences involved.
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Ah– the Symmetry!

Under the assumption of charge conjugation invariance in fragmentation, the hadron

charge-difference asymmetry of the deuteron is equal to the quotient of the sums of the polarized

and unpolarized valence parton distributions. To see this, we write the asymmetry:

Ah+−h−
1 d (x) =

∆σh+−h−
d (x)

σh+−h−
d (x)

≡ ∆σh+

d (x)−∆σh−
d (x)

σh+

d (x)− σh−
d (x)

. (4.33)

Let us focus our attention on the denominator. For the deuteron:

σh+−h−(x) =
∑

q

e2
q q(x)

(
Dh+

q −Dh−
q

)
+

∑
q

e2
q qn(x)

(
Dh+

q −Dh−
q

)

proton





= 1
9

[
4u(x)

(
Dh+

u −Dh−
u

)
+ d(x)

(
Dh+

d −Dh−
d

)

+ 4ū(x)
(
Dh+

ū −Dh−
ū

)
+ d̄(x)

(
Dh+

d̄
−Dh−

d̄

)

+ s(x)
(
Dh+

s −Dh−
s

)
+ s̄(x)

(
Dh+

s̄ −Dh−
s̄

)

neutron





+ 4d(x)
(
Dh+

u −Dh−
u

)
+ u(x)

(
Dh+

d −Dh−
d

)

+ 4d̄(x)
(
Dh+

ū −Dh−
ū

)
+ ū(x)

(
Dh+

d̄
−Dh−

d̄

)

+ s(x)
(
Dh+

s −Dh−
s

)
+ s̄(x)

(
Dh+

s̄ −Dh−
s̄

) ]
,

(4.34)

where qn are the isospin-rotated neutron PDFs (un = d, dn = u, ūn = d̄, d̄n = ū). We now apply

charge-conjugation to all of the antiquark fragmentation functions: we assume Dh+

q = Dh−
q̄ .

= 1
9

[
4u(x)

(
Dh+

u −Dh−
u

)
+ d(x)

(
Dh+

d −Dh−
d

)

− 4ū(x)
(
Dh+

u −Dh−
u

)− d̄(x)
(
Dh+

d −Dh−
d

)

+ s(x)
(
Dh+

s −Dh−
s

)− s̄(x)
(
Dh+

s −Dh−
s

)

+ 4d(x)
(
Dh+

u −Dh−
u

)
+ u(x)

(
Dh+

d −Dh−
d

)

− 4d̄(x)
(
Dh+

u −Dh−
u

)− ū(x)
(
Dh+

d −Dh−
d

)

+ s(x)
(
Dh+

s −Dh−
s

)− s̄(x)
(
Dh+

s −Dh−
s

) ] (4.35)

The reader should be cautioned at this point that this reasonable sounding symmetry may be

significantly violated due to the influence of the target remnant. This topic will be addressed in

some detail in Chapter 5.

Collecting like terms and assuming that s(x)− s̄(x) is small with respect to the non-strange
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PDFs we get:

σh+−h−(x) =
1
9

[(
u(x)− ū(x) + d(x)− d̄(x)

)× (
4

(
Dh+

u −Dh−
u

)
+

(
Dh+

d −Dh−
d

))]

=
1
9

[
(uv(x) + dv(x))× (

4
(
Dh+

u −Dh−
u

)
+

(
Dh+

d −Dh−
d

))]
. (4.36)

Following the same algebra,

∆σh+−h−(x) =
1
9

[
(∆uv(x) + ∆dv(x))× (

4
(
Dh+

u −Dh−
u

)
+

(
Dh+

d −Dh−
d

))]
, (4.37)

leaving us with:

Ah+−h−
1 d (x) =

∆σh+−h−
d (x)

σh+−h−
d (x)

=
∆uv(x) + ∆dv(x)

uv(x) + dv(x)
. (4.38)

Results

The hadron charge difference asymmetries are given step-by-step in Figure 4.21. The final Born

asymmetries are plotted with results from the COMPASS collaboration in 4.22. As previously

mentioned, the interpretation of the results and the validity of the symmetry assumptions will be

discussed in Chapter 5 and a comparison of these asymmetries with the purity-extracted valence

quark polarization can be found in Section 6.4.

4.6 Systematic Uncertainties

When compared to the systematic uncertainties that we will consider in the following chapters for

the quark polarizations, the systematic uncertainties of asymmetries are relatively straightforward.

They are first of all dominated by the uncertainty in the average polarizations of beam and target.

Though we will check the size of each potentially significant source of uncertainty, they will all

prove to be negligible contributions when added in quadrature to the polarization uncertainty.

4.6.1 Polarization

The average uncertainty on the beam and target polarization as estimated by their respective

experts at HERMES are summarized in Table 4.2. As the beam and target polarization appear

everywhere as a product, their fractional uncertainties can be combined in quadrature.

Furthermore, as the average polarization always appears in combination with the luminosity we
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Figure 4.21: The hadron charge-difference asymmetries for all available targets and final state
hadrons. They are plotted at several different stages of analysis so that the effect of kinematic
unfolding, kinematic/depolarization corrections, and the azimuthal acceptance correction can be
seen individually. Note that there are as of yet no cos(φ) moments available for the proton
production asymmetry so no azimuthal correction is applied.
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Figure 4.22: Pion and kaon charge difference asymmetries of the deuteron compared with COM-
PASS results for mixed hadrons [36]. The bands at the bottom of the plot represent the systematic
uncertainty on each asymmetry.

1996 1997 1998 1999 2000

δPT /PT 0.055 0.038 0.075 0.070 0.035
δPB/PB 0.034 0.034 0.034 0.018 0.019

(δP/P )tot 0.065 0.051 0.082 0.072 0.040

Table 4.2: Fractional uncertainties of beam and target and their quadrature sum by year.

can write the total polarization-weighted luminosity as follows:

(
L P↑↑(↑↓)

)
tot

=
∑

i:{years}
Li ↑↑(↑↓) Pi ( 1± (δP/P )tot i) . (4.39)

The systematic error band is produced by computing azimuthally-corrected Born asymmetries for

both values of
(
L P↑↑(↑↓)

)
tot

.

4.6.2 RICH Unfolding

As with many systematic uncertainties, the RICH systematic is produced by exploring ambiguities

in the analysis procedure. For RICH hadron identification there are two such ambiguities:

1. A Monte Carlo event generator is necessary to build the P-matrices. Neither disNG nor

PYTHIA perfectly reproduces HERMES data multiplicities. As either generator adequately

populates the momentum and track-multiplicity phase space on which it’s believed that the
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P-matrices should depend, either should be acceptable. To characterize any difference

between these two generators, P-matrices are generated using both.

2. There is ambiguity in the source of the background file which characterizes the likelihood of

hits from untracked particles for each PMT. The default file is tabulated from PMT hits in

data events where there are no tracks in the detector half. Alternative background files are

generated from Monte Carlo – either disNG or PYTHIA. P-matrices are generated with each of

these background files.

The disNG ownBKG file is the standard P-matrix used in this analysis and is expected to be the

most accurate. By generating asymmetries using each of these alternative P-matrices and

comparing to disNG ownBKG, one can estimate the systematic uncertainty from RICH unfolding

which can be seen in Figure 4.23. This source of uncertainty is found to contribute negligibly to

the total systematic uncertainty of the asymmetry.

4.6.3 Azimuthal Correction

Systematic uncertainties on the semi-inclusive asymmetries from the azimuthal correction are

tricky to compute exactly. While the cos(φ) and cos(2φ) moments used are provided with

uncertainties and covariances, it is not immediately clear how to propagate them to the

multiplicative correction, Ch
φ , which was computed by taking the ratio of Monte Carlo asymmetries

with and without this cos(φ) weighting.

A reasonable estimate can be made by observing that in Fig. 4.7, and the x-projections in

particular, the uncertainty is at worst approximately 50% of the value of the moment. Considering

that the size of the azimuthal correction (in 4.10, for example) is quite small, one can expect that a

50% uncertainty on the correction would have little effect on the final asymmetries. It is

particularly clear that the impact of this uncertainty is negligible when one considers that it should

be added to the total systematic in quadrature.

4.6.4 Charge Symmetric Background

A large fraction of the non-DIS background events are produced in equal parts e+ and e−. Monte

Carlo studies indicate that these leptons primarily originate from decays of π0 but can also be

produced through pair production from high-energy radiated photons. These charge symmetric

sources were shown to dominate asymmetric sources – misidentified hadrons, for example. While

these leptons can be misidentified as coming from DIS events, by accumulating events containing

leptons of charge opposite to that of the beam and exploiting the charge symmetry of the

background sources, we can easily estimate or remove the contribution from their like-charged

counterparts. Fractional yields for charge symmetric contributions are given in Table 4.3. These
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Figure 4.23: Comparison of semi-inclusive asymmetries of the deuteron produced using four
different sets of P-matrices in order to establish a systematic uncertainty for the RICH unfolding.
As the differences are tiny, ∆A1 in the inset panel is provided which is the difference between
“disNG ownBKG”, the standard P-matrix, and the three variations.
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x-bin 1 2 3 4 5 6 7 8 9

NBK
↑↑ /N↑↑ 0.062 0.027 0.013 0.005 0.002 0.001 0 0 0

NBK
↑↓ /N↑↓ 0.064 0.027 0.013 0.006 0.002 0 0 0 0

Table 4.3: Fractional charge symmetric background contribution to yields.

processes contribute at worst 6% to the yields (at lowest x) and make virtually no contribution in

the asymmetry.
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Chapter 5

Fragmentation and the Purity

Method

Unlike e+e− scattering, which always provides fragmentation functions Dh
q (z) and Dh

q̄ (z) in

combination, or Drell-Yan scattering (pp̄ → l+l−), which always provides parton distributions q(x)

and q̄(x) in combination, DIS gives us the unique opportunity to study fragmentation functions

and parton distributions from a individual struck quark or antiquark. The inevitable trade-off is

that we are always provided with the fragmentation function and parton distribution function in

combination – and unlike the clean, unbiased fragmentation of e+ e−, fragmentation in DIS is

plagued by a memory of the contents of the target, potentially breaking the pristine symmetries

offered by pure QCD.

This chapter will explore the various methods by which one can attempt to disentangle the

fragmentation and parton distribution functions that come intertwined in the structure functions

Fh
1 h and gh

1 which we measure through experimental spin asymmetries.

5.1 Untangling the Complexity: Three Complementary

Strategies

There have been several strategies developed to help us disentangle the fragmentation functions

from the parton distributions that we seek to extract. Each of these methods requires certain

assumptions, which impose model-dependent systematic uncertainties on extracted parton

distributions.

Assumptions of Fragmentation Symmetry As we’ve seen with the hadron charge-difference

asymmetries of Chapter 4, certain symmetry assumptions about the fragmentation process
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can cause useful cancellations of fragmentation functions. This grants access to combinations

of parton distributions. The work of Christova and Leader [34, 35] and other earlier work [37]

has motivated very straight-forward leading-order analyses of semi-inclusive data which take

advantage of these assumptions. The reader is urged hoverer to approach these often

mild-sounding assumptions with a degree of caution. As we will see in section 5.2, even the

often trusted charge-conjugation symmetry is potentially broken in ways that make it

difficult to recover with the application of simple kinematic restrictions (i.e. large-W 2 or

moderate-z). That being said, making such calculations is perfectly acceptable provided that

these assumptions are made clear and that a reasonable attempt at estimating the

assumption-related uncertainty is made.

Modeled Fragmentation The Purity Method– the backbone of the HERMES 5-flavor ∆q(x)

extraction which will make up the final chapter of this work, depends upon the physically,

but also phenomenologically motivated Lund-String fragmentation model to flavor-tag

semi-inclusive events by correlating struck-quark flavors with final-hadron types through a

leading-order formalism. This Lund-String model, JETSET, is tuned to reproduce the

unpolarized multiplicities observed at HERMES. While the model doesn’t assume to

reproduce the dynamics of the actual fragmentation process (if it could, no tuning would be

required!), it is not unreasonable to believe that when properly tuned, the purities it

produces resemble reality at HERMES kinematics. Furthermore, no explicit assumption of

any fragmentation symmetry is necessary meaning that this method produces fragmentation

with a reasonable degree of target-remnant related symmetry breaking. As we will see in

Section 5.3.3, assessing the systematic uncertainty of this model is a complex problem

requiring an evaluation of the correlated multi-parameter tune uncertainty and of its impact

on the final extracted result.

NLO Analysis At next-to-leading order in QCD, the spin-dependent gluon distribution ∆g(x) is

explicitly included with the quark helicity distributions in the formulation of g1(x,Q2). By

combining inclusive DIS (avoiding fragmentation issues completely) with results from

hyperon beta decay, combinations of spin-dependent parton distributions like the total quark

spin, ∆Σ, and combined quark-antiquark distributions, ∆q + ∆q̄, can be extracted [38, 13].

Additionally, NLO formulations of the experimentally observable structure functions

necessarily contain arbitrary (though theoretically well defined) choices of scale and scheme.

5.2 Limitations of Fragmentation Symmetries

As mentioned before, it is a common strategy to make assumptions about fragmentation symmetry

as they are motivated by symmetries of QCD, are known to hold at suitably high Q2, and can
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cause considerable algebraic simplification often leading to observables that can be related directly

to combinations of parton distributions. The first example is charge conjugation symmetry in the

fragmentation functions:

Dh+

q (z) ≈ Dh−
q̄ (z). (5.1)

Another common symmetry is isospin symmetry, which is the assumption that fragmentation

functions should be invariant under the exchange of 1) u and d and 2) ū and d̄, including the

valence composition of the final state hadron observed. This gives us

Dπ+

u (z) ≈ Dπ−
d (z),

Dπ−
u (z) ≈ Dπ+

d (z),

Dπ−
ū (z) ≈ Dπ+

d̄ (z), and

Dπ+

ū (z) ≈ Dπ−
d̄ (z). (5.2)

The scheme of favored and disfavored fragmentation – that is, identical fragmentation to a

hadron with or without the struck quark in its valence composition respectively – is the most

presumptive of these fragmentation assumptions. It includes both the charge-symmetry and

isospin fragmentation assumptions. The favored/disfavored symmetry for pion fragmentation

functions can be summarized as follows:

Dfav(z) = Dπ+

u (z) ≈ Dπ−
d (z) ≈ Dπ−

ū (z) ≈ Dπ+

d̄ (z) (5.3)

Ddisfav(z) = Dπ−
u (z) ≈ Dπ+

d (z) ≈ Dπ+

ū (z) ≈ Dπ−
d̄ (z) (5.4)

The fragmentation process, while presumably governed by the QCD Lagrangian, occurs in its

long-range, non-perturbative limit. The result of this is that first-principle calculations become

virtually impossible and hence a measure of the validity of these symmetries is theoretically

inaccessible. While the charge-conjugation symmetry is obeyed by both QED and QCD, and hence

in the e+e−(→ qq̄) scattering, in ep scattering, the presence of the proton remnant as an initial

state of the fragmentation process breaks that symmetry for the fragmentation functions.

Consider for a moment the extreme case of the single pion production, i.e. z ∼ 1. While a π+

can easily be created leaving a stable neutron, single π− production is impossible as it would likely

leave the unstable ∆++ (which by virtue of having an additional decay hadrons is inconsistent with

the π− carrying all the virtual photon’s energy). Even with more relaxed kinematic requirements,

the quark content of the target remnant places significant constraints on the energy requirements

for the production of various final state hadrons. These effects clearly diminish as scattering scale

79



increases, however the scale at which they become insignificant is the subject of ongoing debate.

The Hadron Charge Difference Asymmetry

It seems the opportune moment then to consider the validity of the symmetry assumptions we

made in Section 4.5.4 for the hadron charge difference asymmetries – assumptions that encouraged

us to equate

Ah+−h−
1 d and

∆uv(x) + ∆dv(x)
uv(x) + dv(x)

. (5.5)

As many fragmentation functions in DIS are poorly constrained (particularly in a

model-independent way), and what is known from e+e− can’t be applied without making

symmetry assumptions, it is difficult to quantify the degree of symmetry breaking.

We can, however, attempt to estimate the approximate degree of symmetry breaking using

our Lund Monte Carlo model (which will be described in more detail in Section 5.3.1). While the

Monte Carlo is designed around assumptions of its own and tuned to reflect HERMES kinematics,

it does not assume any fragmentation function symmetry related to charge-conjugation invariance

or any of the other symmetries appearing in the previous section.

Figure 5.1 shows hadron charge-difference asymmetries computed from Born Monte Carlo

deuteron yields subject to SIDIS kinematic requirements (but generated without HERMES

acceptance requirements). The presumably equivalent quantity, ∆uv(x)+∆dv(x)
uv(x)+dv(x) , computed from the

GRSV [39] polarized and CTEQ6 [40] unpolarized parton distributions, which are the inputs to the

Monte Carlo, is overlaid. One can see that both the pion and kaon charge-difference asymmetries

are systematically lower than the PDF combination formed from their own PDF inputs.

Furthermore, this discrepancy seems unaffected by either increasing average Q2 or increasing the

minimum W 2 requirement. One might expect either of these parameters to reduce the

fragmentation process’ “memory” of the target, and hence increase the fragmentation symmetry

which is required for Equation 5.5 to hold.

Fortunately, the amount of symmetry breaking suggested by this Monte Carlo study is

sufficiently small compared to the statistical precision of the final measured hadron

charge-difference asymmetries of 4.5.4 that we can comfortably compare them directly to the

purity-extracted valence distribution ratio in chapter 6. One should, however, approach skeptically

the work of those proposing to base precision measurements on such symmetry assumptions.

Symmetry Breaking in the Fragmentation Functions Themselves

Using JETSET, we can estimate the fragmentation functions themselves in order to get a more

direct estimate of the charge-conjugation symmetry breaking. Using our knowledge of the identity

of the struck quark available in Monte Carlo events, we can compute the fragmentation functions
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Figure 5.1: The pion (left) and kaon (right) charge-difference asymmetries of the deuteron
computed from Monte Carlo yields compared with the which the ratio of the polarized to unpolar-
ized valence distributions computed from the MC input distributions. The difference asymmetry
(points) and valence distribution ratio (lines) should be identical under perfect charge-conjugation
symmetry in fragmentation. They are provided at several values of the minimum W 2 cut which
is typically expected to improve these symmetries.

themselves as follows:

Dh
q (x, z) =

N h
q (x, z)

dz Nq(x, z)
, (5.6)

where N represents a yield, dz is the z-bin width, and once again calligraphic script reminds us

that these are Monte Carlo quantities. Figure 5.2 presents two tests of the charge conjugation

symmetry. The upper panels compare (the favored) Dπ+

u and Dπ−
ū , the lower (the disfavored) Dπ−

u

and Dπ+

ū . The plots on the left show the z-dependence of these fragmentation functions and their

ratios.

Looking at the ratios of these charge-conjugation pairs, one can see several interesting

features. First, as one might expect from our previous example, the symmetries are most strongly

broken at high-z. In this regime, semi-exclusive processes begin to dominate, with very few string

breaks separating the struck quark from the target remnant.However, the ratio also deviates from

one significantly at low-z. For both charge-conjugate fragmentation function pairs, the symmetries

are only reasonably observed (at the 5% level) over a narrow range in z. Furthermore, according to

our model the favored (upper) and disfavored (lower) symmetries are symmetric over different and

non-overlapping ranges in z. To the author’s knowledge, this possibility has never been considered

in the literature where suitable symmetry-preserving kinematic cuts are estimated.

Just as we saw with the Monte Carlo difference asymmetries of Figure 5.1, there is no

obvious choice of kinematic cuts which safely excludes regions of symmetry violation. Increasing

the minimum W 2 improves the symmetry in the most violated regions (high and low z), but only
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Figure 5.2: Comparisons of charge-symmetric favored Dπ+

u and Dπ−
ū (above) and disfavored

Dπ−
u and Dπ+

ū (below). The fragmentation functions are plotted as functions of z (left) and x
(right) and ratios are provided which directly reflect the degree of charge conjugation symmetry.
Points are provided for several values of the minimum W 2 cut generally expected to improve these
symmetries.
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up to a point.

It should be pointed out that while cutting into z significantly on both the high and low ends

may restore symmetry when integrated over z, because the narrow regions of symmetry differ

between the favored and disfavored case one would almost certainly have difficulty finding a range

of symmetry for both and would likely err on the side of including compensating regions of

symmetry breaking.

Finally, looking to the functions plotted vs. x, they appear almost flat. It is interesting to

note that as a function of x, the favored comparison appears almost symmetric – suggesting either

that the bulk of the events come from the range, 0.3 < z < 0.5, or, more likely, that some of the

broken symmetry on either side of that z-range is canceling. The disfavored comparison is also flat

as function of x but the ratio clearly deviates significantly from one – which suggests, as one would

expect, that the majority of the disfavored fragmentation occurs at low-z.

5.3 The Purity Method

The Purity Method lies at the heart of the 5-flavor ∆q(x) extraction which will be the subject of

Chapter 6. It takes advantage of the identity of final state hadrons and the event and track

kinematics to recover information about the struck quark. We write the leading order expression

for the measured semi-inclusive asymmetry as follows:

Ah
1 t(x) =

∑
q e2

q ∆q(x) Dh
q t(z, ph⊥)∑

q′ e2
q′ q′(x) Dh

q′ t(z, ph⊥)
=

∑
q

Ph
q t(x, z, ph⊥)

∆q(x)
q(x)

, (5.7)

where,

Ph
q t(x, z, ph⊥) =

e2
q q(x) Dh

q t(z, ph⊥)∑
q′ e2

q′ q′(x) Dh
q′ t(z, ph⊥)

(5.8)

and t represents the target type. When the target is the deuteron and the struck nucleon is the

neutron, the struck quark is isospin rotated (u  d and ū  d̄). This is done as we are interested

in extracting the PDFs of the proton and not those of the proton and neutron combined.

The purity contains all the information about fragmentation and will allow us to disentangle

the sum over quark flavors contained in the measured asymmetry. Fragmentation functions, and

hence the purities, are as we’ve discussed incalculable from first principles and are for most quark

flavors largely unknown in DIS in the HERMES kinematic regime. The purities then will be

estimated using a standard HERMES Monte Carlo package, gmc disNG, which contains the JETSET

model of the fragmentation process.
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5.3.1 JETSET and the Lund-String Model

The Lund-String model, which motivates the fragmentation process within JETSET, describes

color-confinement and fragmentation in terms of color-strings – rubber band or spring-like

structures which create a linear potential between like-colored quark-antiquark (or quark-diquark)

pairs which is an increasing function of distance. By selecting points at which to break these

strings (creating quark-antiquark, or diquark-antidiquark pairs), modeling gluons as kinks in the

string, and conserving momentum and energy, an impressive amount of fragmentation

phenomenology can be reproduced by adjusting its free parameters.

Given an initial set of partons to fragment (in the DIS case, a struck-quark–diquark-remnant

configuration), JETSET follows the following iterative procedure [41]:

1. JETSET selects the flavor of the pair of quarks (or diquarks) to be produced at the next string

break. As the likelihood of producing different flavors is as of yet incalculable but

presumably quark-mass related, the relative likelihoods of producing the different light quark

flavors u:d:s used by JETSET are 1:1:0.3. The strange quark can be suppressed further

through a JETSET input parameter. The ratios of quark-antiquark to diquark-antidiquark

pair production for the two lightest quarks and for strange quarks are also tunable.

2. The (mutually compensating) transverse momentum of the new pair to be produced (relative

to the color-string) must be determined. This is selected from a Gaussian distribution of

tunable width. Further parameters are available for fine-tuning the shape of the tails of this

distribution.

3. At this point the quark composition of the new hadron is established. JETSET uses various

tunable probabilities to determine quantum numbers, i.e. L, S, J , and I of the new hadron.

4. The simulation then decides where to break the string – i.e. how much energy to give to a

new hadron and how much to give to the remainder-system. There is at this point only one

degree of freedom remaining for the new hadron (m, px, and py are already specified). The

selection of the final momentum component (and string break location) is accomplished using

the Lund-Symmetric splitting function,

f(z) =
(1− z)a

z
e−bm2

⊥/z. (5.9)

Here a and b are tunable string tension parameters, m⊥ is the transverse mass

(≡ m2 + p2
x + p2

y), and z is the fraction of the available E + pz, where pz is the momentum

along the string axis. The functional form of f(z) is essentially unique as we require that

fragmentation to be independent of the side where string breaking begins [42].
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This process repeats on the remainder-system until the tunable lower threshold energy is reached

and two hadrons are produced (rather than a hadron and another remainder system).

While this overview is somewhat simplified, it describes the core functionality of the

fragmentation Monte Carlo and provides some idea of how the simulation is constructed and tuned

to reproduce observed distributions.

5.3.2 Tuning JETSET

While the values of a few JETSET input parameters can be selected by hand on the basis of

physical arguments, many (∼ 10) must be tuned iteratively by comparing unpolarized Monte Carlo

multiplicities to those from HERMES data. This tunes the model to HERMES kinematics, which

are somewhat different than the high-energy regime for which the JETSET default settings are

adjusted.

In order to do this, we construct a χ2 function to gauge the agreement between MC

multiplicities (which are a function of our tune) and the data multiplicities:

χ2
tune (Pn) =

∑

h:{hadrons}

∑

i:{bins}

(
Mh

MC(Pn, i)−Mh
Data(i)

δMh
Data(i)

)2

, (5.10)

where Pn is the vector of n JETSET parameter values and M is a multiplicity (≡ Nh

NDIS
). Enough

Monte Carlo events are produced such that the denominator of χ2
tune is dominated by the data

uncertainty.

For this analysis, we have chosen to compare z and ph⊥ dependent multiplicities for pions,

kaons, and protons of both charges. The z multiplicities have 18 evenly spaced bins with

0.1 > z > 1.0. The ph⊥ multiplicities have 20 bins with 0 < ph⊥ < 1. This gives a total of 228 bins,

though the actual number of degrees of freedom in the χ2
tune comparison was reduced to 224 by

four empty high-z data bins. Figures 5.3 and 5.4 present the data multiplicities used to tune the

Monte Carlo as well as multiplicities produced using the Monte Carlo using the tune resulting from

this work, “Lund-Scan”, and an earlier standard HERMES tune, 2003a.

In principle, the task of tuning the fragmentation model is as simple as minimizing the value

of this chi-squared function. We are presented, however, with two significant technical challenges:

1. A ten dimensional parameter space is vast and the multiplicity-comparison χ2 will most

certainly have strong correlations between its tuning parameters. Because of this, the tuning

must take place simultaneously in all of the parameters rather than in one at a time.

2. Each parameter-space point requires a Monte Carlo run to be produced with sufficient

statistical precision to produce a reliable comparison to the available data. This number is

approximately 5× 106 events which, using available computer hardware, requires ∼1 hour of
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Figure 5.3: Hadron multiplicities, Nh(z)/NDIS(z). Data (open points), Monte Carlo 2003a tune
(blue triangles), and Monte Carlo “Lund-Scan” tune (red squares) are compared.
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CPU time. Most standard minimization software packages, MINUIT[43] for example, are not

designed for parallel computing purposes. Furthermore, while computing resources have

become significantly more powerful since earlier tuning attempts, the statistical noise

inherent in each evaluation of the χ2
tune can easily confuse standard minimization algorithms.

Prior tuning efforts gradually transitioned from hand tuning individual parameters and

educated guesses for parameter values to more sophisticated multidimensional chi-squared

minimization as CPU power and analysis manpower became available. In fact, this effort

continued in parallel with this analysis producing a series of very good tunes – 2003a, 2004a,

2004b, and 2004c – involving innovative tuning strategies such as genetic algorithms. While

agreement with data is arguably comparable to the result of the “Lund-Scan” technique presented

here, as we will see in the following sections, “Lund-Scan” provides us with a robust method for

assessing the systematic uncertainty of the fragmentation tune and a means of excluding the

possibility of parameter correlations producing regions of degenerate tune-minima.

Unlike more conventional minimization strategies, which essentially follow the negative

gradient of a function – like a skier on a mountain – to find the quickest way to the minimum, the

“Lund Scan” strategy assumes that χ2
tune is smooth in some vicinity around the minimum. By

sampling within a range in some combination of these variables, a quadratic function is fit to the

region. By repeating this process, better scan ranges can be found and a region of quadratic

smoothness can ultimately be identified. The cross-terms of the fit function contain the lowest

order correlations of the parameters. This has two major advantages over prior techniques:

statistical noise which confuses other minimization algorithms is naturally smoothed, and many

samples at once can be computed in parallel on a computing cluster.

As we will now be introducing a second χ2 – for the polynomial fit to a set of χ2
tune points, it

seems worthwhile to keep the notation clear. χ2
tune will continue to be used as it has and the fit

chi-squared will consistently be referred to as χ2
fit.

What we will call a scan is an iterative process that begins with a sample of χ2
tune values for

two parameters distributed in a rectangular region and whose ultimate goal is to have a good

quadratic fit to all (∼10) parameters simultaneously. A scan is then comprised of the following

steps:

1. Generate a set of well-distributed points Pn in Lund parameter space within a

(hyper-)ellipsoid of constant χ2
tune. The number of points required is a small multiple of the

number of fit coefficients. Some oversampling reduces the impact of statistical noise.

Properly selecting the size of the ellipsoid is essential to getting a good fit to the chi-squared

surface. If the previous iteration yielded reasonable fit agreement, each new sampling point

must also be given values for the new (as of yet unfit) parameter sampled in a reasonable

range determined from a single parameter scan.
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2. Compute a Monte Carlo sample of 5× 106 events for each point. This can be performed in

parallel with many CPUs. In practice, as many as 16 simultaneous Monte Carlo jobs were

performed.

3. Compute χ2
tune for each parameter-space point by comparing the Monte Carlo to data

multiplicities.

4. Fit the χ2
tune(Pn) values with a quadratic polynomial of n variables. There are three possible

outcomes which determine the next step:

χ2
fit indicates good agreement: Use the fit to generate the next set of samples and add an

additional parameter.

χ2
fit indicates bad agreement: If the sampling pattern was too small, the fit will poorly

reflect the location of the minimum (and yield a χ2
fit which is too small, χ2

fit ≈ 0). If the

sampling pattern was too large, the fit will be poor as the surface becomes higher-order

(the fit chi-squared will be large, χ2
fit À 1/DoF). In either case, the same parameters

must be resampled and refit. If possible, use this fit to improve minimum location and

sampling range.

Fit polynomial has negative quadratic coefficients: This is the worst case.

Regardless of the numeric fit agreement, if this occurs, the function can’t be minimized

and is clearly a unacceptable representation of the true χ2
tune function. Reselect

sampling range– perhaps remove the last parameter added and try adding them in a

different order.

A challenge with this procedure is that as each parameter is added, the entire process

becomes more fragile. While taking more time to generate a suitable number of sampling points,

which makes it difficult to try multiple scan range variants quickly, it becomes easier to select

sampling points that push into the higher-order region of the χ2
tune function – particularly for

newly added parameters where a nice parameterization of the ellipsoid of constant χ2
tune is not yet

available. In fact, with a rapidly increasing number of quadratic cross-terms (as n increases), it

becomes increasingly likely for one of the weaker ones to pick up a negative sign out of simple

statistical fluctuation. For these reasons, the procedure becomes fairly labor intensive and requires

a lot of trial and error and some intuition for the “black art” of scan range selection.

The values for the “Lund Scan” tune are given in Table 5.1. The multiplicities at the final

tune location can be seen in Figures 5.3 and 5.4.

The final quadratic fit to the χ2
tune surface can be seen in Figure 5.5 in 36 two-dimensional

cross sections. The agreement is good (χ2
fit/195DoF = 0.82) between the 55 parameter quadratic

fit and the 250 parameter space/χ2 points. The fit minimum, which is the best tune location, had
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Parameter ∆q(x) paper 2004c “Lund-scan” Parameter Description

PARJ1 0.02 0.029 0.02 Diquark suppression
PARJ2 0.20 0.283 0.25 Strange quark suppression
PARJ11 0.5* 0.5* 0.51 Vector meson suppression (light mesons)
PARJ12 0.6* 0.6* 0.57 Vector meson suppression (strange mesons)
PARJ21 0.37 0.38 0.42 Width of Gaussian ph⊥ distribution [GeV]
PARJ33 0.8 0.8 0.47 String breaking mass cutoff
PARJ41 1.74 1.94 0.68 Lund-String “a” parameter
PARJ42 0.23 0.544 0.35 Lund-String “b” parameter
PARJ45 0.5* 1.05 0.74 “a” adjustment for diquark

PARL3 0.44 0.44 (0.44) Gaussian width of intrinsic kT [GeV]
PARJ23 0.03 0.01 (0.01) Fraction of ph⊥ distribution

to have additional non-Gaussian tails
PARJ24 2.50 2.0 (2.0) Strength of non-Gaussian ph⊥ tails

Table 5.1: Various recent JETSET tunes. “Lund-scan” is the new tune described in this work.
The values in parenthesis were left untuned by the “Lund-scan” method and taken from the 2004c

tune. The ∆q(x) paper tune is sometimes colloquially referred to as the Felix tune [44] with the
exception of the value above for PARL3 [45] (*JETSET default)

a value of 12.2 (per 224 degrees of freedom). A final χ2
tune(P“Lund-Scan”)/224Do F gave a value of

12.8, whose consistency with the polynomial minimum further supports for the goodness-of-fit of

the quadratic polynomial to the χ2
tune surface.

If our model could reproduce nature perfectly, one would expect χ2 ≈ DoF (the number of

degrees of freedom). To some degree the value our best tune gives depends on what we choose to

include in the χ2 comparison of Equation 5.10. Ultimately, however, JETSET is only a model and

will never exactly reproduce the multiplicities we observe. We will make an attempt to take this

into account when estimating our model-dependence in Section 5.3.3.

Purities

Ideally, we would both generate purity matrices and assess the tune-related systematic uncertainty

on the purities using the “Lund-Scan” tune. At the time of writing, however, the “Lund-Scan”

tune lacked a cross-check and a completely satisfactory result for the final three parameters of

Table 5.1. Because of this, it was decided to produce the purities for the ∆q(x) extraction using

the 2004c tune while estimating the model-dependent uncertainty using the “Lund-Scan” method.

The results for the one-dimensional x-dependent purities for the proton and deuteron are

given in Figure 5.6.

Three-Dimensional Purities

The primary motivating factor of attempting this reanalysis in three kinematic dimensions –

dividing the semi-inclusive asymmetries into x, z, and ph⊥ bins – was to better isolate different
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Figure 5.6: Purities in x-bins for the proton target (solid points) and deuteron target (open
points) for each quark and asymmetry type. Note the change of scale for the strange quarks (last
two columns).
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Figure 5.7: Purities in x-bins for the proton target. At each x position there are nine points,
representing each of the nine z-ph⊥ bin combinations. The “leading”, high-z–low-ph⊥ is plotted
in red, the “remnant”, low-z–high-ph⊥, is plotted in green, and the “central”, middle bin of each
semi-inclusive variable, is plotted in black. All other combinations are shown in gray. Note the
change of scale for the strange quarks (last two columns).

regions of fragmentation and get more benefit out of the statistics available. Conceptually, one can

easily imagine that a high-z, low-ph⊥ hadron is more likely to be associated with the struck quark

where a low-z, high-ph⊥ hadron is more likely to related to the target remnant. To make this idea

more concrete, the three-dimensional purities are presented two ways. Figure 5.7 presents the nine

z-ph⊥ with the high-z, low-ph⊥ or leading bin and the low-z, high-ph⊥, or remnant bin in color.

The significant difference in purities between these two bins support this picture. Figure 5.8

presents only five of the nine x-bins in order to make space to plot all nine of the z-ph⊥ bins in

each x position. Once can see that the purities depend on each of these semi-inclusive variables

individually, but most dramatically on both simultaneously.
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Figure 5.8: Purities in x-bins for the proton target. Only five of the nine x-bins are shown in
order to make space for points representing all nine semi-inclusive bins. One can see that the
purities depend on z (variations in point color) and ph⊥ (variations in point shape) in addition to
inclusive x. Note the change of scale for the strange quarks (last two columns).
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5.3.3 Estimation of the Tune Uncertainty

While the “Lund Scan” procedure was generally very successful at finding a good JETSET tune, its

primary goal was to provide a robust framework for estimating the tune-related uncertainty, and

thereby the model-dependent systematic uncertainty of the purities and the purity method.

In the published ∆q(x) result [16], a purity-related systematic uncertainty was generated by

comparing the central “Felix” tune with the JETSET default tune and a second high-energy tune,

both of which were known to poorly reproduce multiplicities in the HERMES kinematic regime.

The hope, for lack of a better procedure, was that this would be a conservative estimate. In

addition to potentially greatly overestimating the uncertainty (the tune uncertainty is the largest

source of systematic uncertainty in many bins), there was one potentially dangerous scenario that

could not be excluded. If there was ambiguity in the best tune – i.e. a trough through which the

value of χ2
tune didn’t change but which affected the value of the extracted ∆q(x), the purity

method would have failed completely. For lack of the ability to exhaustively map the parameter

correlations around the minimum, there was no way to know for sure.

The objective of the “Lund-Scan” then is twofold:

1. Determine rigorously the uncertainty on ∆q(x) due to the uncertainty in the tune and model

imperfection.

2. Exclude the possibility of the doomsday scenario, a parameter space contour that is a

degenerate χ2
tune minimum, but changes the value of the extracted ∆q(x).

In order to accomplish this, the critical concept is that the χ2 surface gives you more information

than a single minimum indicating a best fit. It allows you to determine a confidence contour that

encloses a specific likelihood of containing the true best tune to the underlying distribution. In a

one-dimensional case, one can determine the error bar on a parameter by climbing the χ2 function

the number of sigma that it is desired for the error bar to represent. The ends of a standard 68%

error bar should fall where χ2 function is one unit above its minimum.

In a more conventional error propagation situation, when one has an analytic functional form

and a set of parameters with 1-σ uncertainties (and covariances) as described above, one can easily

utilize the standard error propagation methods to find the uncertainty on the function. In our

case, rather than an analytic function, our Monte Carlo multiplicities are a black-box function of

the tuning parameters – that is, it is impossible to take the required derivatives of the

multiplicities with respect to the input parameters.

In order to address this, a different approach is taken. Rather than climbing this χ2
tune one

unit above the minimum for each parameter and establishing a set of individual 68% error bars and

covariances for the individual parameters, we will select a height, Kup, above the tune minimum

that represents a 68% likelihood that all true best-fit parameters simultaneously occupy the region.
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n 1 2 3 4 5 6 7 8 9 10 11 12

Kup 1.00 2.30 3.53 4.72 5.89 7.04 8.18 9.30 10.4 11.5 12.6 13.7

Table 5.2: The height, Kup, above χ2
min that defines a parameter-space region with a 68% likeli-

hood of simultaniously containing all of the unknown true parameter positions for n parameters.

Because a change in χ2 means the number of σ (notice that the χ2 function is the exponent

in the Normal distribution), Kup is the number of σ distance one must integrate the Normal

distribution from the mean to yield 0.68. The trivial case (and the one that defines the standard

deviation to be 0.68) is the one parameter case. If n = 1, we require the integral from the mean to

equal 0.68. The normal distribution with a mean of zero and a width of σ is written as follows:

p(x) =
1

σ
√

2π
e−

x2

2σ2 dx, (5.11)

We would now like to know how many sigma around the mean must we integrate to represent the

canonical 68% of the probability distribution. To do this, we make the variable substitution

u = x/σ, which means u is a number of σ and integrate from −Kup to Kup.

0.6827 =
1√
2π

Kup∫

−Kup

e−
1
2 u2

du (5.12)

This equation can be solved yielding a value of 1 for Kup, which is of course true by constuction.

The more interesting case, however, is if we would like to determine the number of sigma required

for the joint probability of n parameters to equal 0.68. In analogy to Equation 5.12, we write

0.6827 =
(

1√
2π

)n ∫
du1 . . . dun

n∏

i=1

e−
1
2 u2

i , (5.13)

Rather than a integrating over a rectangular region, however, we would like to integrate

n-dimensional spherical shells out to a single value of radius Kup. We make the appropriate change

of variables to a spherical system:

0.6827 =
1

2 Γ(n/2)

Kup∫

0

e−u/2 (u/2)
n
2−1 du, (5.14)

which is a combination of an integral of the surface area of n-dimensional spherical shells (the

angular part of the integral) and the radial integration over the Normal distribution. The formula

has been solved numerically for several values of n which are provided in Table 5.2.

Additionally, we use a second factor to compensate for the limitations of JETSET – that it

fails to perfectly reproduce the data multiplicities exactly when carefully tuned
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Figure 5.9: A set of schematic diagrams describing the artificial error inflation process for ad-
dressing unavoidable model-incompatibility. a) shows a χ2 curve that depends upon one parameter
p. h = χ2

min which is somewhat greater than 1. b) depicts the curve plotted again with the error
bars in the χ2 function inflated by a factor of h1/2. This brings χ2

min back to one – restoring com-
patibility between the model and the data, i.e. restoring the interpretation that χ2

min + 1 provides
the 68% inteval. c) demonstrates that by climbing the χ2 function a height h above the original
panel a) minimum, an error interval equivalent to panel b) is produced.

(χ2
“Lund-Scan”/224DoF = 12.2). The strategy we will use is that used by the Particle Data Group

[5] to reconcile inconsistent datasets. The procedure is essentially to artificially inflate the error

bars of the data until they accommodate the discrepancy adequately. The steps described here are

depicted schematically in 5.9. It can be easily shown that in order to reduce the minimum of χ2
tune

to one, the data uncertainties of χ2
tune (Equation 5.10) should be inflated by a factor of

√
χ2

tune-min.

Doing so would leave us with a situation analogous to panel b) of Figure 5.9. A simpler

alternative, however, which is also simple to show, is to increase the height above the existing

minimum by a factor of χ2
tune-min. This creates an uncertainty interval equivalent to inflating the

errors themselves, accommodating the incompatibility of the model and the data.

Finally, then, we are able to establish a height above χ2
tune-min that represents the joint

probability of containing all of the ideal parameter values and accommodates model imperfection.

∆χ2 = kup(n)× χ2
tune-min

for our nine-parameter result

= 10.4× 12.2

= 127. (5.15)

This error band is shown as a blue ellipse overlaid in the two-dimensional cross section contour

plots of Figure 5.5.

In order to characterize the 68% uncertainty contour in a way that we can propagate to

further calculations which depend upon the purities, we follow the work of the CTEQ group and

their decision to describe their most recent unpolarized PDF parameterizations, CTEQ6, using a

set of uncorrelated Hessian vectors [40]. This procedure holds that by diagonalizing the matrix of

2nd derivatives of the χ2 function, one gets a set of vectors which are an uncorrelated, orthogonal
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Figure 5.10: A schematic depiction of the Hessian error characterization procedure. (Left) A
χ2 contour is mapped out as a function of two parameters. One can see that because the 68%
error ellipse (blue dashed) is oriented diagonally, the parameters are correlated. By diagonalizing
the matrix of 2nd derivatives of χ2, the Hessian matrix, one computes the uncorrelated param-
eter directions. The intersections of these vectors with the contour (the four shapes) provide
parameter sets that completely characterize the 68% contour of the parameter space. (Right)
The model-related systematic uncertainty on a quantity (∆q(x) in our case) computed from that
model (JETSET in our case) can be approximated by computing that quantity at each Hessian-
vector/contour intersection and taking the maximum deviation from the quantity at the best
tune.

linear combination of the input parameters. They are also the axis vectors of the n-dimensional

ellipsoid that represents the 68% contour. This procedure is depicted in the left panel of

Figure 5.10.

For our calculation, the colored lines in Figure 5.5 are projections of the uncorrelated, Hessian

vectors which originate at the fit minimum and terminate at the 68% contour. As each Hessian

direction provides two intersections with the ellipsoid, we have 18 (2× 9) tunes which completely

characterize the model uncertainty. To demonstrate that these vectors do indeed represent the

uncorrelated parameter basis, which is not entirely obvious from their projections, the fit, the 68%

contour, and the Hessian vectors have been replotted in the Hessian basis in Figure 5.11.

Error Propagation to the ∆q(x) Result

These 2n Hessian error tunes can be used to estimate the uncertainty contributed to the ∆q(x)

result. ∆q(x) is extracted (via the procedure that will be described in the following chapter) using

purities generated with the JETSET best tune, P“Lund-Scan”, and with purities generated with each

of the error tunes as depicted in the right panel of Figure 5.10. The maximum deviation from the

best tune is the error estimate in the bin. The 18 ∆q(x) sets can be seen in Figure 5.12. Their

deviations from the best tune are compared to purity-related and total systematic uncertainty

from the prior publication [16] in Figure 5.13.
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Figure 5.11: Contour plots of two-dimensional cross sections of the quadratic fit in nine JETSET

parameters to the χ2
tune surface produced by comparing Monte Carlo to data multiplicities. Rather

than plotting in terms of the JETSET parameters as in Figure 5.5, a change of variables has been
made to the uncorrelated Hessian basis. All of the elliptical axes match the basis-axis directions.
The blue ellipses represent projections of the 68% ellipsoid, and the colored lines represent the un-
correlated parameter directions whose intersections are used to generate the 18 error-characterizing
tunes.
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Figure 5.12: ∆q(x) for five quark flavors extracted using the best tune (black) purities and 18
Hessian purities lying on the 68% uncertainty contour. The variation of the valence quark helicity
densities, x∆̇u(x) and x∆̇d(x) is so small relative to the function magnitude that it is nearly
invisible.
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Figure 5.13: The magnitude of the difference between ∆q(x) extracted using purities generated
with the best tune and those extractied using purities generated at the 18 Hessian 68% uncertainty
tunes. The maximum deviation (highest point) is taken to be the new fragmentation model
systematic uncertainty for ∆q(x). The white and green bands represent the tune-related and total
systematic error bands from the prior 5-flavor extraction [16]. In most bins the previous estimate
can be reduced significantly.
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Chapter 6

The Quark Helicity Distributions

6.1 The Quark Polarizations

As established in chapter 1, the semi-inclusive asymmetry can be written as a combination of

purity matrices, P, and quark polarizations, ∆q(x)/q(x) as follows:

Ah
1 (x) =

∑
q

Ph
q (x)

∆q(x)
q(x)

. (6.1)

Using the measured asymmetries and the Monte Carlo modeled purity matrices, values for the

quark polarizations can be extracted. To do this, the preceding formula is rewritten for a single

kinematic bin xi from a particular observed hadron h,

Ah
xi

=
∑

q

Ph
q xi

Qq xi , (6.2)

where Qqxi is the unknown value of ∆q(x)/q(x) for quark q and kinematic bin xi. In the simplest

case, with the kinematic binning of the asymmetries and purities only in x, we have 72 data bins

(eight asymmetries × nine x-bins) and at most 36 unknown quark polarization values (six quarks

× nine x-bins). Because of this, the over-constrained quark polarizations are extracted using a

best-fit technique. From the single-bin expression for Ah
1 (eq. 6.2), we construct the following

least-squares expression for χ2,

χ2 =
∑

t,h,xi,xj

[(∑
q

Ph
t,q,xi

Qq,xi −At,h,xi

)
ν−1

t,h,xi,xj

(∑
q

Ph
t,q,xj

Qq,xj −At,h,xj

)]
, (6.3)

which is a function of the unknown quark polarizations Qq,x. This function can then be minimized

numerically or solved algebraically (i.e. linear regression) to find the best-fit quark polarizations.
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The index t runs over the two targets, h runs over the available asymmetries per target (both

inclusive and semi-inclusive), and xi and xj run over kinematic bins. The leftmost sum represents

four individual sums, one over each of these summation indices. ν is a covariance matrix

containing both the statistical uncertainties and correlations between kinematic bins as described

in Section 4.3.

6.1.1 Statistical Uncertainties

Generally speaking, the statistical covariance matrix of parameters k1 through kn determined with

a least-squares fit can be computed as follows:

σ(ki, kj)−1 =
1
2




∂2χ2

∂k2
1

· · · ∂2χ2

∂k1∂kn

...
. . .

∂2χ2

∂kn∂k1

∂2χ2

∂k2
n


 [5]. (6.4)

The square of the uncertainty on a particular parameter ki is given by σ(ki)2 = σ(ki, ki). For our

calculation then, the quark polarizations, Qq,xi , are the ki upon which χ2 depends.

6.1.2 Systematic Uncertainties

Systematic uncertainties enter this analysis at many different points and are important

components of both the asymmetries and the purities. Unlike statistical errors which can be

propagated in a fairly standard and rigorous way, systematic uncertainty propagation is often a

tricky and approximate business. The procedure utilized in this case to propagate systematic

uncertainties to the quark polarizations has two parts:

1. Evaluate the impact of each uncertainty on the quark polarization individually by extracting

∆q/q(x) using values of purities or asymmetries varied to the limits of the uncertainty.

Compare those resulting quark polarization to the central extracted value – i.e. with no

systematic uncertainty applied – to compute σi(∆q/q(x)), for each source, i.

2. Combine all of the differences in quadrature: σtot =
√

Σiσ2
i (∆q/q(x)). While these

uncertainties may not represent statistically distributed quantities, they are unlikely to be in

any way correlated. While this doesn’t represent a worst-case-scenario, this technique

provides a reasonable estimate of the scale of systematic uncertainties involved.

Figure 6.1 depicts the various contributions of the different sources of systematic uncertainty

to the final total systematic uncertainty of ∆q/q(x). The largest contribution comes from the

uncertainty in the unpolarized PDFs inside the Monte Carlo model that generates the purities.

This uncertainty was computed by modeling the purities analytically, using available
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Figure 6.1: Fractional systematic uncertainty contributions to the extracted quark polarizations.

parameterizations of PDFs and fragmentation functions, 1) substituting alternate PDF sets and 2)

varying these sets to their own uncertainties. The quark polarization was extracted with each

combination. Due to the difficulty of evaluating this uncertainty and the lack of a reasonable

fragmentation function parameterization at the time, this significant source of uncertainty was not

included in the previously published result. The calculation of systematic uncertainties associated

with polarization and the JETSET tune were described in Chapters 4 and 5, respectively. As

described in Section 4.6, contributions from RICH unfolding and charge symmetric background are

negligible.

6.1.3 ∆q/q(x) Result

Several variations of this extraction are possible. We will consider the main result, however, to be

to be that produced using the x-binned inclusive and three-dimensionally binned semi-inclusive

asymmetries and nine quark polarization bins for the valence quarks and seven for the sea quarks.

While at times, the results may be referred to as being produced three-dimensionally binned

asymmetries, the reader should be aware that the x-binned inclusive asymmetries are always

included. This result can be seen in Figure 6.2 and is left unconstrained by the positivity limit

which will be described in the following sections.
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Figure 6.2: The result of the ∆q
q

(x) extraction using the three-dimensional Born asymmetries
of Section 4.5.1 and purities generated with the 2004c JETSET tune (Section 5.3.2). No fit
constraints were applied. The bands represent systematic uncertainties under different assumptions
for unpolarized strange quark density (yellow for CTEQ6L, green for CTEQ6L with HERMES
modified s(x) and s̄(x) [33]).
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6.1.4 The Impact of Semi-Inclusive Kinematic Variables

As described earlier, a major goal of this analysis was to explore the use of additional, previously

unexplored kinematic dimensions. One reason for this was to take advantage of as much statistical

leverage as possible in the extraction of the quark polarizations. An early and driving hypothesis

was the possibility that because semi-inclusive variables carry information about the fragmentation

regime in which an observed hadron was produced, additional information about the

hadron–struck-quark correlation might be unknowingly lost when these variables are integrated

out. This hypothesis is strongly supported by the clear dependence of the purities on the

semi-inclusive variables z and ph⊥ as seen in Section 5.3.2.

A Monte Carlo Study

A study was performed in order to estimate the impact of the inclusion these additional kinematic

dimensions on the statistical uncertainties of the quark polarizations. Asymmetries were produced

by combining Monte Carlo generated purities and CTEQ6L [40] spin-averaged and the GRSV

(Leading-Order Standard) [39] polarized parton distributions. The purities and resulting

asymmetries were binned in several ways: one-dimensional x-binned (as in the published result),

two-dimensional x-ph⊥ and x-z-binned, and three-dimensional x-ph⊥-z-binned. The asymmetries

from the published analysis were applied to the x-binned asymmetries. In order to estimate the

uncertainties for the higher dimensionally binned asymmetries, the Monte Carlo yields used to

generate the purity matrices were used to scale the x-binned uncertainties to reflect the division of

the same statistics into more bins.

Using the extraction method described in Section 6.1, the purities and constructed

asymmetries were used to extract the quark polarizations ∆q
q (x) and finally the CTEQ6L

parameterization was reapplied to the result to yield the quark helicity distributions x∆q(x). The

result, Figure 6.3, is plotted with all extracted distributions at a common central value (that of the

1D extraction) so the impact of the binning choice would be clearly visible.

The Impact of Semi-Inclusive Binning On Data

While some of the uncertainty improvement observed in the study was realized when actual data

was analyzed (which we will see in Figure 6.8), an important complicating factor was not taken

into consideration in the Mote Carlo study: the apparent error-bar inflation, described in Section

4.3.5, is likely exaggerated by the increase in the number of observed bins contributing to each

final Born bin in the asymmetries. Some of this inflation will be reflected in the full bin-to-bin

covariance matrix, but as previously explained, this may not be reflected in the plotted error bars.

A comparison of analytic fits to the data points should revel more about the statistical impact

(Section 6.3).
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Figure 6.3: Result of a Monte Carlo study that demonstrates the benefits of additional kinematic
dimensions on the precision of the extracted quark polarizations. The inset depicts the fractional
reduction of the statistic uncertainties for each set relative to the one-dimensionsal x-binned ex-
traction.
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6.1.5 Assuming a Negligible Sea Contribution in the Valence Regime

For x > 0.3, an assumption is often made that the sea quarks contribute negligibly to the parton

distributions. We generally expect that the low-x region is filled with many low

momentum-fraction gluons. This leaves the sea-quarks, which are daughter particles of the gluons

largely delegated to the low-x regime.

Because of this, we have chosen to fix the sea quark polarizations to zero for the two x bins

above x = 0.3. While this takes some ambiguity out of the fit, it has a relatively small impact on

the large-x valence distributions. Primarily, it serves the purpose of removing near-meaningless

large error bar points from the quark polarization result.

6.1.6 The Positivity Limit and Possible Fit Constraints

One thing that can be observed in the ∆q/q(x) extraction (Figure 6.2) is that some of the values

exceed one in magnitude, particularly for high-x bins and for the strange quark polarization.

Strictly speaking, the physical quantity |∆q/q(x)| must be less than one. This can be seen easily

though the definitions of q(x) and ∆q(x):

∆q(x) = q+(x)− q−(x) (6.5)

q(x) = q+(x) + q−(x).

Since q+(x) and q−(x) are number densities, they must have positive values. Because of this q(x)

must always be greater than or equal to |∆q(x)|. This is often referred to as the positivity limit.

The primary reason that this limit is sometimes violated in this analysis is that the quark

polarizations are extracted using purity matrices that depend on parameterizations of the

spin-averaged parton distributions, CTEQ6L, and of the F2 structure function, ALLM97 [22].

First of all, these parameterizations may not be entirely appropriate at HERMES kinematics. In

addition, in the case of CTEQ6L, assumptions are made, such as s(x) = s̄(x), which provide PDF

fitters with additional constraint, where the data available is inadequate, at the cost of additional

model dependence. The fact that our extracted values exceed the physical limit may be an

indication of discrepancy between the data measured at HERMES and the parameterizations used

in this extraction. Additionally, it is possible that the RICH unfolding scheme employed (Section

3.1.2) could potentially cause small negative yields in bins where the data is sparse as it relocates

counts from one bin to another. This can result in quark polarizations outside the physical limit

where there are few statistics (high-x) as it would correspond to a non-physical |A1(x)| ≥ 1

asymmetry.

A sensible suggestion could be made to constrain the quark polarizations so that their

magnitude doesn’t exceed one in the extraction (Figure 6.4). Imposing such a constraint has
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Figure 6.4: Comparison of quark polarizations extracted using three-dimensional semi-inclusive
asymmetries with and without constraint of |∆q/q(x)| ≤ 1. The white band represents the range
of physically meaningful values for the quark polarizations.

benefits and drawbacks. An obvious benefit of a fit constraint is that all points in the extraction

will take on physically meaningful values. Most points outside the physically meaningful region

take on values of ±1 as they are pushed against the constraint boundary. Previously physical

values will move to some degree as the value of each ∆q/q(x) bin depends both on the other quark

flavors in the same bin and, through kinematic smearing, on other kinematic bins of the same

quark flavor (and hence, and to a lesser extent, on every other bin in the extraction).

A drawback, however, is the difficulty in establishing a meaningful measure of statistical

uncertainty for bins which are forced against the constraint bound. An asymmetric error bar might

be appropriate, but it would be difficult to interpret it in the normal 1-σ sense. A further

complication is that applying such a constraint would in essence be forcing the points to take

physical values despite the inconsistency between data and parameterizations described above.
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In light of these drawbacks, it seems most sensible to provide the unconstrained result

qualified by an understanding of some degree of internal inconsistency related to the unpolarized

PDF parameterizations to explain the few places where the extraction provides a problematic

result. We will see, however, that the χ2 agreement of analytic fits suffer to some degree as this

instability causes some non-statistical variation in the points (the very non-physical bin six of

∆s/s(x), for example, which if off-scale positive in Figure 6.2, but quite visible in the plot of

x∆q(x), Figure 6.7).

6.2 The Quark Helicity Densities of the Nucleon

As discussed in Chapter 1, the quark helicity densities, ∆q(x), represent the contributions of the

individual quark flavors to the spin-dependant structure function g1(x):

g1(x) =
1
2

∑
q

e2
q

[
q+(x)− q−(x)

]
=

1
2

∑
q

e2
q ∆q(x). (6.6)

While the calculation of ∆q(x) from the quark polarizations, ∆q/q(x) is, in essence, as simple as

multiplying by the unpolarized parton distributions q(x) which are experimentally well established,

there are additional complicating factors that must be taken into account.

6.2.1 Removing the dependence on the unpolarized PDFs from the

Quark Polarizations

A first consideration is that there is some importance in utilizing the same unpolarized PDFs

throughout the entire analysis. If the analysis is inconsistent in this regard, the discrepancy will

likely manifest itself as a unwanted modification of the final helicity densities.

While unpolarized PDFs appear in the Monte Carlo event generator from which the purities

are calculated as we’ve already seen, they also enter the analysis in this final step. In the generator

Monte Carlo, the ALLM parameterization of F2(x) is used to produce a HERMES-like

cross-section while the flavor-separated CTEQ6L is used to select between different quark flavors.

The benefit of this combination is that ALLM produces an accurate cross-section at HERMES

kinematics which CTEQ6L does not. This can be seen in Figure 6.5 (left). CTEQ6L, however

provides the flavor separation that ALLM does not.

This suggests the following calculation to produce the final quark polarization:

∆q(x) =
∆q

q
(x)× CR(x) F2ALLM(x)

qCTEQ∑
q qCTEQ

(x), (6.7)
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Figure 6.5: (left) A comparison of F2(x) computed from CTEQ6L, F2(x) from the more HERMES
appropriate ALLM parameterization, and a recent fit of F2(x) performed at HERMES to the
HERMES multiplicity dataset [46]. (Right) The ratio of F2(x) computed from CTEQ6L to the
HERMES F2(x) fit. This can be interpreted as a measure of discrepancy between the CTEQ PDF
parameterization and the true cross-section in the HERMES kinematic regime.

which can be trivially rewritten,

∆q(x) =
∆q

q
(x)× CR(x) qCTEQ(x)

F2ALLM∑
q qCTEQ

(x), (6.8)

so that one can think of the conversion as multiplication by CTEQ6L PDFs with an accompanying

cross-section correction, F2ALLM∑
q qCTEQ

(x). The factor CR is described in the next section.

6.2.2 The CR Factor – Adapting the CTEQ6 Unpolarized PDFs

In order to remove the unpolarized PDF denominator from the quark polarizations, we have taken

advantage of the CTEQ6L parameterization of experimentally determined unpolarized parton

distributions. Because of a subtle difference in definitions of q(x) used, we must include an

additional factor. CTEQ fits the sums of its parton distributions to the spin-averaged structure

function F2(x) via the following relation:

F2(x) = x
∑

q

e2
q qCTEQ(x)[47]. (6.9)

The result of this is that the parton distributions that CTEQ provides include a contribution from

the longitudinal component of photon polarization which we’ve taken some care to remove

completely from our asymmetries when A|| is converted to A1. As previously described, we define
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q(x) in terms of F1(x) as follows,

F1(x) =
1
2

∑
q

e2
q q(x). (6.10)

The Callan-Gross relation(Equation 1.10), established a simple idealized relationship between F1

and F2 structure function in the large-Q2 limit. In our scattering regime, Q2 is somewhat more

modest: the quark masses and transverse momentum can not be neglected and the frozen

approximation cannot be considered exact. The following relationship between the spin-averaged

structure functions, including a parameterized R (= σL/σT ), better reflects lepton-nucleon

scattering in this regime:

2xF1(x) =
1 + γ2

1 + R
F2(x), (6.11)

which suggests that the relationship between our F1(x) defined q(x) and CTEQ’s F2(x) defined

qCTEQ(x) is:

q(x) =
qCTEQ(x)

CR
, (6.12)

where

CR =
1 + R

1 + γ2
. (6.13)

6.2.3 Final Helicity Distributions

Finally then, taking all these factors into account, Figure 6.7 presents the flavor-separated quark

helicity distributions computed with our three-dimensional semi-inclusive and x-binned inclusive

asymmetries. The distributions are in good agreement with the leading-order GRSV
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Figure 6.7: The quark helicity distributions. The white region represents the range of physically
meaningful values allowed by the positivity limit. Its violation is addressed in Section 6.1.6.

parameterization.

A comparison of this result with that of the prior analysis if given in 6.8. Statistical

uncertainties are improved in some areas and the systematic uncertainty is significantly different.

This is primarily the result of the improved (generally reduced) purity-related systematic

uncertainty and also the inclusion of the previously neglected PDF uncertainty.

6.3 Fits to the Quark Polarizations

A major conclusion of this analysis is that correlated statistical errors can be deceptive as only the

diagonal elements of the error matrix are plotted as error bars. The natural way to assess the true

statistical power of a dataset is to impose a model of some sort. While this also imposes a set of

assumptions, an analytic function, for example, typically assumes a degree of smoothness; it can be

helpful for presentation purposes and for comparing two highly correlated datasets. The extracted
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extraction of x∆q(x). Analytic fits can give an indication of the statistical power hidden in bin-
to-bin covariance that that is not obvious from the error bars themselves.

x∆q(x) points are provided in Figure 6.9 fit with the following functional form:

q(x) = A xB2
(1− x)C2

. (6.14)

Squaring the coefficients in the fit constrains the exponents to positive values.

The large resulting χ2/(15DoF ) = 6.54 is likely the result of the non-statistical variation in

the points due to discrepancy between the unpolarized PDFs and physics in the HERMES

kinematic regime, particularly for x∆s(x) (note the large point variation relative to the error bar

size!). This was addressed in 6.1.6.
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6.4 Valence Distributions and Difference Asymmetries

The hadron charge difference asymmetries, Ah+−h−
1 (x) were computed in Section 4.5.4. If charge

conjugation symmetry in fragmentation is assumed, these asymmetries can be equated to the

following rato for valence parton distributions, ∆uv+∆dv

uv+dv
(x). While we drew the validity of this

assumption into question in Section 5.2 using JETSET, our fragmentation Monte Carlo, it seems

the natural point to compare these asymmetries with the valence distribution ratio computed from

the extracted helicity distributions of this chapter.

Within the statistical error bars, which are much larger than any symmetry breaking effect

we could produce using JETSET, the points agree. It should be noted however, that all of the

yields that comprise both the pion and kaon charge difference asymmetries are ingredients in the

helicity densities. This should be kept in mind when interpreting their uncertainties.

6.5 The Light Sea Asymmetry

A final derivative result of the quark helicity densities is the asymmetry of the light sea,

x
(
∆ū(x)−∆d̄(x)

)
, which is given in the left panel of Figure 6.11. This quantity is is somewhat

larger than light sea asymmetry produced in the prior analysis [16] (right panel). This could be the

result of additional low momentum hadrons from the deuterium sample, but could also be related
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to additional information included in the three-dimensional quark polarization extraction. While

the exact χ2 comparison of this new result and the prediction of the chiral quark soliton model [48]

is not available at this time, it appears that agreement is better.
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