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Abstract

The energy dependence of the total photon-proton cross-section is deter-
mined using data collected at three different proton beam energies with the
ZEUS detector at HERA.
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Chapter 1

Introduction

The energy dependence of photon-proton total cross section is an important
measurement that allows to predict the energy dependence of hadron-hadron
total cross sections and to provide a test to its asymptotic behavior. Past
measurements of hadron-hadron and photon-hadron cross sections are avail-
able at low energies [1] and at high energies with large systematic uncer-
tainties [2, 3, 4]. The latter confirmed the expected rise of the total γp cross
section with energy. However, such uncertainties do not yet allow discrimina-
tion between different models predicting a moderate rise of the γp total cross
section [4]. Measuring the total γp cross section at three different energies
enables a direct determination of the energy dependence.

Adopting Regge theory, Donnachie and Landshoff (DL) [5] parameterized
the energy dependence of all hadron-hadron (h-h) total cross sections using
the form

σh−h
tot = A(W 2)ǫ + B(W 2)−η, (1.1)

where W is the center-of-mass energy and A and B are constants. The param-
eters αIP (0) = 1 + ǫ and αIR(0) = 1− η denote the intercepts of the Pomeron
and the Reggeon trajectories, respectively. Donnachie and Landshoff fit-
ted the energy dependence of a number of hadronic total cross sections and
found ǫ = 0.0808 and η = 0.4525 (see Fig. 1.1). Further measurements [6, 7]
yielded 0.08 < ǫ < 0.10 as an acceptable range of intercepts for the Pomeron
trajectory.

The ep collider HERA, with W ≈ 318 GeV, opens up the possibility
to measure the total photon-proton cross section, σtot(γp), at high energies.
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(a) (b)

(c) (d)

Figure 1.1: The total cross section, σ, as a function of center of mass energy,√
s, for (a) pp, p̄p (b) π+p , π−p (c) K+p, K−p (d) γp. The lines show the

DL parametrization.
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Taking events with very low momentum transferred squared (Q2 ≃ 0 GeV2),
one can extract σtot(γp) from σtot(e

+p). These events, e+p → e+X with
Q2 ≃ 0 GeV2, are called photoproduction events.

Measuring cross sections in a collider environment requires a very accurate
measurement of the acceptance of the detector. This is particularly hard for
processes such as photoproduction, where some of the final state particles
are anticipated to disappear down the beam-pipe. The acceptance is then
calculated using a Monte-Carlo simulation, which in turn introduces a large
systematic uncertainty in the final result.
By measuring the ratio of cross sections at different center-of-mass energies
with a single detector, such systematic uncertainties are expected to cancel
out. Moreover, measuring such a ratio allows to directly probe the power of
the W dependence.

The last runs of HERA were taken with three different proton energies
at constant positron energy. At constant positron energy, the flux of virtual
photons is independent of the proton energy and σe+p ∼ σtot(γp). Therefore,
the ratio r1,2 of e+p cross sections at different center of mass energies is equal
to the ratio of γp cross sections. Assuming σtot(γp) ∼ W δ, one can calculate
the ratio

r1,2 =
σe+p(W1)

σe+p(W2)
=

(

W1

W2

)δ

, (1.2)

where the index 1(2) denotes the measurement performed at W1 (W2). Ex-
perimentally,

σe+p =
N

A · L , (1.3)

where N , A and L are the number of measured events, the acceptance and
the luminosity, respectively. The ratio r1,2 is then given by

r1,2 =
N1

N2

· A2

A1

· L2

L1

. (1.4)

Integrating the third measurement is then natural,

R ≡ r1,2 · r1,3 =
N2

1

N2N3

· A2A3

A2
1

· L2L3

L2
1

=

(

W 2
1

W2 · W3

)δ

. (1.5)
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Given that the change in W results from changing the proton energy, and
that the trigger is based on the energy flow in the positron direction (rear),
it is reasonable to assume that the trigger acceptance is independent of W
and to drop the ratio of acceptances in Eq. (1.5).

The aim of this analysis is to evaluate ǫ by measuring the ratio R and
using the relation δ = 2ǫ.

This dissertation includes a description of the HERA accelerator and the
ZEUS detector (chapter 2), a theoretical overview of the photoproduction
process and the techniques used to measure it (chapter 3), a description of
the event selection procedure (chapter 4), and finally, the extraction of the
value of ǫ (chapter 5).
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Chapter 2

Experimental Setup

2.1 The HERA accelerator

The Hadron-Electron Ring Accelerator HERA was a lepton-proton collider
at the Deutsche Elektronen Synchrotron DESY in Hamburg, which operated
from October 19, 1991 to June 30, 2007. The machine functioned with
electrons of nominal energy 27.5 GeV and protons of nominal energy 920
GeV, leading to a center-of-mass energy of ≈ 318 GeV. Protons and electrons
travelled in bunches separated by about 29 m, corresponding to 96 ns. Some
of the bunches, referred to as pilot bunches, had no corresponding bunch in
the other beam. These pilot bunches were used for background studies.
HERA underwent a major luminosity upgrade during a shut-down which
began in 2000 [8].
In the last months of its physics program, HERA was operated at different
center of mass energies. The proton energy was decreased to 460 GeV from
March 26 to June 1, 2007, referred to as low energy run period (LER), and
to 575 GeV from June 1 to June 30, 2007, referred to as medium energy run
period (MER). The time span before March 26, 2007 during which HERA
was run with a proton energy of 920 GeV is referred to as high energy run
period (HER). In all periods, the positron energy remained at 27.5 GeV.

2.2 The ZEUS detector

The ZEUS detector [9,10] was a multi-purpose detector located in the south
hall of HERA. The detector covered almost the full solid angle around the
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interaction point (IP) in order to detect high energy particles in ep interac-
tions. The detector components used in this analysis are: the main calorime-
ter (CAL), the central tracking detector (CTD), the six meter tagger (6mT)
and the luminosity monitoring system (LUMI).
The ZEUS coordinate system is a right-handed Cartesian system with the
z axis pointing in the proton beam direction, referred to as “forward direc-
tion”, and the x axis pointing towards the centre of HERA. The coordinate
origin is at the nominal interaction point.

2.2.1 The main calorimeter

The high-resolution uranium-scintillator calorimeter [11] consisted of three
parts: the forward (FCAL), the barrel (BCAL) and the rear (RCAL) calorime-
ters. Each part was subdivided transversely into towers and longitudinally
into one electromagnetic section (EMC) and either one (in RCAL) or two
(in BCAL and FCAL) hadronic sections (HAC). Typical tower sizes were
20 × 20 cm2 in the hadronic section and 5 × 20 cm2 (10 × 20 cm2 in RCAL)
in the electromagnetic section. The smallest subdivision of the calorimeter
was called a cell. The CAL energy resolutions, as measured under test-beam
conditions, were σ(E)/E = 0.18/

√
E for electrons and σ(E)/E = 0.35/

√
E

for hadrons, with E in GeV.

2.2.2 The Central Tracking Detector

Charged particles were tracked in the central tracking detector [12] and in the
microvertex detector (MVD) [13]. These components operated in a magnetic
field of 1.43T provided by a thin superconducting solenoid. The CTD drift
chamber, consisting of 72 sense wire layers organised into 9 super layers,
provided a relative resolution of the transverse momentum of σ(Pt)/Pt =
0.0058Pt ⊕ 0.0014/Pt with Pt in GeV. This corresponds to a resolution of
about 1 cm for vertex positions reconstructed from hits in the CTD. Tracks
reconstructed from hits in the MVD had vertex position resolutions of a few
µm.

2.2.3 The luminosity system

Luminosity is a key quantity when measuring cross sections in collider ex-
periments. The ZEUS experiment employed the precisely calculable Bethe-
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Heitler (BH) process, e+p → e+γp, to determine the luminosity. The the-
oretical value of the cross section, known within 0.5% [14], combined with
the number of BH events registered in the luminosity detector, allowed to
measure the luminosity according to the relation

L =
NBH

ABH · σBH

, (2.1)

where NBH, ABH and σBH denote the number of events, the acceptance and
the cross section respectively.

The photon and the positron from a Bethe-Heitler process occurring in-
side the ZEUS detector were generally radiated at very small angles with re-
spect to the direction of the incoming positron. Therefore, both the positron
and the photon left the detector through the beam-pipe in the direction of the
positron beam. The photon, unaffected by magnetic fields, traveled straight
down the beam-pipe and left it through an exit window located 92 m behind
the nominal interaction point. The energy of the photon was measured by
two independent systems, the photon calorimeter (PCAL), installed 107 m
from the interaction point, and the spectrometer [15]. The positron was bent
by dipole magnets towards the 6 meter tagger described in Sect. 2.2.4. The
6mT was used as a tool to calibrate the PCAL and cross check its accep-
tance [16]. A schematic view of the ZEUS luminosity measurement system
is shown in Fig. 2.1.
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Figure 2.1: Schematic view of the ZEUS luminosity monitor system, con-
sisting of an electron tagger, a pair spectrometer, and a photon calorimeter
with an active filter.

It was necessary to use two separate systems to measure luminosity after
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the HERA upgrade in order to meet the required accuracy because of two
major problems,

• significant increase in synchrotron radiation;

• increase in the number of BH overlayed events (pile-up) to 1.3-1.5 per
HERA bunch crossing.

The PCAL was a lead-scintillator sampling calorimeter with a depth of
24X0, read out by two photomultipliers. The PCAL was shielded against
synchrotron radiation by an active filter system consisting of two carbon
absorbers, each with a depth of 2X0, alternating with AEROGEL Cerenkov
detectors [17]. The absorbers protect the calorimeter from radiation damage,
while the AEROGEL detectors detect high-energy photons that convert in
the absorbers, allowing the calorimeter energy to be corrected and good
resolution to be recovered [18].
The main advantage of the use of the silica AEROGEL as the Cherenkov
radiators is that it is completely ‘blind’ to synchrotron radiation. This is due
to its low refraction index of 1.030 which corresponds to Cherenkov energy
threshold for electrons of 1.62 MeV. In case of the ZEUS experiment, the
synchrotron radiation penetrating the filter had the critical energy of about
140 keV and its spectrum extended up to 1-2 MeV. Therefore, only a small
fraction of photons could give rise to a signal via the Compton Effect. On the
other hand, the high energy BH photons generate electromagnetic cascades in
the filter. The typical energy of the shower particles is about 20 MeV, much
above the silica AEROGEL Cherenkov threshold. Thus, bremsstrahlung
photons in the filter could easily be detected [19].

The spectrometer was situated downstream of an exit window composed
of an alloy made mainly of aluminum and silicon with a thickness of about
1 cm, corresponding to around 12% of radiation length. Hence, about 8.9%
of the traversing BH photons with energies larger than ≈ 1 MeV converted
into electron-positron pairs. The electron-positron pairs were separated by
a dipole magnet and detected in a pair of tungsten-scintillator sandwich
calorimeters, placed above and below the beam-pipe, thus avoiding exposure
to synchrotron radiation. In addition, the low acceptance of the spectrome-
ter, due to the exit window, assisted in dealing with pile up events [18,20].

Using both the PCAL and the spectrometer yielded a luminosity mea-
surement with relative uncertainty of the order of 1.1% [14].
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2.2.4 The six meter tagger

The six meter tagger was a 84×23.4×100 mm3 tungsten-scintillator spaghetti
type calorimeter situated 5.7 m from the interaction point in the backward
direction (see Fig. 2.1) [21]. It consisted of 70 cells ordered in 5 rows and
14 columns as shown in Fig. 2.2, each cell was of size 6 × 4.68 mm2. The
radiation length of the 6mT was 3.651 mm and it had a Molière radius (RM)
of 7.089 mm [20]. The 6mT was located in a magnetic field 40 cm from an
exit window in the beam-pipe which allowed low-angle scattered positrons
to hit the tagger. The bending power of the dipole magnets was such that
positrons with energies between 4-8 GeV, originating for instance in a BH
or photoproduction process, were deflected out of the nominal beam orbit
and hit the 6mT [16]. Another feature of the dipole magnets was that they
focused the positrons horizontally.

100 mm

84 mm
23.4 mm

0

1

2

3

4

1 10 11 12 130 2 3 4 5 6 7 8 9

1 10 11 12 130

15 16 17 18 19 20 21 22 23 24 25 26 2714

29 30 31 32 33 34 35 36 37 38 39 40 4128

43 44 45 46 47 48 49 50 51 52 53 54 5542

57 58 59 60 61 62 63 64 65 66 67 68 6956

2 3 4 5 6 7 8 9

x

y

beam-pipe

e+

Figure 2.2: Schematic view of the 6mT and its cell configuration.
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2.2.5 The trigger system

ZEUS used a 3-level trigger system to cope with the high interaction rate of
HERA and to reduce the trigger rate to a few Hz [22,10].
The First-Level Trigger (FLT) had the task to set the trigger rate to 1 KHz
by eliminating most of the beam-gas background. Each component in the de-
tector carried out its internal trigger calculations and passed the information
of a particular crossing to the global first level trigger (GFLT). Additional
processing of calorimeter trigger data was performed by the Fast Clear (FC)
between arrivals of global first level triggers. The Fast Clear aborted events
before processing by the second level trigger.

Events not rejected by the GFLT and FC were transferred to buffers for
processing by the second level trigger (SLT). At the second level the available
data is more precise and complete. Therefore, the data from different com-
ponents can be correlated more accurately, e.g. tracking of charged particles,
vertex position determination, muon, jet and electron finding. This enabled
the SLT to achieve a reduction of the FLT rate from 1 KHz to 100 Hz.

The data passing the SLT was then sent to the third level trigger (TLT)
running on a computer farm. The TLT ran a reduced version of the full
offline analysis code and had an output rate of about 3-5 Hz.
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Chapter 3

Methodology

3.1 Photoproduction

At HERA, the process e+p → e+X with Q2 ≃ 0 GeV2, enables the inves-
tigation of interactions between almost real photons and protons at high
energies. Typical of strong interactions, the process can be separated into
low pT interactions (soft) and high pT interactions (hard).

3.1.1 Soft interactions

The model best describing the photon behaviour in soft interactions is called
Vector Meson Dominance (VDM) [23,24,25,26].
The similarity between the hadronic final states in γp interactions and hadron-
hadron interactions led to the phenomenological model, in which the photon
is considered to be a superposition of the bare photon and a light vector me-
son (ρ0, ω or φ). It is believed that in high energy interactions, the photon
first converts into a vector meson (predominantly the ρ0) which then inter-
acts with the proton. Hence the name VDM. In the realm of VDM, the bare
photon accounts for a small, or perhaps negligible, portion of the interaction.
The following processes contribute to soft photoproduction interactions [3,
27]:

• elastic: γp → V p, where V is one of the vector mesons ρ0, ω or φ;

• proton dissociative: γp → V X, where X is a hadronic state into which
the proton diffractively dissociates;
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• photon dissociative: γp → Xp, where X is a hadronic state into which
the photon diffractively dissociates;

• double dissociative: γp → X1X2, where the photon dissociates into the
system X1 and the proton - into X2;

• soft non-diffractive: where both the proton and the photon lose their
identity and the products of the interaction fill up the rapidity space
between them.

3.1.2 Hard interactions

Hard interactions are split into reactions of a direct photon and a resolved
photon [28]. In the direct photon reaction, the photon interacts directly and
all of its energy participates in the hard interaction. In the resolved photon
reaction, the interaction can be described as a two-step process in which the
photon first resolves into partons and then one of the partons participates
in the hard interaction. The direct and resolved photon interactions are
subdivided as follows:

• direct:

– γq → qg
– γg → qq̄.

• resolved:

– qq → qq
– qg → qg
– gg → gg;

3.2 Kinematic Variables

The kinematics of interactions at HERA can be described by the following
variables:

• Q2 ≡ −q2 = −(k − k′)2, the negative four-momentum squared of the
virtual photon, where k (k′) is the four-momentum of the incident
(scattered) positron;
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• W 2 = (q +p)2, the squared centre-of-mass energy of the photon-proton
system, where p is the four-momentum of the incident proton;

• y = p·q

p·k
, the fraction of the incoming positron energy carried by the

photon, also called inelasticity.

These variables can be expressed in terms of the scattered positron energy,
E ′

e, and angle, θe, both experimentally measurable. In the limit of θe ≈ 0,
such as in the photoproduction process, the following approximations may
be performed:

Q2 = 2EeE
′

e(1 − cos θe) ≈ EeE
′

eθ
2
e , (3.1)

y = 1 − E ′

e

2Ee

(1 + cos θe) ≈ 1 − E ′

e

Ee

, (3.2)

W ≈ 2
√

EeEpy, (3.3)

where Ee and Ep are the energies of the incident positron and proton, re-
spectively.

3.3 Energy dependence calculation method

In e+p collisions, the total photoproduction cross section, σtot(γp), can be
related to the total differential ep cross section by the Weizsäcker-Williams
formula [29]. The double-differential e+p cross section can be written as

d2σe+p(y,Q2)

dydQ2
=

α

2πQ2

[

1 + (1 − y)2

y
− 2

(1 − y)

y

Q2
min

Q2

]

σγp
T (y,Q2)

+
α

2πQ2

[

2(1 − y)

y

]

σγp
L (y,Q2), (3.4)

where Q2
min = m2

e
y2

1−y
is the minimum value of Q2 at a given y, σγp

T is the
cross section for interactions between the proton and a photon with transverse
polarization and σγp

L is the cross section for interactions with longitudinally
polarized photons.
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For photoproduction events, Q2 → 0 and the photon is almost real. Hence,
σγp

L → 0 and σγp
T → σtot(γp).

The Q2 dependence of σγp
T is smaller than 0.1% in the range of Q2 of this

measurement and therefore it has been ignored [3]. Integrating Eq. (3.4) over
Q2 gives the single e+p differential cross section in terms of the γp total cross
section:

dσe+p(y)

dy
=

α

2π

[

1 + (1 − y)2

y
ln

Q2
max

Q2
min

− 2
(1 − y)

y

(

1 − Q2
min

Q2
max

)]

σγp
tot(y),

(3.5)

where Q2
max is the highest measured Q2 given by the acceptance of the 6mT.

Integrating Eq. (3.5) over y gives the e+p cross section

σe+p =

∫ y2

y1

Fγ(y)σγp
tot(y) dy, (3.6)

where Fγ(y) is the flux of photons emitted by the positron and y1 and y2

are derived from the minimum and maximum detected positron energies,
respectively.
Assuming σtot(γp) ∼ W δ (see chapter 1), the ratio R can be expressed as

R =
σe+p

HER · σe+p
HER

σe+p
MER · σe+p

LER

=

=

∫ yHER
max

yHER
min

FHER(y)(WHER(y))δ dy
∫ yHER

max

yHER
min

FHER(y)(WHER(y))δ dy
∫ yMER

max

yMER
min

FMER(y)(WMER(y))δ dy
∫ yLER

max

yLER
min

FLER(y)(WLER(y))δ dy
. (3.7)

W (y) is given by Eq. (3.3) and the ranges for y are determined for each
period separately (see Sect. 3.4.2).

Determining R experimentally would provide a measurement of δ, using
Eq. (3.7). Section 3.4 describes the process of measuring R.

3.4 Energy dependence measurement

Measuring the ratio R requires three measurements of σe+p, one for each run,

HER, MER and LER. The cross section, σe+p
HER, is measured experimentally
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by

σe+p
HER =

NHER

AHER · LHER

. (3.8)

The luminosities are measured with the LUMI system in each run and the
acceptances are calculated using a Monte-Carlo simulation (see Sect. 4.4).
The heart of this analysis is to count the number of events in each run and
to reject background events.
The three measurements are then combined to give R,

R =
N2

HER

NMERNLER

· AMERALER

A2
HER

· LMERLLER

L2
HER

. (3.9)

In the experimental apparatus used, a photoproduction process is ex-
pected to have a low angle scattered positron hitting the 6mT and some
hadronic activity in the main calorimeter. According to these characteris-
tics, a dedicated trigger was set in order to count photoproduction events.

3.4.1 Trigger requirements

A dedicated trigger was developed to collect photoproduction events [21].
Two conditions were required: a positron candidate in the 6mT and a
hadronic final-state X in the main ZEUS detector. The 6mT trigger re-
quired energy above the threshold in one of the cells in rows one or two
(see Fig. 2.2). The following FLT slots required a hit in the 6mT and the
subsequent conditions:

• slot 30: the energy in PCAL, EPCAL > 14 GeV (this slot was pre-scaled
by 4096).

• slot 51: a good tracking flag, Gtrk, and EPCAL < 14 GeV.

• slot 52: the energy in the electromagnetic section of RCAL, excluding
the inner ring (the 8 innermost towers surrounding the beam-pipe),
RCALemc ≥ 464 MeV and EPCAL < 14 GeV.

• slot 53: the energy in the electromagnetic section of RCAL, RCALemcth ≥
1250 MeV and EPCAL < 14 GeV.
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• slot 59: RCALemc ≥ 464 MeV or RCALemcth ≥ 1250 MeV and EPCAL <
14 GeV (logic ’or’ of slot 52 and slot 53).

A logic ’or’ of all the above slots was required in the dedicated trigger.

An additional FLT requirement was applied in the HER, a veto on the
ratio of vertex tracks to the total number of tracks. This veto was not im-
plemented in the MER and LER. Therefore, in order to ensure equal trigger
conditions in the HER, MER and LER, a slightly tighter veto was applied
off-line in all the runs.

3.4.2 6mT

The 6mT performed three roles in this measurement: tagging positrons em-
anating from photoproduction processes, measuring the energy range of the
positrons and determining the flux of photons emitted by the positrons.

Detecting positrons

Positrons scattered at very low angles (Q2 ≈ 0) with energies between 4-8
GeV were bent horizontally and focused vertically by the magnetic field on
their way to be tagged by the 6mT. The Lorentz force states that the cur-
vature of the positron depends on its momentum. As a result, a dependence
between the energy of the positron and its position is expected.
Using a control sample of BH positrons, scattered at Q2 = 0, it is possible to
derive a parameterization of the dependence of energy on the position and
define a band of accepted energies and positions in the E − x plane and the
x − y plane. This is used to reject noise and other background events.

Energy range measurement

The energy window for positrons hitting the 6mT was fixed by the width of
the tagger. Moreover, the fiducial cut applied on 6mT hits (see Sect. 4.3.1)
limited the window even further. The energy of scattered positrons in the
6mT was measured directly. However, it has been shown in a previous study
that the energy resolution using the x position and the E(x) parameteriza-
tion mentioned above is better than the direct measurement [21]. Thus, a
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measurement of the range of x positions accepted by the fiducial cut, together
with the E(x) parameterization, was used to determine the energy window.

Using the relation y ≈ 1 − E′

e

Ee
, the energy window, for each run, was deter-

mined to be

• HER: ymin = 0.7397, ymax = 0.8623;

• MER: ymin = 0.7373, ymax = 0.8575;

• LER: ymin = 0.7449, ymax = 0.8601.

Photon flux measurement

The process of extracting σtot(γp) from σe+p required a calculation of the
flux of photons emitted by the positrons. However, using Eq. (3.5) for this
calculation would have ignored the dependence of the acceptance of the 6mT
(A6mT(y,Q2)) on the kinematic y and Q2. Therefore, it was necessary to
measure A6mT(y,Q2), convoluted with the flux, from the data.
A further advantage of a direct measurement of the 6mT flux is that it
accounts for several effects which would otherwise require corrections to the
data:

• 6mT trigger efficiency;

• 6mT selection acceptance - the cuts depicted in Sect. 4.3.1 can be made
arbitrarily tight to reduce background;

• 6mT inhomogeneities, e.g. weak fibers or miscalibration;

• 6mT noisy cells;

• 6mT corrupt data (see Sect. 4.1.1).

A data set selected without the requirement of a positron candidate in
the 6mT may be used to measure the photon flux of positrons hitting the
tagger [30].
An inclusive trigger, requiring E − Pz > 30 GeV, was used to collect events.
An example of the kinematic region covered by this trigger is shown by the
vertical dashed line in Fig. 3.1. The data selected have a fraction r6mT of
events with hits in the 6mT with respect to events collected by the inclusive
trigger. The acceptance of the 6mT is sketched by the shaded ellipse in
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Fig. 3.1. Using the Monte-Carlo simulation of that inclusive selection of
events, some fraction rMC of these events is selected within a given test
region of (y,Q2), shown by the box in Fig. 3.1. The flux corresponding to
this region, Ftest, may be easily evaluated numerically using Eq. (3.5). The
6mT flux, F6mT, can then be related to Ftest by:

F6mT =
N6mT

data

Nall
data

· Nall
MC

N test
MC

· Ftest =
r6mT

rMC

· Ftest, (3.10)

provided that the kinematic range of the inclusive trigger in the Monte-Carlo
simulation and the data agree.

Figure 3.1: The (y,Q2) plane. The approximate threshold of the E − Pz

trigger is shown by the vertical dashed line. The test region for numerical
evaluation of the test flux is shown by the box; the acceptance of the 6mT
is sketched by the shaded ellipse.
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3.5 Background

Many non-photoproduction events were expected and found in the data col-
lected by the triggers. These events are referred to as background events.
The energy deposited in RCAL, ERCAL, was used in the trigger to collect
photoproduction events. Hence, ERCAL distribution in data and Monte-
Carlo will be used in subsequent comparisons while attempting to reject
background events. Figure 3.2 shows such a comparison and clearly demon-
strates a discrepancy between the distribution obtained in the triggered data
and expected in the Monte-Carlo.
Subsequently there is a description of background events and their origin.

3.5.1 Bethe-Heitler process

A big source of background expected is Bethe-Heitler events overlaid with
any physics event or noise in the main detector. In such events, a high energy
photon is expected to hit the PCAL accompanied by a positron in the 6mT
and the energy of the two must add up to the energy of the beam. The
window for BH photons hitting the PCAL is therefore limited by the window
of energies for positrons hitting the 6mT mentioned in Sect. 3.4.2. In order
to avoid collecting BH events, activity in the CTD/RCAL was required in
the trigger and a veto was set to reject all events with energies higher than 14
GeV in the PCAL. Alas, the PCAL acceptance is not 100% and it is probable
that some events were triggered by a BH positron in the 6mT and some other
process in the main detector. This could also happen with photons lost in
the exit window and converted in the spectrometer. A method to count and
statistically subtract such overlapping events is described in Sect. 4.6.1.

3.5.2 e-gas events

Beam-gas events were another source of background. A positron interacting
or scattering off residual gas in the beam-pipe deposits energy in RCAL; if
this happens in coincidence with a hit in the 6mT the event will be accepted
by the trigger. A technique to identify and discard these events is outlined
in Sect. 4.3.3. e-pilot bunches provided a mechanism to estimate the num-
ber of beam-gas events not identified and to subtract them statistically (see
Sects. 4.6.2).
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Figure 3.2: Distribution of energy deposited in the RCAL, ERCAL, obtained
in the triggered data (triangles) and the corresponding distribution expected
in the Monte-Carlo (histograms) for (a) HER (b) MER and (c) LER.
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3.5.3 Off-momentum positrons

A further source of background were positrons in the beam with pT 6= 0.
These positrons were bent by the magnetic field of the focusing HERA mag-
nets placed before the IP and hit the RCAL tower left of the beam-pipe or
the 6mT. Such positrons are referred to as off-momentum positrons. A de-
scription as to how off-momentum positrons were recognized and rejected is
illustrated in Sects. 4.3.1 and 4.3.3.
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Chapter 4

Data Analysis

The data samples collected with the dedicated trigger configuration consisted
of 4,061,359 events in HER, 10,430,872 events in MER and 12,814,242 events
in LER. These correspond to a luminosity of 566 nb−1, 948 nb−1 and 912 nb−1

respectively.

4.1 Energy Reconstruction in the 6mT

A positron hitting the 6mT produces an electromagnetic shower and deposits
most of its energy within several RM of the center of the shower. Since RM

is of the order of the size of one cell, most of the energy is deposited in a
few cells around the shower center. The energy deposited in a volume V in
and around the cell with the highest energy, the hottest cell, was taken as
the energy E of the shower.
In a previous study [20] it was found that only about 1 to 5% of the to-
tal energy is deposited in the outer columns of a 5 × 5 volume around the
hottest cell (50 to 200 MeV). This signal is comparable to the noise level and
therefore, to reduce noise effects, the volume used for energy reconstruction
was set to nine cells, a 3 × 3 matrix with the hottest cell in the center (see
Fig. 4.1). In addition, to obtain an accurate reconstruction of energy, only
events where the shower was contained in the tagger were taken (i.e. the
hottest cell was not in the outer cells of the 6mT).
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Figure 4.1: Schematic representation of the volume used for energy recon-
struction in the 6mT. The darkest cell corresponds to the cell with highest
energy deposit. The shaded area represents the cells included in the energy
determination.

4.1.1 Corrupted events

Events having ADC counts corresponding to non-physical energy values were
found in the data taken with the 6mT. The data acquisition system of the
6mT converted the analogue signal of the photomultipliers to unsigned 12-bit
numbers with ADC’s, transferred the signal to five readout boards, one for
each row, and added four empty bits to each ADC count, leading to 16-bit
numbers stored for further processing. The corruption of the ADC counts
manifested itself in having ADC counts which exceeded the range of unsigned
12-bit numbers (0 to 4095) in one or more of the 70 channels of the 6mT.
This problem occurred in all 70 channels randomly. In order to avoid using
non-physical energies in the energy reconstruction and selection process (see
Sect. 4.3.1), events with ADC counts in the 5× 5 matrix around the hottest
cell which were not in the range 0 to 4095 were rejected.

4.1.2 Noise correction

The 6mT had two noisy cells. Figure 4.2 shows the energy of the hottest cell
in row 3 of the 6mT. The excess of events seen in cells 10 and 12 of row 3
and the energy of these cells leads to the conclusion that they are noisy. The
energy does not lie inside the band populated by events in which scattered
positrons with transverse momentum pT ≈ 0 GeV are expected.
Studying events triggered by noisy cells demonstrated that the signal is con-
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fined to a single cell and does not show a topology compatible with an elec-
tromagnetic shower. Therefore, the noise is believed to be caused by elec-
tronics [20]. Figure 4.3a shows the energy distribution in a 3 × 3 matrix of
events triggered by a noisy cell; Fig. 4.3b shows the same matrix for events
triggered by a normal cell. One can see that in electromagnetic showers, 45%
of the energy is confined to the hottest cell whereas in events triggered by
noise, 70% of the energy lies in the hottest cell.

Figure 4.2: Reconstructed energy, E, as a function of the column number
associated with the hottest cell located in the third row of the 6mT.

Trigger requirements in the 6mT were set such that events with the
hottest cell in the 3rd row were globally rejected. As a result, events could
not be triggered by the noisy cells. Events where the hottest cell was found
to be one of the noisy cells were rejected in the analysis. However, when the
3×3 matrix included one (or both) noisy cells, the energy measured by them
was not to be trusted and needed to be re-evaluated differently. Using the
energies measured in the other 8 cells in the 3 × 3 matrix, a neural network
(NN) was used to evaluate the energy in the noisy cell.

NN training

A clean data sample was obtained for the process of training the neural
network by using the cuts described in Sects. 4.3.2, 4.3.3 and requiring the
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Figure 4.3: Distribution of energy in showers of events triggered by (a) cell
10 of row 3 (noisy cell) and (b) cell 10 of row 2 (normal cell).
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energy in the 6mT to be between 2 and 9.5 GeV. The data fed into the neural
network consisted of x and y positions of the hottest cell and a matrix of 9
energies. One of the energies in the matrix was set to zero to represent the
energy that should be completed. The cell energy before masking was given
as a true value. Events in which the matrix included a noisy cell were not
used. All values were normalized to 1, but it was found that a better result
was obtained using a logarithm of the energy in each cell and not a simple
normalization, presumably due to the better separation the log provides.

In each event used for the training, the 3 × 3 matrix was taken and one
cell in the matrix was masked. This process was repeated 9 times, each time
masking a different cell in the matrix, resulting in 9 entries to the training
data set from each positron shower. Each entry represents a different position
of the noisy cell in the matrix.

Outcome

The neural network configuration yielding the best result consisted of two
hidden layers with 25 neurons in the first layer and 5 neurons in the second.
Figure 4.4a shows the difference between the energy completed with the
neural network (ENN) and the energy in the cell before masking (Etrue), for
all cell positions in the matrix. The tail at negative values points to the
fact that in about 15% of the cases the neural network under-estimates the
energy in the cell, but otherwise we have a gaussian centered at zero. A fit
to the gaussian part of the distribution gives a standard deviation from the
true energy in the cell of about 280 MeV.

Aftermath of noise correction

To check the effect of completing the energy of a masked cell on the position
reconstruction, the same process as described above was repeated with a
Monte-Carlo simulation. Figure 4.4b shows the neural network result in the
simulation. It can be seen that the tail at negative values there was in the
data is still present in the simulation, only it is smaller in this case (about
11%). A fit to the gaussian part yields a standard deviation from the true
energy of about 260 MeV. This is a cross-check that the electromagnetic
shower in the simulation and in reality develops in the same way.
Two energy matrices were fed into the position reconstruction neural network
described in Sect. 4.2, one with the original energies measured in the cells
and one where one of the energies was masked and then re-evaluated using
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Figure 4.4: The difference between the re-evaluated cell energy (ENN) and
the original cell energy (Etrue) for all cell positions in the 3 × 3 matrix in
(a) data and (b) Monte-Carlo simulation. The results of a gaussian fit are
presented in the figure.

27



the neural network. Figure 4.5 shows the difference between the x position,
reconstructed from a re-evaluated matrix (xcom

rec ), and the true x position
(xtrue) from the simulation. This was compared to the difference between
the x position reconstructed from the original energies (xrec) and the true
value (see Fig. 4.6b). Comparing Fig. 4.5 with Fig. 4.6b, it is possible to see
that the completion process introduced a negligible bias (≈ 0.04 mm) and a
minimal loss of resolution (≈ 0.01 mm).

All the energies used in this analysis were corrected with the neural net-
work described above, where needed.
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Figure 4.5: The difference between the x position, reconstructed from a re-
evaluated energy matrix (xcom

rec ), and the true x position from the simulation
(xtrue). The results of a gaussian fit are presented in the figure.

4.2 Position reconstruction in the 6mT

The original reconstructed x position of the positron in the 6mT, shown
in Fig. 4.6a, had a bias of 1.78 mm and a resolution of 0.67 mm. Using
the Monte-Carlo simulation and a neural network, an attempt was made to
eliminate the bias and to improve the resolution.
For the training process, the neural network was given a matrix of 9 energies
and 3 column positions, the column of the hottest cell and the columns
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on both sides of it. The real x position of the positron, taken from the
simulation, was given as the true value. The column positions and the true
value were normalized to 1.
The optimal configuration of the neural network was with one hidden layer
of 43 neurons. Figure 4.6b shows the difference between the reconstructed x
position (xrec) and the true value. As can be seen, the bias was completely
eliminated and the resolution improved to 0.59 mm.

The same process was repeated for the y position of the positron. The
data used for training was identical to the case of the x position, apart from
replacing rows by columns and the real y position given as the true value.
In this case, the optimal neural network configuration was with one hidden
layer of 23 neurons.
A comparison between the original y position reconstruction and the neural
network result (Figs. 4.7a and 4.7b) demonstrates a reduction of the bias
from 0.16 mm to 0.09 mm, while the resolution changed only slightly (from
0.46 mm to 0.45 mm).

4.3 Selection cuts

The background discussed in Sect. 3.5 is suppressed using the cuts described
below.

4.3.1 6mT

Fiducial

In Sect. 4.1, it was mentioned that events were accepted only if the elec-
tromagnetic shower created by the positron was contained in the 6mT. In
addition, the trigger in the 6mT fired only for hits in rows 1 and 2. Events
with hits not in these rows were rejected. Hence, the hottest cell was con-
strained as follows:

0 < Column # < 13
0 < Row # < 3
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Figure 4.6: The difference between the reconstructed x position (xrec) and
the true x position (xtrue) in (a) original 6mT group reconstruction and (b)
neural network reconstruction. The results of a gaussian fit are presented in
the figure.
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Figure 4.7: The difference between the reconstructed y position (yrec) and
the true y position (ytrue) in (a) original 6mT group reconstruction and (b)
neural network reconstruction. The results of a gaussian fit are presented in
the figure.

31



Splash

In about 1% of the events [31], the positron began its electromagnetic shower
before reaching the 6mT and deposited energy in an area bigger than the 3×3
matrix used for energy reconstruction. In these cases, neither the position nor
the energy of the positron could have been reconstructed. In order to avoid
these “splash” events, the ratio E3×3/E5×5 was calculated for each event and
was required to be above 0.65. This requirement is consistent with a previous
study [20] which states that about 1 to 5% of the total energy is deposited
in the outer columns of the 5 × 5 matrix.

E(x) band

Positrons scattered at the interaction point with Q2 ≈ 0 GeV2 are expected to
have a correlation between their energy and x position. Using this correlation
from BH events, a cut can be extracted to reject noise, beam-gas events and
off-momentum positrons hitting the 6mT. A clean data sample of BH events
was acquired by requiring a coincidence between a positron in the 6mT and
a photon in the spectrometer [32].

It can be seen in Fig. 4.8 that most of the events lie within the expected band
for positrons scattered with Q2 ≈ 0 GeV2. The curve represents the mean
reconstructed energy as a function of x position, E(x). It was parameterized
separately for HER, MER and LER together with σE(x), the standard devi-
ation of the energy as a function of x.
Using these parameterizations, a cut was made to reject events outside the
band defined by

E(x) − 2.5σE(x) < E < E(x) + 2.5σE(x).

Figure 4.9 shows the E versus x distribution for LER data. The curves
correspond to the BH parameterization and the above defined band cut.
The HER and MER data show a similar behaviour.

y(x) band

Due to the focusing magnets in the y direction, positrons hitting the 6mT
were highly collimated vertically. In addition, because the focusing depends
on the energy of the positron and there is a correlation between energy and
x position, we also expect a correlation between y and x. Repeating the
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Figure 4.8: Energy in the 6mT (E) as a function of x position obtained from
the BH data sample.

Figure 4.9: The energy measured in the 6mT (E) as a function of the
reconstructed x position, for the LER data. The center curve shows the
parameterization based on the BH sample. The upper and lower lines are
the 2.5σE(x) limits, where σE(x) is the standard deviation of the energy as
a function of x.
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process described above to extract a clean data sample of BH events, a pa-
rameterization of y(x), together with σy(x), was extracted for HER, MER
and LER separately. Events were accepted only in the region where

y(x) − 2.5σy(x) < y < y(x) + 2.5σy(x).

Figure 4.10 shows the y versus x distribution for the HER data with curves
representing the band defined above. The MER and LER data show a similar
behaviour.

Figure 4.10: Reconstructed y position as a function of x position. The center
curve shows the parameterization done with the BH sample. The upper and
lower lines are the 2.5σy(x) limits, where σy(x) is the standard deviation of
y as a function of x.

4.3.2 Trigger

A closer look at the data revealed events which should not have passed the
trigger requirements described in Sect. 3.4.1, specifically slots 52, 53 and 59.
It was discovered [33] that in these events the trigger fired for false reasons
and therefore, they needed to be eliminated with an off-line trigger. These
false trigger events occurred randomly during the collection of data while
for other events the trigger worked correctly. Hence, a method to apply a
consistent trigger to all events was needed.
For this purpose, all events in this analysis were subjected to a simulation of
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the entire process of the original trigger. This guaranteed a consistent trigger
for all events while rejecting noise and background. Figure 4.11 compares
the energy in RCAL in the MER data and in the Monte-Carlo before and
after the application of the trigger simulation. Before applying the trigger
simulation, a large amount of events is found at low RCAL energy in the
data and a big discrepancy between the data and the Monte-Carlo is seen.
The same is true for the HER and LER data (not shown).

4.3.3 Fmax

Many events that passed slot 53 of the trigger requirements (≥ 1250 MeV)
were composed of hits confined to one RCAL tower left or right of the beam-
pipe. These events were identified as off-momentum positrons or positrons
coming from beam-gas interaction in the beam-pipe and hitting the RCAL.
This appeared to be one of the biggest sources of background and it had to
be eliminated.
For events in which the cell with maximum energy deposit in RCAL was to
the left or right of the beam-pipe, the following variable was defined:

Fmax =
El,r

ERCAL

,

where El,r is the energy of the tower to the left or right of the beam-pipe
and ERCAL is the total energy in RCAL. Figure 4.12 shows the correlation
between Fmax and RCAL energy for the LER data and Monte-Carlo. It can
be seen that, in the case of the Monte-Carlo, most of the events have energies
between 5 and 20 GeV and Fmax values between 0.1 and 0.5. In the data, on
the other hand, one can see a large cluster around Fmax = 1 belonging to off-
momentum positrons hitting the RCAL. Furthermore, a cluster at smaller
values of Fmax and lower RCAL energies is also found in the data. These
events originate from positrons interacting with beam-gas and, together with
other debris, hitting the RCAL. In order to confirm these hypotheses, the
same distribution was plotted for e-pilot bunches (see Fig. 4.13) in the LER
data. For these bunches, most of the events did lie in the clusters described
above. The HER and MER data show a similar behaviour.
A cut on Fmax and ERCAL, as seen in Fig. 4.12, was made to reject such events.
The Monte-Carlo distribution shows that by introducing this cut the same
percentage (9%) of events was lost in HER, MER and LER. This loss cancels
out when taking the ratio of numbers of events in the final calculation.
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Figure 4.11: Distribution of energy deposited in the RCAL, ERCAL, obtained
in the MER data (triangles) and the corresponding distribution expected in
the Monte-Carlo (histograms), (a) before applying the trigger simulation and
(b) after applying the trigger simulation.
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(a)

(b)

Figure 4.12: The Fmax variable as a function of the energy deposited in the
RCAL, ERCAL, in (a) data and (b) Monte-Carlo. All events above the curve
were rejected.
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Figure 4.13: The Fmax variable as a function of the energy deposited in the
RCAL, ERCAL, for e-pilot bunches.

4.3.4 Summary of selection cuts

A comparison between data and Monte-Carlo distributions of ERCAL, after
all the above mentioned cuts, is shown in Fig. 4.14 for HER, MER and LER.
The peak at low RCAL energies seen in the data does not appear in the
expected distribution. However, a statistical subtraction of background has
not been performed yet.

4.4 Acceptance

The difference in center-of-mass energies between HER, MER and LER was
obtained by changing the energy of the proton while keeping the positron
energy constant. Hence, the trigger acceptance for photoproduction events
was expected to remain the same in all three periods.
The acceptance of the ZEUS detector is composed of two independent accep-
tances: the acceptance of the main detector and the acceptance of the 6mT.
The acceptance of the main detector is calculated using Monte-Carlo sim-
ulation. Simulated photoproduction processes were generated and passed
through a simulation of the ZEUS detector. A simulation of the trigger de-
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Figure 4.14: Distribution of energy deposited in the RCAL, ERCAL, obtained
in the data after all selection cuts (triangles) and the corresponding distri-
bution expected in the Monte-Carlo (histograms) in (a) HER, (b) MER and
(c) LER.
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picted in Sect. 3.4.1 was implemented to collect events in the same way as for
real data. Finally, the cuts relative to the main detector, namely Sects. 4.3.2
and 4.3.3, were applied and the acceptance was calculated according to

A =
Nrec

Ngen

, (4.1)

where Nrec and Ngen are the number of reconstructed and generated events,
respectively.

The same process cannot be performed for the 6mT due to changes in
beam conditions and magnet settings between periods. Therefore, in order
to isolate the acceptance of the main detector from that of the 6mT, only
events generated within the energy window of the 6mT were taken.

In addition, it has been found that the sub-process mixture in the simula-
tion does not describe the data optimally [27]. Thus, weights were applied to
the fractions of the different sub-processes to ensure better agreement with
the data.
The acceptance for the various sub-processes and the overall acceptance for
the main detector for each period is shown in Table 4.1. For all sub-processes,
the change in acceptance between periods is within the error limits. The
value of the ratio AMERALER

A2
HER

= 1.005 ± 0.012, indicates that the acceptance

correction in Eq. (3.9) can be safely neglected.

process acceptance
HER MER LER

elastic 0.2073 ± 0.0053 0.2101 ± 0.0075 0.2064 ± 0.0068
photon dissociation 0.7783 ± 0.0070 0.7807 ± 0.0097 0.7752 ± 0.0089
proton dissociation 0.2753 ± 0.0068 0.2785 ± 0.0094 0.2808 ± 0.0087
double dissociation 0.8063 ± 0.0400 0.8073 ± 0.0561 0.8078 ± 0.0525
resolved 0.8708 ± 0.0057 0.8770 ± 0.0079 0.8752 ± 0.0073
direct 0.9420 ± 0.0107 0.9413 ± 0.0149 0.9376 ± 0.0137
all processes 0.7644 ± 0.0035 0.7673 ± 0.0048 0.7652 ± 0.0044

Table 4.1: The acceptance of the main detector for the various photoproduc-
tion sub-processes.
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4.5 PCAL + AEROGEL Calibration

The PCAL is the only available tool to estimate and subtract the BH overlaid
background events and it was used extensively for this purpose in Sect. 4.6.1.
The calibration of the calorimeter part of the LUMI system was done only
for the PCAL without the AEROGEL detectors. Therefore, as mentioned in
Sect. 2.2.3, the resolution was compromised due to the two carbon absorbers.
Thus, an attempt was made to improve the energy resolution and redo the
calibration using the AEROGEL detectors.
Initially, the calibration of the AEROGEL detectors was planned to be
achieved with the PCAL Monte-Carlo. However, a better approach would
be to perform the calibration using data collected by the LUMI system. The
following relation was defined for the calibration:

Eγ = aEAERO1
+ bEAERO2

+ cEscint
γ , (4.2)

where Eγ is the energy of the photon, EAERO1
and EAERO2

are the ADC
values of the AEROGEL detectors, Escint

γ is the uncalibrated energy of the
PCAL and a, b and c are parameters to be determined from the calibration.
The value of Eγ was calculated from the assumption that the energy of the
photon and the energy of the positron must add up to the energy of the
beam,

Eγ = Ebeam − E6mT. (4.3)

To determine the calibration constants a, b and c, a χ2 minimization method
was used:

χ2 =
N

∑

n=1

(
∑3

j=1 αjej,n − Eγ
n)2

σ2
E

γ
n

, (4.4)

where αj is the parameters vector, ej is a vector containing the PCAL and
AEROGEL energies and N is the number of events. Differentiating yields,

3
∑

j=1

αj

N
∑

n=1

ej,nei,n

σ2
E

γ
n

=
N

∑

n=1

Eγ
nei,n

σ2
E

γ
n

. (4.5)

The calibration was done separately for the HER, MER and LER. Each
period is relatively short; therefore, it is safe to assume that the detector
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resolution was stable throughout the calibration period. In that case, the
uncertainty on the energy of the photon, σE

γ
n
, becomes a constant and can

be eliminated from Eq. (4.5)

3
∑

j=1

αj

N
∑

n=1

ej,nei,n =
N

∑

n=1

Eγ
nei,n. (4.6)

4.5.1 Event selection

A clean BH data sample was needed for the calibration and thus, the selec-
tion aimed primarily at high purity of the data sample. The efficiency of
the selection was not an issue due to the large data sample available for the
calibration.
As mentioned in Sect. 2.2.3, BH photons should deposit energy in both the
AEROGEL detectors and in the PCAL. Moreover, the energy deposited in
the AEROGEL detector is expected to be correlated with the energy mea-
sured in the PCAL. By drawing the ADC values in each AEROGEL as a
function of the uncalibrated energy in PCAL (see Fig. 4.15) one can clearly
see how the distribution of events is divided into events with real photons de-
positing energy in both detectors, and events which can only be interpreted
as noise or background processes such as synchrotron radiation. Selecting
events only in the area marked with curves in Fig. 4.15 assured a sample
with clean BH photons.
In order to choose events with a good positron in the 6mT, the cuts men-
tioned in Sections 4.1.1 and 4.3.1 were applied.

4.5.2 Calibration results

Figures 4.16a, 4.16b and 4.16c show the energy of BH photons in HER,
MER and LER, respectively, as measured by the PCAL, with and without
the AEROGEL detectors. A vast improvement between the two measure-
ments can be seen. Using the energy measured by the PCAL without the
AEROGEL, many events are overestimated, which results in a non-Gaussian
energy distribution. The energy distribution measured with the AEROGEL
is the expected symmetric Gaussian shape with better resolution.
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(a)

(b)

Figure 4.15: AEROGEL ADC value as a function of the uncalibrated energy
in PCAL, Escint, for (a) first AEROGEL detector and (b) second AEROGEL
detector. Only events between the curves were used for the calibration.
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Figure 4.16: Energy measured in the luminosity system, EPCAL, without the
AEROGEL detectors (dotted curve) or with the AEROGEL detectors (solid
line) in (a) HER, (b) MER and (c) LER.
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4.6 Background subtraction

Figure 4.14 clearly shows that some background events remain in the data
sample after the cuts depicted in Sect. 4.3. The methods used to estimate
the number of such events are discussed in turn.

4.6.1 Bethe-Heitler overlaps

The biggest source of background expected in the data sample are Bethe-
Heitler events overlaid with other background events (see Sect. 3.5.1). In
BH events, a photon is expected to hit the PCAL. Thus, an investigation
of the PCAL energy spectrum of the remaining data sample was required.
Figure 4.17a shows the energy in the PCAL, EPCAL, for all events left in the
data sample. Figure 4.17b shows EPCAL of events passing an ADC PCAL
threshold of ADCPCAL > 1024 (see next paragraph).
The events seen in the figures may be divided into the following categories:

1. a peak at PCAL energies below 2 GeV - clean photoproduction events;

2. a falling spectrum up to 12 GeV - photoproduction events accompanied
by a low energy photon from a BH event;

3. a plateau and falling spectrum from 12 GeV and upwards - BH events
along with some other ‘hadronic’ activity in the main calorimeter.

The events in the latter category should be counted and then subtracted
from the data sample.

The number of such BH events not rejected by previous cuts may be
estimated using data taken by the LUMI data acquisition system during the
ZEUS physics runs. Seeing that this is a separate data acquisition system,
not correlated with the dedicated trigger for photoproduction events, it can
be reliably used for this procedure.
Figure 4.18a displays the EPCAL spectrum of events triggered by the PCAL
and collected by the LUMI system. Due to an ADC threshold in the PCAL
trigger (ADCPCAL > 1024), the spectrum is bounded from below at ∼ 1.5
GeV. The same threshold was applied while plotting Fig. 4.17b.
This sample of events is composed of photons unassociated with a positron
in the 6mT and will therefore be used to estimate the number of events
belonging to the 2nd category seen above.
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Figure 4.17: The spectrum of EPCAL for, (a) all events left in the data sample
and (b) events above the ADC PCAL threshold of ADCPCAL > 1024.
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Figure 4.18: The spectrum of EPCAL for data collected with the LUMI
system for, (a) events triggered by the PCAL and (b) events triggered by the
6mT.
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By taking events triggered by a positron in the 6mT, one can estimate the
number of events which belong to the 3rd category mentioned above. The
spectrum of EPCAL for such events is shown in Fig. 4.18b.

Fitting the two histograms presented in Figs. 4.18a and 4.18b to the
EPCAL spectrum of the data sample provided in Fig. 4.17b, enables to esti-
mate the number of BH overlay events needed to be subtracted. Figure 4.19
illustrates the process, a fit of the red and blue histograms to the data was
used to estimate the contribution of BH overlays.
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PHP with BH overlay

BH events

Figure 4.19: The spectrum of EPCAL for: events in the data sample (black
dots), events triggered by the PCAL (blue histogram) and events triggered
by the 6mT (red histogram). The fit is noted by the black curve.

To get the number of BH overlay events, the number extracted from the
fit needs to be multiplied by a factor, s, which takes into account photons
lost due to the acceptance of the PCAL and the PCAL veto. The definition
of s is as follows:

s = 1 +
f

APCAL

(1 − APCAL), (4.7)

where APCAL is the acceptance of the PCAL and f accounts for the photons
lost by the PCAL veto. The acceptance of the PCAL was given by the
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LUMI system [32]. The factor f is determined by the number of events
counted without the veto divided by the number of events counted with the
veto.

Last but not least, genuine photoproduction events belonging to the 2nd
category above, but with BH photons with energy above 14 GeV, were lost
due to the PCAL veto. These events must be corrected for. A weight,
calculated with a simulation of the LUMI system [32], was given to each
event in the data sample accordingly.

This subtraction process was done for each run, HER, MER and LER
separately. Figure 4.20 presents the distributions of energy in RCAL after
the BH overlap subtraction. The events in the peak at low RCAL energies,
seen in the data in Fig. 4.14, were identified as Bethe-Heitler overlaps and
subtracted. A better agreement between the data and the Monte-Carlo is
seen after the subtraction process.

4.6.2 e-gas overlaps

The number of events from e-pilot bunches that were not rejected by pre-
vious cuts may be used to evaluate the amount of beam-gas events left in
the data sample. The probability to have a beam-gas event in an ep bunch
is proportional to the ratio of the number of positrons in a colliding bunch
to the number of positrons in an e-pilot bunch, squared [34]. This ratio is
equivalent to the ratio of integrated currents. It was calculated per ZEUS
run and each e-pilot event was weighted accordingly.
The number of e-pilot events passing the previous cuts was, Ne−pilot = 6 in
HER, Ne−pilot = 55 in MER and Ne−pilot = 67 in LER. These numbers cor-
respond, after re-weighting, to the following estimations for beam-gas events
in each data sample:

• HER: Ne−gas = 140;

• MER: Ne−gas = 1187;

• LER: Ne−gas = 1440.
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Figure 4.20: Distribution of energy deposited in the RCAL, ERCAL, obtained
in the data after BH overlap subtraction (points) and the corresponding
distribution expected in the Monte-Carlo (histograms) in (a) HER, (b) MER
and (c) LER.
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4.7 Systematic studies

In order to check the stability of the measured ratio R, with respect to the
cuts applied on the data, the following systematic studies were performed:

• the “splash” cut parameter (0.65) was increased and decreased by 10%,
the resulting change in R was +0.0013

−0.0042;

• the E(x) band cut was widened to ±3.5σE(x), yielding a change in R
of 0.0039;

• the y(x) band cut was widened to ±3.5σy(x), the resulting change in
R was 0.0090;

• the Fmax cut curve was shifted to the right and to the left by 10%, the
observed changes in R were +0.0048

−0.0005.

The studies performed on the cuts applied on the 6mT result in changes
in the number of events and the ratio R. However, such changes would
modify the result for the flux of virtual photons accordingly due to the direct
measurement of the flux. Thus, the final result would remain the same. All
other changes in R as a result of the systematic studies were well below the
statistical uncertainty.
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Chapter 5

Results

5.1 Determination of R

Following is a summary of the measured values in each run:

• HER: NdH
= 76, 867 ± 277, LH = 566 nb−1, NbgH

= 3036 ± 227,

• MER: NdM
= 130, 983 ± 362, LM = 948 nb−1, NbgM

= 6082 ± 194,

• LER: NdL
= 119, 363 ± 345, LL = 912 nb−1, NbgL

= 6230 ± 230,

where Nd is the number of events measured after all cuts, L is the mea-
sured luminosity and Nbg is the number of background events statistically
estimated. The ratio, R, is then given by

R =
(NdH

− NbgH
)2

(NdM
− NbgM

) · (NdL
− NbgL

)
· LMLL

L2
H

. (5.1)

Using the above mentioned numbers, the result for R is

R = 1.039 ± 0.011 (stat.) ± 0.026 (sys.).

The systematic uncertainty originates from the relative uncertainty on the
luminosity and the BH overlap subtraction. Additional sources of systematic
uncertainties were explored, but were not included since they were well below
the statistical uncertainty.
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5.2 Extraction of ǫ

According to Eq. (3.7), the ratio R can be expressed in terms of σtot(γp) as

R =

∫ yH
max

yH
min

FH(y)
(

2
√

EeEH
p y

)δ

dy
∫ yH

max

yH
min

FH(y)
(

2
√

EeEH
p y

)δ

dy

∫ yM
max

yM
min

FM(y)
(

2
√

EeEM
p y

)δ

dy
∫ yL

max

yL
min

FL(y)
(

2
√

EeEL
p y

)δ

dy

, (5.2)

where ymin and ymax are the minimum and maximum detected positron en-
ergies, respectively, F (y) is the flux of photons, Ee and Ep are the beam
energies of the positrons and protons, respectively, and δ is the power law
parameter assumed for the energy dependence. It relates to ǫ via the relation
δ = 2ǫ.

In the measured y range, the value of
(

2
√

EeEpy
)δ

changes by less than
1%. Therefore, it is possible to replace it with the average value and take it
out of the integral,

∫ y2

y1

Fγ(y)
(

2
√

EeEpy
)δ

dy ≈
(

2
√

EeEpyav

)δ
∫ y2

y1

Fγ(y) dy,

with the following values for Wav = 2
√

EeEpyav

• HER: Wav = 285 GeV;

• MER: Wav = 225 GeV;

• LER: Wav = 201 GeV.

The measurement of the integrated flux, fγ =
∫ y2

y1
Fγ(y) dy, yielded [30]

• HER: fγ = (8.519 ± 0.101) × 10−4;

• MER: fγ = (8.946 ± 0.090) × 10−4;

• LER: fγ = (8.776 ± 0.090) × 10−4.
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The power law parameter, δ, was then determined to be

δ = 0.1990 ± 0.018 (stat.) ± 0.064 (sys.),

where the systematic uncertainty includes the uncertainty on the flux. This
translates to a Pomeron intercept, αIP (0) = 1 + ǫ, with a value of

ǫ = 0.0995 ± 0.0091 (stat.) ± 0.0321 (sys.).

This result is in excellent agreement with earlier determinations of ǫ. How-
ever, it has the advantage of being measured directly in a single experiment.

54



Chapter 6

Summary

The energy dependence of the total γp cross-section was determined using
data collected at three different proton beam energies with the ZEUS detector
at HERA. Assuming σtot(γp) ∼ W δ, the measured value of δ was

δ = 0.1990 ± 0.018 (stat.) ± 0.064 (sys.).

This translates to a Pomeron intercept, αIP (0) = 1 + ǫ, with a value of

ǫ = 0.0995 ± 0.0091 (stat.) ± 0.0321 (sys.).

This result is in excellent agreement with earlier determinations of ǫ. How-
ever, it has the advantage of being measured directly in a single experiment.
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