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Abstract
In order to fully exploit the discovery potential of the CMS detector for new
physics beyond the Standard Model at the high luminosity and centre-of-mass
energy provided by the Large Hadron Collider, a careful calibration of the detector
and profound understanding of its impact on physics performance are necessary to
provide realistic uncertainties for the measurements of physics processes. This thesis
describes the track-based alignment of the inner tracking system of CMS with the
Millepede II algorithm. Using the combined information of tracks from cosmic rays
and collisions taken in 2010, a remarkable local alignment precision has been reached
that meets the design specifications for most regions of the detector and takes into
account instabilities of the detector geometry over time. In addition, the impact of
the alignment on b tagging or the Z boson resonance are investigated. The latter
is studied to investigate the impact of correlated detector distortions which hardly
influence the overall solution of the minimisation problem but introduce biases in the
track parameters and thus the derived physics quantities. The determination and
constraint of these weak modes present the future challenge of the alignment task at
CMS.





Zusammenfassung
Um das volle Entdeckungspotential bezüglich neuer Physik jenseits des Stan-
dard Models mit dem CMS Detektor ausschöpfen zu koennen, ist eine sorgfältige
Kalibration und ein profundes Verständnis auftretender Detektoreffekte von Nöten,
um realistische Abschätzung für die detektorspezifischen Unsicherheiten angeben zu
können. In dieser Arbeit wird das spurbasierte Alignment des Silizium-Spurdetektors
von CMS mit dem Millepede II Algorithmus beschrieben, welches unter Verwendung
der Informationen aus Spuren der kosmischen Strahlung und aus Kollisionendaten
bei Schwerpunktsenergien von 7 TeV, eine hervorragende lokale Alignment Präzi-
sion erzielt, die in weiten Teilen des Detektors die Designspezifikationen erreicht.
Desweiteren werder die Auswirkungen des Alignments auf das ’b-tagging’ oder
die rekonstruierte Z-Boson Resonanz untersucht. Letztere speziell im Hinblick auf
solche Detektorverzerrungen, welche die Lösung des zu Grunde liegenden Min-
imierungsproblems kaum verändern, dafür aber die Spurparameter und die aus ihnen
abgeleiteten Größen beeinflussen. Die Determinierung und Vermeidung solcher weak
modes stellen die zukünftigen Herausforderungen an das Alignment dar.
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Chapter 1

Introduction

The standard model (SM) of particle physics describes the fundamental structure of
matter with a remarkable accuracy. Except for the Higgs boson, considered to be
responsible for the masses of fundamental particles, all components predicted by the
SM could be confirmed experimentally over the last 30 years. A prime motivation
for building the Large Hadron Collider (LHC) is thus to either confirm or falsify the
existence of a SM Higgs boson. In spite of the outstanding achievements of the SM, its
scope is limited to an energy regime of about 1 TeV and extensions to the theory are
necessary to address the hierarchy problem or to provide a candidate for dark matter
necessary to explain various observations in astrophysics. Various theoretical exten-
sions have been developed, amongst others, theories that predict super-symmetrical
particles or extra dimensions. Depending on the parameters chosen, the predicted val-
ues are accessible at the LHC. Prior to hopeful discoveries, the precise understanding
of the machines and detection devices is an essential milestone.

The CMS detector, one of the two multipurpose detectors, was built to precisely
measure the momenta and energies of the decay products of the short lived particles
produced in the proton proton collisions and thus allow the reconstruction of the event.
Tracks of charged particles play a key role in the measurement and reconstruction of
electrons, muons and taus as well as jets that they are associated to. To measure
these charged tracks, the innermost tracking system was built, facing challenging
demands on the hardware due to the high energies and high luminosity provided by
LHC. Withstanding the high radiation in the innermost detector volume, the over
16,000 silicon modules have been designed to provide precise position measurements
of the hits from a particle traversing the detector. A major systematic uncertainty
of this measurement is the accuracy of the modules position itself. Given the limited
mounting precision and the inaccessibility of the tracker volume during operations,
the most accurate method to determine the silicon-module positions is to use the
information of the data recorded by CMS when traversed by a charged particle.

Within the thesis presented here, the track-based alignment of the CMS silicon
tracker is described using the combined information of tracks from cosmic rays and
collisions in order to determine the module positions. Both track and small corrections

1



2 Chapter 1. Introduction

to the module positions are considered as free parameters of a simultaneous fit. The
Millepede II algorithm is used to reduce the complexity of the resulting optimisation
problem.

Besides a detailed description of the alignment strategy, several validation meth-
ods are presented used to monitor and test the quality of the achieved alignment.
Therefore, basic alignment and tracking quantities are tested as well as information
from combined physics objects.

Chapter 2 briefly introduces the current understanding of particle physics summa-
rized in the formulation of the Standard Model. The predicted but not yet measured
Higgs boson, assumed to be responsible for the generation of particle masses, is one
of the prime motivations for the construction of the Large Hadron Collider and its ex-
periments which are introduced in chapter 3. Focussing on the inner tracking system
of CMS as the subject to the alignment procedure, necessary background information
concerning the hardware is given before the basic ideas and mathematical concepts
of track-based alignment are introduced in chapter 4. Besides a general description
of the Millepede II algorithm, an external software package used to solve the minimi-
sation problem formulated in track-based alignment, the CMS specific interfaces are
explained in this chapter as well.

Chapter 4 presents the alignment strategy applied to the data recorded by CMS
in 2010 and the results are discussed on the bases of several validation methods. Fi-
nally, basic studies concerning the impact of the achieved alignment and its remaining
uncertainties on different physics processes are presented in chapter 6. First, the b
tagging efficiency is compared for different possible misalignment scenarios. In addi-
tion, the Z boson resonance is used to test for biases arising in the track parameters
arising from the alignment. The chapter concludes with ideas and suggestions on how
to extend the presented strategy.



Chapter 2

Fundamental particles and their
interaction with matter

The Standard Model (SM) of particle physics summarises our current understanding
of over 40 years of experimental and theoretical research in high energy physics, by
reducing the observed phenomena to a limited number of elementary particles and
three of the four fundamental interactions. Only gravity is not implemented into the
theoretical framework of the Standard Model as it is not possible so far to describe
it with the same theoretical tools i.e. quantum field theory. The good agreement of
theoretical predictions and precise experimental measurements stress the power of the
underlying gauge principle. Section 2.1 gives a short overview of the Standard Model
particles and fundamental interactions as well as a short interpretation of physics
phenomena within the framework of the Standard Model.

In section 2.2 the underlying theory will be briefly introduced and applied to
describe physics phenomena like interactions between particles with electric charge.
Using the same methods, the Higgs mechanism can be included in the Standard Model
which is necessary to introduce the particle masses and thus keep the Standard Model
a consistent theory that describes nature. Although the Standard Model shows a
remarkable predictive precision for the energy regime tested in the last 40 years, its
validity range is limited and an extension is necessary for energies above 1 TeV1. To
investigate that region of interest the Large Hadron Collider (LHC) has been built.
Its centre-of-mass energy exceeds those of all past experiments and thus enables the
search for physics beyond the Standard Model as well as measurements of Standard
Model particle properties which suffer from statistical limitations at lower centre-of-
mass energies.

For both tasks a thorough understanding of the experimental detectors is crucial.
Therefore, known particle properties can serve as calibration values to test and if
necessary adjust the detector output signals. The Z boson can serve as one of these
standard candles and, therefore, its production mechanism is exemplary discussed
in sections 2.2.3 and 2.3. It has been measured with high precision at the LHC’s

1Throught this thesis, natural units are used in which c = ~ = 1
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4 Chapter 2. Fundamental particles and their interaction with matter

predecessor: the Large Electron Positron Collider (LEP). Furthermore, the underlying
theory is well understood and can be modelled precisely in the simulation.

Another powerful source of information in this context are muons generated by
cosmic rays interacting with the atmosphere which will be described in section 2.5.

2.1 Constituents of the Standard Model

The theory of subatomic forces embodied in the Standard Model of particle physics
is the outcome of theoretical developments combined with experimental discoveries
over many decades beginning in 1927 when Dirac published the first pioneering paper
combining quantum mechanics with the classical theory of radiation. The relativistic
expansion of this approach and the discovery of antimatter in 1932 were the beginning
of the great success of the Standard Model with its fermion spectrum completion in
2000 with the discovery of the τ neutrino [13].

The Standard Model consists of both particle types that are distinguished in quan-
tum mechanics. All matter particles are fermions, which carry half integer spin and
obey the Pauli exclusion principle. They split into leptons and quarks, which can be
separated into three generations as shown in table 2.1. The lepton pairs in each gen-
eration contain one electrically charged particle and a corresponding neutrino. While
the charged leptons participate in both the electromagnetic and weak interactions, the
neutrino only interacts via the weak force. Both quarks in each generation carry elec-
tric charge and thus participate in electromagnetic and weak interactions. In contrast
to the leptons, quarks also participate in the strong interaction, which is expressed
by the additional colour charge. In section 2.2.1 it will be shown that the electroweak
theory distinguishes between right and left handed particles, such that each generation
is subdivided into a left-handed lepton and quark doublet and right-handed singlets.
In addition to the flavour, the generations only differ in the particles’ masses, which
are free parameters in the Standard Model and thus only accessible by measurement.

1.Generation 2.Generation 3.Generation Q colour

Quarks

(
u
d

)

L

uR
dR

(
s
c

)

L

sR
cR

(
t
b

)

L

tR
bR

+2/3
−1/3

R,G,B

Leptons

(
νe
e

)

L

νeR
eR

(
νµ
µ

)

L

νµ R
µR

(
ντ
τ

)

L

ντ R
τR

0
+1

—

Table 2.1: The matter particles of the Standard Model grouped in three generations
which are subdivided in left-handed doublets and right-handed weak singlets. Q
denotes the electric charge of the particles while colour refers to the colour charge of
the strong interaction.
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In the Standard Model of particle physics, interactions are described by the ex-
change of intermediate particles. Hence, the Standard Model contains additional
intermediate particles for the electromagnetic, the weak and the strong force, which
are bosons with integer spin. Both, the electromagnetic force, mediated by a γ, and
the strong force, mediated by the gluons g, conserve all quantum numbers: parity P,
charge conjugation C, time reversal T, lepton number L and baryon number B and
the flavour quantum numbers. Both forces only act between particles within the same
generation.
Weak interactions are subdivided into charged and neutral currents. While the neutral
current can be described by a linear combination of Z0 and γ interacting with both
right and left-handed particles, the charged current mediated by W± interacts only
with left-handed particles and, therefore, violates parity as well as charge conjugation
to the maximum. The charged current is also able to change the flavour of a particle.
As no flavour changing neutral currents have been measured, the resulting theoretical
explanation, referred to as the GIM mechanism, predicted the existence of the charm
quark before its discovery [14]. Furthermore, precision measurements concerning the
Z boson decay at LEP exclude a forth generation of light particles.

Another difference between the interactions can be explained from the mass dif-
ferences of the intermediate particles. While a massless photon leads to an infinite
range of the electromagnetic force, the massive W± and Z0 bosons result in a short
ranged force of 10−17 m to 10−16 m. Their lifetime is bound to about 3 · 10−24 s.
At distances of 10−18 the weak force has almost the same magnitude as the weak force
while at distances of 10−17 it is already 105 times weaker. The strong force is also
limited in range but the reason is not founded in large gluon masses – in fact gluons
are treated as massless in the Standard model – but in a mechanism referred to as
confinement. Since gluons themselves carry colour charge (unlike the photon which
is electrically neutral), they interact with themselves. These gluon-gluon interactions
constrain colour fields to string-like objects called ”flux tubes”, which exert constant
force when stretched. Due to this force, quarks are confined within composite particles
called hadrons which effectively limits the range of the strong interaction to 10−15 m,
roughly the size of an atomic nucleus. The self-interaction of the gluon implies another
feature of the strong force concerning the strength of its coupling. All coupling con-
stants depend on the energy scale. An electron in quantum electrodynamics (QED)
can emit virtual photons which subsequently annihilate into electron-positron pairs
such that the original electron is surrounded by a cloud screening its ”bare” charge.
Therefore, the measurement of the electric charge depends on the distance of the used
test charge. When moving the test charge closer to the electron, it penetrates the
screening cloud such that the measured charge increases. In principle the same effect
occurs for the colour charge in quantum chromodynamics (QCD), but the gluon self-
interaction leads to the opposite behaviour of the familiar effect from electric charge
screening. The resulting anti-screening is referred to as ”asymptotic freedom”. Two
red quarks for example, asymptotically interact via colour fields of reduced strength,
resulting in a state where they behave as essentially free, non-interacting particles.
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In the following section the theoretical framework of the Standard Model shall be
introduced by describing the particles and their interactions summarised above with
mathematical tools. The theoretical description will lead to some open questions
concerning the Standard Model, for example the origin of the particle masses.

2.2 The theoretical background of the Standard

Model

The theoretical basis of the Standard Model can be found in group theory which
underlies the treatment of symmetry. Following from the Noether theorem for classical
mechanics or the analogon from quantum field theory, the Ward-Takahashi identities,
each symmetry operation leads to a conserved physical quantity. The present belief
is that all particle interactions are governed by local gauge theories. Some of the
major concepts and the terminology of gauge theory can be found in Appendix A.
The principle of global and local symmetries will be shown for QED in section 2.2.1.
A necessary extension of the formalism, presented in section 2.2.2 will introduce the
Higgs boson which has not yet been measured. Section 2.2.3 introduces the Feynman
rules which can be derived from the QED formalism in order to calculate cross-sections
and other measurable quantities. In section 2.2.4 the basic formalism is applied to
strong interactions.

2.2.1 QED and electroweak unification

QED describes the interaction between charged particles and photons by formulating
the photon field as a vector field

Aµ → Aµ +
1

e
∂µα . (2.1)

that couples to a charged Dirac particle described by the complex field

ψ(x)→ eiα(x)ψ(x) . (2.2)

which are gauge invariant under the symmetry group U(1) of unitary transformations,
meaning that ψ can be altered by an arbitrary phase factor provided that Aµ is
adjusted in a suitable way. Since Aµ should be invariant under equation 2.1 it can
only involve the field strength tensor

Fµν = ∂µAν − ∂νAµ . (2.3)

This extension leads directly to the Lagrangian of QED

L = ψ̄ (iγµ∂µ −m)ψ + eψ̄γµAµψ −
1

4
FµνF

µν . (2.4)
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where γµ are Dirac matrices and e is the coupling constant. The last term was added
for completeness. It corresponds to the kinetic energy of the gauge particle. As
a term like 1

2
m2AµA

µ is prohibited by gauge invariance, the gauge particle, in this
case the photon, must be massless. To include weak processes in the formalism the
procedure above has to be repeated using the SU(2) symmetry group. Formally the
left-handed and right-handed particles introduced in section 2.1 can be distinguished
by an additional quantum number referred to as the weak isospin. It is I = 1

2
for the

left-handed fermion doublets with the third component

I3 =

{
1/2 for νl

−1/2, for l−
and I3 = 0 for the right handed singlets.

The weak isospin and the electric charge are linked to the weak hypercharge via the
Gell-Mann-Nishijima relation

Q = I3 +
Y

2
(2.5)

The generation changing properties of the weak interactions can be explained by the
assumption that the mass eigenstates do not exactly correspond to the flavour eigen-
states. The Cabbibo-Kobayashi-Maskawa (CKM) matrix combines the two states by
rotations of small angles that can only be obtained from measurements.

Especially the precise measurement of the matrix element Vtb is of particular
interest as rare decays of the top quark related to physics beyond the Standard
Model would lead to the violation of the measured 3× 3 unitary constraints on Vtb.

The gauge transformation for the left-handed doublets L can be written as

L′ = exp
(
i
g

2
~τ · ~β(x)

)
L (2.6)

while the weak hypercharge transforms like the electric charge under U(1) for right R
and left-handed L particles

L′ = exp

(
i
g′

2
Y χ(x)

)
L (2.7)

R′ = exp

(
i
g′

2
Y χ(x)

)
R . (2.8)

with the Pauli matrices ~τ (see AppendixA), the coupling constants g and g′ of the
electromagnetic and weak force and space-time point dependent phase transformations
~β(x) and χ(x). To keep the Lagrangian invariant under that kind of transformation
the gauge field for the weak hypercharge is introduced as in QED while the invariance
under SU(2)L requires three vector fields W µ

i (i=1,2,3). As before the derivative needs
to be modified as well

Dµ = ∂µ + ig ~T · ~W µ + i
g′

2
Y Bµ (2.9)
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with ~T = ~τ/2 for the left-handed and ~T = 0 for the right-handed particles. The
physical fields realized in nature can be obtained by using the notation of ladder
operators for ~τ · ~W µ such that

~τ · ~W µ =
√

2
(
τ+W

(−)µ + τ−W
(+)µ
)

+ τ3W
µ
3 (2.10)

and

Dµ = ∂µ + i
g√
2

(
τ+W

(−)µ + τ−W
(+)µ
)

+ i
g

2
τ3W

µ
3 − i

g′

2
Bµ. (2.11)

Now the charged W bosons introduced in section 2.1 can be directly extracted as

W (±)µ =
1√
2

(W µ
1 ±W µ

2 ) 7−→ W± (2.12)

while the gauge field for the photon and Z boson are linear combinations of the fields
W µ

3 and Bµ

Aµ = Bµ cos θW +W µ
3 sin θW 7−→ γ (2.13)

Zµ = −Bµ sin θW +W µ
3 cos θW 7−→ Z0. (2.14)

The mixing angle θW
2 is related to the coupling constants g and g′ as follows

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

(2.15)

and is measured to a value of sin2 θW = 0.23122± 0.000065 [2].

2.2.2 The Higgs Mechanism

All considerations have so far been made for massless particles which disagrees with
nature as especially the gauge bosons W and Z have high masses of 80.4 GeV and
91,2 GeV, respectively [2]. To generate particle masses in a gauge invariant way, the
SU(2) ⊗ U(1) symmetry must be broken. The process of spontaneous symmetry
breaking in the Standard Model is called the Higgs mechanism. It describes the
coupling of all massive particles to the Higgs field, an omnipresent background field
which can be introduced as a doublet of complex scalar fields [15]

φ =

(
φ+

φ0

)
. (2.16)

That leads to a Lagrangian

L = (Dµφ)(Dµφ)− V (φ†, φ). (2.17)

The Higgs potential
V (φ†, φ) = −µ2φ†φ+ λ2(φ†φ)2 (2.18)

2 also referred to as Weinberg angle
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is invariant under SU(2) ⊗ U(1) transformations. To induce spontaneous symmetry
breaking a minimum is obtained for non-vanishing φ values

∣∣φ†φ
∣∣ =

µ2

2λ2
≡ v√

2
. (2.19)

This minimum is called the vacuum expectation value. A possible choice could be

φ0 =
1√
2

(
0
v

)
. (2.20)

Figure 2.1 shows that the zero-field configuration is unstable to small perturbations

Figure 2.1: The ”Mexican Hat” shape of the Higgs potential with a minimum for
non-vanishing φ values.

and would ”fall” into a lower energy state. This means that the natural state of space
(the vacuum) is not empty, but is permeated by the Higgs field. By selecting one
particular point in the moat around the local maximum at zero as vacuum state, the
symmetry of the Higgs potential is broken.

A Taylor expansion around this minimum v → v+η(x), where η is small, inserted
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in the Lagrangian gives the mass terms for the intermediate particles:

L =
[
(∂µη) (∂µη)− 2µ2η2

]
{

massive Higgs

with mH =
√

2µ

+
1

2
· g

2v2

4

[∣∣W (+)
µ

∣∣2 +
∣∣W (−)

µ

∣∣2
] {

massive W bosons

with mW = gv
2

+
1

2
· g2v2

4cos2θW |Zµ|2

{
massive Z boson

with mZ = gv
2cosθW

−
(
G1L̄φR +G2L̄φCR + hermitian conjugate

)




lepton and quark

masses and

couplings to Higgs

.

(2.21)

As equation 2.21 does not include a term ∝ |Aµ|2 the photon remains massless.
The first term shows the Lagrangian of a free Higgs boson with mass mH =

√
2µ.

The last term describes the coupling of the massive fermions to the Higgs boson. L̄
denotes the left-handed fermion doublets, R the right-handed fermion singlet. While
φ as introduced for the coupling to the heavy gauge bosons in equation 2.16 and
equation 2.20 can be used to describe the coupling of the leptons to the Higgs field,
the conjugated doublet is used to generate the quark masses in the same way

φC =

(
−φ̄0

φ−

)
breaking−−−−−→

√
1

2

(
v + η

0

)
. (2.22)

G denotes the coupling to the Higgs field referred to as Yukawa-coupling

Gf =

√
2mf

v
. (2.23)

It is proportional to the fermion masses which stresses the importance of the top
quark for a possible Higgs boson discovery, as the top quark is the heaviest known
particle and thus has the strongest coupling to the Higgs field. The Higgs boson itself
is the only unmeasured particle within the Standard Model. Direct searches from
LEP exclude a Higgs mass below mH < 114 GeV at 95% CL as shown in figure 2.2.
Precision measurements of the electroweak parameters as function of the Higgs mass
lead to an upper bound of mH = 219 GeV again at 95% CL [2].

2.2.3 Matrix element calculation using Feynman rules

Since the Lagrangian itself is not subject to experimental measurements, the link
between the theoretical formulation and measurable quantities shall be briefly intro-
duced for the basic process e+e− → µ+µ− via the exchange of a Z boson.
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Figure 2.2: Global fit of electroweak data as a function of the Standard model Higgs
mass [16]. The dashed line includes an updated value of the top mass. The yellow
region was excluded by direct searches.

t

e+ e−

v̄(p1) u(p2)

µ−µ+

ū(p4)v(p3)

Z

Figure 2.3: Feynman diagram for the process e+e− → Z → µ+µ− via Z Boson
exchange.

Figure 2.3 shows the Feynman diagram for the process in the s-channel. The cross
section for this process is given by

dσ =
|M|2
F

dQ. (2.24)

where F is the rate at which incident particles pass through and |M|2 is the matrix
element which gives the transition rate derived from Fermi’s Golden rule integrated
over the phase space dQ. The matrix element can be formulated by following the
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Feynman rules for the process under consideration which state that the matrix element
is the product of the following factors:

• External lines: u(ū) for incoming(outgoing) particle; v(v̄) for incom-
ing(outgoing) antiparticle;

• Vertices: factor −iQfeγ
µ for photon, − igγµ

cosθW
(gfV + gfAγ

5) for massive bosons

• Propagators: factor −igµν
q2

for photons and −igµν/M2

q2−M2 for bosons with mass M.

For the process in figure 2.3 applying the Feynman rules yields:

− iM = ν̄
−igγµ
cosθW

(gV + gAγ
5)u

−igµν/M2

(p1 + p3)2 −M2
v
−igγµ
cosθW

(gV + gAγ
5)ū

=
8GF√

2
ν̄γµ(gV + gAγ

5)u
igµν/M

2

(p1 + p3)2 −M2
vγµ(gV + gAγ

5)ū (2.25)

where GF is the Fermi constant which has been determined very precisely in mea-
surements of the muon decay to GF

(~c)3 = 1.16637(1)× 10−5GeV−2 [2]. To get the total

cross section for σ(e+e− → Z → µ+µ−) the matrix element has to be calculated for
all possible helicities and integrated over the phase space and solid angle:

σ(e+e− → Z → µ+µ−) =
1

6π

G2
F

(s−M2
Z)2 +M2

ZΓ2
Z

[[
(geV )2 + (geA)2

] [
(gµV )2 + (gµA)2

]]

(2.26)
with the centre-of-mass energy s and the decay width of the Z boson Γ(Z → µ+µ−) =
GFM

3
Z

6π
[(gµV )2 + (gµA)2]. Hence, the total cross section is proportional to the sums of the

squares of the vector- and axial-vector couplings of the initial and final state fermions.

2.2.4 QCD

The description of the strong force can be done in analogy to the previous section
by replacing the used SU(2) ⊗ U(1) groups with the SU(3) group. To satisfy the
requirement of local gauge invariance

q(x)→ eiαa(x)Taq(x) with a = 1,...,8 (2.27)

this time eight gauge fields are needed. They can be identified with eight gluons.
Since the gluons themselves carry colour charge, they can directly interact with each
other. This consequence arises from the non-Abelian character of the SU(3) group
which makes it necessary to add another term to the analogue expression in QED to
keep the Lagrangian invariant

Ga
µ → Ga

µ −
1

g
∂µαa − fabcαbGc

µ . (2.28)
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Thus the final Lagrangian for QCD can be written as

L = q̄ (γµ∂µ −m) q︸ ︷︷ ︸
free quarks

− gS (q̄γµTaq)G
a
µ︸ ︷︷ ︸

gluon-quark interaction

− 1

4
Ga
µνG

µν
a

︸ ︷︷ ︸
gluon self interaction

. (2.29)

The effects of the self-interaction of gluons were already referred to in section 2.1 by
discussing the screening effects in QED and the anti-screening in QCD respectively.
The screening, due to higher order effects like photon or gluon radiation, is absorbed
in the effective coupling. This procedure is known as renormalisation and turns the
theory into a framework for quantitative calculations. Hence the coupling is no longer
scale independent but increases with energy for QED and decreases for QCD, respec-
tively.
A good understanding of the complex mechanisms in QCD is of great importance for
the experiments at the LHC as the incoming particles in a collision are protons and
thus a mixture of quarks and gluons. The existing theoretical descriptions of the pro-
ton structure, which base mainly on measurements from HERA and Tevatron, have
to be extrapolated to the energies provided by the LHC. The theoretical uncertain-
ties concerning this extrapolation give a non negligible contribution to most physics
analysis performed at LHC.

2.3 Proton Proton Physics at the LHC

While the underlying theory behind QED as well as QCD can be elegantly formulated
using the Lagrangian formalism, the verifiable predictions derived from the theory are
usually formulated in terms of cross sections and branching ratios of the scattering
processes under study. At high-energy hadron colliders two classes of scattering pro-
cesses are distinguished:

• hard scattering, where rates and properties can be predicted with good precision
using pertubation theory, e.g. for Higgs boson or high pT jet production

• soft scattering, where total cross sections, the underlying event rates and prop-
erties are dominated by non-perturbative QCD effects which are less well un-
derstood [1].

Although the hard processes are usually considered the processes of interest a good
understanding of the soft scattering is crucial as it often occur along with the hard
interaction. Inelastic non-single diffractive events are often referred to as minimum
bias3 [17]. Minimum bias events give the largest contribution to the total cross section
at high-energy hadron colliders as indicated in 2.4, where the cross sections of some
important SM processes are compared to the total cross section.

3The definition of minimum bias events depend on the trigger of an experimental setup. In
general, minimum bias events correspond to a totally inclusive trigger.
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Figure 2.4: Cross sections as a function of the centre-of-mass energy at hadron
colliders (left) and the parton distribution functions (right) [1].

To calculate the cross sections of proton proton collisions Drell and Yan suggested
to convolute the cross section of the fundamental process, e.g. quark-antiquark an-
nihilation qq̄ → X, with the parton distribution functions (pdfs) which provide a
parametrisation of the partonic content of the proton extracted from experimental
measurements [18]. To obtain the cross section for quark-antiquark annihilation to
a lepton pair via an intermediate Z boson, the fundamental cross section σQED cal-
culated in section 2.2.3 is taken, adding the appropriate colour factors N and charge
factors and Qq:

σ(qq̄ → Z → µ+µ−) = σQED
1

N
Q2
q (2.30)

Since the incoming quarks cover a broad spectrum of centre-of-mass energies
√
s, it

is more appropriate to consider the differential cross section [1]:

dσ

dM2
=
dσ′QED
M2N

Q2
qδ(ŝ−M2) (2.31)

where M is the mass of the produced fermion pair. Expressing the momenta of the
incoming partons in their centre-of-mass framework pµ1 =

√
s

2
(x1, 0, 0, x1) and pµ2 =

√
s

2
(x2, 0, 0,−x2) and folding in the pdfs for the initial state quarks and antiquarks
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results in:

dσ

dM2
=
dσ′QED
M2N

∫ 1

0

dx1dx2δ(x1x2s−M2)×
[∑

k

Q2
k

(
qk(x1,M

2)q̄k(x2,M
2) + [1↔ 2]

)
]

(2.32)
with

√
ŝ = x1x2s relating the partonic centre-of-mass energy to the one of the

hadronic system. The rapidity y of the outgoing fermions can be expressed as
y = 1/2 log(x1/x2) such that x1(2) = M√

s
e(−)y and the double differential cross section

yields:

dσ

dM2dy
=
dσ′QED
M2Ns

[∑

k

Q2
k

(
qk(x1,M

2)q̄k(x2,M
2) + [1↔ 2]

)
]

(2.33)

Different values of M and y probe different values of the parton x of the colliding
hadrons [1]. For a factorisation scale equal to the final state mass M, figure 2.5
shows the kinematics appropriate for the production of a particle with mass M and
the rapidity y for the LHC in comparison to HERA or fixed target experiments. To
produce a particle with mass M=100 GeV and rapidity y=2 requires 2 partons of x
values around 0.05 and Q2 values of roughly 104 GeV2.
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Figure 2.5: Graphical representation of connection between parton variables (x,Q2)
and the mass M and rapidity y of a particle in the final state for different high energy
experiments [1].
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2.4 Particle Interactions with Matter

To measure the fundamental quantities of the particles described in section 2.1 the
particles or their decay products (depending on the life time) are forced to interact
with matter in order to quantify the energy a particle is carrying or to measure
its momentum. While calorimeters entirely absorb and hence destroy the incident
particles to measure their energy, tracking devices are less invasive and all interactions
influencing the particle’s momentum are tried to be kept to a minimum [19]. Charged
particles traversing matter mainly undergo electromagnetic interactions. For heavy
charged particles, meaning particles with mass significantly larger than the electron
mass M >> me, inelastic scattering with the atomic electrons dominates the overall
energy loss during the passage through matter. The energy transferred from the
particle to the atom in these collisions leads to an excitation or even an ionisation of
the atom and although the amount of energy transferred in each collisions is rather
small compared to the kinetic energy of the incident particle, the large number of
collisions in dense matter accumulates to a substantial energy loss even in thin layers of
material [19]. For electrons another process contributes to the overall energy loss, the
emission of electromagnetic radiation arising from the interaction with the electric field
of the nuclei, referred to as bremsstrahlung. The emission probability is proportional
to the inverse square of the particle’s mass and thus negligible for muons up to an
energy of about 1 TeV while for electrons of a few 10’s of MeV the contribution to the
total energy loss is comparable or even greater than the one from collisions [19].

Another important interaction that particles undergo on their passage through
matter is the elastic scattering off the nuclei. Although it does not contribute
significantly to the overall energy loss, it causes a change of the flight direction of the
incident particle. For spin-less point-like particles the effect was first described by
Rutherford in 1906.

2.4.1 Inelastic scattering

The cross section for the inelastic scattering of a muon and an atomic electron can
be derived using the formalism of Feynman diagrams. Figure 2.6 shows the diagram
for an electron and exchanging a photon with a muon, where p and k denote the
momenta of the incoming particles p′ and k′ the ones of the outgoing particles. The
relative energy loss of the muons can be written like:

y =
q · k
p · k =

E − E ′
E

(2.34)

where E ′ is the energy of the muons after the scattering process. The total energy
∆E lost on the path ∆x is given then:

∆E = ȳE (2.35)
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e− µ−

q
t

p

p′ k′

k

Figure 2.6: Feybnman diagram for electron muon scattering in Born approximation.

with ȳ being the average relative energy loss derived from:

ȳ = n0Z∆x

∫ ymax

ymin

y
dσ

dy
dy (2.36)

where n0Z is the density of electrons in the medium with atomic number Z. The
cross section dσ

dy
for the process taking into account the particle masses following the

Feynman rules is given by:

dσ

dy
=

4πα2

s0y2

1

1− 4m2M2/s2
0

(
1− y s

s0

− y2

2

)
. (2.37)

with s0 = s−m2−M2 = 2Em+m2+M2 considering the atomic electrons at rest. The
maximal energy transferred in such a collision ymax is reached for a central collision
at 180◦:

ymax = β2 s0

s
(2.38)

such that equation 2.37 becomes:

dσ

dy
=

2πα2

Emβ2y2

(
1− y β2

ymax + y2

2

)
(2.39)

Neglecting the term y2

2
, integration over the whole energy range leads to [20]:

ȳ = n0Z∆x
2πα2

β2Em

(
ln
ymax
ymin

− β2

)
(2.40)

which then also describes the average electromagnetic energy loss of spin-less particles
like pions.
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2.4.2 Bremsstrahlung

Every charged particle that is accelerated, for example in the electric field of a nu-
clei, radiates a certain amount of energy in form of bremsstrahlung. The emission
probability is proportional to the inverse square of the particle’s mass such that it is
much stronger for light particles like the electron but does not effect a muon below
an energy of 1 TeV [19]. Bremsstrahlung is an effect of higher order in perturbation
theory. The corresponding Feynman diagrams for initial or final state radiation of the
electron, neglecting the radiation on the muon side are shown in figure 2.7.

e− µ−

t

e− µ−

t

Figure 2.7: Initial (left) and final (right) state radiation of electron.

Defining y equivalent to the expression used for the inelastic scattering in the
previous section:

y =
q · P
p · P (2.41)

the differential cross section can be written as

dσ

dy
=

4α3

m2y

(
1 + (1− y)62− 2

3
(1− y)

)(
ln
s0(1− y)

Mmy
− 1

2

)
(2.42)

In the case of radiation loss due to the Coulomb force from atoms with atomic number
Z, a slight modification is necessary to account for the screening effect of the atomic
electrons for small values of the transferred energy ω′ = E ′ − E:

dσ

dω
=

4Z2α3

m2w′

(
1− 2E ′

3E
+
E ′2

E2

)
ln

192

Z1/3
(2.43)

To calculate the energy loss due to bremsstrahlung the differential cross-section times
the photon energy is integrated over the allowed energy range:

∆E = −n0∆x

∫ E

0

ω′
dσ

dω′
dω′ (2.44)

Whereas the energy loss transferred in collisions depends logarithmically on the energy
and linearly on Z, the radiation loss increases almost linearly with the energy and
quadratically with Z, leading to a rapid rise of radiation losses for high energies.
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2.4.3 Bethe-Bloch formula

The average energy loss due to inelastic scattering as derived in section 2.4.1 is only
valid down to a minimal energy loss ymin that is still large compared to the ionisa-
tion energy of the atomic electrons. Therefore, equation 2.40 has to be extended by
including ionisation effects at the low energy regime as well as some correction from
bremsstrahlung at the high energy regime. The resulting mean rate of energy lost
in materials with intermediate atomic number Z in an interval 0.1 . βγ . 1000 is
described within a few % by the Bethe-Bloch equation [2]:

−
{
dE

dx

}
= Kz2Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax
I2

− β2 − δ(βγ)

2

]
(2.45)

with constant K = 4πNAr
2
emec

2, NA being the Avocardo’s number, me the electron
mass, Z the atomic number of absorber, A atomic mass of absorber, β = v

c
is the

velocity in terms of the speed of light, γ = 1√
1−β2

, Tmax the kinetic energy that can

be imparted to a free electron in a single collision and I the mean excitation energy in
electron volts. δ(βγ) accounts for the density corrections at high energies, when the
particle polarises the atoms along its path and those electrons far from the path get
shielded from the full electric field intensity, such that collisions with these electrons
contribute less to the total energy loss. For low energies the assumption of a stationary
atomic electron is no longer valid and a shell correction C/Z are necessary to account
for atomic binding. Both correction terms depend on the absorbing material listed in
detail in [2]. The distribution is shown in figure 2.8 for a muon traversing copper.
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Figure 2.8: Energy loss for a muon in copper [2].
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2.4.4 Rutherford scattering

If a charged particle traverses matter it undergoes deflection of its original path by
elastic scattering off the electrons or the nuclei. Assuming its mass to be much smaller
than the target mass, the latter can be considered at rest and the effective mass is
approximately the one of the incoming particle. The classical differential cross section
for this scattering process can be derived solving the equation of motion for a particle
interacting with a central potential, referred to as Rutherford formula:

dσR
dΩ

=
1

4
q2

1q
2
2

(
e2

Pv

)2
1

sin4(Θ/2)
. (2.46)

It describes the probability of finding the particle deflected by the angle Θ in the solid
angle dΩ = 2πΘdΘ, with q1 and q2 being the charges of the target and the projectile,
respectively.

2.5 Muons originating from Cosmic Rays

The processes observed by collider experiments, built to study the particles of the
standard model and their fundamental interactions in a laboratory, continuously take
place when cosmic radiation penetrates the top level of the terrestrial atmosphere.
Cosmic radiation consists of all stable particles and nuclei with lifetimes exceeding
106 years or longer. Electrons, protons, helium as well as carbon, oxygen, iron and
other nuclei synthesized in stars are considered primaries, whereas heavier nuclei like
lithium, beryllium and boron are produced in interactions of the primaries with in-
terstellar gas and thus are referred to as secondaries [2]. The energy spectrum of
the cosmic radiation covers several orders of magnitude up to ranges far beyond the
scope of terrestrial collider experiments. Figure 2.9 shows the flux of cosmic rays as
a function of the energy.

The majority of the primary nuclei are free protons, about 79%. When hitting the
outermost atmosphere of the earth they interact hadronically with atmospheric nuclei
and produce secondary particles, mainly pions (π0, π+,π−) as well as less abundantly
kaons and other mesons. Depending on their lifetime, energy and incident angle
of these secondary particles interact further with atmospheric nuclei or they decay
via the electroweak interaction. The neutral pions decay almost instantly into two
photons, while the charged pions decay via the process [22]:

π+ → µ+ + νµ (2.47)

π− → µ− + ν̄µ

Although produced rather high in the atmosphere at about 15 km, most of the muons
survive down to sea level, as their life time of approximately 2.2 · 10−6 s is prolonged
by time dilatition. The mean energy of muons at the ground is ≈4 GeV [2]. The
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Figure 2.9: The flux of cosmic rays as function of the incident particles energy
follows a power law almost entirely proportional to E−3 with two small deviations at
1015 and 1018 GeV referred to as knee and ankle [21].

higher number of protons over neutrons in the primary cosmic radiation and an ex-
cess of π+(K+) over π−(K−) in the forward fragmentation region of proton initiated
interactions lead to a muon charge ratio µ+/µ− > 1 [2].





Chapter 3

The CMS experiment at the Large
Hadron Collider

The Large Hadron Collider (LHC) was built to elucidate physics at the TeV scale
to test the consistency of the Standard Model at high energies, to study the nature
of electroweak symmetry breaking with a possible discovery of the Higgs boson as
discussed in section 2.2.2 and to provide the opportunity for discoveries of physics
beyond the Standard Model – such as supersymmetry or extra dimensions. In addition
to the proton proton collisions necessary to study new physics at high energies, the
physics programme of the LHC also incorporates heavy ion collisions to yield a deeper
understanding of QCD under extreme conditions of temperature, density and parton
momentum fraction. After a period of careful commissioning runs at the end of
2009 and beginning of 2010, the LHC has been providing collision data at a centre-
of-mass energy of 7 TeV for physics analysis since March 2010. Due to an incident
which delayed the LHC’s beginning operations, the experiments started to commission
their detectors using muons produced in the atmosphere from cosmic rays. These
commissioning exercises already allowed a complete calibration and alignment of the
detectors installed at the intersection points and are the basis for the excellent detector
performance at the startup of the physics programme.
In the following section the LHC and its commissioning will be briefly described before
the Compact Muon Solenoid (CMS) detector will be presented with a focus on the
inner tracking detectors.

3.1 LHC

The LHC is contained in the old LEP1 tunnel at CERN, which is 27 km in circum-
ference. The design centre-of-mass energy for proton-proton collisions is 14 TeV with
a luminosity of L = 1034 cm−2s−1. In order to keep the high energy proton beams
at the given circumference, 1332 superconducting dipole magnets provide a magnetic

1Large Electron Positron Collider operated by CERN from 1989-2000.
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field of 8.4 T [23]. To ensure the secure operation of the machine, several protection
systems were installed to monitor the circulating beams and the stability of the super-
conducting magnets. After a technical incident shortly after the first commissioning
of the LHC in September 2008, it was decided to operate the collider at a centre-of-
mass energy of 7TeV until a further upgrade of the quench protection system for the
dipole magnets will be installed, which is foreseen to occur during a major shutdown
in 2013 [24]. From March until October 2010 the LHC was operated with two proton
beams. Before being injected and accelerated in the LHC the proton bunches are
formed in the 26 GeV Proton Synchrotron (PS) and accelerated to 450 GeV in the
Super Proton Synchrotron (SPS), after which they are injected to the LHC where
they are ramped up to the final energy. During operation in 2010 the number of
total bunches was subsequently increased and the bunch spacing was reduced so that
at the end of the 2010 physics programme a luminosity of L = 1032 cm−2s−1 was
reached. The total integrated luminosity provided by LHC during 2010 is shown in
fig 3.1. About 90-95% of the collision events could be successfully recorded by the
experiments.

Figure 3.1: Delivered (red) and recorded (blue) luminosity of LHC over the 2010 run
period[25].

In November and December 2010 LHC switched from proton to lead ion collisions
at a centre of mass of 2.76 TeV per nucleon pair, and after a short period of adjusting
the machines about 8.4µb−1 of integrated luminosity could be delivered during one
month of running.

Figure 3.2 shows the four major detectors hosted at four intersection points of the
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LHC. While ALICE2 is dedicated to heavy ion collisions [26], LHC-b is designed to
study CP-violation in B meson decays [27]. The large multipurpose detectors AT-
LAS3 [28] and CMS are both accompanied by small detectors at some distance apart.
They are supposed to measure the total proton-proton cross section and thus help
to define the luminosity provided by the LHC as well as to study the physics of par-
ticles generated in the high η region. Therefore, the LHC-f4 experiment consists of
two detectors, 140 m on either side of the intersection point of the ATLAS experi-
ment [29]. The TOTEM5 detector consists of several modules which are up to 220 m
away from the CMS detector [30]. The multipurpose detectors CMS and ATLAS are
both designed for new discoveries of physics beyond the Standard Model, as well as
for precision measurements of Standard Model processes. In the following section only
the CMS detector will be described [3].

Figure 3.2: Overview of the LHC collider with the four large experiments, AL-
ICE, ATLAS, CMS, and LHC-b. In addition, two smaller experiments are installed,
TOTEM at the CMS interaction point 5 and LHC-f near the ATLAS detector [31].

3.2 CMS Detector

The design specifications of the LHC are not only a challenge by themselves, they
also imply high technical requirements for the detectors used to analyse the data

2A Large Ion Collider Experiment
3A Toroidal LHC ApparatuS
4LHC- forward
5TOTotalElastic and diffractive cross section Measurement



26 Chapter 3. The CMS experiment at the Large Hadron Collider

from collisions emerging every 25 ns. At the design luminosity, one event of interest
is expected to be superimposed by about 20 inelastic collisions, resulting in around
100 charged particles coming from the interaction region. This so called pile-up can
be counteracted by high-granularity detectors with good time resolution and thus low
occupancy. However, a high granularity requires a very good synchronisation of the
resulting millions of read-out channels.

In addition to the capability of detecting all the produced particles, their high
flux implies that the detector material and read-out electronics must be radiation-
hard. The requirements arising from the LHC physics programme can be outlined as
follows [3]:

• Dimuon, dielectron and diphoton mass resolution of about 1% at 100 GeV

• Unambiguous determination of the charge of muons with momenta p> 1TeV

• A precise measurement of charged particle momenta and high reconstruction
efficiencies in the innermost tracking system, to allow triggering and tagging of
particles from secondary vertices, such as τ -leptons and b-jets

• Good missing transverse-energy Emiss
t and dijet resolution implying the highest

possible hermetic geometric coverage of the hadron calorimeters

The key component of the CMS detector design is the 4 T superconducting solenoid
of 13 m length and a diameter of 5.9 m. As shown in figure 3.3 its bore coil is large
enough to accommodate the tracker as well as the calorimetry inside. With 2168
Ampere-turns, a current of 19.5 kA and a stored energy of 2.7 GJ it provides a bending
power of 12 Tm. The return field saturates 1.5 m of iron in which four muon stations
are integrated, constituting the outermost detector component.

In total the CMS detector has a weight of 12 500 t, a length of 21.5 m and a
diameter of 15 m. The individual detector layers will be presented in the following
sections, which will focus on the inner most tracking system. A complete and detailed
detector description can be found in [3].

3.2.1 CMS coordinate system

The coordinate system chosen to describe processes measured in the different detector
layers has its origin at the nominal collision point. The z-axis points along the beam
pipe, while the x- and y-axes build a plane orthogonal to the z-axis, with y pointing
vertically upwards and x pointing towards the centre of the collider. In that plane the
azimuthal angle is measured with respect to the x-axis. The polar angle θ is measured
from the z-axis but often replaced by the pseudo-rapidity which is defined as

η = −ln tanθ
2
. (3.1)
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Figure 3.3: The CMS detector layout [3]

The difference in the pseudo-rapidity of two massless particles ∆η as well as of the
azimuthal angle ∆φ are independent of Lorentz boosts along the beam axis. The
distance of two particles is often measured in terms of

∆R =
√

(∆η)2 + (∆θ)2 . (3.2)

3.2.2 The CMS tracking detector

The innermost detector of CMS is the tracking system which consists of a silicon
pixel detector surrounded by a silicon micro-strip detector. The design of the CMS
tracker is the result of an optimisation process providing the necessary granularity and
fast response by retaining the material budget as low as possible, to keep multiple
scattering, bremsstrahlung, photon conversion and nuclear interactions to a minimum.

3.2.2.1 The silicon pixel detector

The pixel detector consists of three layers of silicon modules in the barrel and two discs
in each forward direction. The barrel is 53 cm long and the layers are located at 4.4,
7.3 and 10.2 cm from the nominal beamline to enable the optimal reconstruction of
primary and, especially, secondary vertices. The first layer and the second disc cover
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a |η|-range of 2.5, matching the acceptance of the central tracker. Besides the precise
measurement of tracking quantities important for the physics programme, the choice
of a pixel detector as innermost device is also driven by the operating conditions. At
LHC design luminosity the hit rate density is 1 MHz/mm2 at a radius of 4 cm. To keep
the occupancy at about 1%, pixel detectors are necessary below a radius of 10 cm.
According to the desired impact parameter resolution, the pixel size was chosen to be
100 x 150 µm2 in rΦ and z, respectively, resulting in an occupancy of 10−4 per pixel
and LHC bunch crossing. For the modules in the barrel pixel the drift direction of
the electrons to the collecting pixel is orthogonal to the homogeneous 3.8 T magnetic
field. Due to the emerging Lorentz drift the collected signal charge is spread over
more than one pixel. Charge interpolation using the analogue pulse read-out allows a
spatial resolution of 15-20µm [3], which could be further improved by using template
fits for the hit reconstruction [32]. To induce charge-sharing also in the endcaps, the
forward detectors are tilted by 20◦ in a turbine-like geometry.

As a consequence of the high radiation doses the innermost layer of the pixel
will collect during LHC operations, the mechanics and cabling of the pixel system
have been designed in order to allow easy access for necessary replacements. The
pixel modules are mounted on cylindrical support structures as shown in figure 3.4.
They are split vertically for installation in the presence of the beam pipe. In total,
a number of 1440 pixel modules are installed, leading to about 65 million read-out
channels. Although each pixel only generates around 50µW, the total power output
would overheat the detector; therefore, the pixels are mounted on cooling tubes, which
are able to cool down the pixel detector to an operating temperature of −10◦C using
C6F14. Due to the lower luminosity provided by LHC during operations in 2010 the
pixel was operated at higher temperatures [33].

Detectormodule

Detector-

endflange

Carbon fibre

blades

Aluminum

cooling tubes

Detector-

suspension

Layer 1

Layer 2

Layer 3

Figure 3.4: Halfshell of a pixel support structure.
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3.2.2.2 The silicon strip tracker

With increased distance from the interaction point, the reduced particle flux allows
the use of silicon micro-strip detectors. For the intermediate radii (20 cm< r< 55 cm)
– the tracker inner barrel (TIB) and tracker inner discs (TID) in forward direction
– the silicon micro-strip sensors are 320µm thick, with the strips parallel to the
beampipe in the barrel and radial on the endcaps. The TIB consists of 4 layers,
each of them subdivided into four sub-assemblies (±z, up/down) for ease of handling
and integration. The strip pitch varies between 80µm in layer 1 and 2 and 120µm
on layer 3 and 4 in TIB allowing a single point resolution of 23µm and 35µm ,
respectively. Each TID is an assembly of three discs placed between ±70 and ±100 cm,
each consisting of 3 rings. The strip pitch varies from 100µm to 141µm. Together
TIB and TID cover a range in pseudo-rapidity up to 2.5 [[3], p.65].
In radial direction the TIB and TID are enclosed by the Tracker Outer Barrel (TOB)
which is made of 500µm thick micro-strip sensors, grouped in six layers with an
outermost radius of 116 cm. For the inner four layers the strip pitch is 183µm, layers
5 and 6 have sensors with a strip pitch of 122µm. The resulting single point resolution
is 53µm and 35µm, respectively. While in the TIB and the TID each tracker module
is equipped with one silicon sensor, in the TOB the modules carry two sensors whose
strips are electrically connected [[3], p.62].
In the TOB six to twelve modules are mounted to supporting structures referred
to as rods. Two rods cover the complete length of the TOB in z. The mechanical
support structure of the TOB is a 2.18 m long cylinder composed of four identical
discs joined by three inner and three outer cylinders, supporting 688 rods. The design
of the rod mechanics is chosen in such a way that the neighbouring rods, and thus the
sensors on them, overlap in the rφ-plane to provide two consecutive hit measurements
with almost no material budget in between [[3], p.67]. The plain cylinder mechanics
has been thoroughly measured via photogrammetry, theodolites, and 3D coordinate
measurement systems and the relative positioning of the precision elements has been
found to be within 100µm of the nominal values, with maximum deviations observed
around 200µm [[3], p.68]. These survey measurements have been performed for all
subdetectors and provide a reference geometry of the large detector structures for
later precision alignments.

The tracker is extended to both sides by the Tracker Endcaps (TEC), covering
the region between 124 cm<| z |< 282 cm and 22.5 cm< r< 113.5 cm. Each endcap is
subdivided into 9 discs, each carrying up to 7 rings of silicon micro-strip detectors.
The three outermost rings are equipped with 500µm thick sensors, while for the inner
4 rings the thin sensors of 320µm are used. The average pitch of the radial strips
varies between 97µm and 184µm, depending on the module shape and type. The
thick modules in the TEC are also equipped with two sensors per module. Figure 3.5
shows the different geometries and shapes of the CMS tracker strip modules.
The sensitive coordinate of the micro-strip sensors is the one orthogonal to the strips,
which translates into global rφ for the sensors in the barrel and φ for the sensors in
the endcaps. To provide a handle also on the coordinate parallel to the srips, z in
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Figure 3.5: Silicon strip modules in different geometries and sizes.

the barrel and r in the endcaps, the first two layers and rings, respectively, of the
TIB, TID and TOB as well as the rings 1,2 and 5 of the TECs are equipped with a
second micro-strip sensor which is mounted back-to-back to the regular modules with
a stereo angle of 100 mrad (see figure 3.6).

Figure 3.6: Sketch of the CMS strip tracker, highlighting the layers equipped with
1d-modules (blue) and 2d-modules (red).
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Figure 3.7: Signal to noise distribution in TOB for tracks taken in peak mode (left)
and deconvolution mode (right) [4]

The achieved single point resolution for the z coordinate in the barrel is 230µm
in the TIB and 530µm in the TOB, while the r-measurement in the endcaps varies
with the strip pitch.

In total, the CMS strip tracker consists of 15,148 silicon micro-strip modules. Ex-
act knowledge of each module’s position is essential for most of the physics analyses.
As the mounting precision is limited, track-based alignment is needed to further de-
termine the module positions and to apply positional corrections in the reconstruction
of the trajectory to improve the precision of the track parameters calculated via the
trajectory fit (see section 3.4.1 for more details on the track reconstruction).
Due to the single-sided processing of the silicon sensors, the sensors are not entirely
flat but show a significant bow, especially for the thick sensors [3]. The bow is required
to be less than 100µm.

The strip tracker can be operated in two different read-out modes, the so called
peak and deconvolution mode [34]. In peak mode the charge collected is deduced by
the height of the signal. This signal peak is reached at about 50 ns. In deconvolution
mode the output charge for each strip represents a weighted sum of three consecutive
pipeline cells in order to reduce the readout time to the 25 ns between two consecutive
bunch crossings at nominal LHC luminosity [4]. The signal in deconvolution mode
is about 10% smaller while the noise is slightly higher as in peak mode. This has
implications for the signal-to-noise distributions as shown in figure 3.7 for hits in the
TOB. To apply an equivalent quality cut for the signal to noise ratio of tracks taken
in deconvolution mode compared to the tracks taken in peak mode, a signal-to-noise
cut of 18 in peak mode has to be lowered to 12 in deconvolution mode.
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3.2.3 Calorimetry

Besides the precise measurement of the trajectory information of a particle, the mea-
surement of its energy plays an important role in particle identification and reconstruc-
tion. Therefore, CMS has an electromagnetic calorimeter (ECAL) that surrounds the
tracker in the barrel while there is an additional preshower system installed in front of
each ECAL endcap for π0 rejection. Its main purpose is to identify and measure the
energy of electrons and photons. Both ECAL barrel and endcaps are enclosed by a
brass/scintillator sampling hadron calorimeter (HCAL) covering a pseudorapidity in
the barrel region of |η| < 3. It is complemented by a tail-catcher in the barrel region
(HO) resulting in a combined thickness in terms of interaction length of 10 − 15λI .
To make the coverage as hermetic as possible which is essential for the measurement
of the missing transverse energy, there is an iron/quarz-fibre calorimeter in forward
direction going up to |η| < 5 in pseudorapidity, as well as additional detectors in the
most forward direction (CASTOR, ZDC) and the TOTEM detectors which are even
outside the CMS detector.

The ECAL is made of 61, 200 lead tungsten (PbWO4) crystals in the barrel region
(|η| < 1.479) and 7,324 in each of the two endcaps up to |η| < 3. The choice of lead
tungsten scintillating crystals, which have a short radiation length (X0 = 0.89 cm)
and Moliere radius (2.2 cm), allows the design of a compact calorimeter inside the
solenoid. In the barrel region the crystals have a front face of ≈ 22 × 22 mm2 and
a length of 230 mm, which corresponds to 25.8X0. They are arranged in a η − φ
grid while in the endcap regions a x-y grid with crystals of 24.7X0 has been chosen.
Within the time slot of 25 ns between two bunch crossings, 80% of the radiated light is
emitted. It is amplified, sampled and digitised. The noise is about 40 MeV/channel.
The energy resolution can be parametrised as follows:

( σ
E

)2

=

(
S√
E

)2

+

(
N

E

)2

+ C2 (3.3)

where S is the stochastic term, determined to about 2.8% in test beam measurements,
N denotes the noise of a super-module measured to be 0.12 GeV and C is a constant
term measured to be 0.3% (see figure 3.8). This energy dependency leads to a
resolution σ(E) of less then 0.5% for E = 100 GeV.

The hadronic calorimeter is essential for the measurement of missing transverse
energyE/T which is important for many studies of physics beyond the Standard Model.
To provide a coverage of |η| < 5 the hadronic calorimeter consists of four parts: the
barrel region(HB), the endcaps (HE), the hadron outer detector (HO), which is im-
plemented outside the return yoke of the solenoid and the hadron forward calorimeter
(HF), which covers the region very close to the beam pipe in the forward direction.
Except for the HF, which is made out of steel, brass has been chosen as absorber
material because it has a short interaction length and is non-magnetic. Plastic scin-
tillator tiles which are read out with embedded wavelength-shifting fibres are used to
measure the energy of the strong interacting particles. HCAL granularity of the three
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Figure 3.8: The ECAL energy resolution for a super-module measured in a test
beam as a function of the electron energy [3].

geographic parts has been aligned such that the jet energy resolution as a function
of ET is similar in all parts as shown in figure 3.9. The jet energy resolution as a
function of ET is shown in figure 3.9 for different regions in |η|.

3.2.4 Muon system

The outermost part of the detector is the muon system. Figure 3.10 shows the design
of the muon system for the barrel and endcap region. Its very large surface area and
the different radiation environments had a large impact on the choice of technology.
In the barrel region (|η| < 1.2) four layers of drift tube (DT) chambers are installed,
separated from each other by one layer of return yoke. The first 3 stations measure the
muon coordinate in the the rφ-plane, the forth provides a measurement in z-direction,
along the beam line. In forward region, where the neutron induced background rate is
much higher, cathode strip chambers (CSC) are deployed, as they have a fast response,
fine segmentation and a high radiation resistance. Again there are four stations of
CSCs in each endcap separated by layers of the return yoke. The chambers are per-
pendicular to the beam line and while the cathode strips, which run radially outwards,
provide a measurement in the rφ-plane, the anode wires run approximately perpen-
dicular to the strips and thus provide a measurements of |η| and the beam-crossing
time of the muon. Together both systems cover the full pseudorapidity interval of
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Figure 3.9: The jet transverse energy resolution as function of the simulated jet
transverse energy for the barrel, endcap and forward region [3].

Figure 3.10: Four muon stations (MB1-MB4) are installed in the barrel region.
Together with the four stations in the endcaps (ME1-ME4) a coverage of |η| = 2.4 is
reached [3].
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|η| < 2.4.
Although the muon is a weakly interacting particle and thus capable of passing the

detector without loosing much energy, it undergoes multiple-scattering in the detector
material before the first muon station; thus trajectory of the muon is influenced and
the offline transverse momentum resolution of a muon reconstructed using information
of the stand-alone muon system only is about 9% for small values of |η| and p up to
a muon pt of 200 GeV. The resolution in the low momentum region can be improved
by an order of magnitude by adding the measurement of the tracking system to the
global muon fit as shown in figure 3.11.
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Figure 3.11: Muon reconstruction efficiency for stand-alone and global muons [3].

Even for muons with a pt > 1 TeV the resolution using the combined informa-
tion can profit from complementary measurements of the two systems, even though
the single measurements of the tracking and muon system are of the same order of
magnitude.

Although both the DTs and CSCs can each trigger on the transverse momentum of
muons with good efficiency and high background rejection (Level-1 trigger resolution
is about 15% in the barrel and 25% in the endcaps), there are additional resistive
plate chambers (RPC) installed in both, barrel and endcap region, which provide an
independent, fast and highly segmented trigger with a sharp transverse momentum
threshold over the rapidity range of |η| < 1.6 of the muon system. These RPCs
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were added to take into account the uncertainty in the eventual background rates and
to guarantee the ability to measure the correct beam-crossing time at LHC design
luminosity. region. Each layer is designed to give a four-vector, with a φ precision
better than 100 µm in position and 1mrad in direction.

3.3 Trigger and Data Acquisition

Due to the bunch crossing rate of 40 MHz and up to 20 interactions per bunch cross-
ing at design luminosity, about 109 interactions per second are expected at design
luminosity of the LHC. As only data of 102 crossings/sec can be written to tape, the
amount of data has to be reduced to the physics processes of interest. The CMS trig-
ger system has to achieve a rejection factor of the order of 106 to lower the amount
of data to a recordable size.

Each bunch crossing generates roughly 1.5 MB of data which results in 60 TB per
second. Thus an efficient trigger system is necessary to reduce the amount of data
to a feasible value for the storage system and offline computing facilities. The CMS
trigger and data acquisition system (TriDAS), consisting of the detector electronics,
the Level-1 trigger processors, the readout network and an online event filter system,
is designed to select events at a maximum rate of O(102) Hz.

Figure 3.12: The reduction of data at the individual trigger levels [3].

The Level-1 trigger decision is based on the presence of primitive trigger objects
reconstructed from reduced granularity and reduced resolution data from the muon
and calorimetry systems. The total time allocated for the decision process is 3.2 µs.
During this time the detector data is held in buffers, which are read out if the trigger
threshold has been passed. The Level-1 trigger reduces the data by a factor of 400 to
100 kHz. The selected data is then transferred to a filter farm and for each event the
same high-level trigger (HLT) software code is used to reduce the data even further
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to 100 Hz (see figure 3.12). The amount of data available for analysis is expected to
be about 1 PB/year at LHC design luminosity.
To make the data available for the different analyses performed all over the world the
LHC computing grid has been developed, with the primary centre at CERN (Tier-0)
supplemented by Tier-1 and Tier-2 computing centres at national laboratories and
universities worldwide. To monitor the quality of the data taken by CMS, there are
two monitoring circuits. First there is the online data quality monitoring (DQM)
which is used to provide fast feedback and thus ensure the detector is recording good
quality data. For each subdetector a specific data rate is defined for which certain
histograms are produced, including basic detector read-out information as well as
basic control variables from reconstructed events. For example, the tracker system is
checked for basic information such as read-out errors of the front-end electronics, high
voltage operation, as well as cluster shapes and even basic tracking information such
as the overall χ2 of the track fit. In a second monitoring step all the data recorded
is analysed. Therefore, the full event is reconstructed for all data, typically within
24-48 h, and the full event information is used to investigate possible problems in more
detail and/or give the finite data certification for physics analyses.

3.3.1 Alignment and Calibration Workflow

Alongside the monitoring of the data quality, the alignment and calibration workflows
are embedded in the reconstruction chain of the data recorded by CMS. As illustrated
in figure 3.13, parts of the data are reprocessed in the so-called ’express-stream’ and
the complete set of data is skimmed for the necessary data information needed to
perform specific alignment or calibration tasks. These data skims are produced and
stored at the calibration and alignment facility (CAF), whose computing power is
reserved for tasks explicitly dedicated to calibration and alignment. New sets of
alignment and calibration constants are stored in the offline condition database and
can be used for prompt reconstruction which is delayed by 24-48 h.

3.4 Particle reconstruction at CMS

Besides meeting the high requirements for the hardware components of the CMS de-
tector, the LHC also demands high standards on data-handling. After the events have
passed the trigger steps described in section 3.3, the selected raw data has to be pro-
cessed using high performance algorithms to reconstruct a particles way through the
different subdetector components. While tracking algorithms associate the different
hits recorded in the tracker system to trajectories of particle candidates, the calorime-
ter information of single cells is combined to energy deposits discriminating between
particles according to their specific shower shapes. The muon system also provides
stand-alone muon candidates reconstructed using information from the muon system
only. The combined information of all subdetectors is then used to create particle
candidates which can be used for physics analyses.
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Figure 3.13: The data workflow for alignment and calibration tasks [3].

3.4.1 Track reconstruction

The track reconstruction in the CMS software framework CMSSW is done in four
steps which are repeated for decreasing requirements on the input collection of hits:

• seed finding: find starting points of a possible trajectory

• pattern recognition: association of hits to the trajectory

• final trajectory fit: determination of trajectory parameters and errors

• collection cleaning and quality flagging: removal of hits associated to a track
from the input collection and a quality assignment to the track according to the
fit result

The default tracking algorithms used in the official CMS software package is the
combinatorial track finder (CTF) [35] which will be described in more detail in sec-
tion 3.4.1.2. It is a Kalman Filter based track finder, which uses the Kalman Filter
both for the recognition of hits belonging to each trajectory, and for the estimation
of track parameters.
The default tracking sequence applied in the CMS track reconstruction is an iterative
approach, which runs the standard CTF tracking algorithm multiple times. At each
iteration, the hits used by previous iterations are removed from consideration and the
CTF tracking algorithm is run again with progressively looser setting, especially for
the seeding step as shown in table 3.1.
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Iteration Seeding Layers pT cut d0 cut z0 cut min. number
(GeV) (cm) (cm) of hits

0 pixel triplets 0.5 0.2 15.9 3
1 pixel pairs 0.9 0.2 0.2* 3
2 pixel triplets 0.075 0.2 17.5 3
3 pixel pairs 0.35 1.2 7.0 4
4 TIB1+2 & 0.5 2.0 10.0 7

TID/TEC ring 1+2
5 TOB1+2 & 0.8 5.0 10.0 7

TEC ring 5

Table 3.1: Seeding layers and cuts for the different steps of the iterative tracking.The
* indicates the impact parameter with respect to a pixel vertex

As both tracking algorithms use the Kalman Filter at some point, the following
section outlines the basic principles of the Kalman Filter and its advantages, before
the concrete seeding and the pattern recognition for the CTF algorithm is described
in more detail, distinguishing between the reconstruction of tracks originating from
collisions and tracks from muons produced in the atmosphere by cosmic rays.

3.4.1.1 Track fitting techniques

To reconstruct the trajectory of a charged particle passing through the detector
volume, there are in principle two different basic approaches possible. The first
approach is to fit the track globally, meaning that a vector describing the trajectory
in a suitable tracking model starting at a certain point within the detector volume is
used to describe the full path. The estimation of the final track parameters can then
be derived by the Least Square Method (LSM). For a homogeneous magnetic field a
helix describes the trajectory of a particle passing through the detector. In reality, the
track usually deviates from a perfect helix caused by effects like multiple scattering
in the detector material. such that the covariance matrix becomes non-diagonal
because the effect of multiple scattering at a certain point of the trajectory influences
all preceding trajectory points. In the case of multiple scattering the LSM needs the
evaluation of the inverse of the n × n covariance matrix, where n is the number of
measured coordinates. The computing time necessary for inversion grows as n3 [36].
Neglecting the correlation between the measurements though leads to a non-optimal
trajectory description. Alternative treatments of multiple scattering within a global
approach will be introduced in section 4.3.2.1. Another possibility is to perform a
local fit of the track, following the track from one surface to the other and updating
the estimated track parameters every time a new measurement is available. One
commonly used variant of this approach is the Kalman Filter. It provides a fast way to
estimate the true value of a measurement that is itself smeared out by random effects
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like multiple scattering. From the initial surface the known track parameters τ̃i and
given covariance matrix C(τ̃i) ≡ Ci have to be propagated to the next position i+1 [36]

τ̃
(i)
i+1 = fi+1(τ̃i) (3.4)

C
(i)
i+1 = D

(i)
i+1Ci(D

(i)
i+1)T (3.5)

D
(i)
i+1 = ∂fi+1/∂τi (3.6)

where fi+1 is the precise track model between i and i+1.
The final estimate at the position i+1 is thus the properly weighted mean of the infor-
mation of the actual measurement mi+1 and the prediction based on the information
of all preceding detectors.

τ̃i+1 =
(
C′−1 + HTV−1H

)−1 ·
(
HTV−1mi+1 + C′−1τ̃

(i)
i+1

)
(3.7)

The Kalman Filter is therefore a progressive fit. It has certain advantages:

• it can be used for both track finding and fitting

• no large matrices need to be inverted, the number of computations increases
linearly with the number of detectors hit by the track

• the estimated track follows closely the path of the real track

• the assumption of a linear track model does not have to be valid for the whole
track but only for the pathlength from one detector to the next

However, the method also has a fundamental drawback. The optimal precision is only
known after the last step of the fit, as the track parameters only include the infor-
mation from all preceding detectors. Therefore, the ability to discriminate outliers or
ambiguities at an early step of the fit is low.
The reconstructed tracks are used as input for the vertex reconstruction and, if ex-
plicitly required, the momenta of the tracks and the full track-to-track covariance
matrix can be reestimated with the vertex constraint, and thus improving the track
parameters at this point [37].

3.4.1.2 Combinatorial Track Finder

For particles originating from the collision point, and thus the centre of the CMS
detector, the track seeds are made from either three hits in the pixel, the so-called
pixel triplets, or a pair of hits in the inner layers with the beam spot as an additional
constraint. From these three points the initial track parameters are calculated un-
der the assumption of a helical trajectory of a charged particle traversing through a
constant magnetic field.

Depending on the precision of the initial track parameters a search window is
opened around the predicted track position on the next outermost layer of the detector.
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In case a hit is found within the search window the measurement is added to the
track and the track parameters are updated as described in section 3.4.1.1. With the
increasing number of measurements the precision of the track parameters is improved
and the search window for new hits around the position of the propagated track
crossing point gets smaller. In case of more than one missing consecutive hit the
trajectory is discarded as fake and the propagation is stopped.

4

Figure 3.14: Pattern recognition based on the Kalman Filter [35].

In the concrete CMSSW implementation the trajectory state vector on each de-
tector surface is ~p = ( q

p
, dx
dz
, dy
dz
, x, y) which is transformed into the curvilinear systems

where it is parametrised as ~p = ( q
p
, λ, φ, xt, yt) where q

p
is the inverse signed momen-

tum of the track, λ denotes the dip-angle defined as tanλ = pz/pt, φ is given by
tanφ = py/px and xt, yt are the hit coordinates on the local frame which is defined in
such a way that its z-axis is tangent to the track’s direction and its x-axis is parallel
to the transverse plane. To counteract the drawback of the Kalman Filter approach of
only having final precision for the state vector on the last surface, the fit is repeated
in the opposite direction to recover the same degree of precision also for the innermost
layer. To gain the final estimate both the forward and backward fit are combined.

The above procedure describes the seeding and pattern recognition for tracks orig-
inating from the interaction point. To enable the reconstruction of tracks having their
origin outside CMS, as it is the case for cosmic muons, only the seeding step has to
be adopted to the different conditions [35]:

• the seeds are made of hit triplets in the outermost and innermost barrel layers



42 Chapter 3. The CMS experiment at the Large Hadron Collider

and out of hit pairs from consecutive forward layers to the outermost layer of
the detector

• no cuts on d0 and z0 can be applied as the tracks from cosmic rays do not
necessarily traverse the tracker crossing the interaction region.

The normalized χ2 resulting from the track fit for tracks from cosmic rays was
larger than the one for tracks from the interaction point. A possible explanation
was found to be the larger variety of impact angles under which tracks from cosmic
rays hit the detector modules, which makes them more sensitive to deviations from
the assumed module flatness. Studies with tracks from cosmic rays allowed a deter-
mination of the bow values orthogonal to the module plane of about 30µm [38].
Figure 3.16 shows the χ2-probability with respect to the impact parameter d0, which
is proportional to the impact angle α. With increasing angle or impact parameter,
respectively, the χ2-probability decreases significantly when the modules are described
as rigid bodies. Allowing a kink angle between those modules which consist of two
independent sensors but still assuming the single sensors to be rigid bodies helps to
improve the description and thus leads to a χ2-probability closer to the expected value
of 0.5, especially for large impact angles. Allowing further degrees of freedom by as-
suming the sensors to be bowed instead of flat, flattens the χ2-probability distribution
up to an impact parameter of 50 cm.

5

Figure 3.15: The size of the arrow illustrates the precision of the track parameters
at a given layer for (a)forward fitting, (b) backward fitting and (c) the combined
fit/trajectory smoothing. [35].
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Figure 3.16: χ2-probability as a function of the impact parameter d0 for modules
described as flat (red triangles pointing downwards), modules described as two sen-
sors allowing a kink angle between them (green triangles pointing upwards), bowed
modules (blue squares) and bowed sensors (magenta dots) for tracks from cosmic
rays [38].

The improper description of the module surface as rigid body results in a bias of
the cluster positioning errors (CPEs) assigned to the hits depending on the impact
angle of the track as shown in figure 3.17. While the description is valid for small
angles, the assigned value becomes too small for larger angles where the actual cluster
width is much larger then the CPE. This effect is not reflected in the simulation
and should be kept in mind when observing differences between data and simulation,
especially if an effect shows a dependence on |η|. For large values of |η| the tracks hit
the modules under a larger angle.

3.4.2 Event simulation

To study detector responses and to develop analysis strategies, the expected physics
processes are simulated using event generators like PYTHIA [40], Madgraph [41] or
CMSCGEN [42]. The detector response is simulated based on GEANT4 [43] before
the simulated events are reconstructed passing the same reconstruction sequence as
the recorded signals by CMS as described in section 3.4.
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Figure 3.17: Hit position errors for layer 1-4 in the TOB in data and compared to
the cluster positioning error (CPE) used in the default CMSSW track reconstruction
for tracks from cosmic rays [39].
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Alignment

The CMS tracker was designed to provide excellent resolution for momentum mea-
surements of charged particles. To achieve a desired precision on the measurement of
the W boson mass of 15-20 MeV, the momentum scale has to be known to an accuracy
of 0.02% to 0.025%, which implies the absolute detector positions to be known with
a precision of better than 10µm in the rφ plane [44].

Limited mounting precision as well as possible deformations due to temperature
effects or influences of the magnetic field lead to misalignment which results in de-
viations from the real track recorded by CMS and the trajectory prediction used to
extract the track parameters that are relevant for physics analyses as illustrated in
figure 4.1.
Therefore, the tracks themselves are used to determine the exact module position. In

Tracks ← “orthogonal”

Figure 4.1: Displaced module leads to deviation between hit measurement and
prediction.

this chapter the main concepts of track-based alignment will be introduced, followed
by a detailed discussion of a possible solution to the resulting minimisation problem.

45
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4.1 Track-based Alignment

The CMS tracker consists of more than 16.000 silicon modules as described in the
previous section 3.2.2. In order to achieve an optimal track parameter resolution,
the position and orientation of its modules need to be determined with a precision
of a few micrometers. In section 3.4.1 the basic principles used in the CMS track
reconstruction have been introduced, especially the fitting methods to estimate the
track parameters. In the track-based alignment, not only the track quantities are
free parameters, but also corrections to the position and orientation of the modules
carrying the hits are fitted in order to minimise the deviation between measurements
mi and track predictions yi

χ2(τ ,p) =
∑

j

∑

i

r2
ij(τ j,p). (4.1)

where the residual is r normalised by the uncertainty of the measurement σi

rij =
mi − yi(τ j,p)

σi
(4.2)

Within the CMS collaboration there are three alignment algorithms implemented
of which two have been used to align the CMS tracker before and during startup of
LHC operations. The two algorithms are based on two different approaches to solve
equation 4.1. The Hit and Impact Point (HIP) algorithm is a local approach that
is applied iteratively, approximating equation 4.1 by assuming no track parameter
dependence [45], such that an independent solution is calculated for each module.
Hence, correlations between alignment parameters for different modules in one it-
eration are ignored and for misalignments many iterations are necessary to achieve
convergence. Another approach is a global method, called Millepede II, which solves
equation 4.1 in a single simultaneous fit of all global and local parameters. As the
alignment results presented in this thesis are obtained using the Millepede II algo-
rithm, the basic principles of the Millepede II algorithm as well as the integration of
the standalone Millepede software package into the CMS software framework CMSSW
will be outlined in this chapter.

4.2 The Millepede Alignment Algorithm

Solving equation 4.1 for millions of track and O(105) alignment parameters N in
a reasonable computing time is not feasible since the computing time needed for
inversion grows with N3. Therefore, the Millepede approach exploits the distinction
between the fit parameters. The track parameters are local parameters which are
only present in a subset of the data, while the alignment corrections of the module
positions are referred to as global parameters [5]. The global parameters of such a
simultaneous fit can be determined from a matrix equation in such a way that the
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matrix dimension is given by the number of global parameters only; for CMS of the
order of 105. Hence, the computing resources and time can be limited to increase
linear with N without loosing precision; the solution is still exact and the correlations
between the parameters are taken into account without any approximation. In the
following sections the basic methods and concepts underlying the Millepede algorithm
will be explained, following the detailed description given in [5].

4.2.1 Mathematical concepts

In order to use a linear least squares fit to solve equation 4.1, it has to be linearised
first, e.g. using the Taylor expansion up to the first order and yi(τ j0,p0) as lineari-
sation point:

χ2 =
∑

j

∑

i

r2
ij(τ ,p) (4.3)

'
∑

j

∑

i

1

σ2
i

(
mi −

[
yi(τ j0,p0) +

∂yi
∂p

∆p +
∂yi
∂τ j

∆τ j

])2

(4.4)

with ci = ( ∂yi
∂p1
, ... ∂yi

∂pn
, ∂yi
∂τ1
, ... ∂y1

∂τm
) as coefficients vector of the combined parameter

vector a = (∆p1, ...,∆pn,∆τ1, ...∆τm) the resulting normal equation can then be ex-
pressed as:

∑

i

1

σ2
i

(ci · cTi )

︸ ︷︷ ︸
C

·a =
∑

i

1

σ2
i

(mi − yi(a0))ci

︸ ︷︷ ︸
b

C a = b, (4.5)

where C is a (n+m)× (n+m)-matrix which is constant for linear problems and b is
the constant part of the first derivative ∇F of the function 4.1. In the concrete case
considered here the matrix C includes several sums over the track index k and many
single-track-related sub-matrices:



∑
k Cglobal

k ... Hglobal−local
k ...

...
. . . 0 0

(Hglobal−local
k )T 0 Clocal

k 0

... 0 0
. . .




×




∆p

...

∆τ k

...




=




∑
k bglobal

...

∑
k blocalk

...




(4.6)
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The track index k can be of the order 106 for modern high energy detectors. Cglobal

is an n× n-matrix for n global parameters, C local are l-by-l matrices and Hglobal−local

n-by-l matrices, if m track parameters are assumed. To be able to solve such a large
matrix in a reasonable computing time, a matrix reduction is necessary. As shown in
Appendix C the special structure of matrix 4.6 allows a matrix reduction such that
for each local track fit the complete information is transferred to the global matrix.
For each track a local fit is performed, the corresponding matrices C−1

k and Hk are
calculated and added to the global matrix in form of −HkC

−1
k HT

k and to the vector
b via −Hk(C

−1
k bk) [46]. After the loop over all tracks the complete information is

collected and the matrix equation to be solved in order to extract the alignment
parameters is:

C′ a = b′ (4.7)

with

C′ =
∑

k

Ck −
∑

k

HkC
−1
k HT

k , b′ =
∑

k

b−
∑

k

Hk(C
local
k )−1bk (4.8)

The matrix C′ is now reduced to the size of the alignment parameters n. Still the com-
puting time needed to invert matrix C′ is proportional to n3 and thus not suitable for
a large number of alignment parameters. The Millepede algorithm uses MINRES [47]
and sparse matrix storage to reduce the computing time and memory demands needed.
The disadvantage of this method is that the covariance matrix V and thus the er-
rors on the calculated alignment parameters are not available with MINRES. However,
there is the possibility to calculate elements of the covariance matrix V with MINRES
and thus get the errors for a set of selected parameters in a manageable computing
time. For the chosen parameters j, the column vector of matrix V with index j is de-
termined by the solution of the matrix equation Cvj = ej, where ej is the j-th column
vector of the unit matrix. The MINRES method can be used for a full or for a sparse
matrix C. For a sparse matrix with a large fraction of zero off-diagonal elements the
memory demand can be reduced saving only the non-zero elements of the matrix and
a pointer to store its position [48].

4.2.2 Hierarchical alignment via linear constraints

The CMS tracker has a hierarchical structure, partially introduced in section 3.2.2,
which is mainly oriented at the mechanical support structures. A complete scheme for
the pixel and strip detector hierarchy levels is shown in figures 4.2. With respect to
track-based alignment introducing different hierarchy levels has several advantages.
First, the determination of alignment corrections of larger hierarchy structures re-
quires less data than a complete alignment of the lowest hierarchy level. Thus fast
feedback can be given for example after changes in the run conditions like temperature
or magnetic field which might lead to deformations or displacements of the tracker
structures. In the special case of the CMS tracker the hierarchy can also be exploited
to pass on information from the 2d-modules in the strip detector to the 1d-modules
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Approximate hierarchy of the Strip detector structures to be used as separate terms in the alignment

Figure 4.2: CMS tracker hierarchy [5]

via aligning a higher level structure containing both. In addition, the higher level
structures allow to constrain the sum of all translations and rotations of the next
lower level to be zero, as the parameter of the higher level are more accurately defined
than the parameters of the sub-level. Therefore, equality constraints are added to the
problem using the Lagrange multiplier method for linear constraints, in which for each
single constraint an additional parameter λ is introduced. Equation 4.7 is extended
to

C′a + ATλ = b′ (4.9)

where A has to fulfil the constraint equation

A a−m = 0 (4.10)

This system of two equations can be combined into one matrix equation



C′ AT

A 0


×




a

λ


 =




b′

m


 (4.11)

Apart from the constrains given by the CMS tracker hierarchy, an overall
reference frame needs to be defined in order to prevent the tracker of being translated
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or rotated in space by the algorithm. This can be achieved by fixing the overall
movement of the pixel half-shells for example.

4.2.3 Outlier rejection and iterations

Although from the mathematical point of view the matrix equation 4.7 can be
solved in a single step, there are some reasons to perform a certain number of
iterations. First of all potential inaccuracies in the solution of the large linear system
like rounding errors in case of a large number of global parameters might require
iterations. In addition, the treatment of outliers turns the linear to a non-linear
problem. Hence, iterations are necessary, especially if the alignment is started from a
largely misaligned detector geometry. In that case the initial global parameters may
be far from optimal and, therefore, large residuals may occur even for non-outlier
data. Thus removing large outliers before the global parameter determination can
bias the result. Therefore, only huge outliers are removed automatically in every
iteration while large outliers are rejected with decreasing cut values for the track χ2

starting at the first iteration. The first two cut values can be chosen freely, after the
second iteration the square root of the former cut value is taken.

4.3 Weak Modes

As shown in the previous section introducing a fixed reference system constrains an
overall movement of the tracker in space, which would not influence the χ2 minimised
in the track-based alignment. Still there might be certain non-linear deformations that
hardly affect the χ2. These deformations are referred to as weak modes. They depend
on the track topology and thus may differ for different kinds of tracks. Figure 4.3 shows
an elliptical detector distortion. While for tracks from the collision point the track
χ2 using the original track parameters would be worse for the elliptically distorted
detector geometry, a new set of parameter can be found resulting in the same χ2 as
for the non-distorted detector geometry and the original track parameters. Thus an
elliptical distortion is a possible weak mode for collision tracks. Tracks from cosmic
rays, though, would disfavour an elliptically distorted geometry since there is no set of
parameters which results in the same track χ2 for the elliptically distorted geometry.
This example stresses the importance of tracks from cosmic rays for the detector
alignment, since they connect the upper and lower part of the detector. Figure 4.4
shows a categorised summary of possible weak modes. The actual sensitivity has to
be tested for the individual alignment strategy as it depends on the tracks used and
the parameter selection.
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(a) (b)

(c) (d)

Figure 4.3: Influence of correlated detector distortion on track parameters for colli-
sion tracks (a, b) and for tracks from cosmic rays (c,d) [6].

4.3.1 Pre-sigmas and regularisation

Weak modes find their mathematical expression in small eigenvalues of matrix C’
from equation 4.7, which means that even a small change in b’ can result in a large
change in a. C’ is called ill-conditioned. The standard method to stabilise an ill-
conditioned matrix is the usage of a priori knowledge on the accuracy. For every
alignment parameter l an a-priori accuracy referred to as pre-sigma σprel can be defined
and the resulting diagonal matrix Vpre is used to stabilise the ill-conditioned matrix
by increasing the small (and all other) eigenvalues by the numbers chosen for the
pre-sigmas [46]:

Vpre,ij = δijσpre,iσpre,j

→ C′∗ a = b′ ⇐⇒ C′ + V−1
pre a = b′ (4.12)

The usage of pre-sigmas limits the step width per iteration towards the final so-
lution, the global minimum. Nevertheless after a certain number of iterations the
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Figure 4.4: Possible detector deformations [6].

solution will be the same and a possible systematic deformation in the geometry
might still be introduced.

Another attempt to suppress the contribution from weak modes is the so-called
regularisation. The basic concept is to control the norm of the residuals and the norm
of the solution vector a simultaneously by introducing a regularisation factor ω as
shown in detail in [46]:

χ′2(a)ω = χ2(a) + ω(a)TVpre
−1(a) (4.13)

translating into the matrix equation:

C + ω · 1 a = b− ωa (4.14)

Even though not necessarily solved via diagonalisation, the effect of the regularisation
can be best seen for this solution method as only linear combinations with small
eigenvalues λ are suppressed by the filter factors fj =

λj
λj+ω

x =
n∑

j=1

fj
1√
λj
cjuj with cj = j

1√
λj

(bTuj). (4.15)
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While the effect of the pre-sigmas depends on the number of iterations, the bias
introduced by the regularisation is independent of the number of iterations. Millepede
allows either to set one unique value for ω or to take the a-priori accuracies defined
for each module group by adding the pre-sigmas. Both methods need careful studies
to determine the correct pre-sigma values to be applied depending on the specific
starting geometry. Too small values for the pre-sigmas might prevent the algorithm
from converging to the final and actual position whereas too large values will not help
in preventing the geometry to get distorted.

4.3.2 Track models used with Millepede

In section 3.4.1 basic principles of the reconstruction of the particles trajectory
through the detector was already described. While the standard tracking within the
CMSSW framework is using the Kalman filter technique as described in section 3.4.1.2,
the simultaneous fit to all hits of a track as done in Millipede excludes such an iter-
ative technique as it requires independent measurements. Thus for the accumulation
step of the data alternative track models are needed to calculate the necessary values
and derivatives to perform the global fit. The simple model of a helical trajectory
description (see section 3.4.1.1) is in use for the initial track prediction, regardless of
the trajectory model used in the fit. It can also be used for all following internal track
refits, which have to be performed after every internal Millepede iteration to update
the track parameters using the calculated global alignment parameters. As Millepede
assumes independent measurements and thus a diagonal covariance matrix, the neg-
ligence of the off-diagonal elements, needed to take into account multiple scattering
in the helix model, leads to a non-optimal trajectory description. The error assigned
to the trajectory predictions is increased with every step along the predicted trajec-
tory. To counteracted the effect of having small errors only for the innermost hit and
large once for those further out each track can be used three times, propagating it
once from the innermost hit, once from the outermost hit and once from a hit in the
middle of the trajectory to both sides. Still the description will not follow the path
of the real track accurately. Thus the helix model was extended via the introduction
of break points and scatters, allowing to take into account multiple scattering. The
implementation of the so-called Broken Lines are an equivalent description of the
tracks compared to the Kalman filter.

4.3.2.1 Broken Lines Trajectory

The idea of the Broken Lines trajectory description is to take into account the ma-
terial budget and thus multiple scattering by introducing scatters to the track model
and fit additional offset parameters [49].
Multiple scattering of charged particles traversing material is mainly caused by
Coulomb scattering from nuclei. Its effect after the traversal of a homogeneous
medium of thickness x can be parametrised by two orthogonal, uncorrelated angles
Θ and Ψ as drafted in figure 4.5 [2]. For a small deflection angle Θ a Gaussian
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Figure 4.5: Multiple scattering of a particle traversing through matter of thickness
x [2].

approximation is sufficient to describe the scattering with variance [2] :

V [Θ] = Θ2
0 =

(
13.6MeV

βpc

)2

z
√

(x/X0)[1 + 0.038 ln(x/X0)]2 (4.16)

where p is the momentum of the particle, βc its velocity, z denotes the charge number
of the particle and x/X0 marks the thickness of the scattering medium in radiation
lengths. For thin scatterers, like the silicon modules of the CMS tracker, ∆y in
figure 4.5 becomes zero and the multiple scattering can be simply parametrised by
Θ0.

The general description of the Broken Lines model is depicted in figure 4.6. Several
thin scatterers (nscat) are introduced in between the measurement planes - one thick
scatterer is represented by two consecutive thin scatterers with similar mean and root
mean square. For each scatterer a 2d-offset ui is defined in the curvilinear system of the
track and a prediction uint for the measurement plane is interpolated by two adjacent
scatterers using the curvilinear Jacobian [50] [51]. The resulting new residuals to be
minimised are then r′ = r− ∂r

∂u
· uint. Furthermore, uscat− 2 pseudo measurements of

the 2d-kink-angles βi with expectation value zero and variance according to the central
scatterer V [Θ]central is added to the fit, which are constructed by three consecutive
scatterers, see figure 4.6. For the CMS tracker the description becomes simpler as the
complete material is assigned to the measurement planes, meaning that measurement
plane and scattering plane are the same. The initial trajectory and thus the residuals
r are obtained by extrapolating the five helix parameters of a Kalman pre-fit at the
first hit, assuming deterministic energy loss and no multiple scattering. The complete
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Figure 4.6: Treatment of scatterers within the Broken Lines trajectory descrip-
tion [7].

χ2-function to be minimised can be formulated:

χ2 (κ,u1, ...,unscat) =
nmeas∑

i=1

(ri −Pi · uint,i) V−1
meas,i(ri −Piuint,i)

t

+
nscat−1∑

i=2

βi(κ,u)V−1
β,iβi(κ,u)t (4.17)

where P = ∂r
∂u

is the projection of the offset defined in the curvilinear system to the

measurement plane and V−1
β,i =

( 1/θ20 0

0 1/θ20

)
. To get the corresponding linear equation

system, the derivatives of uint and the pseudo-measurement β with respect to the
track parameters, which are common to all predictions, and after the ui,scatterer are
needed, see Appendix D. As uint and β only depend on 2 and 3 adjacent scatterers,
respectively, the single matrices with the derivatives only have a small number of non-
zero entries, namely those for ∂

∂ui−1
, ∂
∂ui

and ∂
∂ui+1

. The equation system C·a = b to be

solved can again be derived from setting the derivative of the objective function 4.17
to zero as shown in Appendix B. The matrix elements are given by:

cij =
nmeas∑

k=1

∂r′κ
∂qi

1

σ2
m,k

∂r′κ
∂qj

+ ... (4.18)
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with q(κ, u1, u2, u3, ..., un). As each measurement is only depending on κ and another
three uithe resulting matrix is a bordered band matrix of width w ≤ 3×dim(u)−1.The
border size b is given by the number of track parameters which are common to the
uint – in this case only common track parameter is the curvature κ, meaning b = 1.
Equation 4.19 illustrates the structure of the resulting matrix for the case of one
dimensional uint.




c00 c01 c02 c03 c04 ... ... ... c0n

c10 c11 c12 c13

c20 c21 c22 c23 c24

c30 c31 c32 c33 c34 c35

c40 c42 c43 c44 c45 c46
...

. . .
...

. . .
...

. . .

cn0 cn(n−2) cn(n−1) cnn




(4.19)

The bandwidth of the matrix is here w=2, meaning all entries cij with |i − j| > 2
are zero [7]. It can be solved fast using root free Cholesky decomposition [52]. The
computing time is proportional to n · w2.

4.4 Alignment parametrisation

The CMSSW convention for the alignment parameters is uniform for all different
types of silicon sensors. So far the modules are described as rigid bodies with the
translation direction along u,v and w and the rotations angles α, β and γ as depicted
in figure 4.7. For the strip sensors the parameter u perpendicular to the strips is

v

w u

�

� �

Figure 4.7: Alignment parameters convention for a strip modules.

the most sensitive coordinate and corresponds to the global rφ-measurement in the
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strip barrel detector and global φ in the strip endcaps, respectively. While the pixel
modules provide similar precision for u and v, the v coordinate is not well defined
for the strip modules. Only the stereo modules, described in section 3.2.2 provide a
measurement in global z in the barrel and global r in the endcaps.

4.5 Millepede Integration into the CMSSW frame-

work

Millepede is a standalone software package usable for any optimisation problem. The
accumulation of the data and the solution method are split, the first part is referred
to as ’mille’ step, the latter as ’pede’ step. The usage of Millepede II within the CMS
collaboration is depicted in figure 4.8 [53].

  

CMSSW
C++

Mille
Parallel 

processing 

Event data
(binary files)

gl. & loc. parameters, 
global parameters 

labels, residuals and 
standard deviation

Constraints
text file

Labeled 
alignment 

parameters
text file

Pede
(Fortran)

Partial parallel 
processing

Database file 
with new alignment 

constants

Figure 4.8: Schematic alignment process with the ’mille’ step within the CMSSW
framework, defined interfaces and the ’pede’ process as external package.

The mille step is performed within the C++ written CMSSW software framework,
while the pede step is defined in an external package which is written in Fortran and
publicly available under [54].

In the mille step, the alignment parameters are selected and unambiguously
labelled. For each measurement the following information is written to binary files
which are passed on to the pede program:
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mlc = number of local parameters array :
(
∂f
∂τk

)
p0

ngl = number of global parameters array :
(
∂f
∂pl

)
p0

; label-array l

z = residual (≡ yi − F (xi, τ0,p0)) σ = standard deviation of the measurement

The mille step can be easily parallelised as the track quantities are calculated event
by event and the labels are fixed. The labelling follows a key which is related to the
tracker hierarchy levels. In addition to the track-based input data, a text file with
constraints can be passed on to pede. The pede program was made as parallelised as
possible to reduce the time needed for one alignment circle. Apart from the reading
of the input binary files and the creation of a list containing the selected alignment
labels (∝ nglobal), all loops within pede are parallelised. The number of threads to be
used can be selected by the user. Each thread writes small update matrices for its
processed records, the local track fits, to a write-cache which is read out in parallel
to update the large matrix [55].
As a regular alignment with Millepede II requires to read the data from the binary
files, a faster data handling could reduce the time needs drastically, but a parallel
reading of the data files is only beneficial in terms of time, if the data is not read
in from hard disc, because otherwise the disk speed limitation of about 40 MB/s is
preventing a faster data handling. If the machine provides enough memory to read
all data into the cache, the parallelisation can result in a read speed of 1 GB/s [55].
The calculated corrections to the module positions are added to the initial geometry,
such that the constants written to the offline database (see section 3.3.1) contain the
absolute positions and orientations of the modules which are used in the reconstruc-
tion of the tracks within the CMSSW framework. The constants to be used in the
reconstruction are identified via a string referred to as tag, and assigned according
to the run numbers of the event being processed. The complete sets of consistent
alignment and calibration constants are summarized in the so-called global tags.
The expert user can overwrite the constants defined by the global tag to investigate
changes or differences between different sets of constants.



Chapter 5

CMS tracker alignment 2010

Before LHC started its physics program, the CMS experiment already took data from
cosmic rays to commission the detector and collect experience in the operation of
the several subdetectors. Furthermore, this data was used to perform first alignment
and calibration exercises. The first global detector operation - with all subdetectors
participating - was performed during autumn 2008. The detector recorded data with
the magnetic field on, resulting in about 3.2 million tracks of secondary particles from
cosmic rays used for a first alignment of the complete silicon tracker. The results can
be found in [56]. Two further similar data taking periods took place in 2009 and 2010,
each providing new alignment and calibration constants for the individual detectors
to account for changes in the geometry induced by minor cooling incidents in the strip
tracker and general changes in position due to the opening and closing of the detector.
The strategy described in [56] only changed marginally for the repeated alignments
in 2009 and 2010. First collisions at reduced centre of mass energy (900 GeV and
2.36 TeV) were recorded at the end of 2009, but the amount of data was not sufficient
for a full tracker alignment. Only tests of the alignment workflows could be pursued
with this data. Since March 2010, LHC has been providing collisions at a centre of
mass energy of 7 TeV with a continuously increasing number of bunches per beam
and thus increasing luminosity as shown in figure 3.1. In the following chapter, the
alignment strategy using combined information of tracks from cosmic rays as well as
minimum bias events from pp-collisions at a centre-of-mass energy of 7 TeV will be
presented. In addition, the key methods to validate the alignments will be presented.

59
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5.1 Data selection

With the startup of the LHC, two different types of data sources were available for
the alignment that will be described in more detail in the following sections:

Dataset Data taking period & setup

CRAFT10 data from cosmic rays taken in Feb. 2010, tracker in peak mode
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
CDC2010 data from cosmic rays taken during collisions (dc), March till Oc-

tober 2010, tracker in deconvolution mode
MinBias pp-collisions at

√
s =7 TeV, March till October 2010, tracker in

deconvolution mode

As described in chapter 4, tracks from cosmic rays are an essential input for the
alignment since their different track topologies with respect to collision tracks help to
constrain possible weak modes. Due to the limited number of tracks from cosmic rays
crossing the forward direction of the detectors, tracks from collision events are added.
The corresponding hit maps can be found in Appendix G. In the following sections,
the main features of the two data samples used for the alignment will be described,
highlighting the main differences and complementary information they provide.

5.1.1 Selection of muon tracks from cosmic rays

The phase space covered by muon tracks from cosmic rays is different from those of
collision tracks. The muon does not traverse the detector from the collision point
outwards but starts in the outermost layer of the detector and propagates through
the detector into all possible directions. This has consequences for the tracking as
described in section 3.4.1. For the track-based alignment, these events are essential
as they connect different parts of the detector and thus help to constrain degrees of
freedom which are only weakly or not at all sensitive to tracks originating from the
collision point. The muon tracks also hit the module surface under all possible impact
angles which results in different systematics. They are, for example, more sensitive
to deviations from the assumed module flatness.

The momentum and angular spectra of cosmic muons reconstructed in the CMS
tracker volume are shown in figure 5.1. The track parameters are defined at the point
of closest approach to the CMS nominal interaction point, considering all particles
traversing CMS from top to bottom. The asymmetry about φ = −1.5 rad1 is due to
the excess of positive over negative cosmic ray particles entering CMS (see section 2.5)
and the bending of charged tracks in the magnetic field of the solenoid. Positively
charged cosmic rays tend to peak just above 90◦ whereas negatively charged cosmic

1In the CMS convention the track φ-value is defined from 0 to (−)π for tracks directing into the
upper(lower) hemisphere of the detector.
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Figure 5.1: Momentum p (left) and azimuthal angle φ (right) spectra of muons from
cosmic rays reconstructed in the CMS tracker volume based on the selection criteria
described in the text. Vertical cosmic ray tracks correspond to φ = θ = 90◦ [56].

rays tend to peak just below 90◦. The asymmetry about θ = 90◦ is mainly due to the
asymmetric location of the cavern shaft above the detector.

The tracks from cosmic rays which were considered for the alignment presented
in this thesis were taken in peak mode as described in section 3.2.2.2. To provide
good quality tracks usable for alignment without drastically reducing the size of the
sample, the following criteria were applied. Each track was required to have

• at least eight hits,

• a signal-to-noise ratio larger than 18 in the silicon strip modules,

• a probability of the pixel hit matching the template shape [57] of at least 0.001
(0.01) in the local u (v) direction

• a momentum greater than 4 GeV,

• at least two hits on either pixel or stereo strip modules, allowing a measurement
of the polar angle θ.

Hits were also rejected if the track angle, relative to the local uv plane, was less than
20◦. In total, about 2 million tracks from cosmic rays were selected for alignment, out
of which about 3.5% had at least one hit in the pixel detector.

The track reconstruction used the Alignment Position Errors (APE), the estimated
initial uncertainty on the module position in the three global coordinates, which were
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added in quadrature to the hit errors during the pattern recognition and track fit-
ting procedure [58]. This allowed efficient track reconstruction in the presence of
misalignment and a reasonable pull distribution of track parameters.

5.1.2 Track selection from minimum bias events

The majority of proton-proton-collisions taken place at the LHC are soft interactions,
without any hard scattering of the partonic constituents of the proton [17]. The
particles traversing the detector after these elastic and inelastic scatterings are mainly
hadrons - pions and protons - and thus differ not only from the track topology but
also in terms of energy loss and multiple scattering from the muon tracks described
in the previous section. Due to rapidly changing trigger settings in the beginning of
LHC operations, it was decided to require one good reconstructed vertex with

• number of degrees of freedom >= 4

• distance of the position in global z <= 15 cm with respect to the beam spot

• radial distance from the beam spot ρ <= 2 cm

instead of changing ’quality’ trigger2 to ensure that only good quality events from
collisions were selected. Analogue to the track selection for cosmic rays each track
was required to have

• at least eight hits,

• a signal-to-noise ratio for the strip modules of 12,

• a probability of the pixel hit matching the template shape for collisions data [57]
of at least 0.001 (0.01) in the local u (v) direction

• a particle momentum larger 3 GeV,

• a transverse momentum pT larger than 0.65 GeVand

• at least two hits either on pixel or stereo strips

The signal-to-noise ratio for the strip modules is decreased compared to the selection
of cosmic ray tracks since the tracker is read-out in deconvolution mode during LHC
operations (see section 3.2.2.2). The requirement for hit rejections in case of a very
small incidence angle relative to the local uv-plane was lowered to 10◦ in order to keep
the tracks passing the innermost pixel barrel layer at large |z|-values. Tracks with
a momentum below 3 GeVare heavily influenced by multiple scattering and are thus
not useful for alignment. In total, about 8 million tracks from minimum bias events
have been used for the alignment, distributed over the whole run range with a slight

2At the beginning of LHC operation, the technical trigger bit 0 was set when all detector systems
were operating well.
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Figure 5.2: Transverse momentum and η spectra for tracks from minimum bias
collisions (blue, dached line) and for tracks from cosmic rays taken in peak mode
(red, dotted line) and during collisions (dc) taken in deconvolution mode.

imbalance towards the later run periods because of the larger number of tracks per
events with increasing luminosity.

The transverse momentum and η-distribution for tracks from minimum bias events,
in comparison to tracks from cosmic ray events, are shown in figure 5.2. Minimum bias
events have mainly low momentum tracks but these tracks illuminating the forward
region of the detector with |η| > 1.4.

5.1.3 Tracks from cosmic rays during collisions

In addition to the data taken from cosmic rays before the start of LHC operations,
there are also tracks from cosmic rays recorded during collision data taking. The track
selection is almost the same as for tracks from cosmic rays during off beam operations
but as the detector is operated in deconvolution mode, the calibration constants differ
as additional corrections have to be applied, see Appendix F. The resolution of the
tracks from cosmic rays taken in deconvolution mode is slightly degraded compared to
tracks from cosmic rays taken in peak mode independent of the alignment as indicated
in figure 5.3. Shown is the width of the residuals as defined in section 4.1 estimated3

by the root-mean-squared (RMS) for the TOB. Since the RMS is quite sensitive to
outliers, the residual distributions were only considered if they had more than 50
entries.

The RPCs used to trigger muons in the muon system are divided into 5 wheels
from W-2, over W-1, W0, W1 to W2, each consisting of 12 sectors. The trigger used

3A detailed description of the track based validation is given in section 5.4.1. The plot shows the
width of the residual distribution of the local u’ coordinate.
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to select these data is the L1 technical trigger bit 25 which requires a top-bottom
coincidence of opposite muon sector triggers as illustrated in figure 5.4. The trigger
logic is designed in a way that mainly muons passing the inner tracking volume are
selected [8]. The setup also allows the combination of triggers from different wheels
(inter-wheel logic) within the following combinations:

• W-2 � W-1

• W-2 � W0

• W-1 � W0

• W-1 � W+1

• W-1 � W+2

• W0 � W0

• W+1 � W0

• W+2 � W0

This selection leads to a restricted η-coverage up to ±1 of the recorded tracks from
cosmic rays as shown in the right plot of figure 5.2.
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Figure 5.3: Distribution of the RMS of the residuals for modules in TOB for tracks
from cosmic rays taken in peak and deconvolution mode.

Figure 5.4: Top-bottom coincidence in muon triggers for cosmic rays during colli-
sions [8].
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5.2 Alignment Strategy

Careful monitoring of the pixel geometry indicated movements of the pixel half shells
along global z over the data taking period in 2010. A detailed description of the
validation procedure will be presented in section 5.4.3. The resulting changes in the
geometry created the need for different alignment constants for seven identified run
ranges listed in table 5.1.

period run range time range

(A1 cosmic rays) 127333 - 131510 [2010.02.11-2010.03.20]
A1 132440 - 133928 [2010.03.30-2010.04.26]
A2 133929 - 139964 [2010.04.26-2010.07.11]
B 139965 - 140399 [2010.07.11-2010.07.19]
C 140400 - 143487 [2010.07.19-2010.08.21]
D 143488 - 146427 [2010.08.21-2010.09.22]
E 146428 - 148126 [2010.09.22-2010.10.18]
F 148127 - 149509 [2010.09.18-2010.11.03]

Table 5.1: Intervals of validity for the alignment constants.

Performing separate alignments for the different run ranges to account for the
changes observed in the pixel half-shell positions would prohibit to profit from the
cosmic ray data taken before LHC started operations. Since data from cosmic rays
represents an essential input for alignment, the possibility of a simultaneous alignment
of different hierarchy levels with a global approach was exploited. It accounts for the
changes of the pixel half-shell positions over time but still allows the usage of all data
from cosmic rays taken in 2010 to determine the module positions with respect to the
larger hierarchical structures to the best possible precision.
Therefore, run range dependent constants were determined for all six degrees of free-
dom of the pixel barrel layers and pixel forward half-discs, while all other parameters
were considered stable over the whole run range. That way all data taken for the align-
ment was used to determine the module positions with respect to the large structures
and only the pixel layers and discs were allowed to move time dependently. All six
degrees of freedom were determined for the large hierarchy structures :

• pixel barrel layers and pixel forward half-discs

• TIB and TOB half-shells

• TID and TEC end-caps.

The sum of the movement of the two TOB half-shells was constrained to zero in
order to define a reference frame and prevent an overall movement of the tracker in
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space since an overall translation or rotation is not defined by the χ2-minimisation
problem, see section 4.3.1. The single modules were aligned in three to five degrees
of freedom depending on the subdetector. The 2d-modules in the strip detector were
treated separately as single rφ and stereo modules, and, since the v coordinate along
the strips was not aligned, there is only little sensitivity in global z direction from the
stereo modules.

• pixel modules: u,v,w and γ

• TIB modules: u,w,α,β and γ

• TOB, TID and TEC modules: u,w and γ

Due to the expected shifts of the pixel half-shells, no pre-sigmas and regularisation
were used to ensure that the corrections of the pixel layer and half-disc movements
were not damped. Thereby the final positions were reached within four internal Mille-
pede iterations. Millepede was configured to use the Broken Lines track model for
the local track fits as described in section 4.3.2.1. The treatment of outliers was dealt
with by using a progressive cut, related to the χ2-value corresponding to three stan-
dard deviations; for example χ2=9 for one degree of freedom, χ2=26.9 for ten degrees
of freedom. The cut value to be configured is then the multiplication factor for the
χ2-value. To ensure that modules which were not aligned in previous alignments using
tracks from cosmic rays only - especially in the pixel forward detectors - the initial
cut value was chosen to be rather loose. It was set to 30 in the initial loop, lowered to
6 in the second and further to the square-root of the value of the preceding loop until
it reached the termination condition of 1 after the fourth iteration. In this last iter-
ation about 9% of tracks were rejected by the χ2-criterion, the majority being tracks
from cosmic rays. Among other reasons, this is due to the known deficiency of the
silicon module description as flat sensors as described at the end of section 3.4.1.2. In
principle, the final alignment result is independent of the starting geometry if enough
iterations were performed to counteract the influence of outliers or other non-linear
effects. Nevertheless, the starting geometry can influence the final position in terms of
weak modes as described in section 4.3. Because of the decision to waive the usage of
pre-sigmas or regularisation to ensure the correction of the pixel position, weak modes
have to be monitored with special care. The starting geometry for the alignment was
artificially distorted in order to correct for an observed weak mode as will be discussed
in detail in section 6.2. The final constants uploaded to the database were labelled
as TrackerAlignment GR10 v4 offline and used for the reprocessing of the data taken
in 2010 that took place in April 2011. This combined geometry will be referred to as
GR10 v4 in the following.
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5.3 Realistic misalignment scenario for Monte

Carlo simulations

For most physics analyses, the comparison between data and simulation is an es-
sential ingredient to develop analysis strategies, test methods and, if not otherwise
determinable, to estimate efficiencies or background contributions. The misalignment
scenarios used for this purpose were supposed to represent the situation of the align-
ment precision in data after the collection of 10 pb−1, 100 pb−1 and 1 fb−1 of collision
data. The residuals were simply smeared out using Gaussian and uniform distribu-
tions assuming average module displacements between 50 and 250µm depending on
the subdetectors [59]. The number of tracks from cosmic rays and first collisions was
expected to allow only an alignment of detector structures larger than the single mod-
ules, with an accuracy for the disc/layer level in the pixel detector of roughly 10µm
and for the corresponding hierarchy levels in the strip with an accuracy of 100µm.

Due to the delay of LHC operation and the possibility to record over three million
tracks from cosmic rays and use them to align the tracking detector, these estimated
scenarios were no longer a good representation for the detector performance at the
beginning of collision data taking. Therefore, a realistic description of the detector was
needed to have similar performance in simulation and data. In order to incorporate not
only diced misalignments but also systematic deformations arising from weak modes
that might have been introduced in an alignment with tracks from cosmic rays only,
the alignment corrections obtained on data using tracks from cosmic rays only were
added to the design detector geometry and considered a start misalignment scenario
in the simulation. Then a full alignment following the same alignment strategy as in
the data was performed [56]. The resulting geometry was uploaded to the database
as TrackerAlignment CRAFT08Realistic mc and used for event simulation in the first
half of 2010. Starting from this realistic geometry representing the conditions at
LHC startup fairly well, a second alignment following the strategy described in the
previous section was performed using simulated events from cosmic rays and collisions
to include the complementary information of collision tracks in the misalignment
scenario for the simulation. The results can be considered as an estimate of the
remaining misalignment in data and provide a misalignment scenario for studies using
simulated events close to the realistic conditions in data. The scenario was tagged
as TrackerAlignment 2010Realistic mc and was used for the production of simulated
events in autumn 2010 and spring 2011. It will be referred to as 2010Realistic in
the following.

The drawback of the strategy is that modules which did not get aligned in data,
remained at the starting geometry which is the designed position in the simulation.
While these modules probably have a strong misalignment in data and thus result
in a larger normalized χ2, the same modules are at the optimal position for the
2010Realistic-scenario and thus do not broaden the distribution of the normalized χ2

in a representative way.
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5.3.1 Known differences between data and simulation and
their consequences for alignment

Due to the not yet completely understood nature of minimum bias events, there were
some differences observed between the simulated events and the corresponding data.
A qualitative comparison of collision events can be taken from a study analysing
recorded minimum bias events at a centre-of-mass energy of 900 GeV end of 2009 [9].
Observed differences in some basic tracking quantities between data and simulation
are shown in figure 5.5. In the data the number of tracks per event was slightly higher
than in the simulation. The number of short tracks with less than ten valid hits was
also larger in data; there were more tracks with smaller transverse momenta and the
number of tracks in the central region was higher in data as well [9]. The observed
differences are mainly due to deficiencies in the simulation of soft QCD processes.

Since the track selection for alignment required a transverse momentum larger than
0.65 GeV and the number of hits per track must exceed 8, most of the differing region
is excluded. Nevertheless, when discussing differences between the alignment precision
in data and simulation, especially systematic effects, the qualitative differences should
be kept in mind. A further difference concerns the module description itself. While
in the simulation the modules were assumed to be flat, the studies mentioned in
section 3.4.1.2 indicated a non-negligible bow of the sensors in reality, such that the
data compatibility for tracks from cosmic rays and minimum bias events in a combined
alignment strategy was much larger in simulation than in data. The number of tracks
rejected due to a large χ2 was smaller in the simulation such that it was hardly possible
to run on exactly the same composition of tracks from cosmic rays and collisions in
data and in simulation. In addition there was no time dependence of the pixel half-
shell positions simulated.

5.4 Alignment results

To validate the quality of the achieved alignment, several validation methods have
been developed. In the following section these validation results will be shown going
from low level quantities like the residuals themselves to higher level validation
results which judge the quality of the alignment on the basis of track parameters or
even invariant mass distributions.

5.4.1 Track based validation

A basic check of the quality of the aligned detector geometry is the comparison of the
track residuals which have been minimized in the alignment procedure. The validation
has been done using tracks from minimum bias events applying the same track selec-
tion as for the alignment (see section 5.1.2). To guarantee statistical independence of
the data used for the validation, only runs with odd numbers have been chosen while
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Figure 5.5: Comparison between simulation and data for MinBias events at a centre-
of-mass energy of 900 GeV: number of tracks per event (top left), number of valid hits
per track (top right), transverse momentum spectrum (bottom left) and pseudorapid-
ity η of tracks (bottom right) [9].

for the alignment only runs with even numbers have been used.

For all modules, the unbiased residual between measured and predicted hit position
in local u and v (see section 4.4) has been calculated where unbiased means that the
information of the hit under consideration has not been used for the track prediction.
Instead of directly plotting the local u and v residuals, local coordinates u’ and v’ are
considered in the track based validation. They are defined such that they are parallel
to u and v, but the direction is always chosen to be in positive φ, z, or r directions,
irrespective of the orientation of the local coordinate system. For the TID and TEC
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Figure 5.6: Residual distributions of the local u’ coordinate for an alignment using
tracks from cosmic rays only (blue dashed line) and the combined 2010 alignment
GR10 v4 using tracks from cosmic rays and collision data (red dotted line) validated
on MinBias events.
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wedge-shaped sensors, where the topology of the strips is radial, the u’- and v’-axes
change direction across the sensor such that v’ is always directed along the strips and,
therefore, u’ corresponds to the global rφ-coordinate. In addition to the individual
residual distributions on module level, the distributions are also summed up and
stored for the different hierarchy levels, to enable both a detailed validation of single
modules and an overall performance comparison for the different subdetectors [9].
Figure 5.6 shows the summary histograms of the residual distributions in local u’ for
the individual subdetectors, comparing the data aligned using the combined strategy
GR10 v4 described in section 5.2 to the previous geometry based on an alignment
using only tracks from cosmic rays.

Since the residual distributions are already dominated by random effects like mul-
tiple scattering, the width of the residual distribution itself is not a meaningful mea-
sure of the alignment precision. Therefore, the median of the residual distribution
is used to judge and compare the quality of different alignments. Figure 5.7 and 5.8
show the distributions of the median of the residuals (DMR) on module level for each
subdetector.

The quoted mean value can be interpreted as the average shift or displacement
of the module positions – for a well aligned detector it is supposed to be zero. The
width of the distribution (here the root mean squared (rms)) gives an estimate on the
achieved alignment precision. They are summarised in table 5.2.

DATA DATA Simulation
Subdetector Cosmic align. GR10 v4 Design

RMS [µm] RMS [µm] RMS [µm]

BPIX u’ 5.2 1.2 1.0
BPIX v’ 18.5 3.9 2.3
FPIX u’ 20.8 3.6 1.5
FPIX v’ 22.8 4.3 2.1
TIB u’ 6.6 2.8 3.2
TOB u’ 8.9 8.1 7.3
TID u’ 6.0 2.2 2.2
TEC u’ 13.6 5.2 3.8

Table 5.2: RMS values of the distribution of the median of the residuals validated
on minimum bias events in data and simulation.

These distributions show the strong impact of collision data on the alignment
precision in the forward region of the detector, comparing the GR10 v4 alignment to
the one based on tracks from cosmic rays only. The latter can be demonstrated more
explicitly by plotting the rms values of the median distributions depending on the
η-range. Figure 5.9 shows the improvement of the alignment precision from the non-
aligned detector to an alignment using cosmic rays only and finally to the combined
2010 alignment GR10 v4. The largest improvement between the two alignments can
be found in the high η region where the tracks from collisions had the strongest impact.
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Figure 5.7: Distribution of the median µ1/2 of the residuals in local u’ and v’ for the
pixel detector comparing the data using the run range dependent alignment GR10 v4
(red dots) and an alignment based on the usage of tracks from cosmic rays only
(blue rectangles) to the simulation using design geometry (dashed black) validated on
MinBias events.

The forward region was also the region where the alignment precision has not yet
reached the ideal conditions in simulation. Apart from remaining misalignment, this
might be an effect of the improper surface description within the CMSSW software.
The modules in the forward direction were hit under a larger impact angle from the
tracks from the collision point and were thus more influenced by the deviation from the
module flatness and the corresponding improper error assignment (see section 3.4.1.2).
The same argument holds for the TOB although it only covers an η range up to 1.2.
Figure 5.10 shows that the alignment precision in the barrel region of the TOB already
reached the design performance after the alignment with tracks from cosmic rays only
and for large values of η the inclusion of tracks from collisions could not improve the
alignment precision further.

Besides the pixel detector, the TEC profited most from the combined alignment
using collision tracks in addition to the tracks from cosmic rays. The usage of tracks
from cosmic rays allowed an alignment precision of about 10µm, due to the poor
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Figure 5.8: Distribution of the median µ1/2 of the residuals in local u’ for the
strip tracker comparing the data using the run range dependent alignment GR10 v4
(red dots) and an alignment based on the usage of tracks from cosmic rays only
(blue rectangles) to the simulation using design geometry (dashed black) validated on
MinBias events.

illumination and the small impact angle of tracks mainly passing the detector hori-
zontally. Including the tracks from collisions the precision could be further reduced
to be compatible with the design precision achieved in simulation.

Overall the alignment precision after 2010 is no longer limited statistically and
further alignments will concentrate on on the constraint of weak modes that might
have been introduced artificially in former alignments. Since weak modes influence
the track parameters in a correlated way but not affect the individual residual distri-
butions, the validation presented so far would not be sensitive to detect them.
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5.4.2 Track splitting validation

In addition to the validation of the local alignment precision based on the residual
distributions as discussed in the previous section, the track quantities as seen and
used by physics analyses need careful validation. They can help to spot weak modes
which hardly change the tracks χ2. Therefore, the track parameter resolutions have
been validated by selecting long tracks from cosmic rays that get split into an upper
and lower leg. After an independent reconstruction of the two legs with the geometry
under consideration, the track parameters at the point of closest approach to the
nominal beamspot are compared. To mimic the topology of collision events, the upper
and lower track segments must have at least three pixel hits [56]. Figure 5.11 shows
the differences between the track parameters of the upper and lower track segment
measured at the point of closest approach to the beamspot and scaled by 1/

√
2.

While the difference of the impact parameter in the transverse direction ∆dxy shows
the same performance for the two curves in data, the impact of the pixel half-shells
movement that is not covered by the alignment using tracks from cosmic rays only is
clearly visible for the distribution of the impact parameter difference in longitudinal
direction ∆dz which is broadened with respect to the distribution for GR10 v4. The
movement also results in an overall shift of ∆θ-distribution while the difference in the
track azimuthal angle ∆φ, in the transverse momentum ∆pT and the related curvature
∆1/pT are not affected.

Apart from the absolute differences seen in the track parameters the resolution of
the parameters is of interest. The normalised track parameter distributions can be
used to judge on the quality of the errors assigned to the alignment position (APE).

For the alignment using tracks from cosmic rays only, the assignment of the cor-
responding errors was mainly driven by the different illumination of the modules
depending on the subdetector. Only for TIB and TOB the errors were assigned layer-
wise. The same value r0 for all three spatial direction was chosen and each module was
given the radius rsphere = r0/

√
Nentries representing the APE. For those modules with

only few or no entries the value for rsphere has been restricted to a reasonable value
corresponding to a precision compatible to survey and assembly measurements [56].
Due to track topology of cosmic rays, the resulting APE values showed a φ-dependence
as with larger values for modules around φ = 0 and φ = π.

For the time dependent alignment using cosmic rays and collision tracks, the small-
est APE value per layer was assigned to all modules in the barrel of the tracker since
tracks from the collision point are φ symmetric. In the forward region the APE val-
ues remained unchanged and thus dependent on the illumination of cosmic rays. For
the pixel endcaps a fixed value of 30µm was chosen [60]. The tuning of alignment
positioning errors was performed with the aim of having normalized residual distribu-
tions centred around zero and with a width of one for the correct errors assignment.
Figure 5.12 shows that this is only partially fulfilled. ∆dz and ∆dxy are primarily
sensitive to the pixel. While the new errors lead to an improvement of the normalized
∆dz-distribution, they slightly underestimate the errors in the transverse plane such
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Figure 5.11: Track parameters are shown for three geometries: realistic misalign-
ment scenario in simulation (solid black), data aligned with cosmic rays only (red
solid line), data using the combined 2010 alignment GR10 v4 (dashed purple line)
validated on tracks from cosmic rays taken during collisions.
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Figure 5.12: Normalised track parameters distributions shown for GR10 v4 with
old APE (dark red), GR10 v4 with new APE (red) and ideal geometry in simulation
(dashed black)
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that the width of the ∆dxy-distribution becomes slightly broader than one whereas a
comparison with the design specification in simulation shows that the width is slightly
smaller than one. By combining tracks from cosmic rays and collision the alignment
becomes so precise that non-alignment related effects begin to dominate the errors
and the module deviation from flatness has a non-negligible impact. Thus further
tuning of the APEs requires a proper description of the modules including kinked and
bowed sensors.

5.4.3 Data quality monitoring over time: Primary vertex val-
idation

To monitor the alignment quality in the pixel detector over time, a validation pro-
cedure based on the primary vertex (PV) location is used. For all tracks originating
from a PV, the PV is refitted using all tracks except one probe track as illustrated
in figure 5.13. Residuals are evaluated with respect to the unbiased refitted PV and
plotted versus the probe track parameters in different bins of η, φ and the transverse
momentum to spot degradations of the alignment. Figure 5.14 shows the distribution
for data and for an artificially distorted pixel geometry with the half-shells moved
apart by ±30µm (black solid dots) along z as an example. The pixel half-shell move-
ment in the simulation has no impact on the transverse impact parameter dxy as a
function of φ but the longitudinal impact parameter dz as a function of φ is strongly
affected. The red curve also shown in these plots corresponds to the validation in data
using the geometry aligned with tracks from cosmic rays only, validated on the first

Figure 5.13: Left: The primary vertex is refitted including all tracks except the
probe track. Right: Residuals of the probe track parameters with respect to the
unbiased vertex [58].
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Figure 5.14: Primary vertex validation: Mean of the residuals of the track parameter
dxy/d0 (left) and dz (right) in bins of ηtrack for first collision data (red open circles)
and simulated data with manipulated detector geometry [58].

collision events taken at a centre-of-mass energy of 7 TeV. Since there are no effects
visible for the data, the pixel geometry has been stable between February 2010 and
the beginning of collision data taking end of March 2010.

The PV validation is run on a daily bis and the only severe time dependence
observed has been a relative movement of the two pixel half-shells along z. It has
occurred several times with total differences of the z positions of the two pixel half-
shells between 20 and 70µm. Figure 5.15 shows the PV validation for two random
dates within the data taking period in 2010. For the data taken on August 9, 2010
there is no separation visible, while the data taken on October 28,2010 shows a clear
separation of the pixel half-shells. A connection with the cooling can not be excluded
and would deliver an explanation for the sign flip after each technical stop as the
pixel was cooled down to −10◦ during each technical stop but operated at higher
temperatures during LHC operation.

Figure 5.15: Primary vertex validation: Mean of the residuals of the track parameter
dxy/d0 (left) and dz (right) in bins of ηtrack for data taken at 9.August (black dots)
and 28.October (red open circles).
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Figure 5.16: Difference of the alignment corrections for all 6 degrees of freedom
determined by Millepede for the pixel half-layer.

Figure 5.16 shows the differences between the parameters determined by Millepede
for the pixel half-layers for all six degrees of freedom. The w parameter corresponds
to a correction in global z direction and is one order of magnitude larger than the
corrections for the other translations in u and v. In v the layers of the pixel half shells
move almost coherently while for the other coordinates, especially for the γ-angle, the
corrections per layer differ up to 20µrad.

To summarise the z-separation of the pixel half-shells over the whole run range in
2010 a trend plot has been extracted from the daily validation by fitting a constant
function to the distribution of dz as a function of φ for each half-shell; the difference
has been displayed as a function of time. Figure 5.17 has been produced using an
alignment ’Summer 10 Tk Geom.’ that does not correct the pixel movement and
the alignment presented in this thesis GR10 v4 which is referred to as ’Fall 10 TK
Geom.’in the plot [61].
A comparison between the results before and after alignment shows that the separation
in z-direction of the two pixel half shells has been corrected for the seven run ranges.
The remaining separation between the two pixel half-shells within the defined run
intervals scatters within a range of 15µm.
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Figure 5.17: Trend plot of the z-separation of the pixel half-shells taken from the
primary vertex validation over the run period [61] before (black open circles) and after
alignment (red solid dots).

5.5 Summary of the alignment results

The overall local alignment precision achieved with the combined alignment GR10 v4
using tracks from cosmic rays and collision tracks meets the design specifications for
most regions of the CMS tracker. The width of the median of the residual distributions
per all subdetector is within 1µm to the design performance for the most sensitive
coordinate u. With the precision achieved, the validation methods presented so far
become sensitive to non-alignment related effects. In addition, movements of detector
substructure over time have been monitored and corrected.

To study the impact of alignment related effect on physics variables, three studies
will be presented in the next chapter. First the impact of the observed pixel half-shell
movements on the b-tagging performance will be investigated to estimate whether the
differences in ∆z have been sufficiently corrected or whether even finer time intervals
need to be chosen for which the pixel positions have to be determined.

In a second part the impact of weak modes on the physics performance will be
discussed using the Z boson resonance.





Chapter 6

Impact of alignment on physics
performance

As shown in the previous section, the alignment precision achieved with the combined
alignment in 2010 using tracks from cosmic rays and collisions reaches the design
precision in simulation in most parts of the detector. In the first part of this chapter
the impact of the observed movements of the pixel barrel half-shells on the b-tagging
performance are investigated using simulated events in order to study whether the
achieved precision of the large structures in the pixel is sufficient.
Besides the monitoring of the alignment stability over time, future alignment activi-
ties will concentrate on correlated detector distortions, which are not or only weakly
influencing the overall χ2. In order to detect these distortions external information
is needed, for example from known particle mass resonances. In the second part of
this chapter, the sensitivity of the reconstructed Z boson mass to correlated detector
distortions is investigated in data as well as in the simulation.

6.1 B-tagging: Performance and sensitivity stud-

ies with respect to misalignment

Due to the long lifetime and hard fragmentation of B hadrons, the jets originating
from b quarks can be distinguished from those jets originating from gluons or lighter
quarks like u,d and s - the distinction with respect to jets from c quarks is not that
pronounced [62]. Within the CMSSW software framework, several algorithms have
been implemented to identify jets originating from b quarks, the so-called b-tagging
algorithms. They range from simple and robust methods making use of the high frac-
tion of leptons within b quark fragmentation processes up to complex multi-variant
techniques extracting lifetime and kinematic information from displaced vertices [62].
After a short introduction of the b-tagging algorithms, the b-tagging performance
between data and simulation is compared. The realistic misalignment scenario de-
scribed in the previous chapter is then used for further studies concerning the impact

83
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of misalignment on the b-tagging performance as a follow-up of the studies presented
in [62]. In addition, basic studies concerning the impact of the systematic movements
observed in data for the pixel barrel half-shells are presented.

6.1.1 B-tagging algorithms

All b-tagging algorithms produce a single output value that is used to discriminate b
jets from other jets. There is no fixed discriminator value to unambiguously tag a b
jet, but the value can be chosen depending on the need for efficiency and purity of a
specific analysis. Nevertheless there is a common definition of the standard working
points for each algorithm defined by the fraction of non-b jets which contaminate the b
jet sample estimated from simulation. The working points are labelled: L:(loose, 10%)
, M:(medium, 1%) and T:(tight, 0.1%), respectively [11]. The algorithms considered
most sensitive to the alignment of the inner tracking system are those relying on the
information related to the vertices reconstructed in an event.

6.1.1.1 Impact parameter

One powerful observable in this context is the distance between a track and the
primary vertex at their point of closest approach: the impact parameter. Figure 6.1
illustrates the main characteristics of a B hadron decay within a jet. The long lifetime
of B hadrons, about τB ∼1.6 ps, allows the hadron to propagate a typical length of
c · τB ∼500µm (for γβ = 1) before it decays. The charged particles produced in
this decay have tracks with large impact parameters (IP) with respect to the primary
vertex [10]. The impact parameter can either be computed in the transverse plane
or in all three dimensions. In both cases the computation starts from the particle
trajectory parameters at the innermost measurement point. While the extrapolation
to the point of closest approach with respect to the vertex can be done analytically
and thus in one step for the transverse impact parameter, the extrapolation in three
dimensions has to be performed iteratively. Figure 6.2 illustrates the main steps
performed to compute the impact parameter. In the first step, the point S of closest
approach of the track to the jet axis is extracted and a tangent to the trajectory curve
at this point is projected. This linear extrapolation allows the computation of the
minimal distance of the track to the primary vertex (V), the impact parameter. The
distance VQ from the vertex to the point Q, which lies on the jet axis and is closest
to the track, is an approximation of the flight path of the B hadron before it decayed.
Hence, it is referred to as decay length [10].

The impact parameter can either be signed positive or negative, depending on
the scalar product between impact parameter and jet direction. As the jet direction
approximates the flight direction of the B hadron, a positive sign means that the
decay occurred downstream the jet, a negative sign that it occurred upstream.
Therefore, the impact parameter for tracks from a b decay are expected to be
positive. However, poorly measured track parameters, badly reconstructed jet
directions or primary vertices can lead to a sign flip of the impact parameter [10].
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1 Introduction
The identification of jets containing  quarks relies on the properties of B hadrons decays. B hadrons have a
lifetime  !"#$ %&' ( ps, which corresponds to a )* +"#$,-./0/.1 m, and they produce, on average, 5 charged particles
per decay.
Lifetime information can be exploited in different ways. This note addresses methods based on tracks with large
impact parameters. As shown in Fig. 1, tracks originating from B decays have large impact parameters since
they come from a displaced vertex, while the impact parameters of tracks coming from the primary vertex are
compatible with the tracking resolution. A complementary approach based on the reconstruction of secondary
vertices is not investigated here.

point

B
Jet direction

impact
parameter

decay

Figure 1: Representation (not to scale) of an hadronic jet originating from a 2 -quark.
The performance of algorithms based on impact parameter tagging is limited by inefficiencies in track reconstruc-
tion, experimental resolution of track parameters, and the efficiency to reconstruct the primary vertex. An efficient
and precise tracking system is therefore mandatory, especially close to the interaction point. Similarly, a very
detailed understanding of track reconstruction is required in order to optimise the selection of good, high quality
tracks.
The mistagging rate for these algorithms is mainly due to secondary interactions and decays of long-lived particles.
Secondary interactions with the tracker material can provide secondary vertices and thus tracks with large impact
parameters. Long-lived particles, such as 3456 , 785 and especially charm hadrons can provide real significantly
displaced decay vertices which therefore constitute a potentially irreducible background.
At the LHC the presence of pile-up events, superimposed on the hard scattering event, results in an additional
mistag contribution if pile-up tracks are selected.
This note is organised as follows. Section 2 describes the track quality selection criteria and the jet and primary ver-
tex reconstruction that are used in the algorithms. Section 3 describes the track impact parameter computation. The
track counting and probability algorithms are described in Sect. 4 and 5. The performance of the algorithms with
an ideal detector are then shown in Section 6, while the corresponding results for the case of realistic misalignment
scenarios are shown in Section 7. Finally, a summary is given in Sect. 8.

2 Reconstruction
The algorithms that will described in this note are intended for use with jets. Jet reconstruction is performed with
the default iterative cone algorithm [4], with a cone size of 0.5. The jet direction approximates the B hadron
direction and, as will be explained in Section 3, is used to provide a sign to the track impact parameter. For low
energy jets, the direction obtained from calorimeter information badly reproduces the B flight direction but can be
improved by using the direction defined by the vector sum of the momenta of the charged tracks associated to the
jet.

Another important ingredient is the determination of the hard collision vertex, hereafter referred as the primary
vertex, especially when pile-up events are present. The primary vertex is reconstructed event by event by using the
Principal Vertex Finder algorithm described in [6].
Tracks are reconstructed with the Combinatorial Track Finder [5] for the full event (in High Level Trigger usage
only a regional reconstruction around the jet direction is performed [7]) and then associated to the jet with a simple

1

Figure 6.1: Characteristic topology of a jet originating from b quark [10].

Figure 6.2: Schematic of the impact parameter computation [10].

The distribution of the impact parameter of tracks originating from the primary
vertex is thus supposed to be centred symmetrically around zero.
Given that the uncertainty on the impact parameter varies with the number of
measurements and that this uncertainty can be of the same order of magnitude as
the impact parameter itself, the impact parameter significance IP

σIP
is chosen as a

more reliable observable. For tracks from the PV it should approximately follow a
Gaussian distribution with width 1.
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6.1.1.2 Validation of b-tagging Observables in Early Data

The two algorithms mainly based on the information of the impact parameter signifi-
cance are the track counting approach (TC) and the jet probability algorithm.

The track counting algorithm flags a jet as b jet if it contains at least N tracks
exceeding the parameter significance S. Therefore, the tracks associated with the jet
are ordered in decreasing significance and, depending on the need for efficiency or
purity, the discriminator value is either the significance S of the second or third track.
If it is the significance of the second track, the algorithm is referred to as track counting
high efficiency (TCHE). If the significance of the third track is chosen, it is referred
to as track counting high purity (TCHP) [11].

The jet probability algorithm also uses the parameter significance as observable. In
contrast to the track counting algorithm the discriminator value is not based on the
significance of a single track but on the combined information of all tracks associated
to the jet. From a sample of tracks with a negative impact parameter value, a proba-
bility density function for a track originating from the primary vertex is extracted and
then used as input for a likelihood method to calculate the combined probability for
all tracks associated to the jet to originate from the primary vertex. Another variant
of this algorithm is the jet b probability which instead of taking into account all tracks
associated to the jet, calculates the probability of the four most displaced tracks to
originate from the primary vertex [10] [11].
The third algorithm considered in the following discussion is the simple secondary ver-
tex algorithm (SSV). Instead of estimating how likely it is that all tracks within a jet
originate from the primary vertex, at least one secondary vertex is explicitly required
which naturally limits the maximal efficiency to identify a b jet to the probability of
finding a secondary vertex in a weak b decay which is about 60-70% [63]. The three
dimensional flight distance or decay length VQ in figure 6.2 serves as discriminator,
again defined for a high efficiency version (SSVHE) where two tracks have to be as-
sociated to the secondary vertex, and for a high purity version (SSVHP) where three
tracks are required [11].
Figure 6.3 shows the comparison of the discriminator values for the different b-tagging
algorithms between the first data (15 nb−1 integrated luminosity) and the simulation
using the realistic misalignment scenario at startup described in section 5.3. Differ-
ences between data and simulation are small. Even at highest significance, at the
10−5-level of all tracks, data and simulation differ by less than 10% [11].

The good agreement between the performance in data and in simulation concerning
the realistic misalignment scenario allows the usage of simulated events to study b
tag efficiencies and the estimate of uncertainties arising from movements of the pixel
half-shells.
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Figure 6.3: Comparison between data and simulation for the b-tagging discrim-
inators: Track Counting High Efficiency (upper left); Track Counting High Purity
(upper right); Jet Probability (middle left); Jet B Probability (middle right) and
Simple Secondary Vertex High Efficiency (lower left); Simple Secondary Vertex High
Purity(lower right) [11].
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6.1.2 B-tagging Efficiency Studies in Simulation

The performance of the different b-tagging algorithms is usually displayed as the
misidentification rate versus the b-tagging efficiency. To classify the performance of
the achieved alignment in data, the corresponding realistic misalignment scenario is
compared to the former misalignment scenarios expected to be present after 10 pb−1,
100 pb−1 of data collected by CMS (see [62]) and to a perfectly aligned detector in
order to classify the quality of the current alignment. Therefore, the tracks have been
refitted with the different tracker geometries and the vertex has been reconstructed
with the new track collection as input. The association between tracks and b jets
has been repeated as well, mapping the refitted tracks to the particle flow jets before
running the standard b-tagging validation sequence. The misidentification rate shown
in figure 6.4 only covers jets originating from light quarks u, d and s. Since jets from
c quarks are harder to distinguish from jets originating from b quarks, their tagging
efficiency behaves similar under changes of geometry and is thus not as useful for this
kind of study. Still the corresponding misidentification rates for c quarks can be found
in Appendix H.

In [62] the b-tagging performance was studied for different misalignment scenarios
to estimate the contribution to the uncertainty on the b-tagging efficiency. Here the
study has been repeated using 1.37 million tt̄ events simulated with madgraph/Pythia
6, including the developed realistic misalignment scenario 2010Realistic, next to the
10 pb−1, 100 pb−1 scenarios of former studies. Figure 6.4 shows that independent of
the b-tagging algorithm, the performance for the realistic misalignment scenario is
equivalent to that of a perfectly aligned detector. The statistical precision of the cur-
rent alignment in data can thus be considered fully sufficient for efficient b-tagging
and uncertainties arising from remaining misalignment are negligible when compared
to other effects influencing the b-tagging performance like jet energy scale corrections.
Even though this result could be expected as the alignment precision shown in the last
chapter was close to the design precision, the study shows that possible biases, intro-
duced, for example, by tracks from cosmic rays and their non-uniform φ-distribution,
do not have a significant impact on the b tag efficiency. Further studies quantifying
the impact of systematic misalignments in data, using, for example, a tag and probe
method are beyond the scope of this thesis.

6.1.3 B tagging Sensitivity to Pixel Half-shell Movements

In section 5.2 it was shown that during the run period 2010, the pixel half-shells moved
independently of each other along the global z direction, leading to separations of the
two half-shells in ∆z of up to 70µm. Even after the alignment of the pixel half-
shells for the different run periods separations of up to 15µm are visible. To study
the impact of these separation on the b-tagging performance, the design detector
geometry was taken and the pixel half-shells were moved apart along the global z
direction by ± 10µm, ± 20µm, ± 40µm and ± 80µm. The large values were chosen
to test the impact on the b-tagging efficiency in the prompt reconstruction, where
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Figure 6.4: Mistag vs b-tagging efficiency for TCHE (a), TCHP (b), jet probabil-
ity (c), jet b probability (d), SSVHE (e) and SSVHP (f) for different misalignment
scenarios.
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``````````````̀Geometry
Algorithms

IDEAL ±10µm ±20µm ±40µm ±80µm

L 0.82 0.82 0.82 0.81 0.77
TCHE M 0.67 0.67 0.66 0.65 0.57

T 0.19 0.19 0.19 0.19 0.19
L 0.73 0.73 0.73 0.71 0.68

TCHP M 0.60 0.60 0.59 0.56 0.49
T 0.43 0.43 0.43 0.42 0.34
L 0.87 0.87 0.86 0.85 0.76

jetBProb M 0.66 0.66 0.65 0.63 0.47
T 0.42 0.42 0.41 0.39 0.23
L 0.85 0.85 0.84 0.83 0.77

jetProbB M 0.64 0.64 0.63 0.62 0.52
T 0.43 0.43 0.43 0.42 0.31
L – – – – –

SSVHE M 0.63 0.63 0.63 0.63 0.63
T 0.25 0.25 0.25 0.25 0.25
L – – – – –

SSVHP M – – – – –
T 0.48 0.48 0.48 0.48 0.48

Table 6.1: B tag efficiencies at working points for displaced pixel half-shells.

±40µm is a realistic value since total separations of ∆z=70µm have been observed
in data already (see the last run period in figure 5.17); ± 80µm is a very pessimistic
choice. The corresponding b-tagging efficiency is shown in figure 6.5. Compared to
the previous plots in figure 6.4, the y axis is zoomed in covering the working points
explained in section 6.1.1. A significant impact can only be observed for displacements
of the pixel half-shells of at least 40µm. The b-tagging performance for a geometry
with a separation of the pixel half-shells in ∆z of about ±10µm as it was still observed
in data for the first data taking period after the time dependent alignment of the pixel
half-shells (see figure 5.17) is compatible with the performance gained when using the
design geometry. The impact on the performance for displacements of the pixel half-
shells of ±40µm and ±80µm differed for the different b-tagging algorithms. The most
robust b-tagging algorithm concerning the pixel movements is the simple secondary
vertex algorithm as shown on the bottom of figure 6.5. Since the tracks pointing
to the secondary vertex are coherently moved as long as they point into the same
half-shell, no sensitivity is expected even for large separations in ∆z. The TCHE
approach shows a larger sensitivity to the pixel half-shell displacements for the loose
working point at 1% mistake rate, while the medium and tight working points are
almost unchanged.

Table 6.1 shows the quantitative comparison of the b-tagging efficiency at the
three working points L, M and T for the different geometries with displaced pixel
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half-shells along z. Below a displacement of ±20µm, there is no impact on the b-
tagging efficiency. Even the most sensitive algorithm, the jet probability approach,
only shows an efficiency drop of 1-2% (2-9%) for a separation of the pixel half shells
of ±40µm (±80µm.).

The study shows that the remaining displacements in ∆z of the pixel barrel half-
shells in data after the run dependent alignment shown in figure 5.17 of up to 15µm
should not influence the b-tagging performance. For the sake of completeness the
movements in the other five coordinates, shown in figure 5.16 which were also free
alignment parameters, could be added. Still, there might be additional effects in
data, for example, due to a worse vertex reconstruction in the presence of pile-up
which was not generated in the simulation used for the studies presented above, that
might influence the efficiencies.
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Figure 6.5: Mistag vs b-tagging efficiency for TCHE (a), TCHP (b), jet probability
(c), jet b probability (d), SSVHE (e) and SSVHP (f) for geometries with different
displacements of the pixel barrel half-shells.
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6.2 Weak Mode Studies Using the Z Boson

Weak modes, as discussed in section 4.3.1, will form the dominant challenge in terms
of alignment for the upcoming periods of CMS operations. As shown in the previous
sections 5.2 and 6.1.2, the achieved local module precision is almost reaching design
conditions. Biases that might have been introduced have little effects on the vertex
related tracking parameters used in most b-tagging algorithms. Nevertheless, the
usage of tracks from cosmic rays and minimum bias events bares the risk of introducing
correlated detector deformations that bias the track momentum. Here tracks with
high transverse momentum are most sensitive, such that the Z boson decaying into
two muons is a good candidate to test for biases in the reconstructed mass caused by
correlated detector distortions. Due to the relatively large mass of the Z boson, the
resulting muons have sufficiently high momenta and thus are only minimally affected
by multiple scattering. In addition, the moderate boost of the Z boson leads to
muons leaving the detector in different directions while the decay products of lower
mass resonances like the K0 or J/Ψ usually point into the same direction. Thus a bias
on the reconstructed mass would cancel due to the opposite bias on the momentum.
The reconstructed mass of the Z boson can then be displayed differentially versus η
and φ of the muon tracks to check for biases in the reconstructed Z boson mass in
different regions of the detector. In the following sections, the reconstruction of the
Z boson mass will be briefly introduced following the standard selection described
in [64]. The analysis presented here is performed for different geometries in data and
simulation and observed biases were assigned to possible weak modes.

6.2.1 Selection Criteria and Reconstruction of the Z Boson
Mass

Since the study is performed in order to compare different aligned geometries, all
quantities concerning the muon momentum and direction are determined using the
tracker information only. Nevertheless the selected muons are required to have a track
matched to a muon reconstructed in the muon system. All muon candidates must
fulfil the following requirements [65]:

• pT > 20 GeV,

• |η| < 2.1,

• number of valid hits in the tracker > 10,

• transverse impact parameter with respect to the primary vertex dxy < 0.2 cm,

• and an absolute tracker isolation Itrk < 3 GeV
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where the isolation is defined as the sum of all transverse momenta of those tracks in a
cone smaller ∆R < 0.3 around the muon and with a momentum larger pT >1.5 GeV:

Itrk =
∑

∆R<0.3
pT>1.5 GeV

pT (6.1)

Due to the continuously increasing luminosity provided by LHC during the data taking
period in 2010, the high level trigger requirements have changed for Run2010B starting
with the single non-isolated muon trigger requiring the muon momentum to exceed
9 GeV (HLT Mu9 ) for the first set of runs (146428-148058). From run 148822 on the
momentum cut has been increased to 15 GeV and the trigger (HLT Mu15 ) was used.
The events considered in the following are required to have at least two muons with
opposite charge fulfilling the requirements above, and their invariant mass needs to
be in a window between 60 GeV< mµµ < 120 GeV.

While the pure decay width of the Z mass is described by the Breit-Wigner dis-
tribution, the resulting mass resonance also reflects the detector resolution. Folding
a Breit-Wigner distribution with a Gaussian gives a Voigtian distribution which is
parametrised within the used analysis toolkit RooFit [66] as:

V (x;MZ , σ,Γ) =
1

(x−MZ)2 + 1
4
Γ2
⊗ exp(−(x−MZ)2/2σ2) (6.2)

where x is the invariant mass of the two muons, σ the resolution from the Gaussian
distribution andMZ and Γ the mean and decay width of the Breit-Wigner distribution.
Figure 6.6 shows the reconstructed and fitted invariant mass of the two isolated muons
for two different geometries in data compared to the realistic misalignment scenario
in the simulation. The data agrees well with the simulation, still both show a slightly
asymmetric peak such that the fitted Voigtian function does not perfectly describe the
reconstructed Z masses. This effect arises from the decreasing nature of the parton
distribution functions with growing x as described in section 2.3 which is folded with
the Z boson cross section.

All three distributions peak slightly below the nominal Z mass of
91.1876±0.0021 GeV [2]. Since the resolution and the width are correlated in the
Voigtian fit, the width of all three fits is found to be about 1.5 times larger than the
nominal Z boson width of 2.4952±0.0023 GeV [2]. The precise values obtained in the
fit can be found in table 6.2. While the peak values and decay widths are very similar
for all three curves, the resolution quoted in the last column improves slightly for the
geometry aligned with tracks from both cosmic rays and collisions with respect to
the one aligned with tracks from cosmic rays only. The values for the resolution ob-
tained in the simulation for the realistic misalignment scenario are, within the quoted
statistical uncertainties, in agreement with the data.

Apart from the exact knowledge of the module position influencing the resolution,
the mass peak of the Z boson can also be used to spot detector deformations which
do not influence the resolution but affect the track parameters, for example, the
transverse momentum which would lead to a broadening of the decay width.
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Figure 6.6: Voigtian function fitted to the Z boson mass for alignment gained with
tracks from cosmic rays only (red rectangles), run range dependent alignment GR10 v4
(black triangles) and realistic misalignment in simulation (blue dots).

Geometry < MZ > Γ σ
[GeV] [GeV] [GeV]

Data - aligned
using tracks from 90.80 +/- 0.03 3.49 +/- 0.13 1.17 +/- 0.09
cosmic rays only
Data - aligned

using tracks from 90.76 +/- 0.03 3.57 +/- 0.13 1.02 +/- 0.09
cosmic rays and collision

GR10 v4
Simulation -
2010Realistic 90.83 +/- 0.03 3.50 +/- 0.12 0.96 +/- 0.09
misalignment

Table 6.2: Fit parameters of the Voigtian distribution to the Z mass peak.
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6.2.2 Influence of Systematic Detector Distortions on Recon-
structed Z Mass

With the analysis presented in the following, a twist of the tracker geometry was
identified to be a weak mode (see section 4.3) of the alignment procedure presented
in section 5.2. Applying the identical alignment procedure to the same set of data,
but starting from different initial geometries, leads to different final module positions
in global φ versus z. Geometry GR10 v3 was obtained by applying the same strategy
as for geometry GR10 v4, discussed in section 5.2, with the only difference being that
the starting geometry for GR10 v4 was twisted by -330µrad per meter in z compared
to the starting geometry of GR10 v3. The left profile plot in figure 6.7 shows that the
resulting geometries GR10 v3 and GR10 v4 still differ in ∆φ by about 150µrad per
meter, but the local precision of the modules is identical such that the χ2-distribution
for both geometries is the same as shown in the right plot of figure 6.7. External
information is needed to decide which geometry reflects the actual tracker position.
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Figure 6.7: Mean difference in φ position of the modules as a function of z (left)
between GR10 v4 and GR10 v3 do not affect their χ2-distributions (right).

A twisted tracker geometry biases the track parameters in a correlated way. De-
pending on the charge of the reconstructed particle, the momentum is either biased
towards larger values as illustrated in figure 6.8, or leads to a decreased momentum
for a particle with opposite charge but same flight direction. Studies with low mass
resonances like the K0 were found not to be sensitive to the distortion described above
as shown in Appendix I. The decay products are strongly boosted and thus mainly
point in the same direction. Therefore, biases induced by momentum changing weak
modes cancel out, and the reconstructed invariant mass is hardly sensitive to identify
the bias. The Z boson, on the other hand, although not produced at rest at the LHC,
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twist

Figure 6.8: Impact of a twist in the tracker geometry on the track parameters [12].

is massive enough such that the decay products traverse through different parts of the
detector. Hence, a bias in the reconstructed mass can be observed depending on the
direction of flight of the decay products.

Figure 6.9 shows the reconstructed Z boson mass for the two geometries presented
above. GR10 v3 shows a 20% degradation of the resolution as quoted in table 6.3 and
fewer entries in the peak region.
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Figure 6.9: Voigtian function fitted to Z boson mass for GR10 v3 and GR10 v4,
obtained with the same alignment strategy but started from different initial geometries
for a mass window of 60-120 GeV(left) and zoomed in to the peak region (right).

As a function of η of the positively or negatively charged muon, the mean mass
value< MZ > shows an almost linear dependence for geometry GR10 v3 in figure 6.10.
The dependence on the charge of the muon is compatible with the behaviour expected
for an overall twist of the tracker geometry as presented in figure 6.8. An independent
study, using additional information from the calorimeter, which compared the mea-
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Geometry < MZ >[GeV] Γ[GeV] σ[GeV]
GR10 v4 90.77 ± 0.03 3.60 ± 0.13 0.97 ± 0.09
GR10 v3 90.81 ± 0.03 3.47 ± 0.13 1.15 ± 0.09

Table 6.3: Fit parameters of the Voigtian distribution to the Z mass peak.
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Figure 6.10: Fitted Z mass as a function of η of the positive and negative muon for
different geometries.

sured energy of hadrons with the momentum measurement by the tracker, confirmed
the twist seen for geometry GR10 v3 and quantified it to 127± 13µrad per meter [12].
The method also identified a bias for geometry GR10 v4 quantified to -16± 13µrad.

In addition to the bias observed in η, all geometries show a dependency of the fitted
Z boson mass with respect to φ as shown in figure 6.11. As the bias is already visible for
geometries aligned using tracks from cosmic rays only, a weak mode might have been
introduced by tracks from cosmic rays which hit the modules under different average
impact angles for the different regions in φ due to their origin outside the tracker
volume. The change in phase of the modulation in φ for the different geometries is
a strong indication for a weak mode. The bias is also present in simulation for the
realistic misalignment scenarios which further substantiates the evidence for a weak
mode rather than biases related to, for example, the bowed sensors which would not
affect the simulation.

Applying an artificial distortion like the sagitta transformation shown in figure 4.4
parametrized by rδφ = c1cosφ (here only the vertical coordinate is shifted) to the
design geometry in the simulation changes the design geometry in such a way that it
reproduces the modulation of the Z mass bias versus φ observed in data apart from
the phase as shown in figure 6.12.
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Figure 6.11: Fitted Z mass as a function of φ of the positively and negatively charged
muon for different geometries in data and simulation.
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Figure 6.12: Fitted Z mass as a funtion of φ of the positively and negatively charged
muon for artificially distorted geometry compared to the realistic misalignment sce-
nario in simulation.

6.3 Possible Extensions to the Alignment Strategy

Current analysis relying on the muon momentum can correct the muon momentum
scale for the observed biases presented above via a method described in [65]. Nev-
ertheless, it would be preferable to avoid the biases in the first place. This section
presents ideas on how to extend the alignment strategy to constrain the observed
weak modes.

6.3.1 Constraining the Weak Modes

Since the Z boson mass is sensitive to the deformations of the tracker geometry,
shown by the observed biases in η and φ, a possible solution to constrain the weak
modes could be to use the Z boson mass itself as additional constraint in the global fit.
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In [67] a parametrisation of trajectories stemming from a two-body decay is presented,
which allows a compact representation of the trajectory as well as a direct estimation
of the decay parameters. The momenta p± of the secondary particles produced in a
two-body decay are parametrized in the rest frame of the primary particle using the
relativistic energy-momentum conservation:

p±c.m. = ±m
√

(
M

2m
)2 − 1




sin θ cosφ
sin θ cosφ

cos θ


 , (6.3)

where m is the mass of the decay products and M the one of the primary particle.
Choosing the convention for the coordinate system of the rest frame in such a way
that the z-axis coincide with the momentum of the primary particle p = (px, py, pz)

T .
X- and Y axis are derived by subsequent rotations around the z-axis by tan γ = py/px
and around the y-axis by tan β = pz/pT . Following this convention the momenta in
the lab frame can be written as:

p±(px, py, pz, θ, φ,M) =




pxpy
pTp

− py
pT

px
p

pypy
pTp

px
pT

py
p

−pT
p

0
pz
p







±m
√
α2 − 1 sin θ cosφ

±m
√
α2 − 1 sin θ cosφ

p

2
± 1

2

√
α2 − 1

α2
(p2 +M2) cos θ




(6.4)
Expressed as a function of the decay vertex, 9 parameters are needed to fully describe
the decay trajectories:

• the position of the decay vertex v = (vx, vy, vz)
T ,

• the momentum p = (px, py, pz)
T of the primary particle in the lab frame,

• the polar angle θ and azimuthal angle φ in the rest framework, and

• the mass M of primary particle.

Due to the combined information content of the measurements and the superim-
posed physical constraints, the presented trajectory description is usable in track-
based alignment.

Alternatively, tracks from cosmic rays taken without magnetic field and thus pass-
ing straight through the detector could be used to constrain a weak mode like the
twist. First tests with data taken without magnetic field in spring 2010 show promis-
ing results [68]. Still, the sample is of limited size and compatibility and it is not
foreseen to take data from cosmic rays at without magnetic field in 2011, which would
be the only way to account for eventual movements of the tracker units during the
shutdown and in 2011.
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6.3.2 Pixel Half-shells Corrections

Although movements of the pixel half-barrels along the z axis do not show a severe
impact on the b-tagging efficiency for the values observed in data so far (∆z < 100µm),
including the alignment of the pixel half-shells in the prompt calibration workflow
should be considered since the sensitivity of the b-tagging algorithms might become
enhanced with increasing pile up due to ambiguities in the vertexing. Depending on
the available number of events, either an alignment with tracks from minimum bias
or else isolated muons could be performed to determine the positions of the pixel
half-shells either per day or even per run.





Chapter 7

Summary and Conclusions

With the start of operations of the LHC in 2010, a new energy regime has become
accessible allowing unprecedented tests of the Standard Model of particle physics as
well as first tests of possible extensions. Both precision measurements of standard
model quantities as well as possible discoveries of new heavy particles require a care-
ful calibration and thorough understanding of the detection devices. For the CMS
detector, one of the challenges was seen in the reduction of the systematic uncertainty
on the momentum measurement by the silicon tracker due to the limited knowledge
of the silicon-module positions.

Since optical measurements are not sufficient to determine the modules position at
the level of accuracy needed and the tracker volume is not accessible during operations,
the measured trajectories of charged particles crossing the detector volume are used
to determine the module positions. For the study presented in this thesis, the the
Millepede II algorithm for track based alignment has been used in the context of the
CMS software framework. Exploiting the distinction between ’local’ track and ’global’
alignment parameters, Millepede II can determine the latter in a single simultaneous
fit of millions of tracks and about 50,000 alignment parameters while keeping all
correlations between them.

To benefit from the complementary information provided by tracks from cosmic
rays and minimum bias events from collisions at a centre-of-mass energy of 7 TeV,
about three million tracks from cosmic rays and eight million tracks from collisions
have been used to align the CMS tracker. With the alignment strategy presented
in this thesis, the achieved local alignment precision meets the design specifications
for most regions of the CMS tracker. The combination of tracks from cosmic rays,
covering a different phase space than tracks from collisions, and minimum bias events
which provide a good illumination of the forward direction of the detector, lead to
an alignment precision, reflected in the distribution of the median of the residual
distributions per subdetector, within 1µm to the design performance for the most
sensitive coordinate.

Observed movements of the pixel half-shells with respect to each other of up to
70µm along the beamline during operations could be corrected for. Therefore the
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alignment strategy has been adjusted in such a way that the positions of the pixel
half-layer and half-disc are determined for seven identified intervals while the single
module positions are calculated with respect to the high level structures utilising all
information provided by the combination of tracks from cosmic rays and collisions.

Besides a variety of validation methods concerning the achieved local alignment
precision, several studies of physics objects have been performed to test their sensi-
tivity on alignment:

• identification efficiency of jets from b quarks

• reconstructed K0 mass

• reconstructed Z boson mass

Tests in the simulation concerning the impact of the achieved alignment on b-tagging
efficiencies have been performed. Independent of the algorithm under consideration
the corresponding efficiency is no longer limited by the precision achieved. Even the
influence of displacements of the pixel half-shells on the b-tagging performance have
shown a rather moderate impact. However, the increasing amount of pile-up as well
as other effects which might not be reflected in the simulation, could lead to larger
effects in data. Hence, further studies in data should be performed to substantiate and
quantify the arising uncertainties on the b-tagging performance. To provide immediate
corrections for movements of higher level structures in the future, especially for the
pixel, their alignment could become part of the prompt calibration done within a 48 h
window between the data taking and its further reprocessing.

Keeping track of weak modes, i.e. deformations that bias the track parameters
rather than influencing the overall χ2-distribution, is an important task. Within this
thesis, studies of the reconstructed Z boson mass have been presented. A twist of
the tracker has been observed which is not constrained by the alignment strategy
presented (weak mode), leading to a bias of the reconstructed Z mass as a function
of η. In addition, a bias of the reconstructed Z mass as a function of φ has been
identified and tests in the simulation suggest that a sagitta-distortion of the tracker
could have caused the observed modulation. Such a distortion might arise from the
special impact topology of tracks from cosmic rays which hit the modules on average
under different angles depending on their φ-position.

Future alignment activities will concentrate on constraints of weak modes. Since
the reconstructed Z boson mass has shown to be sensitive, the logical consequence
would be to include the information in the alignment via a mass constraint. A pos-
sible trajectory parametrisation has already been implemented and since the LHC
reached luminosities > 1032cm−2s−1 end of 2010, a sufficient amount of data from Z
boson decays is granted even in case of need for run range dependent alignments due
to movements of detector substructures.
Alternatively, tracks from cosmic rays taken with the magnetic field off showed promis-
ing results in constraining a twisted tracker. But since cosmic rays at without mag-
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netic field are not recorded on a regular basis, the Z mass constraint seems to be more
appropriate.

Studies of uncertainties arising from misalignment using known physics processes
or objects will continue to deepen the understanding of its impact in order to provide
realistic uncertainty estimates for possible future discoveries or exclusions. Overall,
the alignment of the CMS silicon tracker has reached a remarkable precision which
locally meets the design specifications such that the tracking precision is not limited
due to misalignment. The alignment results have provided vital information and
feedback for the calibration of the tracker itself and in terms of intercalibration with
other detector subsystems.





Appendix A

Group theory and gauge
transformations

Group U(1) is the simplest case of the general unitary group U(n), consisting of
n×n matrices with matrix multiplication as group operation. It is a subgroup of the
general Lie group GL(n). U(1) is called rotation group and can be represented by all
complex numbers with norm 1. Every rotation can be expressed as the product of
many successive infinitesimal rotations. A rotation leaves the probability unchanged
to find a system described by |ψ〉 in state |φ〉

|ψ〉 → |ψ′〉 = U |ψ〉 (A.1)

|〈φ|ψ〉|2 = |〈ψ′|φ′〉|2 =
∣∣〈φ
∣∣U †U

∣∣ψ
〉∣∣2 . (A.2)

Therefore, U must be a unitary operator. Furthermore, the Hamiltonian is unchanged
by the rotation operation

〈ψ′|H|ψ′〉 =
〈
ψ|U †HU |ψ

〉
= 〈ψ|H|ψ〉 . (A.3)

This means that H commutes with the rotation operator

[U,H] = UH −HU = 0. (A.4)

Group SU(2) is a subgroup of U(n) called special unitary group of unitary matrices
with unit determinant. Its generators are proportional to the Pauli matrices and can
be written as

Ji =
1

2
τi with i = 1, 2, 3 (A.5)

where τi are the Pauli matrices1. The basis is conventionally chosen to be the column

vectors

(
1
0

)
and

(
0
1

)
that are used to describe a particle with spin up (+1

2
) and

1τ1 =

(
0 1
1 0

)
, τ2 =

(
0 − i
i 0

)
, τ3 =

(
1 0
0 − 1

)
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spin down (−1
2
).

Group SU(3) is formed by the set of unitary 3 × 3 matrices with det U = 1.
The generators are eight linearly independent traceless hermitian 3 × 3 matrices,
usually denoted λi with i = 1, ..., 8. Only two of them can be diagonal, for example

λ3 =




1
−1

0


 , λ8 =

√
1

3




1
1
−2


 . (A.6)

For this choice the three colour charges of a quark (see 2.2.4) form a fundamental
representation

R =




1
0
0


, G =




0
1
0


, B =




0
0
1


.

Gauge symmetry can be best discussed in the framework of Lagrangian field
theory. The Lagrangian from classical mechanics2 is transformed into a Lagrangian
density where the field φ itself is a function of the parameter xµ

L (qi, q̇i, t)→ L
(
φ,

∂φ

∂xµ
, xµ

)
. (A.7)

and L =
∫
Ld3x. The Euler-Lagrange equation for L becomes

∂

∂xµ

(
∂L

∂ (∂φ/∂xµ)

)
− ∂L
∂φ

= 0 . (A.8)

The Dirac equation for free particles follows the Lagrangian formalism for

L = iψ̄γµ∂
µψ −mψ̄ψ . (A.9)

The Lagrangian of a complex field, used to describe an electron for example, is invari-
ant under a global phase transformation

ψ(x)→ eiαψ(x) . (A.10)

For an infinitesimal transformation this can be written as

ψ(x)→ (1 + iα)ψ(x) (A.11)

and from the invariance of the Lagrangian follows

0 = ∂L =
∂L
∂ψ

δψ +
∂L

∂ (∂µψ)
δ (∂µψ) + δψ̄

∂L
∂ψ̄

+ δ
(
∂µψ̄

) ∂L
∂
(
∂µψ̄

) (A.12)

=
∂L
∂ψ

(iαψ) +
∂L

∂ (∂µψ)
(iα∂µψ) + · · · (A.13)

= iα

[
∂L
∂ψ
− ∂µ

(
∂L

∂ (∂µψ)

)]
ψ + iα∂µ

(
∂L

∂ (∂µψ)
ψ

)
+ · · · . (A.14)

2L = T − V where T denotes the kinematic energy term and V the potential energy term.
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The first term in brackets and its analogon for ψ̄ vanish as a result of (A.8). The
remaining equation can only be solved for a conserved current

∂µj
µ = 0 (A.15)

where

jµ =
ie

2

(
∂L

∂ (∂µψ)
ψ − ψ̄ ∂L

∂
(
∂µψ̄

)
)
. (A.16)

This global gauge transformation can be generalized to a local gauge transformation
if α is allowed to differ from space-time point to point

ψ(x)→ eiα(x)ψ(x) . (A.17)

Now the Lagrangian from (A.9) is no longer invariant under the phase transformation.
The term ∂µα of the derivative

∂µψ → eiα(x)∂µψ + ieiα(x)ψ∂µα (A.18)

breaks the invariance of L. To re-establish the invariance the derivative must be
modified to transform covariantly under phase transformations

Dµ ≡ ∂µ − ieAµ (A.19)

where A is a vector field that transforms as

Aµ → Aµ +
1

e
∂µα . (A.20)

It can be shown that by introducing this gauge field the Lagrangian of a free massless
particle fulfils local gauge invariance.





Appendix B

Derivation of linear equation
system

The χ2-function to be minimized in the linear least squares fit

χ2 =
∑

j

∑

i

r2
ij(τ,p) '

∑

j

∑

i

1

σ2
i

(
mi −

(
yi(τj0,p0) +

∂yi
∂p

∆p +
∂yi
∂τj

∆τj

))2

(B.1)
can be written in matrix equation:

χ2(x) = (y −D · x)TV−1(y −D · x) (B.2)

= (D · x)TV−1(D · x) + yT ·V−1 · y − yT ·V−1(D · x)− (D · x)TV−1 · y
= xT · (DTV−1D) · x + yT ·V−1 · y − yT · (V−1D) · x− xT · (DTV−1) · y

where x is the vector of n parameters and Dx is the linearised expression of the
prediction hpred = F (x). Setting the derivative of the objective function to zero,
delivers the final matrix equation to be solved:

0 ' ∂F

∂x
= xT ·DTV−1D + (DTV−1D · x)T − yT ·V−1D− (DTV−1 · y)T

= 2(DTV−1D · x−DTV−1 · y)T (B.3)

using ∂aTx
∂x

+ ∂xT a
∂x

= aT and (ABC)T = CTBTAT . From equation B.3 follows that
the minimum is found if

DTV−1D · x = DTV−1 · y. (B.4)

Thus the equation to be solved is

C · x = b (B.5)

with C = DTV−1D and b = DTV−1 · y.
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Appendix C

Matrix reduction

A matrix equation Ca = b with a symmetric matrix can be partitioned (C11 and C22

are symmetric matrices):




C11 C12

C21 C22


×




a1

a2


 =




b1

b2


 (C.1)

In the case of a zero rectangular matrix C12 the result for the vector a2 would be
C22a2 = b2, which is solved by a∗2 = C−1

22 b2; this is called a local solution and cor-
responds to an improved least squares track fit. In the non-zero case for C12 the
complete solution for the two vectors a1 and a2 can be written in the form




a1

a2


 =




B −BC12C
−1
22

C−1
22 C

T
12B C−1

22 − C−1
22 C

T
12BC12C

−1
22







b1

b2


 (C.2)

where the submatrix B is the inverse of the expression (C11−C12C
−1
21 C

T
12) , called

Schurs complement. The solution for vector a1 can be obtained from the solution of
the reduced matrix equation

(C11 − C12C
−1
21 C

T
12)a1 = (b1 − C12a

∗
2). (C.3)
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Appendix D

Derivatives for the Broken Lines
Trajectory

The propagation from one scatterer/measurement plane to another is done using the
curvilinear Jacobian as presented in [69]:

∂curv

∂curv0

=
∂( q

p
, λ, θ, x⊥, y⊥)

∂( q
p0
, λ0, θ0, x⊥0, y⊥0)

(D.1)

For an initial offset ∆u0, slope ∆α0 and curvature κ0 = ∆q/p0 the offset can be
propagated as follows:

∆u =
∂u

∂u0

∆u0 +
∂u

∂~α0

∆~α0 +
∂u

∂κ0

∆κ0 = J∆u0 + S∆~α0 + d∆κ0 (D.2)

with
∂u

∂a0

=
∂u

∂curv

∂curv

∂curv0

∂curv0

∂a0

(D.3)

following the chain rule for all track parameters a0 with

∂u

∂curv
=

(
0 0 0 1 0
0 0 0 0 1

)
(D.4)

and

∂curv0

∂u0




0 0
0 0
0 0
1 0
0 1



,
∂curv0

∂~α0




0 0
0 1
1

cosλ0
0

0 0
0 0



,
∂curv0

∂κ0




1
0
0
0
0




(D.5)

Solving the equation for ∆α gives:

∆ ~α0 = S−1 (∆u− J∆u0 − d∆κ) (D.6)
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To calculate the kink angle a triplet of offsets is needed, u−, u0 and u+, where u− and
u+ can be formulated depending on u0:

u+ = J+∆u0 + S+∆~α+ + d+∆κ u− = J−∆u0 + S−∆~α− + d−∆κ

∆~α+ = W+ = (u+ − J+∆u0 − d+∆κ) ∆~α− = W− = (u− − J+∆u0 + d−∆κ)

W+ = S−1
+ W− = S−1

− (D.7)

The difference between ∆~α+ and ∆~α− gives then the kink angle β.

~β = ∆~α+ −∆~α− (D.8)

= W+u+ − (W+J+ + W−J−)u0 + W−u−(W+d+W−d−)∆κ (D.9)

The get the interpolated offset uint between two adjacent scatterers D.8 has to be
solved for u0 = uint and β = 0:

uint = (W+J+ + W−J−)−1(W+u+ −W−u−)

−(W+J+ + W−J−)−1(W+d+ = W−d−) ·∆κ (D.10)



Appendix E

Impact of Lorentz angle calibration

In case of a non-optimal Lorentz angle calibration the corrections of the module
positions will result in a different overall shift of the mean value of the track residuals
for modules with different relative orientation between the solenoid and the drift field.
In the 4 outermost TOB layers, the single sided modules are grouped in rods where the
modules at inner radii are facing away from the beamline and thus the drift direction
of the electrons is opposite to the modules at larger radii where the modules are facing
towards the beam pipe. Figure E.1 shows the residual distributions for the 6 layers of
the TOB validated with tracks from cosmic rays taken without magnetic field, once
for an alignment also using tracks recorded when the magnetic field was off, referred
to as CRUZET (Cosmic Run at Zero Tesla) and once for an alignment performed
with tracks taken with the magnetic field at nominal strength of 3.8 T, referred to as
CRAFT (Cosmic Run At Four Tesla). The latter is correcting for the non optimal
Lorentz angle calibration and thus shifting the modules according to their orientation
with respect to the beampipe in opposite direction which results in the double peak
structures visible for layers three to six. Figure E.2 shows the same distributions
including an alignment with correct Lorentz angle calibration, referred to as ’HIP1

new LA’. The double peak is no longer visible.

1The ’Hit and Impact Position’ is briefly described in section 4.1.
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Figure E.1: Mean value of the residuals in x per layer in TOB for aligned geometry
gained with incorrect Lorentz angle calibration validated with 3.8 T (CRAFT) and
0 T data (CRUZET).
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Figure E.2: Comparison of the mean value of the residuals in x per layer in TOB
for aligned geometry with incorrect Lorentz angle calibration (HIP old LA), corrected
Lorentz angle calibration (HIP new LA) and geometry obtained on tracks from cosmic
rays taken at 0 T validated on tracks from cosmic rays taken 0 T .





Appendix F

Influence of tracker read out mode
on alignment

While the tracker can be operated in peak mode during data taking of cosmic rays,
it is necessary to shorten the read-out time during collisions to account for 25 ns be-
tween two bunch crossings. During collisions the tracker is read-out in deconvolution
mode [34]. In 2009 cosmic rays have been recorded for both read-out modes. Align-
ment constants following the same strategy but using either tracks taken in peak or
deconvolution mode showed different results in the local w-coordinate since the align-
ment performed with tracks taken in deconvolution mode corrected for a difference
in the reconstructed w position of the modules. While the effect on the thin mod-
ules used in TIB was accounting to only a few micron, the thick modules used in
the outermost four layers of the TOB showed a significant difference in ∆w of about
20µm as shown in figure F.1. In addition, a small shift related to the Lorentz angle
(see appendix E) could be observed. Both effects can be explained by the so-called
Venturi model [70], which describes differences of the charge collection for the two
read out modes. Figure F.2 shows the ideal case of a charged particle traversing the
silicon sensor. All charges drift to the strip plane of the sensor where they form a
cluster that is read out. The cluster barycentre is extrapolated to the mid-plane of the
sensor as the true reconstructed hit position. In the deconvolution mode where the
readout time is shorter not all charge is collected as the drift time from the backplane
of the module is too large. Hence, the reconstructed hit position extrapolated from
the cluster barycentre is incorrect and the alignment is compensating this by shifting
the module in w direction such that the reconstructed hit lies along the track path
again(see figure F.3).

This simplified model neglects the interplay with the Lorentz angle that is causing
a small shift in local u in addition. Due to the shorter integration time the charge
collection in deconvolution mode also leads to a slightly smaller value of the apparent
Lorentz angle. While for large integration times all charge is collected on one single
primary strip, the charge is distributed among a primary and auxiliary strips for short
charge integration time. Therefore, the apparent Lorentz angle is smaller than the
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122 Chapter F. Influence of tracker read out mode on alignment

∆w = local ∆u / (tan(θtrk)-tan(θLA))  (µm)

Figure F.1: Difference in ∆ w for modules in TOB for peak and deconvolution
mode [70].

tan(θtrk) > 0 tan(θtrk) < 0

θtrk θtrk

u

w

u

w

u

w

track   
charge drift
cluster   
true rechit  

Figure F.2: Ideal case where all charges drift to the sensor plane where they are
read out [70].

actual one as illustrated in figure F.4.

Figure F.5 shows the correction of the local u coordinate resulting from the
charge loss. The term arising from the non collected charge of the backplane
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Back-Plane Signal Loss
tan(θtrk) > 0 tan(θtrk) < 0track   

charge drift
cluster   
true rechit  
reco rechit
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w

u

w

No charge collectedNo charge collected

tan(θtrk) > 0 tan(θtrk) < 0
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u

w
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w

u

w

aligned sensor 
position

aligned sensor 
position

track   
charge drift
cluster   
true rechit  
reco rechit

Figure F.3: In deconvolution mode not all charge is collected and the effective
charge results in a bias of the reconstructed hit position extrapolated from the clusters
barycentre [70].

∆w(tan θtrk − tan θLA) is extended by the correction of a smaller effective Lorentz
angle ’seen’ at the drift length H − ∆w. Both corrections need to be performed
during the local reconstruction to provide unbiased clusters and thus unbiased re-
constructed hit positions for the alignment. The correction values found for collision
data taken in 2010 for TOB and TIB according to the model outlined are 0.05µm and
0.034µm for the backplane corrections ∆w in TOB and TIB, respectively. A Lorentz
angle correction is only necessary for the TOB as the shift is not significant in the
thinner TIB modules. It is measured to be 0.013 rad [70].
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charged particle 
Lorentz drift
strips
signal induced on 
strips in PEAK
signal induced on 
strips in DECO
apparent Lorentz drift

For short integration time, charge distributed 
among “primary” and “auxiliary” strips

Figure F.4: Distributed charge collection in deconvolution mode leads to smaller
effective Lorentz angle [70].

∆u = ∆w (tan(θtrk) - tan(θLA))
+ (H – ∆w) ∆tan(θLA)
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Figure F.5: Charge loss in deconvolution mode leads to an effective Lorentz angle
that is smaller than the actual one [70].



Appendix G

Tracker Hit Maps

Figure G.1 shows the tracker maps for 1 Mio. events from cosmic rays taken during
CRAFT10 before and after the alignment track selection. Figure G.2 shows the same
tracker maps for minimum bias events taken during the first run period. Due to the
higher track multiplicity only 200,000 events have been used.
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Figure G.1: Tracker map for tracks from cosmic rays before (top) and after (bottom)
the alignment track selection.
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Figure G.2: Tracker map for tracks from minimum bias events before (top) and
after (bottom) the alignment track selection.





Appendix H

B-tagging Performance with
respect to c quarks

The b-tagging performance shown for the misidentification efficiencies for c quarks
plotted versus the b-tagging efficiency. Since the topology of b and c jets differs less
than for b jets and jets from light quarks, the impact of misalignment affects the
corresponding b-tagging efficiencies and c-misidentification efficiencies only slightly.
Even for the b probability algorithm which has shown b-tagging efficiency drops of
more than 20% for the 10 pb−1-scenario for fixed misidentification values for u,d and
quarks, the b-tagging efficiency is not affected more than 5-10% for fixed values of c
quark misidentification.
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Figure H.1: c quark mistag vs b-tagging efficiency for TCHE (a), TCHP (b), jet
probability (c), jet b probability (d), SSVHE (e) and SSVHP (f) for different mis-
alignment scenarios.



Appendix I

Sensitivity Studies of the KS
Resonance to Systematic
Misalignment

Since the cross section for the production of KS is large compared to for example the Z
boson, even the first weeks of collision data taking in 2010 provided sufficient data to
study the KS-mass differentially in |η| and φ. The study presented here was intended
to test the sensitivity of the KS-mass with respect to weak modes of the tracker
alignment as described in section 4.3. The tracks used for the vertex reconstruction
are required to have:

• a normalized χ2 >5,

• at least 6 hits and

• an impact parameter significance < 2.

The vertices are considered further if they have:

• a normalized χ2 >7 and

• a 2d-vertex significance < 15 cm.

The KS-mass window is defined as ±0.07 GeV around the nominal KS mass of
497.672±0.031 MeV [2].

In order to investigate the impact of possible weak modes, the nine possible de-
tector deformations introduced in figure 4.4 have been used to distort an aligned
detector geometry, described in [71]. The same alignment used to produce this ge-
ometry has been rerun starting from the nine artificially distorted geometries. The
resulting ’realigned’ geometries are then used to refit the tracks and repeat the KS

analysis. Figures I.1-I.3 show the KS-mass bias as a function of |η| of track with lowest
transverse momentum for the original aligned geometry referred to as ’ICHEP’ and

131



132 Chapter I. Sensitivity Studies of the KS Resonance to Systematic Misalignment

the realigned geometries, named after the additionally applied distortion. The devi-
ations are all within the error bars. The observed bias is the same for all geometries
and thus seems to be related to other effects than the detector geometry. Even design
conditions in the simulation show a similar behaviour shown in figure I.4. Although
the distributions for the simulation are overall shifted towards higher values of the
KS-mass, the shape is very similar to the one observed in data which substantiate the
conclusion of non-alignment related reasons for the bias.
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G
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]
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Figure I.1: KS-mass as a function of |η| for systematic misalignments affecting global
r compared to reference geometry ’ICHEP’.



133

M
(K

0)
 [

G
e

V
]

|η|

Figure I.2: KS-mass as a function of |η| for systematic misalignments affecting global
z compared to reference geometry ’ICHEP’.
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Figure I.3: KS-mass as a function of |η| for systematic misalignments affecting global
r∆φ compared to reference geometry ’ICHEP’.
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Figure I.4: KS-mass as a function of |η| and φ for data and simulation.



Appendix J

Voigtian Fits to the Z boson mass

The following plots show the fit of a Voigtian distribution to the invariant mass of
the two isolated muons with leading transverse momentum in bins of −2.4 < η < 2.4.
The fitted mean value is the input for the plots shown in section 6.2.2. The statistic
in the outermost bin of 2.0 < |η| < 2.4 has only few entries because the muons were
required to be within |η| < 2.1 in order to stay within the |η| region covered by the
tracker (|η| < 2.4) when applying the isolation radius of 0.3. Therefore, the fit results
in the outermost bins are not considered in the systematic studies in section 6.2.2.
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Figure J.1: Fit results of Z boson mass for different η-ranges of positive charged
muon for geometry GR10 v4.
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Figure J.2: Fit results of Z boson mass for different η-ranges of negative charged
muon for GR10 v4.
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