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Abstract

Diffractive deep-inelastic scattering events in ep collisions at HERA are the subject of this
thesis.

The cross sections for inclusive diffraction, ep — eXp, measured by the H1 and ZEUS
Collaborations were combined, providing a model-independent check of the data consistency
and a cross calibration between the two experiments, and resulting in single data sets with
improved accuracy and precision. T'wo sets of combined results were obtained. The cross sections
measured using the proton-spectrometer data were combined, both in the range of ¢, the squared
four-momentum transfer at the proton vertex, common to the two experiments (0.09 < [¢t| <
0.55 GeV?) and in the extended t-range |[t| < 1 GeVZ2 The resulting cross sections cover
the region 2.5 < Q% < 200 GeV? in photon virtualities, 0.0003 < zp < 0.09 in the proton
fractional momentum losses and 0.0018 < § < 0.816 in 8 = x/xp, where z is the Bjorken
scaling variable. The cross sections obtained from data with the large rapidity gap signature
were also combined in the kinematic range 2.5 < Q? < 1600 GeV?, 0.0003 < zp < 0.03 and
0.0017 < B < 0.8, for masses of the hadronic final state My > 4 GeV.

The inclusive diffractive reduced cross section or ®) was measured with data collected by
the ZEUS detector, at two different centre-of-mass energies, 318 and 225 GeV. The diffractive
data were selected with the large rapidity gap method in the kinematic region 20 < Q? < 130
GeV?2, 0.05 < B < 0.85 and 0.00063 < zp < 0.01. The measurement covers an unexplored
range of y (y = 0.55), the inelasticity of the interaction.
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Introduction

High-energy diffraction in particle physics has attracted much interest in the last two decades
following the observation of hard diffraction in pp collisions at the SPS and the Tevatron, as
well as in deep inelastic ep scattering at HERA and more recently in pp collisions at the LHC.

The term diffraction was introduced in high-energy physics in the 50’s and is used in strict
analogy with the familiar optical phenomenon that occurs when a beam of light impinges on
an obstacle or a slit whose dimensions are comparable to its wavelenght. To the extent that
the propagation and the interaction of hadrons are nothing but the absorption of their wave
functions caused by the many inelastic channels open at high energy, the use of the optical
terminology seems indeed appropriate.

In-depth studies of diffraction have been performed in hadron-hadron interactions. As a gen-
eral definition, diffractive processes occur when no quantum numbers are exchanged between
the high-energy colliding particles, and consequently the final states have the same quantum
numbers as the incident particles. Historically, hadronic diffraction was studied as a soft phe-
nomenon. The main novelty of the last 20 years is the discovery and investigation of diffractive
processes in the presence of a hard scale.

A successful method to study hard diffractive interactions is deep inelastic electron-proton
scattering (DIS), in which the interaction between the electron and the proton is mediated
by a virtual photon (neutral current DIS). The latter may fluctuate into a quark-antiquark
(qq) pair or into a quark-antiquark-gluon (ggg) state with the same quantum numbers as the
photon. The photon effectively acquires hadronic properties, and hence the capability of inter-
acting diffractively with the proton. The partonic fluctuations of the photon can have different
sizes, since the transverse dimension of the gq or qqg states is related to the inverse of the
photon virtuality, Q2. The advantage of using virtual photons is therefore that the scale of the
interaction can be varied by changing Q2. In diffractive interactions the photon probe allows
thus to resolve the partonic content of the proton for the events in which the proton emerges
intact from the interaction, carrying a large fraction of its initial energy. Universal diffractive
parton distribution functions can be extracted from one process and used to predict the cross
sections of other diffractive processes.
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The experimental signature of diffractive exchange in ep (or hadron-hadron) interactions
is the presence of a leading proton (i.e. a scattered proton carrying a large fraction of the
initial proton beam energy) and of a large rapidity gap in the hadronic final state, that is a
large angular region where no outgoing particles are detected. Because of the lack of colour
exchange, hadron radiation between the dissociated photon system and the remnant of the
proton is strongly suppressed, while in non-diffractive DIS the colour transfer between the
struck quark and the proton remnant fills the rapidity interval between them with hadrons. A
significant rate of such large rapidity gap events in DIS (~ 10%) was observed by the HERA
experiments, opening a new domain of studies on diffraction. A large amount of high-quality
diffractive data have been collected and analysed by the H1 and ZEUS Collaborations in the past
20 years and much progress has been made towards the understanding of diffractive processes
in terms of perturbative QCD, the theory of strong interactions.

This thesis presents the first combination of the diffractive cross section measurements
from the H1 and ZEUS Collaborations. Because of the variety of the selection methods, the
complementary features of the data and the statistical limitation of some samples, combining
the H1 and ZEUS data provides the most precise and kinematically extended data sets on
diffraction in DIS. T'wo sets of samples were combined: one where diffractive events were selected
by tagging the scattered proton, and one in which the selection was based on the presence of
a large rapidity gap between the hadronic system and the proton. The combination provides
a model-independent check of the data consistency; moreover it allows a reduction of the
correlated systematic uncertainties, resulting in improved accuracy.

This thesis presents also a new measurement of the inclusive diffractive DIS ep cross section
with data collected by the ZEUS experiment during the years 2006/07, when HERA collided
positrons of 27.5 GeV with protons at two different beam energies, 920 and 460 GeV, yielding
collisions at centre-of-mass energies of 318 and 225 GeV, respectively. The corresponding inte-
grated luminosities of the data sets are 44.5 pb~! and 13.9 pb~!. This is the first measurement
of inclusive diffraction with the ZEUS data after the luminosity upgrade of the HERA col-
lider. The event reconstruction and selection were optimised for large values of the inelasticity

of the interaction, y, and specifically the region y 2 0.55 became accessible for the first time at
HERA.

The thesis is organised as follows:

e The first Chapter gives a brief overview of deep inelastic scattering. Hadronic diffraction
and its phenomenology are also introduced. Then, hard diffraction is presented within
the context of DIS; the variables and the kinematics relevant to the present analyses are
described. Finally, some of the theoretical models for diffractive deep inelastic scattering
are reviewed.



vii

e The second Chapter gives a description of the HERA collider and the ZEUS appara-
tus. Components of the ZEUS detector essential for the analyses presented here are illus-
trated in detail.

e In the third Chapter the experimental signatures of the inclusive diffractive events in
DIS and the selection methods used at HERA are presented. An overview of the recent
diffractive results from the H1 and ZEUS Collaborations is also given, followed by a brief
comparison of the available measurements.

e The fourth Chapter presents the combination of the H1 and ZEUS diffractive cross sec-
tions. First, the method used to combine the cross sections is described. The latest H1
and ZEUS measurements from proton spectrometers are introduced and the results of
the combination are presented for two different ranges of ¢, the squared four-momentum
transfer at the proton vertex: the range covered by both spectrometers, 0.09 < |t| < 0.55
GeV?, and the extended range [t| < 1 GeV?. Finally, the combination of the H1 and ZEUS
cross sections from large-rapidity gap data is also shown.

e The fifth Chapter is devoted to the measurement of the inclusive diffractive cross section
in the high-y region. The ZEUS offline software and the Monte Carlo event simulation
are described. Then, the reconstruction of the event and of the kinematic variables is
presented. The event selection is described, followed by a discussion of the background that
could affect the measurement. Finally, the results are shown, together with the acceptance
and systematics studies.

The thesis contains an Appendix devoted to the results obtained on the calibration of the
Electromagnetic Calorimeter of the CMS experiment at the LHC. The presented method ex-
ploits the azimuthal symmetry of minimum bias events to provide a fast and precise calibration
of the calorimeter.

The material presented in Chapters 4 and 5, as well as that of Appendix A is my original
contribution to this thesis. Part of the material in Chapter 4 has been presented at the EPS
2011 Conference [1] and is about to be published in Physics Letters B; part of Appendix A has
been published in [2].
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Chapter 1

Inclusive Diffraction at HERA

1.1 Neutral-Current Deep Inelastic ep Scattering

The process in which the constituents of the proton (quarks and gluons) are probed by means
of leptons is known as deep inelastic scattering (DIS). The interaction is “inelastic” when a
quark is knocked out of the proton and the proton is broken up. It is called “deep” when the
proton is probed with a gauge boson with small wavelength, thereby resolving small distances.
In electron-proton (ep) neutral-current (NC) deep inelastic scattering, a neutral boson, i.e. a
photon or a Z°, is exchanged between the electron and the quark, whereas in charged-current
interactions a charged W-boson is exchanged, with a neutrino in the final state.
For the kinematic coverage of the data discussed in this thesis, only photon exchange is relevant.

1.1.1 Kinematics of Deep Inelastic ep Scattering

A diagram of a deep inelastic scattering event, e(k) + p(P) — e(k’) + X, is shown in Fig. 1.1.

e(K) e(K)

V,ZW (g=k-K)

p(P) X (P+q)

Figure 1.1: Schematic diagram of deep inelastic electron-proton scattering.
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The incident electron with four-momentum £ scatters off a proton carrying four-momentum P.
A virtual photon, v*, with four-momentum ¢ is exchanged in the interaction. Because of lepton
number conservation, the scattered electron has to be present in the final state, with four-
momentum £’. In addition, the hadronic system X is produced, with four-momentum denoted
by P’.

The kinematics of deep inelastic ep scattering can be described by the following Lorentz-
invariant variables!:

e s = (k+P)? = mZ+2P-k ~ 4E.E,
the centre-of-mass energy squared of the electron-proton system, where m,, is the mass of
the proton and the electron mass is neglected;

° QQ — _q2 — —(]{7 _ k/)Q
the negative four-momentum squared of the virtual photon (v*);
QZ
2P-q
the fraction of the proton momentum carried by the struck quark (dimensionless Bjorken

e r —

scaling variable);
oy = %

the fraction of energy lost by the electron in the proton rest frame (inelasticity);
o W? = (P+q)? = m2+L(1-2x)

the invariant mass squared of the photon-proton system.

However, for a given centre-of-mass energy +/s, only two of these variables are independent. Ne-
glecting the masses of the electron and the proton, Q?, z and y are related to s through the
relation:

Q* = swy . (1.1)
The photon virtuality Q? gives the scale of the interaction: the wavelength A of the photon
gives the smallest distance that the probe can resolve, A =~ hc/|q|. Sizes as small as ~
10~'® m can be resolved with photons of Q% ~ 10* GeV?, allowed in the HERA kinematics. The
kinematic variables described above have a limited range of allowed values:

0 < Q? < s

0 <z <1

0 <y <1

m, < W < /s

'Natural units, which correspond to setting 7 = ¢ = 1, will be used throughout this thesis. Here 4 indicates the
reduced Planck constant and c is the speed of light in the vacuum.
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H1L

ZEUS

00 H

Fixed Target Experiments:
CCFR, NMC, BCDMS,

E665, SLAC

10 |

Figure 1.2: Kinematic coverage of the H1 and ZEUS experiments at HERA in the Q*-x plane,
compared to that of fired-target experiments. A straight line for y =1 is also shown.

At HERA, electrons (or positrons?) of 27.5 GeV collided with protons of 920 GeV, resulting in
a centre-of-mass energy of /s = 318 GeV, providing the coverage in the Q*-z plane illustrated
in Fig. 1.2.

In ep interactions two kinematic regions can be distinguished:
e the deep inelastic scattering (DIS) regime, which is defined by the following conditions:

2 2 2 2
Q°>m, , W >m,

e the photoproduction regime (PHP), in which the exchanged photon is real or quasi-real
(small values of Q?).

1.1.2 The ep Cross Section and the Structure Functions

The cross section for unpolarized ep scattering originates from the contribution of a leptonic and
a hadronic part, o ~ L, W, where the tensor L,, corresponds to the leptonic vertex, while
the tensor W#” describes the transition from the initial nucleon to all possible final states X at
the hadronic vertex.

2In the following, the term electron will be used to indicate both electrons and positrons.



4 CHAPTER 1. INCLUSIVE DIFFRACTION AT HERA

Using current conservation, the hadronic tensor can be expressed by means of three inde-
pendent structure functions, and the cross section reads:

2 2
dm;TSQ - ?:54 22y F) (2,Q*) +2 (1 —y) I (2, Q%) — (2y + °) 2F3 (2, Q%)] (12)

where « is the fine-structure “constant”?®, o = e?/4whc ~ 1/137.

The structure functions F} and F5, contain the information about the inner structure of the
target proton. Moreover, the structure function F} is proportional to the transverse component
of the cross section, o, which is due to the interaction with a transversely polarized * (i.e. with
helicity +1), whereas the difference between F and F, is related to the longitudinal part of the
cross section, o, where a longitudinally polarized (virtual) photon is absorbed (helicity 0). In
more detail, these relations can be expressed as:

2 2
or , F2

Fl (O'T+O'L) . (13)

Sxma Sxma

The structure function Fj contains the parity violating part of the cross section. Since the
electro-magnetic coupling conserves parity, this term can be neglected at low Q?, where photon
exchange dominates the cross section. This approximation is hence always valid in the kinematic
domain of the present work.

Omitting the parity violating contribution, Eq. (1.2) can be written as:

dQUep 2ra’

dedQ?  xQ4

(11— B (0.Q2) — o (Fo (2,Q) — 20F, (2,Q9))] . (14)

1.1.3 The Quark-Parton Model

The first DIS measurements, performed at SLAC [3] and DESY [4] at the end of the 60’s, showed
that the structure functions F; and F, were to a first approximation independent of Q2 and that
they were functions of the variable x only. This feature, predicted by Bjorken [5], is called scale
NVaATriance.

Feynman interpreted this scaling property as evidence of the fact that the proton is com-
posed of free (non-interacting), point-like constituents, called partons [6]. The parton model
predicts that in the infinite-momentum frame, where the interaction between partons as well
as their transverse momenta can be neglected, the proton may be depicted as a beam of par-
tons, each carrying a momentum fraction z. In this model inelastic lepton-proton scattering is
interpreted in terms of an elastic lepton-parton interaction. Based on the above assumptions,
the total ep cross section may be expressed as the incoherent sum of elastic electron-parton

3In fact, the fine-structure “constant” is not constant, but depends on Q? due to vertex corrections:
a(Q?) = a(p?)[1 + (a(p?) /37) 1og Q% /i + ..].
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scattering cross sections:

dx§g2 Z ifil (dQ2> ’ (15)

where e; is the electric charge of parton i, f;(x) is the parton distribution function (PDF), which
gives the probability to find a parton with momentum fraction between z and x + dx inside the
proton, and (do /dQ?); represents the cross section for elastic scattering on a single parton i. The
functions f;(x), have to satisfy the momentum sum rule, stating that the sum of the momenta
of all partons must add up to the momentum of the proton:

1
Z/$fi(x)dx:1 : (1.6)
©0
From the comparison between Eqs. (1.4) and (1.5), one derives:

Fy(z) = efzfi(z) (1.7)

and
Fy(x) = 2zFy(z) , (1.8)

where the latter equation is known as the Callan-Gross relation [7] and is a direct consequence
of the assumption of spin-1/2 free partons in the nucleon.
The deep inelastic ep differential cross section in the parton model thus becomes:

dzaep_>e x  2ma?

dzdQ?  z2Q° [+ 1=y By () - (1.9)

The success of the parton model in explaining the observed scaling phenomenon, as well as
the confirmation of the Callan-Gross relation from measurements at SLAC, led to the identi-
fication of the partons with the spin-1/2 quarks that Gell-Mann [8] and Zweig [9] introduced
independently in hadron spectroscopy.

1.1.4 Scaling Violations of F; and QCD

At the beginning of the 70’s evidence appeared against the “naive” quark-parton model:

e more accurate measurements showed variations of the structure function F, with Q?:
the scaling hypothesis does not hold for small (large) values of x, where the structure
function F, was observed to increase (decrease) with Q? (scaling violations, see Fig. 1.3,
where results from the HERA experiments together with fixed target experiments are
shown);
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H1and ZEUS
N 07
= g .
N [ oe X = 0.00005, =21 [ ] H_ERA I NCe'p
O 105 e~ xzo.%oggg,iszzo . O  Fixed Target
- E x = 0.00013, i=1!
X E 04:::_—:.... X = 0.00020, =18 == HERAPDF1.0
O [ oe X = 0.00032, i=17
+Z 1052 .tM x =0.0005, i=16
o S .% X = 0,0008, i=15
L Pt x =0.0013, i=14
104 tw X = 0.0020, i=13
E .W X = 00032, i=12
[ ,__W«— X = 0.005, i=11
10 3 E OW X =0.008, i=10
E W X =0.013, =9
[ e x=0.02,i=8
2 W
10° .- coooooss oo sessee  X=0032i=7
= oo ee0 oo Xx=005i=6
r cenmEE——
10 & NEEET 0060000000000 00— X = 0.08, =5
E BEn SRS ———eye 0900800000, x =013, i=4
F eSS . esss -
1L o EERRER T L~ x=oasiss
E J—— 'ﬁ—'ﬁﬁ x=0.25,i=2
10 1 ; w x = 0.40, i=1
. ; M X = 0,65, =0
10- 7\‘ \\\\\H‘ \\\\\H‘ L \\\\\H‘ L \\\\\H‘ L \\\\\H‘ L |
1 10 10° 10° 10* 10°
2 2
Q°/ GeV

Figure 1.3: The reduced cross section o, as a function of Q* for different values of x (in the kinematic
region covered by the measurements, o, ~ Fy). A compilation of results from HERA and fized-target
experiments is shown, compared to predictions from a NLO QCD fit to the HERA data [1/].

e as already discussed, if the proton consisted only of charged quarks, their momenta would
be expected to add up to the proton momentum, >3; f zfi(z)dxr = 1. However, experimen-
tally a value of ~ 0.5 was found [10], which means that only half of the proton momentum
is carried by charged quarks and the remaining part has to be carried by neutral partons
(later identified as gluons);

e moreover, the fact that quarks are confined in hadrons implies the presence of strong bind-
ing forces between them, which cannot be understood within Quantum Electrodynamics

(QED).

The explanation of all these issues was brought by Quantum Chromodynamics (QCD). QCD
describes the interactions of quarks and gluons, the mediators of the strong interaction, which
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couple through the colour charge. QCD is analogous to QED, which describes the interaction
mediated by photons between charged particles, coupled through the electric charge. However,
QCD is a non-Abelian gauge theory [11], with the consequence that gluons carry colour charge
and can interact among themselves.

The strong coupling “constant” ay, which varies with Q?, in leading-order perturbation
theory is written as [15]:

127

(33 —2ny) In(Q?/A2)

O‘S(Q2> =

where ny is the number of quark flavours and A is the QCD scale parameter that determines the
energy scale at which a; becomes so large that perturbation theory breaks down. At large energy
scales, oy decreases logarithmically and this behaviour is known as asymptotic freedom. Within
the framework of QCD the quark-parton model appears only in the asymptotic limit Q? — co.

When QCD is invoked, the quark-parton model is modified, since the partons in the proton
(the quarks and gluons) can split up. In the quark-parton model the proton is static, whereas
in QCD the proton becomes a dynamic system. According to QCD, structure functions have
a Q% dependence, resulting in scaling violations. This fact can be interpreted as follows: the
higher the scale, the better the resolution with which the proton is probed (see Fig. 1.4). At
low values of Q? only the valence quarks with relatively large x values can be resolved. In
the high Q? region gluon radiation leads to an increase of the number of quarks with small
fraction x of the proton momentum, and accordingly to a depletion of the high = region. In fact,
at low z a rapid increase of F, with increasing Q? is observed, while at large x values I, decreases
(see Fig. 1.3). The proton structure function F, and its scaling violations have been measured
extensively from the HERA experiments, H1 and ZEUS [12, 13]. The combination of inclusive
ep cross sections measured by the H1 and ZEUS Collaborations from all the data recorded
in the first period of HERA operation resulted in the most precise extraction of the scaling
violation of the structure function Fy over a wide kinematic region [14].

1.1.5 The Longitudinal Structure Function Fj,

In the quark-parton model the longitudinal part of the cross section is suppressed, since the
interaction between a quark and a longitudinally polarised (virtual) photon does not conserve
helicity. This is best seen in the Breit frame, the frame in which the quark is “reflected” by the
interaction with the photon. In this frame the quark conserves its spin in the interaction, while
reverses its direction. Extending the quark-parton model by adding gluons, helicity conservation
can be retained in the interaction with a longitudinal photon (see Fig. 1.5). This leads to a
violation of the Callan-Gross equation:

Fr(x) = Fy(x) — 22 Fy(x) . (1.10)
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1
1
’

proton proton substructure QCD Compton BGF

increasing resolving power Q2

Figure 1.4: Schematic diagram to illustrate the increase of the ¥* resolving power with Q2.

Qout -— Qout —
R
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7 .
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Figure 1.5: An incoming quark in the Breit frame interacts with a longitudinally polarised photon,
and subsequently flips its helicity, which is not allowed (left). Helicity conservation is preserved by

adding a gluon (right). The arrows represent the spin orientation.

The difference between F; and F; due to the longitudinal part of the cross section brings to the
definition of the longitudinal structure function, F. From the positivity requirement of the
cross sections for longitudinally (o) and transversely (o7) polarised photons, o, > 0 and o7 >
0, and from the relations between these cross sections and the structure functions F; and F5 (see
Eq. (1.3)), it follows that F» > 22 F; and therefore 0 < F, < F.

The unpolarised NC ep cross section in terms of Fy and F), then becomes:

d? TepseX 2w

2
drdQ? QA Vi | Py (2,Q°) — %FL (z,Q%) (1.11)

where YV, =1+ (1 — y)z. Due to the factor y?, the structure function Fy gives a negligible
contribution to the cross section at low values of y (y < 0.5), but becomes relevant for larger
values of y.

From its nature, F7, has direct sensitivity to the gluon emission inside the proton. In the
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QCD framework, F}, at leading order is given by [22, 23]:

1

Pl @) = Pa [ 4

xT

(2,Q% —1—82 (1—-— zg (z,Q%) (1.12)

and therefore the F}, extraction provides information on the gluon distribution inside the proton.

A direct measurement of the longitudinal structure function requires several set of DIS cross
sections at fixed x and @2, but at different y, which from Eq. (1.1) means different s. This can
be better seen once Eq. (1.11) is written in terms of the reduced cross section o,:

4 dQ ep
e @) = (o) o - Q) - LR@) . 01y

The direct measurement of F7 has been achieved at HERA by changing the proton beam
energies while keeping that of the lepton beam fixed. Both the H1 and ZEUS Collaborations

obtained independent results of F, [24, 25] and a combination of the measurements from the

two experiments brought to a precise and unique extraction of the longitudinal proton structure
function from HERA [26].

1.1.6 DGLAP Evolution Equations and the Q*-z Plane

The evolution with Q? of the structure functions, or more precisely of the quark densities,
¢i(z,Q%), and of the gluon density, g(x,Q?), can be described by the Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) coupled evolution equations [16], that consider the splitting
probability of a quark into a quark and a gluon, and the annihilation probability of a gluon in

a qq pair:

dQ(x>Q2) dy €T T
dan2 27r y | a, Q2)qu (5) +9(97Q2)qu (5)] , (1.14)

T

%’gj)Z% 162} quQ ( >+g(yQ) (g)] ) (1.15)

T

where P,
in Fig. 1.6.
The DGLAP equations neglect higher order contributions of the form ayln1/x. At finite

order, these terms might give non-negligible contributions at low values of x, where the evolution

P,

wg» Pgq and Py, are the splitting functions, whose meaning is graphically shown

is dominated by the gluon cascade. The evolution in terms of In 1/x is know as BFKL equation
[17] and predicts a strong increase in the gluon density at small z, which is somehow balanced
by means of recombination processes between partons. Efforts are being made to combine the
DGLAP and BFKL approaches.
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Figure 1.6: Elementary vertezes in QCD and associated splitting functions.

At extremely small values of x the steep rise of structure functions predicted by BFKL must
stop, in order not to violate unitarity. At x — 0 the probability of interactions between partons
(gluons, in particular) becomes so large that they begin to recombine with each other bringing
to saturation effects, thus requiring the introduction of non-perturbative corrections. The GLR
equations [18] introduce a shadowing correction which slows the increase of F; for decreasing
x.

o~
(o4
£

N

g -

\\fp

non-perturbative region

TR

- ’e/\)\xef)

high density region @

Inx

Figure 1.7: Validity range for different evolution equations.

On the other hand, for very low values of Q? (Q* < 1 GeV), the value of o, (Q?) becomes large
and perturbative QCD cannot be applied. Phenomenological models, such as Regge theory [19]
(see Sect. 1.2.2), are used to describe the interactions between particles.
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The validity region in the Q*-z plane for different approaches is summarized in Fig. 1.7.

1.1.7 QCD Hard Scattering Factorisation and PDF's

The basic idea behind the factorisation theorem of QCD [20] is that physical processes at very
different scales do not interfere with each other, i.e. they factorize. It has been proven that
in perturbation theory factorisation holds to all orders [21]. According to factorisation, the
cross section for ep scattering can be written as the convolution of two terms: the perturbative
calculable hard scattering Born cross section, oy;, for the short-distance interaction, times the
non-perturbative (and not calculable by perturbation theory) parton densities, f;, describing
the long-distance interaction with the proton structure:

Tep(, Q%) = D 0eilw, Q% i) © filw, ir) (1.16)

where the sum runs over all the contributing partons i. Here, pup is the factorisation scale
and represents the scale at which the perturbatively calculable hard scattering cross section
is separated from the non-perturbative parton densities. A parton emitted from the incoming
quark or gluon at a scale larger than up is considered part of the hard interaction, while
a parton emitted at a smaller scale than pp is considered part of the proton. The latter is
absorbed into the parton density functions. Such functions are non-perturbative objects and
contain the information about the structure of the proton. They are assumed to be universally
valid, i.e. they do not depend on the hard process under study and need to be extracted from
experimental data.

From a next-to-leading order (NLO) QCD analysis based on the combined HERA ep cross
sections, a set of HERA parton distribution functions was obtained [14]. Predictions from HERA
PDFs compared to the experimental data are shown in Fig. 1.3.
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1.2 Hadronic Diffraction

The first authors to give a definition of hadronic diffraction were Good and Walker [27] who,
in 1960, wrote: “..a phenomenon is predicted in which a high energy particle beam undergoing
diffraction scattering from a nucleus will acquire components corresponding to various products
of the virtual dissociation of the incident particle... These diffraction-produced systems would
have a characteristic extremely narrow distribution in transverse momentum and would have
Figure 1.8 shows the different types of

”

the same quantum numbers of the initial particle...”.

A
A A A

a b) <)

Figure 1.8: (a) Elastic hadron-hadron scattering, (b) Single dissociation, (c¢) Double dissociation.

diffractive processes in the collision of two hadrons:

1. elastic scattering, when exactly the same particles emerge from the collision;

2. single diffraction, when the energy transfer in the collision remains small, but one hadron
dissociates into a multi-particle final state, preserving the quantum numbers of the initial
hadron;

3. double diffraction, when both hadrons dissociate preserving the quantum numbers of the
initial hadrons.

The remaining configurations correspond to inelastic interactions.

In the general case of the diffractive reaction a + b — X + Y no quantum numbers are
exchanged. In QCD this means that no colour charge is exchanged and consistently there is no
colour field between X and Y. As a consequence, these two final state systems are well separated
in phase space. This is true especially for elastic or single dissociation events, where at least
one of the incident particles experiences only a very small energy loss. Diffractive events are
therefore characterised by a large rapidity gap (LRG) An between the quasi-elastically scattered
particle and the rest of the final state. For a particle of energy £ and longitudinal momentum py,,

rapidity is defined by:
E+pr

E_pL’

which for particles with small masses is very well approximated by the pseudorapidity variable:

n=—In (tan g) : (1.18)
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where 6 is the polar angle measured with respect to the direction of the incident particles.
A complete and quantitative discussion on the subject can be found in [30].

1.2.1 The Analogy with Optical Diffraction

The process a +b — X + Y can be described by two independent Mandelstam variables:

s = (pa+m)° = 4(p° +m?) |
t = (pa —pX)2 = (p» —py)2 = —2p2(1 —cosf) , (1.19)

where p is the four-momentum in the centre-of-mass system, 6 is the scattering angle, and it is
assumed that particles a and b have identical mass m.

Diffractive processes are characterised by a pronounced forward peak in the differential cross
section do /dt, which is exponentially suppressed. The small ¢ region is parametrised according

to:
do_(do\
- \dt),_,

~ <‘fi—j)t20 (1 bpo)?) (1.20)

where b is the slope of the forward peak. The ¢t dependence of the cross section is reminiscent of
the behaviour of the optical phenomenon that occurs when a beam of light meets an obstacle or
crosses a hole whose dimensions are of the same order of magnitude as its wavelenght. In optics
the intensity of diffracted light at small scattering angles, #, and large photon wave numbers,
k, is given by:

I =1, (1 - RIQ(/@H)Q) : (1.21)

where R is the radius of the obstacle, and kR ~ sinf/6. The comparison of Egs. (1.20) and
(1.21) gives the relation between the t-slope b and the interaction radius R:

R2

=7

(1.22)

When we look at the plot of the ¢ differential pp cross section (Fig. 1.9) the analogy to the
optical case becomes even more explicit. The forward peak is followed by a minimum and a
secondary maximum in the [t| > 1 GeV? region. It can be observed that the slope b increases
slowly with s. This effect is known as shrinkage of the diffractive peak and can be interpreted
as an increase of the interaction radius, since R;,; ~ Vin s for s — .
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Figure 1.9: The differential pp elastic scattering cross section do /dt for different values of the centre-
of-mass enerqy squared s [28].

1.2.2 Regge Formalism and the Pomeron

Soft hadron-hadron interactions are well described by Regge phenomenology [29], which is based
on the formalism of the analytical continuation of the scattering amplitude into the angular

momentum plane. It successfully describes the energy dependence of the total hadron-hadron
cross section and many properties of elastic and diffractive scattering. A review of Regge theory
can be found in [19].

Regge theory belongs to the class of the so-called t-channel models. These models describe
hadronic processes in terms of the ¢-channel exchange of “something”. In the simplest version of

the t-channel models, this “something” is a (virtual) particle. This picture, however, becomes
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inapplicable at high energies, where the amplitude for the exchange of a single resonance is
real and hence does not contribute to the cross section, which is proportional to the imaginary
part of the scattering amplitude. Regge theory overcomes this drawback, by assuming that
the strong interaction is not due to the exchange of particles with a definite spin, but rather
to the exchange of a Regge trajectory, i.e. of a whole family of resonances with the same
quantum numbers, but different spin. The large s-limit of a hadronic process is determined by
the exchange of one or more Regge trajectories in the ¢-channel. Adopting a particle physics
language, Regge trajectories are often called reggeons (IR).

All exchanged particles form linear trajectories in the J-m? plane, where J is the spin
and m is the mass of the particle. The Chew-Frautschi plot [31] in Fig. 1.10 shows a few
exemplary Regge trajectories. The continuation of a trajectory to negative values of m? leads
to a parametrisation in terms of the square of the four momentum transfer, ¢:

a(t) =ay+ad't, (1.23)

where «q is the intercept and o’ is the slope of the trajectory. The lightest particle on a
trajectory gives the name to the trajectory. For most of the trajectories the slope is close
to 1 GeV?. The intercept of Regge trajectories for known particles is within the range 0-0.5 (for
example: a, ~ 0, a, ~ 0.5).

spin J

O - 11 I 11 11 I 11 1 1 I 11 11 I 11 1 1 I

0 1 2 3 4 ) 5 .
t=m (GeV")

Figure 1.10: Spin versus mass squared for different mesons. Straight lines are the result of a linear

fit and correspond to Regge trajectories.
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In the high energy limit, s — oo, and at fixed ¢ the scattering amplitude for each Regge
trajectory can be written as

_A@¢>ii§5@)<i>am , (1.24)

S0

where so ~ 1 GeV? is the hadronic mass scale. Then the cross section of the elastic scattering
process ab — ab can be expressed as:

o s 20(t)—2
1 o LA DI o P(3() (—) , (1.25)

dt S0
where in this case «a(t) is the leading trajectory exchanged in elastic scattering, that is the
trajectory with the largest real part, whose contribution to the exponent of s is therefore
dominant. The s-dependence of the slope b comes from the comparison to Eq. (1.20):

b=by+2a'In (i) , (1.26)
S0
which quantifies the shrinkage of the diffractive peak.
Using the optical theorem, which relates the total cross section to the elastic scattering
amplitude, the energy dependence of total hadron-hadron cross sections is given by

ap—1
Ttot ~ 1Ilrn[A(s,t =0)] x <i> . (1.27)
s S0
Different processes will, in general, receive contribution from different trajectories. The con-
tributions to a given reaction depend on the quantum numbers that this reaction exhibits in the
crossed channel. The total cross sections for different hadron-hadron interactions, together with
those for vp and 7 interactions (see Sect. 1.3.1), are plotted as a function of /s in Fig. 1.11. At
high energies, a similar energy dependence for these processes can be seen. The fall-off at low
energies in Fig. 1.11 can be explained by the exchange of Regge trajectories corresponding to
known particles. The slowly increasing cross section at high energies requires a Regge trajectory
with ap 2 1, while all known trajectories interpolating existing particles or resonances have
an intercept ap < 0.5. In order to describe the data in the Regge framework, the existence of
a new trajectory has to be postulated. After I.Ya. Pomeranchuk, the so-called pomeron (IP)
trajectory was introduced [31, 33] with oy ~ 1 (see Fig. 1.10). The pomeron trajectory does
not correspond to any known particle and has the quantum numbers of the vacuum. Thus, the
pomeron is the dominant trajectory in the elastic and diffractive processes at high energies.
Total hadron-hadron cross sections are successfully described by the sum of reggeon and
pomeron contributions. Donnachie and Landshoff [34] fitted all available hadronic data to a
parametrisation of the form
Ot = As*B™1 4 Bgor—1 (1.28)
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Figure 1.11: The total cross sections for hadron-hadron, vyp, and ~vy scattering as a function

of Vs [32].

The parameters A and B depend on the process whereas ar and ap were fitted globally. The
first term in Eq. (1.28) corresponds to the reggeon exchange, responsible for the decrease of the
cross section at low energies, while the second one represents the pomeron contribution which
dominates at high energies. The results of the fits are: ar ~ 0.55, ap ~ 1.1.

The following parametrisation of the pomeron trajectory was obtained [35]:

a(t) = 1.096 + 0.25¢ | (1.29)

where t is expressed in GeV?. This trajectory, which describes the weak energy dependence of
the total cross section, is also known as soft pomeron.
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1.2.3 Hard Diffraction

Regge theory gives a description of diffraction within a non-perturbative, phenomenological
approach, suitable for processes dominated by peripheral, long-range interactions, with small
transverse momenta. Regge formalism, however, provides no insight into the microscopic struc-
ture of the diffractive exchange. When it was realized that QCD was more than a simple
candidate to the theory of hadronic interactions, the problem arose to interpret the pomeron in
terms of the QCD degrees of freedom, quarks and gluons. Low and Nussinov [36, 37] proposed
to picture pomeron exchange as a two-gluon exchange. Two is the minimal number of gluons
needed to reproduce the vacuum quantum numbers. This general picture represents the Born
approximation of the pomeron in QCD. In a more complete description, the QCD pomeron
emerges as a gluon ladder in a colour-singlet configuration [38]. The properties of this ladder
depend on the energy and scales involved, implying its non-universal character. The sum at all
orders of the gluon ladder diagrams results in a pomeron much more complicated than a single
Regge trajectory, called hard or BFKL pomeron [39].

In 1985, Ingelman and Schlein [40] suggested to investigate diffractive production of high-
pr jets as a way to probe the partonic structure of the pomeron. The first observation of a hard
scale in diffractive processes was given by the UA8 Collaboration in pp collisions at the SppS
collider [41]. In a sub-sample of diffractive events, jets with a high transverse energy were found
(see Fig. 1.12). However, only with subsequent data from ep collisions at HERA, pp collisions
at Tevatron and the recent pp interactions at the LHC a clearer understanding of diffraction in
terms of QCD has been achieved.

e, VS = 150 GeV

Figure 1.12: Raw energy display from the UAS8 experiment. The energy distribution in the calorimeter
(0 vs. ¢ projection) for an event with a detected dijet system in coincidence with a leading proton is
shown. Each jet has E]Tet > 8 GeV.



1.3. DIFFRACTION IN DEEP INELASTIC EP SCATTERING 19

1.3 Diffraction in Deep Inelastic ep Scattering

The final state of a standard ep DIS event consists of the scattered electron, the current jet,
originating from the parton struck by the virtual photon, and the proton debris. The gap in
rapidity, An, between the struck parton and the proton remnant is exponentially suppressed
due to parton radiation in the resulting QCD colour field (see Fig 1.13a), so that [30]:

dN | |
—~ — DIS) . 1.
A e (non—diffractive DIS) (1.30)

However, soon after the HERA experiments started, a different type of hadronic final state
was observed. Events in which only the scattered electron and particles in the direction of the
struck parton were detected, without any evidence of the proton remnant in the detector (see
Fig 1.13b) and therefore with a large gap in the rapidity distribution of particles in the forward
(i.e. the proton) direction. The An distribution for such events was of the type:

dN
—~ ' we DIS) . 1.31
aAn const (diffractive DIS) (1.31)

This signature was attributed to a diffractive exchange between the photon and the proton,
since a colour singlet exchange strongly suppresses the parton radiation between the current
jet and the proton remnant, which escapes into the beampipe carrying a large fraction of its
incoming momentum.

The appearance of such large rapidity-gap events in NC DIS was reported by the ZEUS [42] and
H1 [43] Collaborations based on the first data detected at HERA. It was a surprise that the rate

a) b)
particle flow particle flow
- —_—
current jet current jet
color flow no color flow
escapes through
1 proton remnant ¥ proton beam pipe
1 n
non-diffractive DIS diffractive IS

Figure 1.13: Ewvent topologies and particle flow diagrams for a non-diffractive deep inelastic scattering
event (a) and for a diffractive DIS event (b).
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of these events was as much as 10% of the total, even at high Q?. In diffractive deep inelastic
scattering (DDIS) the photon virtuality Q% provides a variable hard scale. DIS offers therefore
a unique, well-controlled environment in which to study the QCD properties of diffraction.

1.3.1 Hadronic Behaviour of the Photon

Diffraction is a typical hadronic process while ep scattering at HERA is an electro-weak reac-
tion, where the electron radiates a virtual photon, which then interacts with the proton. To
understand how diffractive events can occur at HERA, it is useful to look at ep scattering
in a frame where the virtual photon moves very fast (for instance in the proton rest frame,
where the v* has a momentum of up to about 50 TeV at HERA). The virtual photon can
fluctuate into a quark-antiquark pair, whose quantum numbers are the same as those of the
photon. Because of its large Lorentz boost, this virtual pair has a lifetime much longer than a
typical strong interaction time. In other words, the photon fluctuates into a pair long before the
collision, and it is the pair which interacts with the proton. This pair is a small colour dipole
(see Sect. 1.3.4.2). Since the interaction between the pair and the proton is mediated by the
strong interaction, diffractive events are possible. Therefore, the scattering of a virtual photon
and a proton can be treated within the formalism of hadron-hadron collisions [44].

By analogy to the hadron-hadron case, the v*p diffractive scattering can be classified into
four processes, depending on the final state (see Fig. 1.14): the photon can fluctuate into a
vector meson (p, w, ¢, ... ) with the quantum numbers of the photon, where the proton either

vV Vv \Y X
VE VE

p P p P ¢

Elastic Photon dissociative

V V V X D
VE VE Nondiffractive
p Y p Y

Proton dissociative Double dissociative

Figure 1.14: Diagrams illustrating the classification of diffractive processes in v*p scattering. For

comparison a diagram for a non-diffractive process is also shown.
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stays intact (elastic vector meson production) or dissociates into a system Y (proton-dissociative
vector meson production). The photon can also dissociate into a high-mass system X. In this
case if the proton remains intact the process is called single diffractive dissociation (SD) while
if it dissociates into a Y system the process is called double diffractive dissociation (DD).

1.3.2 Kinematics in Diffractive DIS
The description of the diffractive DIS process (Fig. 1.15)
e(k) +p(P) = (k) +p(P)+ X (1.32)

requires additional variables besides the conventional DIS variables introduced in Sect. 1.1.1.

Figure 1.15: Diagram of a diffractive DIS event where the virtual photon dissociates.

The four momentum transfer squared at the proton vertex is defined as:
t=(P—P)?, (1.33)

where P and P’ are the four-momenta of the incoming and outgoing proton, respectively.
It is convenient to define and use two invariant quantities:

(P—P)-q 1”)2( Q*—t

— = 1.34

Tp p.q W2 Q2 . ]% I ( )
()2 €T 6)2

(1.35)

In a model with a pomeron exchanged in the ¢-channel, zp is the fraction of the proton mo-
mentum carried by the pomeron, while 5 corresponds to the momentum fraction of the struck



22 CHAPTER 1. INCLUSIVE DIFFRACTION AT HERA

quark within the pomeron. The variables xp and [ are related to the Bjorken scaling variable
x through:
x=frp . (1.36)

By virtue of their definitions, xp and § have a limited range of allowed values between 0 and
1. Mx denotes the mass of the hadronic system X, which results from the virtual photon
dissociation. It may happen that the proton does not remain intact, but dissociates into an
hadronic system Y, with mass My.

1.3.3 The Diffractive DIS Cross Section

The diffractive cross section can be expressed in terms of the diffractive four-fold structure
functions, which are defined by analogy to the inclusive structure functions of the proton,
Eq. (1.11):

d40'giff 27T0£2 y2
dﬁdQ2;$pdt - 504 Yy [F2D(4)(5, Q* xp,t) — Y—+F5(4)(ﬁ, Q2,{L'1P,t):| , (1.37)

where, again, Y, = (1+ (1 — y)2) and F)’ @ (FP (4)) can be interpreted as the proton structure
function Fy (Fp) when a fast proton is present in the final state.

It is also worthwhile to introduce the three-fold structure function F2D (3), where an integra-
tion over t of the previous equation is performed:

v
Y:

d30diff d40diff 27TC¥2
p = ep dt = Y FD(3) 2
dﬁszde / +|: 2 (ﬁaQ axIP>

dﬁdQQdiﬁpdt BQ4 FLD(3) (67 Q27 zP):|

(1.38)
The results of diffractive measurements are often presented in terms of the NC diffractive

} D(3
reduced cross section oy ( ):

2
0P (B, Q%) = Fy(8,Q% ap) — 3 FL ¥ (8, Q% ) (1.39)
+
such that o ~ FQD ® in a wide range of the experimentally accessible kinematic region, in
particular for y < 0.5.

The diffractive structure function FP has been measured extensively by the H1 and ZEUS
Collaborations at HERA [45-53]. Figure 1.16 shows a comparison between ZEUS data [51]
collected during the first HERA running period and H1 data [49] from the whole HERA data
taking period. In Figs. 1.17 and 1.18 the dependence of the diffractive cross section as a function
of xjp and 3, respectively, is also shown.

As in the inclusive case (see Sect. 1.1.5), measuring oP®) at fixed B, Q% zp and different
values of y, i.e. different centre-of-mass energies /s, makes possible the direct extraction of
the longitudinal diffractive structure function, F'P. A first direct measurement of F” has been
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recently published by the H1 Collaboration [54]. It is shown in Fig. 1.19 as a function of 3, at
fixed Q% and zp values.
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Figure 1.16: The Q? dependence of the diffractive reduced cross section, multiplied by xp, for fized
B and at zp = 0.01. The H1 data [49] are compared to the ZEUS results [51].
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Figure 1.17: The diffractive reduced cross section xlpa,j?(g) as a function of xp for different values

of B and Q. H1 data [46] are compared to the ZEUS results [51] and to dipole model predictions [55].
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1.3.4 Theoretical Models

Several models have been proposed to explain diffractive interactions at high Q2 in ep scatter-
ing. There are essentially two main approaches:

1. In the Breit reference frame: pomeron with a partonic structure (quark and gluon densi-
ties).

2. In the rest frame of the proton: pomeron described as a two-gluon exchange.

In the following a brief description of the main aspects of these models is given.

1.3.4.1 Partonic Structure of the Pomeron

QCD Factorisation It has been proven in perturbative QCD [56, 57] that, similarly to what
happens in inclusive DIS, a factorisation theorem holds for the diffractive cross section. This
can thus be written in terms of diffractive parton distribution functions (DPDFs) convoluted
with the hard scattering cross sections:

Ug;;”(% Q* rp,t) = Z fiD(l‘, Q* rp,t) ® ou(z, Q%) (1.40)

The DPDFs fP(x,Q? xp,t) represent the probability to find, in a proton, a parton of type i
carrying a momentum fraction x, under the condition that the proton remains intact, except
for a small momentum transfer quantified by xp and ¢. The partonic cross sections o.;(z, Q?)
are the same as for inclusive DIS. Thus, the only difference between DIS and DDIS resides in
the parton distributions.

It is important to notice that it has been demonstrated by Collins [56] that factorisation is
violated in hadron-hadron diffractive scattering. Therefore, in order to use the diffractive parton
densities extracted from DDIS to make predictions for diffractive processes at hadron colliders,
other effects need to be considered, such as the survival probability of a rapidity gap [58].

Regge Factorisation The Regge factorisation hypotesis makes the extra assumption that
the diffractive PDFs do not depend (other than in normalisation) on zp and ¢. This leads
to a formalism where the diffractive parton densities can be separated into two terms, which
represent the pomeron flux and the hard scattering of the photon with the pomeron. The first
one involves the zp and t variables, the latter is described by B and Q2 only. The Regge
factorisation scheme is illustrated in Fig. 1.20 and can be formulated as:

fiD(xv Q27$P7t> - fP/p(leat) : fz/P(ﬁ = x/leaQQ) ) (141)

where fp/, is the pomeron flux from the proton and f;/p represent the pomeron PDFs, i.e. the
probability of finding a parton ¢ with momentum fraction 3 at a given Q? in the pomeron. The
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Figure 1.20: Sketch of Regge factorisation. The diffractive exchange interaction is factorised into

two parts: a soft scale flux component, and a hard scale scattering process.

pomeron flux gives the probability that a pomeron with specific values zp and ¢ is emitted by
to the proton, and has the form:

1 9 1—-2ap (1)

where gp(t) is the pomeron coupling to the proton.

The scales for the processes described by the two terms are different. At the proton vertex,
the relevant scale is t, which is small in the diffractive interactions. Any dynamics occurring
here will appear frozen when viewed from the hard scattering vertex, where the relevant scale is
(2. Therefore, thanks to Regge factorisation, the perturbative scale of the process is decoupled
from the zp behaviour, that is genuinely non-perturbative and can only be described by a
phenomenological parametrisation. Indeed, it must be stressed that since the pomeron is not a
particle, the separation of the flux from the pomeron cross section is quite arbitrary, and the
normalisation of the pomeron flux is ambiguous.

Experimentally, the Regge, or proton-vertex, factorisation holds to a good approximation,
as shown in Fig. 1.17. The xp dependence of the diffractive cross section multiplied by zp is
roughly flat for all 3 and Q? values, implying that the reduced cross section approximately

follows a af) ®)

x 1/xp dependence. The variations in the xp dependence as [ changes are
expected from the interplay between the leading pomeron and a sub-leading trajectory exchange

(i.e. a reggeon).

Diffractive PDFs In analogy with the inclusive DIS case, the diffractive structure functions
are related to the diffractive parton distribution functions (DPDFs), and their dependence on
the scale % is given by the DGLAP evolution equations, see Egs. (1.15). Thus, an experimental
determination of these DPDFs can give an insight into the partonic structure of a proton
undergoing a diffractive interaction. In Fig. 1.16 the Q? dependence of the diffractive reduced
cross sections measured by the H1 and ZEUS experiments is shown. The cross section increases
with @2 for all B values, except the highest (up to 0.5). This is reminiscent of the scaling
violations of Fy in the inclusive case, except that I, rises with Q? only for # < 0.2 and the
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scaling violations become negative at higher x (see Fig. 1.3). In the proton, negative scaling
violations reflect the presence of valence quarks which radiate gluons, while positive scaling
violations are due to the increase of the sea quark and gluon densities as the proton is probed
with higher resolution. The F{’ data thus suggest that the partons resolved in diffractive events
are predominantly gluons. The direct measurement of the longitudinal diffractive structure
function, shown in Fig. 1.19, provides an independent tool to verify the understanding of the
underlying dynamics of diffraction up to NLO in QCD, and to test the DPDFs, notably the
gluon density.

The diffractive parton distribution functions have been extracted from QCD fits to diffractive
DIS data at HERA following the formalism introduced so far, and assuming both QCD and
Regge factorisation. Diffractive quark and gluon densities extracted from the ZEUS DDIS
data [59] are shown in Fig. 1.21. The ZEUS DPDF SJ parametrisation have been obtained
from a NLO DGLAP QCD fit to the ZEUS inclusive diffractive data [51] and diffractive DIS
dijet data [60], as dijet processes are particularly sensitive to the density of gluons in the
diffractive exchange. The quark densities are well constrained by the inclusive data; the inclusion
of the dijet data, allowed within the QCD factorisation framework, provides an additional
constraint on the gluons, resulting in a determination of both the quark and gluon density with
good accuracy. The comparison with ZEUS DPDF C fit, based on inclusive diffractive data
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Figure 1.21: ZEUS singlet (left) and gluon (right) densities [59] as a function of the momentum
fraction, z, for four different values of Q*. The shaded error bands represent the experimental uncer-
tainty.
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Figure 1.22: HI singlet (left) and gluon (right) densities [48] as a function of the momentum fraction,
z, for four different values of Q*. The shaded error bands represent the experimental+theoretical
uncertainty.

only and obtained from a different input parametrisation of the gluon density, shows a good
consistency in the whole phase space. Two different diffractive PDF parametrisations from a
NLO DGLAP QCD fit to the H1 inclusive diffractive data [48] are also shown in Fig. 1.22,
based on different assumption on the input free parameters which determine the quark singlet
and gluon distributions. The H1 2006 DPDF Fit B better reproduces diffractive DIS dijet
results. The main difference between the H1 and ZEUS DPDFs extraction, other than the
different input data sets, is the treatment of the heavy quark contributions. In Fig. 1.23, a
comparison between predictions from ZEUS DPDF SJ and H1 2006 DPDF Fit B, is shown
compared to the ZEUS reduced diffractive cross section as a function of Q? for fixed $ and
xp. At higher § and where the predictions are extrapolated the agreement worsens. These
features reflect the degree of consistency between the H1 and ZEUS data, visible for e.g. from
Fig. 1.16, and suggest the need to extract a common set of HERA diffractive PDFs, once a
combined set of HERA diffractive cross sections will be released.

The interpretation of the diffractive parton densities as the probability of finding, inside
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Figure 1.23: The fit ZEUS DPDF SJ [59] (continuous line) and H1 Fit B [48] (dashed dotted lines)
compared to the ZEUS data [51] at (a) xp = 0.003 and (b) xp = 0.01 as a function of Q* for different
B values. The dashed (dotted) lines represent the DGLAP extrapolation beyond the ZEUS (H1) fitted
TEGLON.

the pomeron, a parton with momentum fraction 3, makes sense only as far as it is possible to
specify unambiguously the probability of finding a pomeron in the proton (i.e. the pomeron
flux), and assume the pomeron to be a real particle. Since this is not the case, the whole picture
must be taken as a purely phenomenological one. A more rigorous approach would be based on
the direct extraction of the 4-fold differential partonic distribution functions f(z, Q% zp,t),
but this procedure is limited by the low statistics of oP™ data. However, the precise results of
the QCD based fit to fP(z/zp, Q) and the good description of diffractive DIS data allow the
usage of the Regge assumption on the DPDFs extraction.

1.3.4.2 Colour Dipole Models

A complementary approach to describe diffractive DIS is offered by the colour dipole mod-
els. Seen in the proton rest frame, the photon fluctuates into different hadronic states, the
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leading contributions being a qq pair and a ¢qg system. The modelling of the interaction be-
tween the proton and the ¢ fluctuation of the photon was first proposed by Nikolaev and
Zakharov [61]. In [62] this concept was extended to more complicated hadronic states. The
wave function of the photon can be thus expressed as:

1Y >= 7 >pare +aq > +lqgg > +.... (1.43)

According to this model, the diffractive cross section is proportional to the transverse size
p of the fluctuation and to the gluon distribution G in the proton [63]:

o x azp’aG(z, ¢y), (1.44)

where p is inversely proportional to the effective scale of the v*p interaction, qu s> namely a
linear combination of @2, the mass squared of the produced quarks and t. The fact that the
cross section decreases at small values of p reflects the fact that the effective colour charge of
a ¢q pair is small due to screening of one parton by the other. This phenomenon, described
by (1.44), is known as colour transparency.

The advantage with respect to diffraction in hadron-hadron collisions is that by varying qff 7
one modifies the dimension of the incoming hadronic system: when the size is small enough, the
coupling constant of the strong interaction becomes small and we enter the pQCD regime. The
interaction with the proton proceeds at leading order through the exchange of two gluons (i.e. a
pomeron), as shown in Fig. 1.24. Many models have been proposed, which differ in the way the
two-gluon exchange is handled in QCD.

Common to this approach is the prediction of a dominant contribution of the longitudinal
photons in the high g region, while the transverse polarized photons dominate the intermediate
and low f region, as shown in Fig. 1.18, where the low § region (i.e. high My) is populated by
the qqg configurations of the photon.
q

"~;7

Figure 1.24: Diagram describing the fluctuation v* — qq (left) or qqg (right) and subsequent inter-
action with the proton through two gluon exchange.
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The saturation model developed by Golec-Biernat and Wiisthoff [64] is related to the color
dipole models. It considers saturation effects occurring when the photon wavelenght 1/ reaches
the size of the proton at small Q?. A second kind of saturation appears in the low z region
where the parton density is very high and the recombination effects limit a further growth of
the density. A simple ansatz for the dipole-proton cross section ¢ is made:

6 = oo{l — expl—r? /(4R ())]} . (1.45)

where r denotes the transverse ¢q separation, Ry(z) is a  dependent saturation scale, R2(z) =
(z/0)* in GeV~2, and 0¢, 29 and ) are free parameters that need to be determined from fits
to total v*p cross section.



Chapter 2

The ZEUS detector at HERA

2.1 The HERA Accelerator
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Figure 2.1: Schematic view of the HERA accelerator and its injectors.
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HERA [65] was the only accelerator in the world which collided electrons (or positrons)
with protons. It was located at the Deustches Elektronen Synchroton (DESY) laboratory in
Hamburg, Germany. HERA started to be built in 1984 and operated from 1992 to 2007. The
HERA tunnel was situated 15-30 meters underground and had a circumference of 6.3 km. Two
storage rings, one for electrons and one for protons, were situated inside the tunnel. In the
electron ring, normal-conducting cavities were used in order to accelerate the beam, whereas
super-conducting cavities were used for the proton beamline. The two beams were brought to
collision every 96 ns in two points along the circumference where the experiments ZEUS [66]
and H1 [67] were placed (Fig. 2.1).

Two more experiments used the beams provided by HERA, HERMES and HERA-B, which
were fixed-target experiments. HERMES used the electron beam to study the spin structure
of the nucleon by scattering longitudinally polarized electrons off polarized gas jet targets
of hydrogen, deuterium or helium. HERA-B was designed to measure CP-violation in the

BYBO-system. The B-mesons were produced by collisions of beam halo protons with a wire
target. HERA-B stopped data taking in 2000.

In the first period of operation, namely from 1992 to 1997, HERA accelerated electrons
and protons to 27.5 and 820 GeV, respectively, resulting in a centre-of-mass energy /s =
310 GeV. In 1998, the proton beam energy was increased to 920 GeV, reaching the design
goal /s = 318 GeV.
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Figure 2.2: The integrated luminosity delivered by HERA during the HERA I (left) and HERA II
(right) running periods.
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At the end of 2000, HERA was shut-down for an upgrade [68]. The aims of the upgrade
were to increase the specific luminosity of the machine by a factor of 5, and to incorporate the
spin rotators to deliver longitudinally polarized lepton beams at the interaction points of the
H1 and ZEUS experiments. HERA operations restarted in October 2002. Because of the shut
down, two data taking periods are commonly distinguished at HERA, namely HERA [ and
HERA II for the data collected before and after the break, respectively.

During the last year of data taking, the HERA operation was devoted to the direct mea-
surement of the longitudinal proton structure function and the ~vp total cross section. For this
purpose, special runs were recorded by the H1 and ZEUS experiments, and the proton beam en-
ergy was lowered. In the period from March to May 2007 protons were accelerated to 460 GeV,
and in June 2007 to 575 GeV, while keeping E. = 27.5 GeV, for resulting centre-of-mass
energies of 225 and 252 GeV, respectively.

The integrated luminosity delivered by HERA, for the different running periods, is shown
in Fig. 2.2 [69].

2.2 The ZEUS Detector

The ZEUS detector was a general-purpose magnetic detector with an almost hermetic coverage
designed to study electron-proton scattering at HERA. ZEUS had a size of 12 x 11 x 20 m?® and
a weight of 3600 tons. It was built and operated by a collaboration of more than 400 physicists
from 51 institutes in 12 different countries.

The ZEUS coordinate system is shown in Fig. 2.3. It is a right-handed orthogonal system
with the origin at the nominal interaction point (IP), the z-axis pointing in the proton beam
direction (defining the forward direction), the y-axis pointing upwards and the z-axis pointing
horizontally toward the centre of HERA. The polar angle 6 of the proton (electron) beam,

proton machine
centre

Figure 2.3: The ZEUS coordinate system.
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Overview of the ZEUS Detector
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Figure 2.4: Cross section of the ZEUS detector along the beam axis.

measured with respect to the z-axis, is 0° (180°). The azimuthal angle ¢ is measured with
respect to the x-axis.

Figures 2.4 and 2.5 show the cross sections of the ZEUS detector along and perpendicularly
to the beam axis, respectively. The design of the detector was not symmetric with respect to the
nominal interaction point (z = 0). The difference in energy of the electron and proton beams
resulted in a large boost of the centre-of-mass system in the direction of the proton beam and
in a large forward-backward asymmetry of the particle production. Therefore, the forward part
of the detector was more instrumented than the rear one. Various components were installed
to measure final state hadrons and leptons, and to characterize observed final state in terms of
particle energy, direction and time. A brief overview is given below, followed by a more detailed
description of the components relevant for this work. For a complete description refer to [70].

In the ZEUS detector the interaction point was surrounded by the tracking system. The
innermost detector was a silicon-strip micro vertex detector (MVD, see Section 2.2.1), installed
during the shutdown of 2001. The central tracking detector (CTD, see Section 2.2.2), a cylin-
drical wire drift chamber, enclosed the MVD. The CTD was surrounded by a super-conducting
solenoid, providing a field of 1.43 T for the determination of the charge and momentum of
the charged particles. In the forward and rear directions additional tracking information was
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Overview of the /EUS Detector
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Figure 2.5: Cross section of the ZEUS detector perpendicular to the beam axis.

provided by the FTD/STT (labeled as FDET in Fig. 2.4) and RTD chambers, respectively. The
FTD consisted of three sets of planar drift chambers. The STT, which consisted of two modules
built of straw-tube layers, filled the gaps between the three chambers of the FTD. The RTD
was made of one planar drift chamber with three layers.

A compensating high resolution uranium calorimeter (CAL, see Section 2.2.3) surrounded
the tracking system. It was divided into forward (FCAL), barrel (BCAL) and rear (RCAL) sec-
tions. Attached to the front face of the RCAL was the small angle rear tracking detector (SRTD,
see Section 2.2.4). Presampler detectors (FPRES, BPRES, RPRES) were mounted on the front
of the calorimeter. These detectors were used to estimate the energy loss of the particles due
to their interactions with the inactive material located in front of the calorimeter. The hadron-
electron separator (HES, see Section 2.2.5) was installed at a depth of 3 radiation lengths, X,
inside the forward and the rear sections of the calorimeter. The CAL was surrounded by an iron
yoke, which provided a return path for the magnetic field flux and served as absorber for the
backing calorimeter (BAC). The BAC measured the energy leakage from the main calorimeter
and acted as a tracking calorimeter for muons. The muon detector systems were placed inside
(FMUI, BMUI, RMUI) and outside (FMUON, BMUON, RMUON) the iron yoke.

The VETO wall was a iron-scintillator detector located in the rear part and was used to
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reject background from proton beam-gas interactions. The timing information provided by the
VETO wall together with that given by the C5 counter, placed close to the rear end of the
calorimeter, was also used to reject proton beam-gas events.

The luminosity measurement was performed with the luminosity monitor (LUMI) and the
spectrometer (SPEC) systems (see Section 2.2.6), placed along the beampipe in the rear direc-
tion, together with the 6m Tagger.

The Leading Proton Spectrometer (LPS) and the Forward Plug Calorimeter (FPC), mainly
used for diffractive analyses, were placed along the forward beamline. They operated during
the HERA I running period and were then dismantled.

2.2.1 The Micro Vertex Detector (MVD)

The silicon-strip micro vertex detector (MVD) [71] was installed during the shutdown of
2001. Its aim was the improvement of the global precision of the existing tracking system,
allowing also to identify events with secondary vertexes coming from the decay of long-lived
states, such as hadrons with charm or bottom quarks and 7 leptons.

The MVD was divided into two parts, the barrel (BMVD) and foward (FMVD) detec-
tors. The BMVD was located around the interaction point and had a length of 64 cm. The
FMDV was located next to the barrel region and extended to z = 72.9 cm in the forward
direction. A schematic view of the MVD is shown in Fig. 2.6.

The BMVD consisted of single-sided silicon sensors with dimensions of 64 x 64 mm? and
thickness of 320 pm. Each sensor had 512 readout strips with a pitch of 120 pgm. The hit position
could be measured very precisely by comparing the charge collected in two adjacent readout
strips. The hit resolution at normal incidence is o ~ 23 um [72]. The sensors were arranged
in double-sided modules which were mounted in three concentric layers around the interaction
point. The inner layer was not complete due to the elliptical shape of the beampipe.

FORWARD BARREL FLANGE REAR BARREL FLANGE

H H H MVD SUPPORT TUBE

1]

301 318
622.4 2.1
652.5

Figure 2.6: Layout of the MVD in the zy-view (left) and along the beam direction (right).
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Figure 2.7: Layout of a drift cell in the CTD.

The forward section consisted of four wheels made of two layers of 14 silicon sensors, with a
trapezoidal shape. In each of the wheels, the two layers were parallel but the strips were tilted
by 180°/14 in opposite directions.

2.2.2 The Central Tracking Detector (CTD)

The CTD [73] was a cylindrical drift chamber which measured the momentum of charged
particles and the energy loss dE/dz, used for particle identification. Its active volume ranged
from z = —100 cm to 2 = 104 cm. The inner and outer radius were 18.2 cm and 79.4 cm, respec-
tively, with polar coverage of 15° < 6 < 164° and complete azimuthal angular coverage. The
CTD was filled with a mixture of argon, ethane and carbon dioxide.

The CTD consisted of cells made up of 8 sense wires (see Fig. 2.7). The wires collected
the signals produced by the charged particles which, passing through the gas, ionized the gas
molecules along their trajectories producing electrons and positive ions which drifted towards
the wires.

The cells were arranged in 9 super-layers (SL). The wires of the odd-numbered SLs were
parallel to the beam axis, whereas for the even-numbered SLs they were inclined by a “stereo”
angle of ~ £5° (see Fig. 2.8). This allowed the determination of the z position of the hit with
an accuracy of ~ 2 mm. In addition, SLs 1, 2 and 3 were equipped with a z-by-timing system,
used mainly for trigger purposes, which determined the z-position from the arrival times at
both ends of the CTD.

The transverse momentum resolution [74] for tracks fitted to the interaction vertex and
with pr > 150 MeV, was given by
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o(pr)
pr

where pr is in GeV and where the symbol @ indicates sum in quadrature. The first term results

— 0.0058 - pr @ 0.0065 & 0.0014/pr (2.1)

from the position resolution, whereas the second and third are due to multiple scattering before
and inside the CTD, respectively. The resolution of the combined CTD+MVD tracking [75] was
given by

o(pr)
pr

= 0.0026 - pr & 0.0104 & 0.0019/pr . (2.2)

2.2.3 The Calorimeter (CAL)

The ZEUS calorimeter [76-79] was a high resolution uranium-scintillator calorimeter. The
calorimeters are devices which measure the particle energy from the shower produced by the
interaction of the particle with the detector mass.

The CAL was a sampling calorimeter consisting of alternating layers of depleted uranium?!
as absorber medium and organic scintillator as active material. The thickness of the layers
was 3.3 mm and 2.6 mm for the uranium and the scintillating material, respectively. These
values were optimized to obtain the same response to electromagnetic and hadronic particles

198.1% U?®,1.7% Nb, 0.2% U2,

Outer
electrostatic
screen

Inner
electrostatic
screen

Figure 2.8: A zy-cross section of one octant of the CTD. The dots indicate sense wires.
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Figure 2.9: Schematic view of the CAL.

of equal energy. This property, called compensation, was achieved with a factor of e/h =
1.00 = 0.05.

The energy resolutions of the CAL, as measured under test beam conditions, were
oo 18 %

E  VE

2% (2.3)

for electrons and

Ohad 35%
=—601 2.4
- = % (2.4)

for hadrons, with £ in GeV. The symbol & indicates sum in quadrature.

The calorimeter consisted of three parts: FCAL, BCAL and RCAL, with different polar-
angle coverage, as shown in Fig. 2.9. The sections had different thickness: since the final state
particles were boosted to the forward (proton) direction, the FCAL part was the thickest one,
with a total absorption length A = 7.14, followed by the BCAL with A = 4.92 and the RCAL
with A = 3.99. All the sections were divided in modules (see Fig. 2.10). The FCAL and RCAL
had 23 modules each, whereas the BCAL consisted of 32 calorimeter modules. Each of these
modules was subdivided into towers of 20 x 20 cm?, which were segmented longitudinally into
an electromagnetic (EMC) and two (only one for the RCAL) hadronic (HAC) sections. The
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EMC sections were further transversely divided into four cells (only two for the RCAL). The
basic properties of the different regions of the CAL are summarized in Table 2.1.

back beam

C-leg

tension strap

DR )
D ) WA

silicon detector

£

scintillator plate
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DU - plate

s

EMC tower

Figure 2.10: Layout of a CAL module.

Each cell was read out on the two opposite sides by photomultiplier tubes (PMTs) that
received the scintillator light via wavelength shifters. Using this kind of readout, the energy
measurement becomes independent of the impact position within the cell, since the signals
of the two PMTs are summed up. Also, the comparison between the two signals allows the
determination of the horizontal impact position. The excellent time resolution of the CAL - of
the order of 1 + 2 ns - allowed the rejection of background events.

The energy calibration of the CAL was performed using test beam measurements with
various types of particles of different energies. Continuous monitoring of the calibration was
done using the signal from the radioactive decay of the >3*U (half-life 4.5-10° years). The PMTs
and the readout electronics were additionally calibrated using LED, LASER and test pulses.
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FCAL BCAL RCAL
f-range 2.5° — 39.9° | 36.7° — 129.1° | 128.1° — 178.4°
EMC rad. length X, 25.9 22.7 25.9
total abs. length A 7.14 4.92 3.99
EMC cell dimensions | 20 x 5 c¢m? 20 x 5cm? 20 x 10 cm?
HAC cell dimensions | 20 x 20 cm? 20 x 20 cm? 20 x 20 cm?

Table 2.1: Basic properties of the three regions of the CAL.

2.2.4 The Small-angle Rear Tracking Detector (SRTD)

The SRTD [80] was designed to improve the energy and position measurement of the electrons
and charged particles around the beampipe in the RCAL region. It was attached to the front face
of the RCAL and covered an area of 68 x 68 cm? (excluding the beampipe hole). The detector
consisted of two planes of scintillator strips, each with four quadrants of 24 cm x 44 cm. The
strips were arranged along the x direction in one of the planes and along the y direction in the
other (see Fig. 2.11). The total number of strips was 272; each had a width of 1 cm.
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Figure 2.11: Orientation and numbering scheme of the strips of the two SRTD planes.

Electrons which lost energy through showers in the inactive material in front of the CAL
deposited more energy in the SRTD than the non-showering electrons. These energy deposits
can be used to correct for these energy losses, improving the electron energy measurement. For
the position measurements, the SRTD provided a resolution of 3 mm.
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2.2.5 The Hadron-Electron Separator (HES)

The HES detector [81] consisted of a layer of 3 x 3 cm? silicon diodes, located in the RCAL
(RHES) and FCAL (FHES) at a longitudinal depth of 3.3 radiation lengths, which corresponds
to the approximate position of the electromagnetic shower maximum in the CAL. The fact that
the hadronic interaction length is 20 times larger than the electromagnetic radiation length
allowed the separation between hadrons and electrons, since the signals produced by hadrons
in the HES were smaller. The HES provided a spatial resolution of ~ 9 mm for a single hit. In
case of more hits, clusters were formed and the resolution in the particle position improved up
to 5 mm.

2.2.6 The Luminosity Measurement

The event rate R for a process of cross section o is related to the luminosity £ by
R =L 0. (2.5)

Therefore, an accurate measurement of the luminosity is crucial in order to extract any cross
section. The values of the luminosity can be calculated either from the beam parameters or
using a well known process and applying Eq. (2.5).

In ZEUS, £ was determined using the bremsstrahlung events produced by the Bethe-Heitler
process, ep — eyp. The main reason to choose this process was that it has a large and theoret-
ically well known cross section. In addition, the Bethe-Heitler process has a clean experimental
signature: the coincidence of an electron and a photon at small angles with respect to the
lepton beam direction, with energies that add up to the initial electron energy.
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Figure 2.12: Schematic views of the LUMI (left) and the SPEC (right).
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The luminosity measurement was performed with two systems: the Luminosity Monitor
(LUMI) and the Spectrometer (SPEC). The LUMI was used since the beginning of the data
taking, in 1992, whereas the SPEC was designed for the new higher-lumi scenario after the
HERA upgrade in 2001, in which the increased synchrotron radiation and the higher probability
of bremsstrahlung photons per bunch crossing posed new challenges.

The LUMI [82] system counted the rate of bremsstrahlung photons. The detector was located
upstream of the interaction point along the direction of the lepton beam (see Fig. 2.12). The
bremsstrahlung photons left the beampipe through a Cu-Be window of 0.0095 X, thickness
which was situated at z = —92.5 m, and they were detected by a lead-scintillator sampling
calorimeter at z = —107 m, with an energy resolution of o(E)/E = 23%/+/E. The measurement
of the photon rate is corrected for the background originating from the bremsstrahlung of
leptons interacting with the residual gas in the beampipe. The largest uncertainty comes from
the acceptance of the photon calorimeter.

Unlike the LUMI system, in the SPEC [83] the bremsstrahlung photons were not directly
measured, but were detected through their pair conversion, v — et e, in the material of
the exit window. The window of the SPEC was located 92 m from the nominal interaction
point. Approximately 10% of the photons converted into a pair. This fraction of converted
photons was uniform over the surface of the window. The converted pairs, after traversing the
collimators, were separated vertically by a magnetic dipole. Finally, the electrons and positrons
were detected by a segmented tungsten-scintillator sampling calorimeter. A schematic layout
of the SPEC is shown in Fig. 2.12.

2.2.7 The Leading Proton Spectrometer (LPS)

The LPS [84] detected positively charged particles scattered at very small angles and carrying
a substantial fraction, 22, of the incoming proton momentum; these particles remained in the
beampipe and their trajectories were measured by a system of silicon microstrip detectors that
could be inserted very close (typically a few mm) to the proton beam by means of movable
Roman Pots. The detectors were grouped in six stations, S1 to S6, placed along the beam
line in the direction of the proton beam, between 23.8 m and 90.0 m from the interaction
point (see Fig. 2.13). The particle deflection induced by the magnets of the proton beam line
allowed a momentum analysis of the scattered proton. The resolution was about 0.5% on the
longitudinal momentum fraction and about 5 MeV on the transverse momentum. The effective
transverse-momentum resolution was dominated by the intrinsic transverse-momentum spread
of the proton beam at the interaction point, which was about 45 MeV in the horizontal plane
and about 100 MeV in the vertical plane. The LPS acceptance was approximately 2% and x7,
independent for z; = 0.98; it increased smoothly to about 10% as x, decreased to 0.9.

2y, is the fractional longitudinal momentum of the scattered proton, and is defined as x1, = [p.|/p> ~ 1 — zp.
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Figure 2.13: Layout of the LPS detectors along the outgoing proton direction. Longitudinal distances
between elements are not drawn to scale.

The six stations formed two independent spectrometers: S1-S3 used the horizontal bending
magnets, and S4-S6 took advantage of the vertical bending. The two LPS spectrometers had
only a small region of overlap in acceptance: S1-S3 detected mainly low-momentum protons
and S4-S6 high momentum protons, including the zj ~ 1 region.

2.2.8 The Forward Plug Calorimeter (FPC)

In 1998 the FPC [85] was installed into the FCAL beam hole. It was used to measure the
energy of particles in the pseudorapidity range n ~ 4 — 5. It was a lead-scintillator sandwich
calorimeter read out by wavelenght-shifter fibers and photomultipliers. The FPC had outer
dimensions of 19.2 x 19.2 x 108 cm?® and had a central hole with radius 3.15 cm to accommodate
the beampipe. In the FPC, 15 mm thick lead plates alternated with 2.6 mm thick scintillator
layers. The FPC was subdivided longitudinally into an elecromagnetic (10 layers) and a hadronic
section (50 layers) representing a total of 5.4 nuclear absorption lengths. The energy resolution
for electrons, as measured in a test beam, was o(E)/E = (0.41 + 0.02)/vE @ 0.062 + 0.002,
with £ in GeV. When installed in the FCAL, the energy resolution for pions was o(E)/E =
(0.65 4 0.02)/v/E @ 0.006 4 0.001, with E in GeV, and the e/h ratio was close to unity.
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2.2.9 Trigger and Data Acquisition (DAQ)

The HERA accelerator had a bunch crossing rate of 10.4 MHz. The rate of interesting ep events
is several orders of magnitude smaller (e.g. for NC DIS events, with @ > 100 GeV?, the rate?
is about 0.1 Hz).

In order to select interesting events, ZEUS had a three-level, pipe-lined trigger system [70,
86], which achieved the necessary rate reduction. A schematic view of the trigger system is
shown in Fig. 2.14.

The First Level Trigger (FLT) was a hardware trigger which reduced the output rate below
1 kHz. The components of the ZEUS detector had their own FLT electronics and produced their
own trigger decision based on raw quantities. These decisions were made within ~ 2 us after a
bunch crossing and then were sent to the Global First Level Trigger (GFLT). Within ~ 5 pus,
the GFLT decided whether the event should be passed onto the next trigger level.

The Second Level Trigger (SLT) was based on a transputer network. It was designed to
reduce the rate to 50 — 100 Hz. The different components of the SLT sent the information to
the Global Second Level Trigger (GSLT). The time for the GSLT to take a decision was longer
than for the FLT, hence the algorithms were more complex and allowed a first reconstruction
which made possible a trigger decision based on event topologies. If the event was accepted,
the complete information was sent to the Event Builder (EVB), which organized the data in
the final format.

The Third Level Trigger (TLT) was a software trigger running on a computer farm. At this
stage, the events could be fully reconstructed using algorithms very similar to the ones in the
offline code. The events were accepted and classified using different physics-based filters. The
final output rate at the TLT was ~ 5 Hz. In the last step, events were written to tape at the
DESY computer center, ready for the offline reconstruction and analysis.

3For an instantaneous luminosity of 2 - 103'em 2571,
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Chapter 3

Methods of Selecting Diffraction at
HERA

Different methods were adopted to select diffractive events at HERA. Each method exploited
a specific experimental signature of diffraction, and can be considered complementary to the
others.

An example of a diffractive event as seen in the ZEUS detector is shown in Fig. 3.1.

£ Zeus Run 61234 Event 237279 date: 3-11-2006 time: 20:09:01
E=29.3 GeV. E=15 GeV E-p=49.8 GeV E=0 GeV E,=5.29 GeV.

E=24 GeV p,=0.748 GeV p,=-0.731 GeV p,=0.161 GeV p,=-20.6 GeV

phi=2.92 t,=-100 ns 1,=-0.0984 ns 1,=0.122 ns 1,=0.0961 ns

ES®A=17.9 GeV 85RA=2.70 ¢"=2.96 Prob$"4=0.999 xSI8A=0.00

y§'§:=0-34 Qez'i'RA=9B.54 GeV?

Cr\oev)

Figure 3.1: A diffractive DIS event in the ZEUS detector (left) and its Ep projection on the (n,¢)
plane (right). Note the absence of signals in the forward direction (which points to the left, as defined

in Sect. 2.3), corresponding to high n values.

49
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3.1 Proton Spectrometer Method (PS)

In principle, the cleanest way to identify diffractive events is to directly detect the final-state pro-
ton (leading proton), which carries a large fraction, x, of the initial proton momentum. Diffrac-
tive events thus appear as a peak at xy ~ 1, the diffractive peak, which at HERA covered the
region x7, 2 0.98 (see Fig 3.2). At z; < 0.9 the continuum due to double dissociation, reggeon
exchange and inclusive DIS dominates the x spectrum.

For diffractive events, the absolute value of the four-momentum-transfer squared, [¢|, is
typically smaller than 1 GeV?. Since the leading protons have small transverse momenta and
tend to stay very close to the beam line, their detection required the use of Roman Pots, movable
stations that allowed inserting high precision proton detectors down to few millimeters from the
beam. The proton spectrometer technique was widely exploited at HERA with a total of three
such spectrometers operational: the H1 Forward Proton Spectrometer (FPS) [45, 46], the H1
Very Forward Proton Spectrometer (VFPS) [47] and the ZEUS Leading Proton Spectrometer
(LPS) [50, 51].

ZEUS 1994

Events

Figure 3.2: The measured xy, spectrum of protons (dots) with the diffractive peak at xy ~ 1. The
diffractive signal modelled by a Monte Carlo program is represented by the dashed line. The dotted line
is the pion-exchange contribution. The shaded area corresponds to proton dissociation [87].
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3.2 Large Rapidity Gap Method (LRG)

The presence of a large rapidity gap between the struck parton and the proton remnant, dis-
cussed in Sect. 1.3, was also exploited to select diffractive events [48, 49, 51] at HERA. According
to Egs. (1.30) and (1.31), diffractive and non-diffractive events exhibit a different behaviour as
a function of An, the rapidity gap between the proton remnant and the struck parton. Using
the definition of rapidity, ), and pseudorapidity, 1, given in Eqgs. (1.17) and (1.18), it is possible
to quantify the LRG size between the proton and the diffractive system X as a function of the
kinematics: )

An=mn, —nx ~ ln]\VZ— ~ lnL . (3.1)

2
X TP

Since the diffractive cross section increases with decreasing xp, most of the events have small
xp and therefore a large separation in rapidity between the outgoing proton and any other
hadronic activity in the event.

The LRG method consists of applying a cut on the pseudorapidity, 7aax, of the most
forward energy deposit in the detector, assuming that the proton escapes inside the beam-pipe
in the forward direction. In Fig. 3.3 a typical nyax distribution is shown. It is clear from the
plot that the low 74x region, corresponding to larger An values, is dominated by diffractive
events. Experimentally, rapidity gap widths in the forward direction of the order of 2.5-3 units
are required. Therefore, the cut on ny4x limits the pseudorapidity interval that can be covered
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Figure 3.3: Mazimum pseudorapidity nyax distribution of H1 data compared to a diffractive (dashed
line) and a non-diffractive (shaded area) Monte Carlo model, and their sum [88].
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by the X system, so that diffractive events with large Mx are kinematically excluded by this
method.

3.3 Mx Method

A further method was adopted to select diffractive events at HERA [52; 53]: it exploits the
difference in shape of the M distribution for diffractive and non-diffractive events. This method
is closely related to the LRG method, since from Eq. (3.1), if the size of the LRG is large, the
ratio Mx /W must be small. The diffractive signal is defined as the excess contribution in the
InM?% distribution above the exponential fall-off of the non-diffractive peak (see Fig. 3.4).

This method will not be used in the present work.

ZEUS

Fit(c exp(b InM %)) —— Fit(D + cexp(b InM, %))
DJANGOH [ SATRAP+ZEUSVM £ SANG(M,, < 2.3 GeV)
+ (ZEUS98-99) - PYTHIA - SANG(M , > 2.3 GeV)
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Figure 3.4: Distributions of InM% (Mx in unit of GeV) for different (W,Q?) bins. The points
with error bars show the data. The shaded areas show the non-diffractive contribution. The diffractive
contribution from ep — eXp (ep — eXY, My < 2.3 GeV) are shown as hatched (cross-hatched)

areas [52].
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3.4 Comparison between Selection Methods

The methods described differ substantially in their dominant sources of systematic uncertain-
ties.

The FPS and LPS data have little or no background from non-diffractive DIS or from
double-dissociative events, ep — e XY (see Fig. 1.14), in which the proton also dissociates into
a low-mass state, Y, separated from X by a rapidity gap. The spectrometers allow a direct
measurement of the variables ¢ and zp, and give also access to values of zp = 0.05 and high
M. However, the proton-tag method has the drawback of small acceptance, and, consequently,
low statistics, and it is not possible to reject the background due to reggeon exchange, which
becomes relevant at high zp.

In the LRG method, events with high My are not accessible since the rapidity gap becomes
more and more forward (and eventually becomes confined to the beam-pipe). The need to
contain the system X in the central detector limits the kinematic coverage to xp < 0.05. In ad-
dition, the measured cross section includes a contribution from double-dissociative events. This
happens when the Y system escapes entirely into the forward beam-pipe. Therefore, the con-
tribution from proton-dissociative events depends on the geometrical coverage of the detector
in the forward direction. While these limitations add to the systematic uncertainties of the
method, the statistical precision of the results is good due to the high acceptance of the central
detector. Although the acceptance is not limited in ¢, no measurement of ¢ is possible because
of the poor resolution on the transverse momentum of the system X.

The Mx method is equivalent to the LRG one for Mx — 0, but differences are to be expected
at larger My, where the LRG method measures the full cross section from all sources at a given
(8, Q% zp) point, whereas the Mx method involves the subtraction of the “non-diffractive”
component.

Comparing the results from the three different methods is a powerful test of the control
over the systematics of the measurements. A complete and detailed comparison between all
the inclusive diffractive results from HERA I data can be found in [89]. The ZEUS LRG data
in [51] are compared to the diffractive cross sections from the H1 LRG and ZEUS LPS and
My samples. A more recent comparison between H1 and ZEUS LRG results is given in [49]. The
most recent, high statistics, H1 FPS measurement in [46] is compared to the H1 LRG and ZEUS
LPS data. A compilation of all the H1 inclusive diffractive cross sections is given in [47].

At low zp, namely zp < 0.02, where the contribution from proton dissociation in the PS
samples becomes negligible, the ratio of results obtained by the LRG and My methods to those
from the proton-tagging method can also be used to quantify the proton dissociation contri-
butions in the former samples. Figures 3.5 and 3.6 show the ratios of cross sections extracted
from the PS and LRG data as obtained by the H1 and ZEUS experiments, respectively. There
is no evidence for any dependence on any of the kinematic variables, as expected in the frame-
work of the proton-vertex factorization (see Sect. 1.3.4.1). This translates into the assumption
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that double dissociative events only affect the normalization of the LRG results, without any
effect on the shape of the cross section. Therefore, at low xp, the measurements from Proton
Spectrometer data fix the absolute normalisation of the ep diffractive reduced cross section.
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Figure 3.5: The ratio of the Hl LRG measurement (corrected to My < 1.6 GeV) to the H1 FPS
measurement (My = m,), after the integration over the variables not shown in each case. The dashed

line represents a fit to the data assuming no dependence on any of the variables [46].
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Chapter 4

Combined Measurement of the
Inclusive Diffractive Cross Sections at

HERA

4.1 Introduction

During the 15 years of HERA data taking, a huge amount of high quality diffractive DIS data
were recorded by the experiments. Various measurements of the diffractive reduced cross section
were performed by the H1 and ZEUS Collaborations. After the shut-down of the collider, an
effort has been made to combine the results of the two experiments.

One of the aims of this work is to combine the diffractive results published by the H1
and ZEUS Collaborations. The combination of the diffractive cross sections has several ad-
vantages. In principle, the combination procedure offers a model-independent tool to test the
consistency between different experiments. Furthermore, a unique diffractive data set is easier
to handle from outside the Collaborations, since some technical details of the measurements,
as correlated uncertainties between experiments, are not completely documented. Moreover, a
true experience of the detectors and their experimental challenges is only possible within the
Collaborations. The ultimate, long-term, goal of the combination is to obtain a unique set of
diffractive reduced cross sections, which will be used as input for a NLO QCD fit to extract
precise HERA diffractive PDFs.

The combination of the diffractive reduced cross sections was performed by means of a
dedicated program developed within the H1 and ZEUS Collaborations [90]. For the purpose
of this analysis, the source code was adapted to the diffractive case, to take into account the

3-dimensional dependence of the diffractive DIS reduced cross section, oF @),

25
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4.2 Combination Method

The combination of the data sets is based on a x* minimisation method described in [90, 91] and

already used for previous HERA combined results [14]. The averaging procedure is based on the

assumption that the H1 and ZEUS experiments are measuring the same cross section at the same

kinematic point. The correlated systematic uncertainties are included in the minimisation so

that the two experiments effectively calibrate each other. This allows a model independent check

of the data consistency and a significant reduction of the correlated systematic uncertainty.
For a single data set the x? function is defined as:

. ; 12
m’—zj%(aj—aj)—uz @ — )2
Xep(m,a) = [ A2 } +Z—( JAQ i) : (4.1)

( J

Here i is the measured cross section value at a point i (ie. gt = or P (8,Q% zp)) with
combined statistical and uncorrelated systematic uncertainty A; = (A2, + A2 Y2 ;s
the value measured for a correlated systematic error source j with an uncertainty A, while
du'/da; quantifies the sensitivity of the measurement p’ to the systematic source j. The vector
m of physical quantities m’ contains the predicted values of the combined cross section for each
point ¢ and the vector a of quantities a; quotes the set of correlated systematic uncertainties
of the combined cross section. The second term in the expression for ngp defines the sum of
the predicted shifts of the systematic uncertainties. The x? function defined in Eq. (4.1) by

construction has a minimum x?,, = 0 for m’ = p* and a; = 0.
Upon introducing the variables b; = (a; — ;) /A,, and T = (0p'/0a;)A,,, Eq. (4.1) can

be written as: )

[mi N T — z]
Cop(m,b) = ZJA; 7 +3 0 (4.2)
! J

i

The formalism introduced is suitable for measurements in which the uncertainties are absolute,
i.e. do not depend on the central value of the measurement (additive errors). However, for
the H1 and ZEUS cross section data, the correlated and uncorrelated systematic errors are
to a good approximation proportional to the central values (multiplicative errors), while the
statistical errors scale with the square roots of the expected number of events. Therefore, the
combination of the data sets obtained with Eq. (4.2) leads to a small bias to lower cross-section
values since the measurements with lower central values have smaller absolute uncertainties. To
take this effect into account, the y? definition is modified to:

) S 72
[mz _ Z,yzmzb] _ qu}
7 1)
ngp(mab) - Z 5 ] - o ]
i 61',575(115“Z (mz - Zj ryJZmij> + (5i,uncorml

: +) 0 (4.3)
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Here 7% = T% /11", Oiumcor = Diuncor/ 1" and 0 star = Ay star/ 1 are relative correlated systematic,
uncorrelated systematic and statistical uncertainties, respectively. In contrast to Eq. (4.2), the
x? function of Eq. (4.3) is not a simple quadratic form with respect to m’ and b;. The combined
values are obtained with an iterative averaging procedure: first Eq. (4.2) is used to get an initial
approximation for p>*¢ and b; 4, which are used to recalculate the errors as FZ Vj ttave and
A7 = 0F et (B = D0 Vi b ave) + (i uncorit™™)?. Then the determlnatlon of phe is
repeated. Convergence is usually reached after two iterations.

If several analyses provide measurements at the same (8, Q* zp) values, they can be
combined by using the formula above, generalised for the case of multiple data sets. Then a
total x* function, x7,, is built from the sum of the xZ,, functions for each data set e according
to:

2
Nas [mi _ ZNS Vi mib; — qu}
J J,€ J €
Xtot m, b Z Xemp, Z Z 9 i ; ; :
e i 5i,stat ele <m - Zj ’yj,em b]) + (&',uncor em

Z ,

where the summation over ¢ (j) runs over all Ny, measured points (all Ng systematic error
sources) of all data sets considered. The symbol w; . is equal to unity if the data set e con-
tributes a measurement at the point i, otherwise it is zero. Similarly, the symbol 7}76 equals
zero if the measurement ¢ from the data set e is insensitive to the systematic source j. The
predictions m® are given under the assumption that there is a single true value of the cross sec-
tion corresponding to each data point 7. This definition of x2, assumes that the data sets are
statistically uncorrelated. The systematic error sources b;, however, may be either uncorrelated
(separate sources) or correlated across data sets (different data sets sharing a common source).

The value of 2. corresponds to the minimum of Eq. (4.4). The ratio x2,,,, /140y is a measure
of the consistency of the data sets. The number of degrees of freedom, n4,y, is calculated as
the difference between the total number of measurements and the number of averaged points,
Ny Although this system of equations has a large dimension, it has a simple structure, allowing
a fast and precise solution. If none of the correlated sources is present, this minimisation is
equivalent to taking a standard weighted average of the structure function measurements.

Possible tensions between data sets can be investigated by means of pull distributions. For
the measurement at the point ¢ of the data set e, the pull is defined as:

‘ e z(we Zeb ave
pie = H (1 Z j,ave) 7 (4.5)

A7 — A7

1,ave

1,ave
tainty for the measurement e (average). The pull value is p*® # 0 under the condition that

measurements from more than one data set average at the same point ¢. This means that if

where A?, (A?,,.) is the quadratic sum of the statistical and uncorrelated systematic uncer-
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only one input data set e contributes to the point ¢, the value of the combined cross section in
that point is " = u" /(1 — 37 77bj ave)-
The definition of pull for the correlated systematic sources in given by:

b
s = —J"“’Z ; (4.6)
1 - Abj,ave
where Agﬂwe is the uncertainty of the source j after the averaging.

4.3 Combination of Proton Spectrometer Cross Sections

4.3.1 Combined Data Sets

For the combination of the diffractive reduced cross sections from Proton Spectrometer data,
the most precise, high-statistics samples from the H1 [46] and ZEUS [51] experiments were
used. For a detailed discussion on the diffractive measurements based on proton-tagging see
sect. 3.1.

The H1 FPS data correspond to an integrated luminosity of 156.6 pb~!, collected during the
HERA II running period. The data sample covers the range 0.1 < [t| < 0.7 GeV?, zp < 0.1 and
4 < @Q* <700 GeV2. The y coverage is 0.03 < y < 0.7 for Q? < 110 GeV? and 0.03 < y < 0.8
for Q% > 120 GeV?2.

The ZEUS LPS sample was collected in the years 1999 and 2000 and corresponds to an
integrated luminosity of 32.6 pb~!. The kinematic region covered by the data is 0.09 < |t| < 0.55
GeVZ2, 0.0002 < zp < 0.1 and 2.5 < Q? < 120 GeV? The W range lies between 40 and 240
GeV. No measurements were possible during the HERA II running period, since the LPS was
dismantled during the HERA upgrade.

Both data sets were collected when the HERA collider operated at electron and proton
beam energies of £, = 27.5 GeV and E, = 920 GeV, respectively, corresponding to an ep
centre-of-mass energy of /s = 318 GeV.

The H1 data taken with the VFPS [47], still under analysis, cover a different kinematic region
and therefore are expected to have little influence in the range of this combined FPS+LPS
measurement.

4.3.2 Binning Scheme and Correlated Systematic Sources

The averaging procedure is based on the assumption that there is a single true value of the
cross section for a given data point. Therefore, cross-section values from different data sets are
needed at the same (3, Q?, xp) point in order to be combined. The original binning scheme of
the H1 and ZEUS measurements is very different: the H1 cross section is measured at fixed f3,
while in the ZEUS case, measurements are extracted at fixed My; also, the Q? and zp central
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Description Name Symbol
H1 hadronic energy scale Eh scale, H1 Ohad,H1
H1 electromagnetic energy scale Ee scale, H1 Oele, H1
H1 electron angle theta e, H1 00, H1
H1  reweighting beta, H1 08, H1
H1 zpp reweighting xIP, H1 Oup,H1
H1 ¢ reweighting t, H1 0t H1
H1 @Q? reweighting Q2, H1 0Q2,H1
H1 leading proton energy EpFPS, H1 0p, H1
H1 horizontal projection of the leading proton transverse momentum PxFPS, H1 Opy H1
H1 vertical projection of the leading proton transverse momentum PyFPS, H1 Opy, H1
H1 event vertex reconstruction vtx, H1 Ovta, H1
H1 background subtraction (DD, PHP and proton beam halo) bgn, H1 Obgn, H1
H1 bin centre corrections bee, H1 Obee, H1
H1 global normalisation norm, H1 Onorm,H1
ZEUS hadronic energy scale Eh scale, ZEUS Ohad,z
ZEUS electromagnetic energy scale Ee scale, ZEUS Ocle,z
ZEUS xp reweighting xIP, ZEUS Oup. 7
ZEUS t reweighting t, ZEUS 01,7
ZEUS DD background subtraction bgn, ZEUS Obgn, 7
ZEUS global normalisation norm, ZEUS Onorm,Z

Table 4.1: Correlated sources of systematic uncertainties from the H1 and ZEUS Proton Spectrometer
measurements [46, 51].

values differ. Therefore, prior to be combined, the ZEUS points were interpolated to the H1
binning scheme using the NLO QCD fit ZEUS SJ [59] (see Sect. 1.3.4.1). Most of the swimming
factors have a moderate value, < 10%, while few points undergo a significant swim, up to

~ 40%.

For the combination procedure, 20 independent sources of correlated systematic uncertain-
ties, including global normalisations, were considered. In the H1 case, all the systematic sources
documented in [46] have been treated as point-to-point correlated, since no explicit prescrip-
tions are given. In the ZEUS case, the total systematic uncertainties given in [51] have been
separated between correlated and uncorrelated sources following the prescriptions in [59] and
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have been symmetrised before performing the averaging!.
The list of correlated systematic sources is given in Table 4.1. All the systematic uncertainties
were treated as independent between H1 and ZEUS.

4.3.3 Normalisation and t-slope

As already mentioned in Sect 3.4, the Proton Spectrometer results play a key role in diffraction,
since they fix the absolute normalisation of the diffractive DIS reduced cross section. However
there is a difference in the normalisation, covered by the experimental uncertainties, between
the H1 and ZEUS proton-tagged measurements. The ratio of the H1 FPS to ZEUS LPS data,
over the measured kinematic range is [46]:

H1 FPS
TEUSLPS 0.85 £ 0.01(stat) 4 0.03(sys) 395 (norm) | (4.7)

which is consistent with unity taking into account the normalisation uncertainties of 6% and
1% for the H1 FPS and ZEUS LPS data, respectively. The possible sources of this 15%
difference in normalisation between the H1 and ZEUS measurements were carefully investigated,
prior to combining the results. It was found that a large portion of the 15% normalisation
difference is due to the difference of the t-slope parameter b, introduced in Eq. (1.20), measured
by the two experiments. Since the Proton Spectrometers have a limited acceptance in t, the
reduced cross section af(?’)(ﬁ, Q? xp), defined as the integral of P (8,Q%* zp,t) over the
extended t-range [t| < 1 GeV2,is obtained by extrapolating the proton-tagged data from the
visible to the extended t-range, using the value of the t-slope at each (8, Q% xp) point.

The differences between the H1 and ZEUS experiments in the integration over ¢ of the visible
cross section are summarised as follow:

H1 FPS [46] :

At low zp, the data are compatible with a constant ¢-slope parameter, b ~ 6 GeV~=2. A
weak decrease of the b-parameter value from 6 GeV~=2 to less than 5 GeV~2 is observed
towards larger values of xp 2 0.05, attributed to the Reggeon exchange contribution. No
significant Q? or 3 dependence is observed. The integration over ¢ of the reduced cross
section from the visible range 0.1 < [t| < 0.7 GeV? to [tin| * < [t| < 1 GeV? is performed
algebraically. The extrapolation factor amounts to a value of ~ 1.8 with an uncertainty
of 4%, included in the global normalisation uncertainty, and depends weakly on x .

ZEUS LPS [51] :
The value of the t-slope parameter is b = 7.0£0.3 GeV~2 in the region 0.0002 < zp < 0.01
and b = 6.9£0.3 GeV~2 in the high xp region, 0.01 < zp < 0.1. The value of the t-slope in

!The result of the average is insensitive to the details of the symmetrisation procedure.
2 2

2|tmin| is the minimum kinematically accessible value of |t| and is defined as |tmin| = — Tar -
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different bins of Q?, Mx and zp shows no dependence on the kinematics. The integration
over t of the reduced cross section from the visible range 0.09 < || < 0.55 GeV? to the
extended t-range (|t| < 1 GeV?) is hidden in the acceptance corrections estimated through
the Monte Carlo, assuming a constant value of b = 7.0 GeV~2. The extrapolation factor
is of the order of 2 and introduces a normalisation uncertainty of +9%.

To correct for the differences in normalisation introduced with the integration over ¢, the H1
FPS measurement was restricted to the visible ¢-range common to the two experiments, namely
0.09 < [t| < 0.55 GeV2. In this kinematic region the normalisation uncertainties become 4.5%
and 7% for the H1 FPS and ZEUS LPS data, respectively, and the difference in normalisation

reduces to:
H1 FPS

ZEUS LPS
The combination of the H1 FPS and ZEUS LPS data was performed both in the visible and
in the extended t-ranges. In both cases the normalisation of the input measurements was left
free to vary in the averaging procedure, without any external assumption.
A comparison of the H1 and ZEUS input cross sections in the visible t-range is shown in
Figs. 4.1 and 4.2 as a function of zp and Q?, respectively [1]. The same comparison in the
extended ¢-range is shown in Fig. 1.17.

= 0.91 £ 0.01(stat) + 0.03(sys) £ 0.08(norm) . (4.8)
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Figure 4.1: The H1 FPS and ZEUS LPS reduced diffractive cross sections .CUPO'TP(3) (B,Q% zp) as a
function of xp for different values of 5 and Q2.
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Figure 4.2: The H1 FPS and ZEUS LPS reduced diffractive cross sections xlpmp(g) (B,Q% zp) as a
function of Q? for different values of B and xp.
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4.3.4 Combined Proton Spectrometer Cross Section in the Visible t-range

The results discussed in this Section are available in [1] and have been presented in [92].

4.3.4.1 Consistency between Data Sets and Pull Distributions

In the minimisation procedure, 227 data points are combined to 169 cross section measure-
ments. The data show good consistency, with x?/ng; = 52/58. For a standard weighted average
the resulting x?/ng,s is 38/58.

The distributions of pulls, p**, exhibit no tensions between the two input data sets across
the kinematic plane, as shown in Fig. 4.3. Since there are only two input data sets, the pull
distributions for the H1 and ZEUS data are symmetric.

RM S=0.80

10 H1FPS

Entries

75

-2 -1 0 1 2

©

RM S=0.80

10 ZEUSLPS

Entries

7.5

©

Figure 4.3: Distributions of pulls p in the visible t-range. There are no entries outside the histogram
range. RMS' gives the root mean square of the distributions. The curves show the result of a Gaussian
fit to the distributions.
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Correlated source b ~vb (%)
Eh scale, H1 -1.62 63.6
Ee scale, H1 0.93 89.5

theta e, H1 0.53 74.4
beta, H1 0.11 93.1
xIP, H1 0.09 98.8

t, H1 1.08 83.1
Q2, H1 0.22 98.4

EpFPS, H1 0.42 51.1

PxFPS, H1 0.66 80.1

PyFPS, H1 -0.43 | 90.8
vtx, H1 -0.14 | 98.1
bgn, H1 0.27 92.3
bee, H1 -0.42 | 91.1
norm, H1 0.10 90.6

Eh scale, ZEUS | 0.12 60.2
Ee scale, ZEUS 0.17 68.3
xIP, ZEUS -0.24 | 99.0
t, ZEUS -0.39 | 894
bgn, ZEUS 0.15 96.0
norm, ZEUS -0.16 | 754

Table 4.2: For each source of correlated uncertainty, the shifts resulting from the combination (b),
in o units, and the reduction in percent of the original uncertainty (vb) are given (visible t-range).

None of the 20 sources of correlated systematic uncertainties shifts by more than 20 of the
nominal value in the averaging procedure, and only the shift related to the H1 hadronic energy
scale exceeds 1o. The distribution of pulls for the correlated systematic sources, ps, is given in
Fig. 4.4. The shifts of the correlated systematic uncertainties are summarised in Table 4.2.

The influence of several correlated systematic uncertainties is reduced significantly for the
combined result. Notably, the contribution of the H1 uncertainty in the leading proton energy
is reduced by a factor of 2. Since H1 and ZEUS use different reconstruction methods, similar
systematic sources influence the measured cross section differently as a function of the kine-
matics. Therefore, requiring the cross sections to agree at all (3, Q?, zpp) points constrains the
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Figure 4.4: Distribution of pulls, ps, for correlated systematic uncertainties in the wvisible t-
range. There are no entries outside the histogram range. RMS gives the root mean square of the
distribution. The curve shows the result of a Gaussian fit to the distribution.

the systematics efficiently. In addition, for certain regions of the phase space, one of the two
experiments has superior precision compared to the other. For these regions, the less precise
measurement is fitted to the more precise one, with a simultaneous reduction of the correlated
systematic uncertainty. This reduction propagates to the other average points, including those
which are based only on the measurement from the less precise experiment. Thanks to this
cross calibration effect, the combined measurement shows an average improvement in accuracy
and precision of about 20% with respect to the original H1 data, though they have a statistics
5 times larger than the ZEUS sample.

Some studies have been performed on the systematic source related to the H1 hadronic en-
ergy scale to understand the origin of the large shift by 1.60. A possible explanation is the H1
reconstruction strategy of the diffractive variables, which uses different reconstruction methods
according to the kinematic region considered [46]. In fact, the xp variable is always recon-
structed directly from the leading proton energy information measured in the Forward Proton
Spectrometer, while 3 is reconstructed as 5 = x/xp, from Eq. (1.36), exploiting the FPS infor-
mation, in the range zp > 0.012, and from the hadronic final state information reconstructed in
the central detector for zp < 0.012. Therefore, the contribution of this systematic error source
becomes relevant only at lowest xp values. A possible solution is to treat the H1 hadronic
energy scale as a point-to-point uncorrelated error source, as no explicit prescriptions are given
on its nature and the choice to consider it as correlated has been purely arbitrary. Other H1
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systematic sources could be treated as uncorrelated, namely the sources related to the event
vertex reconstruction efficiency, the bin centre corrections and the background subtraction. This
alternative treatment of H1 systematic errors has been studied as a procedural uncertainty, as
described in the next Section.

4.3.4.2 Procedural Uncertainties

A series of uncertainties which may affect the combined measurement due to the combination
procedure were studied. All the following effects are considered and treated as correlated proce-
dural errors; for each data point, the ratio of the alternative to the nominal average is extracted
and summed in quadrature to the total uncertainty.

The x? function given by Eq. (4.3) treats all systematic uncertainties as multiplicative, i.e.
proportional to the expected central values. To study the sensitivity of the average result to this
assumption, an alternative averaging is performed, for which only normalisation uncertainties
are taken as multiplicative while all other uncertainties are treated as additive. The difference
between this average and the nominal average result is of the order of 4%.

The H1 and ZEUS experiments use similar methods for detector calibration, apply similar
reweighting to the Monte Carlo for the acceptance corrections and employ similar Monte Carlo
simulation models for radiative corrections, for the hadronic final state simulation and for the
proton-dissociation background subtraction. Such similarities may lead to correlations between
measurements. Four sources of similar systematic uncertainties of the two experiments were
identified. These are related to the electromagnetic energy scale of the calorimeter of the main
detector, the proton dissociation background and the zp and t reweighting. Then 2* different
averages are calculated assuming each of the 4 pairs to be correlated or uncorrelated and all
the alternative averages are compared to the nominal average for which all sources are assumed
to be uncorrelated. The differences between these averages is around 1% with no particular
dependence on the kinematics.

In the nominal average the systematic error sources of the H1 FPS measurement [46] are
all considered as point-to-point correlated. An alternative average is performed considering
the hadronic energy scale, the event vertex reconstruction, the bin centre corrections and the
background subtraction as uncorrelated errors. The difference with the nominal case is on
average below 1%, increasing up to 10% for the lowest zp bin, where it is driven by the
hadronic energy scale.

The bias introduced by interpolating the ZEUS data to the H1 binning scheme has been
studied by using swimming factors obtained from the NLO QCD fit H1 ‘Fit B’ [48]. The
estimated overall effect is of the order of 1%.
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4.3.4.3 Combined Cross Section

In Figs. 4.5 and 4.6, the combined data are compared to the H1 FPS and ZEUS LPS original
data as a function of xp and Q?, respectively. The combined result extends the kinematic
coverage with respect to the separate H1 and ZEUS measurements and the resulting cross
section covers the region 2.5 < Q% < 200 GeV?, 0.0018 < 8 < 0.816 and 0.0003 < zp < 0.09,
for 0.09 < || < 0.55 GeV?2. The combination is driven by the H1 results, which are statistically
more powerful.

Fig. 4.7 show a zoomed plot of the combined cross section as a function of Q% at zp = 0.016,
for different values of 5. The reduction of the total uncertainty of the HERA measurement
compared to the input cross sections is visible. The rate of the growth of the reduced cross
section with Q2 depends on 3 - a clear illustration of the scaling violations in diffractive DIS.

Figs. 4.8 and 4.9 show the first HERA combined diffractive reduced cross section based on
Proton Spectrometer data in the t-range common to both the H1 and the ZEUS spectrome-
ters. The result shows an improvement in accuracy and precision in a wider kinematic coverage
with respect to the H1 and ZEUS measurements, separately.
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Figure 4.5: HERA combined diffractive reduced cross section xjpaf?(g) (B,Q?, zp) in the visible t-
range as a function of xp for different values of B and Q?, compared to the separate H1 FPS [{6] and
ZEUS LPS [51] data.
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Figure 4.6: HERA combined diffractive reduced cross section IL‘HDO'TD(S)(B,QQ./JJP) i the visible t-

range as a function of Q? for different values of 8 and xp, compared to the separate H1 FPS [46] and
ZEUS LPS [51] data.
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Figure 4.7: HERA combined diffractive reduced cross section l‘][DUTD(S) (8,Q% xp) in the visible t-
range as a function of Q* for three different 3 bins, at xp = 0.016, compared to the separate H1
FPS [46] and ZEUS LPS [51] data. The individual measurements are slightly displaced horizontally
for better visibility.
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Figure 4.9: HERA combined diffractive reduced cross section wlpa?(g)(ﬂ,QQ./w,p) i the wvisible t-

range as a function of Q> for different values of f and xp.
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Correlated source b ~vb (%)
Eh scale, H1 -1.72 63.8
Ee scale, H1 0.91 89.7

theta e, H1 0.55 75.1
beta, H1 0.23 93.1
xIP, H1 0.01 98.8

t, H1 0.70 82.9
Q2, H1 0.18 98.3

EpFPS, H1 0.31 50.4

PxFPS, H1 0.20 82.7

PyFPS, H1 -0.32 | 90.8
vtx, H1 -0.02 | 98.3
bgn, H1 -0.32 | 92,6
bee, H1 0.06 91.4
norm, H1 0.68 88.7

Eh scale, ZEUS | -0.06 | 60.9
Ee scale, ZEUS 0.36 68.9
xIP, ZEUS -0.08 | 99.1
t, ZEUS -0.16 | 90.9
bgn, ZEUS 0.37 95.9
norm, ZEUS -1.01 70.5

Table 4.3: For each source of correlated uncertainty, the shifts resulting from the combination (b),

in o units, and the reduction in percent of the original uncertainty (vb) are given (extended t-range).

4.3.5 Combined Proton Spectrometer Cross Section in the Extended t-range

The combination of the H1 and ZEUS cross sections in the extended t-range, follows the same
procedure already discussed in Sect. 4.3.4 and summarised here.

The original 227 data points are combined to 169 cross section measurements. Also in
this case good consistency is observed between the input H1 FPS and ZEUS LPS data, with
X?/naos = 48/58. The result from a standard weighted average is x?/naoy = 51/58.

The pull distributions for the combined points, p®¢, and for the correlated systematics, p,, are
shown in Figs. 4.10 and 4.11, respectively. The shifts of the correlated systematic uncertainties
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Figure 4.10: Distributions of pulls p in the extended t-range. There are no entries outside the
histogram range. RMS gives the root mean square of the distributions. The curves show the result of a

Gaussian fit to the distributions.

are summarised in Table 4.3.

Also in the extended t-range the influence of the correlated systematic uncertainties is
reduced significantly by the combination and no particular tensions are observed between sys-
tematics. Only the H1 hadronic energy scale shift exceeds 1o and reaches 1.70.

The evaluation of the procedural uncertainties and their values are the same discussed in
Sect. 4.3.4.

The combined cross section compared to the published H1 FPS and ZEUS LPS measure-
ments is shown as a function of zp and Q? in Figs. 4.12 and 4.13, respectively.
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Figure 4.11: Distribution of pulls ps for correlated systematic uncertainties in the extended t-
range. There are no entries outside the histogram range. RMS gives the root mean square of the
distribution. The curve shows the result of a Gaussian fit to the distribution.
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t-range as a function of Q* for different values of B and xp, compared to the separate H1 FPS [/6]
and ZEUS LPS [51] data.
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4.3.6 Discussion

The first combination of the HERA diffractive reduced cross sections o, ® from Proton Spec-
trometer data was carried out, both in the visible ¢-range common to FPS and LPS [1] and
in the extended t-range. The combined result extends the kinematic coverage with respect to
the separate H1 and ZEUS measurements and the resulting cross sections cover the region
2.5 < Q% < 200 GeV?, 0.0018 < B < 0.816 and 0.0003 < xp < 0.09. Thanks to the cross
calibration between the two experiments, the combined measurement shows an average im-
provement in precision of about 20% with respect to the original H1 data, prior to including
the contribution of the procedural uncertainties.

Some work is still needed towards a final result. The current proposal is to use the H1
systematic uncertainties related to the hadronic energy scale, the vertex reconstruction, the bin
centre corrections and the background subtraction as uncorrelated sources. Moreover, a study on
the 4% uncertainty arising from the comparison between a multiplicative rather than an additive
treatment of the correlated uncertainties is needed. This 4% discrepancy suggests that probably
a source of multiplicative nature has been treated as additive in the checks. Furthermore, two
other data sets can be used as input for the combination: the HI FPS HERA I data [45] and
the ZEUS LPS 1997 data [50]. Though the statistics of these measurements is poorer than that
of the present analysis, adding new samples can improve the cross calibration between different
data sets and increase the degrees of freedom in the y? minimisation.
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Figure 4.14: A compilation of the t-slope parameter b from different H1 and ZEUS measurements.
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It is important to notice that the integration over ¢ of the combined result would provide
the absolute normalisation of the diffractive DIS reduced cross section. For this purpose, the
value of the t-slope b is needed. Figure 4.14 summarises results of the t-slope measured by the
H1 and ZEUS experiments [45, 46, 50, 51|, as a function of xp. Efforts are being made by the
Collaborations to extract a common b measurement from the Proton Spectrometer data.

For the time being, the HERA diffractive cross section in the extended t-range fixes the
absolute normalisation of the DIS diffractive cross section.

4.4 Combination of LRG Cross Sections

4.4.1 Combined Data Sets

For the combination of the diffractive reduced cross sections from the Large Rapidity Gap data,
the last published LRG results from H1 [48] and ZEUS [51] were used.

For the H1 LRG results different event samples were used for different Q? ranges of the
measurement. For the interval 3 < Q? < 13.5 GeV?, a ‘minimum bias’ sample corresponding to
an integrated luminosity of 2.0 pb~! was used. For intermediate photon virtualities, 13.5 < Q? <
105 GeV?, data taken throughout 1997 were used, corresponding to an integrated luminosity
of 10.6 pb~!. The kinematic range Q% > 133 GeV? is covered by a sample corresponding to
61.6 pb™!, taken in the years 1999 and 2000. The cross section is measured in the kinematic
range 3.5 < Q% < 1600 GeV?, 0.0003 < zp < 0.1 and 0.0017 < 8 < 0.8. The y coverage is
0.04 < y < 0.63 for Q* < 890 GeV? and 0.04 < y < 0.9 for Q? > 890 GeV?.

The ZEUS LRG sample was collected in the years 1999 and 2000, and corresponds to a
luminosity of 62.4 pb~!. The kinematic region covered by the data is 2 < Q? < 305 GeV?,
2 < Mx <25 GeV and 0.0002 < zp < 0.02. The W range lies between 40 and 240 GeV.

For all samples, HERA collided positrons with protons, the positron beam energy being
always E, = 27.5 GeV. The proton beam energy was F, = 820 GeV in 1997 and E, = 920 GeV
in 1999 and 2000, leading to ep centre-of-mass energies of /s = 300 GeV and /s = 318 GeV,
respectively.

New H1 LRG measurements from 1999, 2000 and HERA I data [49] are still under analysis
and not included in the present combination.

4.4.2 Binning Scheme and Correlated Systematic Sources

To be compared with the H1 results, the ZEUS LRG cross sections in [51] were extracted at the
H1 B and xp values, but at different Q? values. To account for the different Q? binning, the H1
data were interpolated to the ZEUS Q? values by applying small correction factors obtained
with the ‘H1 Fit B’ parametrisation [48]. The value of swimming factors is small, between 2%
and 5%.
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Description Name Symbol
H1 hadronic energy scale of the Liquid Argon calorimeter Eh LAr scale, H1 Olar,H1
H1 hadronic energy scale of the Spaghetti calorimeter Eh SpaCal scale, H1 | d4pq,m11
H1 plug energy scale Eh Plug scale, H1 OPlug,H1
H1 electromagnetic energy scale Ee scale, H1 Ocle, H1
H1 electron angle theta e, H1 00,1
H1 calorimeter noise treatment noise, H1 Onoise, H1
H1 background subtraction bgn, H1 Obgn,H1
H1 § reweighting beta, H1 08, H1
H1 zp reweighting xIP, H1 Oz p H1
H1 @Q? reweighting Q2, H1 602, m
ZEUS hadronic energy scale Eh scale, ZEUS Ohad,z
ZEUS electromagnetic energy scale Ee scale, ZEUS Ocle,z
ZEUS energy threshold on LRG cut Ecut, ZEUS Ocut,z
ZEUS xp reweighting xIP, ZEUS Oup.7

Table 4.4: Correlated sources of systematic uncertainties from H1 [48] and ZEUS [51] LRG mea-
surements.

No corrections were applied to extrapolate the 1997 data to /s = 318 GeV. From Eq. (1.39),
the diffractive reduced cross section depends weakly on the energy via the term containing the
inelasticity y. For the y region covered by the 1997 input data, the effect is negligible compared
to the experimental precision and therefore not considered.

In the combination procedure, 14 independent sources of correlated systematic uncertainties
were considered. For the H1 data, the point-to-point correlated sources listed in [48] were
used. In the ZEUS case, the total systematic uncertainties given in [51] were separated between
correlated and uncorrelated sources following the prescriptions in [59] and were symmetrised
before performing the fit. Global normalisation uncertainties of the H1 and ZEUS results were
not included.

The list of correlated systematic sources is given in Table 4.4. All the systematic uncertainties
were treated as independent between H1 and ZEUS.

4.4.3 Normalisation

As mentioned in Sect. 3.4, LRG results are affected by the presence of the double dissociative
background (DD), which changes the normalisation of the measured cross sections, but not the
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shape. The contribution of the DD background depends on the geometrical acceptance of the
detector in the forward direction and therefore is different between H1 and ZEUS.

The studies on the proton dissociation contribution and relative normalisation of the H1
and ZEUS LRG measurements can be summarised as follows:

H1 LRG [48] :
The published H1 LRG results are corrected to My < 1.6 GeV. A comparison with the
HERA I FPS measurement [45] gives a ratio of the cross sections for My < 1.6 GeV
and My = m, of 1.23 & 0.03(stat) £ 0.16(sys), which is consistent with a Monte Carlo
prediction of 1.1570 3.

ZEUS LRG [51] :
The contribution of double dissociative background for ZEUS LRG results is estimated,
both through a comparison with ZEUS LPS results and a Monte Carlo study, to be
25 &+ 1(stat) = 3(sys)%. A factor of 0.91 & 0.07, evaluated with a Monte Carlo study,
provides the correction of the ZEUS data to the H1 My range, My < 1.6 GeV. Despite
the correction to the H1 My range, the ZEUS data are higher than the H1 data by 13%
on average, as estimated with a global fit to data with Q? > 6 GeV?. This normalisation
discrepancy is consistent with the 8% uncertainty on the proton-dissociation correction

of 0.91 + 0.07 combined with the 7% relative normalisation uncertainty between the two
data sets (£7% for H1 and £2.25% for ZEUS).

Several averages have been performed, with different normalisation of the input data sets. It
has been observed that the fit results are independent of the input global normalisation and
that the resulting shape of the combined cross section is also not affected. Hence the decision
was made to scale the ZEUS results by a factor 0.91 x 0.87, thus fixing the normalisation to
that of the H1 measurement.

The final result can be corrected to My = m, by using the information from the Proton
Spectrometer cross sections. The 7% relative normalisation uncertainty between H1 and ZEUS
data sets can be considered as the global normalisation uncertainty of the combined HERA
LRG measurement.

4.4.4 Combined LRG Cross Section

The results discussed in this Section have been presented in [93] and follow previous attempts
to combine HERA LRG diffractive cross sections [89].

In the minimisation procedure, 494 individual measurements were averaged to 341 points. The
fit reveals some inconsistency between the data sets, with x?/n4,; = 366/153. To improve the
quality of the combination a region where the disagreement between the H1 and ZEUS mea-
surements is significant was identified and excluded: a cut on the mass of the hadronic final
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state X, Mx, was applied to reject the region where the reconstruction of the kinematic vari-
ables is affected by the contribution of detector noise and where vector meson production
dominates. Only measured points with My > 4 GeV were hereafter included in the combina-
tion3. After such selection, the combined points reduce to 268 and the consistency between the
two experiments results improves, with x?/ng,; = 146/113. For a standard weighted average
the x?/ngos is 140/113.
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Figure 4.15: Distributions of pulls p of the input H1 [48] and ZEUS [51] LRG data sets. There
are no entries outside the histogram range. RMS gives the root mean square of the distributions. The
curves show the result of a Gaussian fit to the distributions.

The distributions of pulls, p*¢, for the input data sets are shown in Fig. 4.15. The value of
RMS = 1.24 reveals a weak tension between the H1 and ZEUS data. A careful study of the
pulls as a function of the kinematics shows that the tensions are equally distributed across the

3Since 8 = Q?/(M3% + Q?), cutting on the Mx variable corresponds implicitly to cutting on @* and j.
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phase space and it is not possible to isolate a region where the disagreement concentrates.

Correlated source b vb (%)

Eh LAr scale, H1 0.73 81.5
Eh SpaCal scale, H1 | 0.34 75.8

Eh Plug scale, H1 | -0.17 | 92.5

Ee scale, H1 1.86 52.3
theta e, H1 -0.06 70.9
noise, H1 -0.71 47.9
bgn, H1 0.06 61.1
beta, H1 -0.23 88.2
xIP, H1 -0.47 | 91.2
Q2, H1 0.52 95.2

Eh scale, ZEUS -0.75 | 71.5
Ee scale, ZEUS 0.66 64.5
Ecut, ZEUS -0.50 | 96.9
xIP, ZEUS 0.59 77.8

Table 4.5: For each source of correlated uncertainty, the shifts resulting from the combination (b),
in o units, and the reduction in percent of the original uncertainty (vb) are given (LRG data).

The distribution of pulls for the 14 correlated systematic uncertainties, ps, is shown in
Fig. 4.16 and the shifts are summarised in Table 4.5. All systematic errors shift by less than 1o
from the nominal value in the averaging procedure, with the exception of the H1 electromag-
netic energy scale, which shifts by 1.80. Several correlated systematic uncertainties are reduced
significantly; notably, the contribution of the H1 calorimeter noise is reduced by more than a
factor of 2.
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Figure 4.16: Distribution of pulls ps for correlated systematic uncertainties from LRG data fit. There
are no entries outside the histogram range. RMS gives the root mean square of the distribution calcu-
lated as p?. The curve shows the result of binned log-likelihood Gaussian fit to the distribution.

Figures from 4.17 to 4.19 show the combined HERA LRG data compared to the input H1
and ZEUS measurements, as a function of Q? for different values of 3 and xp. The combined
measurement is driven by the ZEUS results, statistically more powerful, and it shows an average
17% improvement in accuracy and precision with respect to the input ZEUS data. Thanks to
the reduction of several systematic uncertainties, the fitting procedure allows to gain ~ 9%
in precision with respect to the standard weighted average. The kinematic region covered by
the HERA LRG combined cross section is 2.5 < Q% < 1600 GeV?, 0.0017 < 8 < 0.8 and
0.0003 < zp <0.03, for Mx > 4 GeV.
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Figure 4.17: HERA LRG combined diffractive reduced cross section ‘TPO'P(B) (8,Q% zp) as a function
of Q* for different values of 3, at xp = 0.001. Data are multiplied by a factor of 4° for visibility, with
1 as indicated.
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of Q* for different values of 3, at xp = 0.003. Data are multiplied by a factor of 4° for visibility, with
1 as indicated.
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4.4.5 Discussion

The kinematic region covered by the HERA combined LRG cross section is 2.5 < Q? <
1600 GeV?, 0.0017 < 8 < 0.8 and 0.0003 < zp < 0.03, for My > 4 GeV. The combined
measurement is driven by the ZEUS results, statistically more powerful, and it shows an aver-
age 17% improvement in accuracy and precision with respect to the input ZEUS data. Thanks
to the reduction of several systematic uncertainties, the fitting procedure allows a gain in ac-
curacy of the order of 9% compared to a standard weighted average. The combination of the
H1 and ZEUS LRG data gives precise results over a wide kinematic range, but at the same
time it shows some inconsistency between the input data sets. Possible solutions have been
investigated and can be used to improve the agreement of the H1 and ZEUS results.

A first possibility is to normalise the H1 and ZEUS measurements at fixed § and zp values,
instead of applying the 13% global normalisation correction factor. This procedure allows a
detailed investigation on the shape differences as a function of Q? and can show tensions in the
scaling violation measurements of H1 and ZEUS.

Another, more rigorous, possibility is to combine the H1 and ZEUS data with a treatment
of the uncorrelated uncertainties similar to the procedure used by the Particle Data Group [32]
for combining several results from different experiments. The basic assumption is that inconsis-
tencies between different measurements originate from an underestimation of the uncorrelated
errors. Increasing the statistical and uncorrelated uncertainties of all input data points by a
factor \/x?/nqoy forces algebraically the resulting x?/ng,r to be 1, though it worsens the final
global precision. An alternative solution is to fix a threshold on the pull value of the input
data points, identifying those points which contribute most to the disagreement. Only for those
‘outliers’, the statistical and uncorrelated errors is increased by a factor proportional to the pull
value. This method preserves the global gain in precision of the final result, affecting only few
localised points. However, it is not statistically motivated, since the y? fluctuates from point to
point and there are no rigorous motivations to penalise just some points. An elegant and more
rigorous alternative can be to extract a factor as a function of the kinematics. It is possible,
for example, to extract a x2 for all the points at the same 8 and xp, and then to multiply the

statistical and uncorrelated uncertainties of the data points by v/x?/naof (3, zp).

New LRG results will be released soon by the H1 Collaboration [49]. The new data sets can
be added to the combination to further improve the accuracy and precision of the HERA LRG
results.
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Chapter 5

Measurement of the Inclusive
Diffractive Cross Section at high-y
with the ZEUS Detector at HER A

The aim of this analysis is the measurement of the inclusive diffractive DIS ep cross section
with data collected by the ZEUS experiment during the years 2006/07. This is the first inclusive
diffractive measurement with the ZEUS data after the luminosity upgrade of the HERA collider,
when detector components crucial for previous diffractive analyses, such as the Leading Proton
Spectrometer and the Forward Plug Calorimeter (see Sects. 2.2.7 and 2.2.8), were dismantled,
thus reducing the geometrical acceptance of the ZEUS detector in the forward direction (the
direction of the outgoing proton, see Sect. 2.2) by more than one unit in pseudorapidity. Since
for the present analysis diffractive events were selected with the Large Rapidity Gap method
(see Sect. 3.2), a reduction of the detector coverage reflected in the reduction of the accessible
phase space for most of the kinematic variables and in an increase of the contribution of the
double dissociative background. On the other hand, data collected in the 2006/07 period allow
the measurement of the diffractive reduced ep cross section in the high y region, accessible
for the first time at HERA. The fact that this analysis represents the first inclusive diffractive
measurement after the HERA upgrade and the aim to reach high y values, made the extraction
of the inclusive diffractive ep cross section challenging.

5.1 Data Set

During the last year of running, the HERA collider delivered special run periods to make
possible the direct measurement of the longitudinal proton structure function, Fj. For this
purpose, protons were accelerated at three different energies, £, = 920, 460 and 575 GeV,
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while positrons® were accelerated at E, = 27.5 GeV. The corresponding centre-of-mass energies
were /s = 318, 225 and 252 GeV and the different running periods are known as High Energy
Run (HER), Low Energy Run (LER) and Medium Energy Run (MER), respectively. Crucial
for the direct I} extraction is the possibility to access the high y region at relatively small
Q? (Q? < 100 GeV?). To reach this goal, dedicated triggers (see Sect. 2.2.9) were developed for
each specific running period.

The diffractive analysis presented here is based on the same 2006/07 e*p HER and LER
data sets used for the ZEUS Fj measurements [25, 94]. Only runs where the luminosity was
> 0.9 nb~! and the essential detector components (the CTD, the calorimeter and the luminosity
monitors) were working properly, were considered. The resulting integrated luminosity of the
data sets was 44.5 pb~! and 13.9 pb™! for the HER and LER samples, respectively. Due to
its low statistics (7.1 pb™!), the MER sample could not be used for a diffractive cross section
measurement.

5.2 Event Simulation

With an ideal detector, events can be measured, and their yields divided by the luminosity to
obtain the desired cross section. In practice, the measurement is affected by detector effects. For
instance, scattered electrons can escape through the beam hole, or can be absorbed in inactive
material located between the interaction point and the calorimeter. An accurate detector sim-
ulation is therefore needed to estimate the acceptance, efficiency and resolution of the detector
and to correct for these effects.

In order to decide whether an observed discrepancy between data and event simulation is
caused by a faulty detector simulation or by a physics event, all the known physics processes
need to be simulated properly.

Monte Carlo (MC) models are used. The simulation consists of two steps:

1. Event generation, where the theoretical knowledge about the physics process is imple-
mented. The kinematics of the reaction is simulated and the four-momenta of all particles
produced in the interaction are provided.

2. Simulation of the detector and trigger-system response to the particles generated in
the first step.

The output of the simulation and the real data are in the same format. Therefore both
samples can be fed into the same physics analysis programs.
Four MC programs were used:

e SATRAP [95] for the diffractive sample;

!The term electron will be used in the following instead of positron.
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Process Generator | E, [GeV] | Q? [GeV?] | o [nb] | Events

Diffractive DIS SATRAP 920 Q% > 10 10.97 6M

ep —eXp 460 7.95 3M

920 Q%> 4 29.84 AM

460 22.91 2M

Inclusive DIS | DJANGOH 920 Q> >4 319.44 | 10M

ep — eX 460 263.02 10M

Photoproduction | PyTHIA 920 Q? < 1.5 |2072.18 | 20M

460 y > 0.5 1970.17 | 20M

Hard Diffractive | RAPGAP 920 Q? < 4 2.15 1M
Photoproduction y > 0.5

Table 5.1: Summary of the Monte Carlo samples used in the measurement of the inclusive diffractive

DIS ep cross section.

e DJANGOH 1.6 [96] for the inclusive DIS background;
e PYTHIA 6.416 [97, 98] for the photoproduction background;
e RAPGAP 3.01/26 [99] for the hard-diffractive photoproduction background.

A summary of the MC samples used for the analysis is given in Table 5.1.

5.2.1 Diffractive Event Simulation: SATRAP

Diffractive events, ep — eXp (see Fig 5.1), were simulated with the SATRAP event generator,
interfaced to RAPGAP 2.08. SATRAP is based on the saturation model by Golec-Biernat and
Wiisthoff [64], introduced in Sect. 1.3.4.2. In the saturation model the photon splits into a ¢g
pair, which is described by the vgq wave function. The ¢g system interacts with the proton with
a cross section ,; which is assumed to be of the form 6 = oo{1 — exp|—r?/(4R3(x))]}, where
7 is the transverse distance between the quark and the antiquark, Ry(z) defines the saturation
radius which is given by R = (x/x¢)*, and ¢, 2y and X are free parameters. Fluctuations of
the incoming photon into ggg states are also taken into account and 045 = 0444 is assumed. The
cross section for the scattering of ¢qg and qgg states originating from transverse and longitudinal
photons can be calculated. The free parameters are determined from fits to HERA inclusive
DIS cross sections (i.e. Fy(z,Q?%) data) yielding o¢p = 23 mb, A = 0.29 and xy = 0.0003. For the
t dependence of the diffractive cross section the form do/dt o< exp(Bt)/B with B = 6 GeV 2
is assumed.
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r X (M)

Figure 5.1: Schematic illustration of a NC diffractive DIS process ep — eXp. The diffractive variables
defined in Sect. 1.8.2 are also indicated.

Through RAPGAP, SATRAP is interfaced to HERACLES 4.6 [100], which includes leading-
order QED radiative corrections to the Born-level cross section (see Fig. 5.2). Radiative cor-
rections coming from the hadron lines are smaller than the leptonic ones and are absorbed in
the parton distribution functions. QED radiative effects not only change the Born level cross
section, but also introduce new types of events since additional photons can emerge, affecting
the relationship between the kinematics at the hadronic vertex and the quantities measured on
the electron side.

The QCD cascade is simulated using ARIADNE 4.03 [101]: the struck quark radiates gluons

a) Born b) ISR c) FSR d) vertex corr. e) self-energy

Figure 5.2: Feynman diagrams of the Born level and the LO QED corrections to NC DIS scattering
implemented in HERACLES.
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which can emit softer gluons or split into ¢g pairs. In the final step the coloured partons
produced in the QCD cascade have to form colourless hadrons; this process cannot be described
by perturbation theory because the coupling constant, a,, becomes large at scales of the order
of the mass of hadrons. Therefore the hadronisation has to be described by phenomenological
models. In the case of this analysis, the Lund string fragmentation model [102], as implemented
in the JETSET 7.404 [97] program, was applied.

5.2.2 Inclusive DIS Event Simulation: DJANGOH

Non-diffractive DIS events (e*p — e™X) were simulated with the DJANGOH event generator,
using the CTEQ5D PDF parametrisation [103] of the parton distribution functions. DJANGOH
is also interfaced to HERACLES 4.6 for the radiative corrections, and to ARIADNE 4.12 [101]
and JETSET 7.4 [97] for parton showering and hadronisation.

A graphical scheme of the DIS event generation procedure is shown in Fig. 5.3.

5.2.3 Photoproduction Event Simulation: PYTHIA

Photoproduction (PHP) can represent a serious source of background to any process in DIS, as
the ep cross section peaks at Q% = 0. It is impossible to reject all PHP events because some of
them are indistinguishable from the DIS ones. This happens when some calorimetric activity is
wrongly identified as the scattered electron, while the electron has escaped through the beam
hole (for example, a pion can be misidentified as an electron). To estimate the photoproduction
background left after the event selection, the PyTHIA MC was used.

HERACLES

Hard
Scattering
Process

QCD Final
State Radiation

Y

QCD Initial
State Radiation

ARIADNE (CDM-BGF model)

JETSET
(LUND string fragmentation model)

Figure 5.3: Schematic diagram of an inclusive DIS Monte Carlo generator.
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The PHP Monte Carlo sample consists of several processes with different production mech-
anisms:

e diffractive PHP processes: yp — Vp, 7p — Xp, 7p — VY and yp — XY, where V is
one of the light vector mesons p, w or ¢, and X (V') is the photon (proton) dissociative
system;

e soft non-diffractive processes;
e hard (perturbative) non-diffractive PHP, where a hard scale other than Q? is present.

The relative contribution of each subprocess has been determined from fits to earlier ZEUS
results.

5.2.4 Hard Diffractive Photoproduction Event Simulation: RAPGAP

The diffractive PHP events simulated with the PyTHIA MC include only soft processes. To
include hard diffractive processes, with high pr-jet production in PHP, the RapGAP 3.01/26
MC was used.

5.2.5 Simulation of the ZEUS Detector

All Monte Carlo generators used for physics analyses of ZEUS are interfaced to a package named
AMADEUS [104], which provides generated output files in a format compatible with the ZEUS
simulation software. After the generation, the hadron-level system must undergo a full detector
simulation in order to be compared to the experimental data. The interaction of the particles
with the material of the detector components is simulated with the “Monte Carlo For ZEUS
Analysis, Reconstruction and Trigger” (MOZART), which uses the GEANT 3 package [105]. The
ZEUS online trigger for each event is simulated with the Complete Trigger simulation, ZGANA
Analysis Routine (CzAR). All these steps are managed by the ZEUS Monte Carlo Facility,
named FUNNEL [107].

5.3 Event Reconstruction

The Monte Carlo events as well as the raw data from the ZEUS detector are reconstructed offline
via the ZEUS PHYsics Reconstruction (ZEPHYR) package, which includes all calibration and
correction factors and provides the higher level data structure. The event is then stored on tape
and made available for the offline analysis. Finally, ORANGE (Overlying Routine for Analysis
Ntuple GEneration) [108] is the analysis shell which takes as input the event information
from ZEPHYR and provides the reconstruction of the kinematic variables and their storage in
Paw [109] and RooT [110] format, from which the user analysis starts.
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Figure 5.4: Data flow of real data and Monte Carlo events in the ZEUS experiment.

The complete data flow diagram for both real data and Monte Carlo events is shown in
Fig. 5.4.

5.3.1 Diffractive DIS Event Reconstruction

The purpose of the present analysis is the measurement of the diffractive DIS cross section.

The characteristic signature of a deep inelastic neutral current ep interaction is the presence
of the scattered electron. The identification of the electron inside the detector, as well as a precise
reconstruction of the electron energy and position, represent the main task of a DIS analysis. A
good electron reconstruction is fundamental to distinguish between DIS and background events,
mainly due to photoproduction, where high energetic photons and pions can be misidentified
as an electron in the calorimeter.

A diffractive event is characterised by the absence of particles between the outgoing pro-
ton, which remains inside the beampipe with a small fractional energy loss, and the rest of
the hadronic final state inside the detector. Therefore, to identify and reconstruct properly
diffractive events, a good understanding of the hadronic system is also needed.
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The reconstruction of the DIS kinematic variables in the present analysis is closely related
to that used in the published and the new, ongoing, ZEUS F} analyses [25, 94].

5.3.2 Track and Vertex Reconstruction

It is important for the event reconstruction to have a good measurement of the interaction
vertex and of all the tracks originating from it. The CTD and MVD were the main tracking
devices (see Sects. 2.2.2 and 2.2.1) of ZEUS. Their information is used to obtain tracks, which
are the reconstructed trajectories of charged particles. The main quantities reconstructed for a
track are the momentum, the charge and the energy loss.

The track reconstruction is performed by the VCTRACK [111] package. The basic steps
to measure a track are the pattern recognition and the track fit. In the pattern recognition,
measured hits are assigned to a track candidate. During the fit phase, the hits belonging to a
track candidate are fitted to obtain the trajectory. The tracks are fitted using a five-parameter
helix model. Three modes are available for the reconstruction:

CTD-only : only CTD information is used. The search for the track candidates starts with a
group of hits (segments), from the outermost superlayer to the innermost. After this the
fit is performed;

Regular : joint information from CTD and MVD is used. MVD hits are combined in seg-
ments and compared with CTD segments. If they are compatible, a track candidate is
formed. MVD segments which are not compatible with CTD ones are also kept as MVD
stand-alone tracks;

ZTT : this mode uses the CTD+MVD tracks as input for a re-fitting procedure based on
Kalman filter techniques [75] and estimates the trajectory by taking into account the
uncertainty on the hit positions, as decribed in [112]. Also, appropriate corrections for the
ionisation energy loss and multiple scattering are applied to the track parameters.

The ZTT mode has been chosen for this analysis. Reconstructed ZTT tracks are used to find
the vertex of the interaction. Tracks intersecting the beam-line are fitted until a vertex position
is found (primary vertex). The tracks are then refitted to the vertex and are denoted as ‘vertex
tracks’. Tracks originating from the decay of relatively long-lived particles are also fitted, al-
lowing the identification of secondary vertices. Tracks which cannot be associated to any vertex
are denoted as ‘non-vertex tracks’. An accurate determination of the event vertex, especially
of its z-component (z,,), is crucial, because the reconstruction of angles, and consequently of
kinematic variables, depends on this quantity.
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5.3.3 Reconstruction of the Scattered Electron

A complete and detailed description of the electron reconstruction used in this analysis can be
found in [94].

5.3.3.1 Electron Finder

The experimental signature of an electron in the ZEUS detector is a deposit of energy in the elec-
tromagnetic calorimeter (see Sect. 2.2.3), with little energy leaking into the hadronic part. The
determination of the shower profile, i.e. its width and depth, allows the discrimination between
energy deposits originating from an electron and those from hadronic sources. However, other
particles like energetic photons or 7 decaying into two photons deposit energy in the calorime-
ter via electromagnetic showers which mimic the scattered electron at low energies. Moreover,
in the high-y region, the electron is not well isolated from the hadrons in the final state.

An electron finder based on a neural network, named SINISTRA [113], is used. SINISTRA
inspects the energy clusters in the whole calorimeter and returns the probability of each cluster
to be an electron. If the cluster lies in the CTD acceptance, the additional requirement of
having a track associated to the electron is also used. SINISTRA has the highest efficiency for
events with a scattered electron in the RCAL, as in the case of this analysis (see Sect. 5.4.3.1).

5.3.3.2 Electron Energy

A precise measurement of the electron energy is necessary in order to determine x and Q? (see
Sect. 5.3.5). Moreover, in order to make possible a measurement in an enlarged y region (up
to 0.825), low values of E! need to be accessed (down to 5 GeV), as illustrated by Eq. (5.3).
The ZEUS calorimeter was able to provide an accurate measurement of the electron en-
ergy?. However, measurements of individual electrons could of course deviate from the average
response. This deviation was caused typically by variations in the scintillator response, non-
uniformities of the detector, i.e. cracks, cell-by-cell miscalibrations, and inactive material in
front of the detector. Different methods have been developed to study these variations, making
use of data samples in which the scattered electron energy could be determined by other means:

e Double angle (DA) sample (for E/ > 15 GeV):
the double angle method [114] predicts the electron energy from the angular information
of the scattered electron and the hadrons (see Sect. 5.3.5);

e Kinematic peak (KP) sample (for E! ~ 27.5 GeV):
the kinematic peak is the region where the energy of the scattered electron is equal to the
incoming beam energy; these events can be selected by requiring a low hadronic activity
(y < 0.02).

2Each cell is individually calibrated using the measured depleted-uranium activity (DU noise).
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In the RCAL, a cell-by-cell scale factor is extracted with a combination of DA and KP
methods. For each cell, the ratio E,,cosured/ Eespectea 18 fitted with a Gaussian distribution. The
resulting scale factor is given by an average of the mean values of the Gaussian fits from DA
and KP distributions. Non-uniformities in the RCAL are corrected by using the DA predicted
energies and dividing the calorimeter in five different regions. For each region the ratio of the DA
and measured energies is plotted as a function of z¢4r and ycar for data and MC separately,
and then fitted with Gaussian distributions. The final corrections are the product of the xcar
and yoar dependent factors. The correction for the inactive material in front of the calorimeter
is applied directly by the SINISTRA algorithm. The ratio of corrected electron energy to the KP
energy shows that the MC distribution is narrower than that of the data. To account for this
effect a small smearing (< 3%) is applied to the MC energy.

The electromagnetic energy scale is known to within 1% for the whole energy range of
interest for this analysis.

5.3.3.3 Electron Position

For events in which the electron is in the tracking acceptance region, its position can be cal-
culated from the track information, but in the kinematic range of the present analysis not all
the electrons have a matched track. Hence, the SRTD and the HES (see Sects. 2.2.4 and 2.2.5)
are used in this analysis for the electron position reconstruction, as they have finer granularity
and therefore give better position resolution than the CAL.

The fine granularity of the 1 cm wide strips of the SRTD allows to measure the electron
impact position with a resolution of ~ 3.5 mm [115]. The SRTD is aligned with respect to the
HES [116]. When the SRTD position is not available, the HES information is used. Each cluster
in the Rear HES is the result of the signals in 9 diodes (3 x 3) coming from the combination of
the highest energy diode with the eight neighbouring ones. The position resolution of the HES
is ~ 4 mm [116].

Both the SRTD and the HES are aligned to the CTD, which fixes the ‘absolute’ coordinate
system. For the data used in this analysis, shifts had to be applied to SRTD [116] and HES [117].

5.3.4 Reconstruction of the Hadronic Final State

The hadronic final state system consists of neutral and charged particles. Most of them were
detected in the uranium-scintillator calorimeter; charged ones were also measured by the track-
ing detectors. When possible, the CAL and CTD information was used together. The output
from the cell clustering and track matching algorithm is a set of objects known as Energy
Flow Objects (EFOs® [115, 118, 119]). The procedure to obtain EFOs is described in detail in
the following. The particles which reached the ZEUS calorimeter showered and deposited their

3Historically known also as ZUFOs (ZEUS Unidentified Flow Objects) in the ZEUS nomenclature.
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Charged
Particle

Figure 5.5: The principle of combining neighbouring calorimeter cells into cell islands. There are
four EMC islands and one HAC island in the picture. The matching of CTD tracks to the calorimeter

objects is also shown.

energy in several adjacent cells. The electric signals coming from the calorimeter-cell photomul-
tipliers (PMTSs) are converted into energies according to calibration constants determined from
calorimeter-module test beam measurements. The signals are corrected for energy absorption
by the inactive material in front of the CAL and for noisy cells, i.e. cells with not-properly
working PMTs. A cell is tagged as noisy if no neighbouring cell has a signal and the cell signal
amplitude is less than 80 MeV for cells in the electromagnetic section and 140 MeV for cells
in the hadronic section. A clustering algorithm merges cells, which in an ideal case belong to
the shower of a single particle. Afterwards clusters are matched to the corresponding charged
tracks; in this case, the particle energy and momentum are taken from the track since the
tracking system yields a better measurement than the calorimeter. As a first step, adjacent
cells in the electromagnetic and hadronic sections of the calorimeter are grouped into cell is-
lands (see Fig. 5.5). The cells are merged only if their signal is above the noise threshold and
if they are contiguous. Then the information from the two sections of the calorimeter is com-
bined, so that the resulting cell islands which belong to a shower of a single particle or a jet
of particles are joined into 3-dimensional objects, the so called cone islands (see Fig. 5.6). The
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Figure 5.6: Combining EMC and HAC cell islands into cone islands.

position of the cone is measured as the weighted mean of the cell positions, taking into account
the exponential fall-off of the shower energy distribution. The final stage is matching the ‘good
tracks’ found by the tracking system to the cone islands (see Fig. 5.5).

A good track must satisfy the following conditions:

e the track should go through at least 4 superlayers of the CTD;

e the transverse momentum should be in the range 0.1 < p; < 20 GeV; for tracks that
passed more than 7 superlayers the maximum p; is increased to 25 GeV;

e the track should come from the primary vertex.

The tracks satisfying the above criteria are extrapolated to the inner surface of the calorime-
ter. A good track matches an island if its distance of closest approach to the cone island position
is less than 20 cm or less than the maximum radius of the island. This operation produces groups
of matched tracks and islands. They are used to determine the energy of the final state particles
as follows:

e for a good track without any matched calorimeter island, the particle energy is determined
from the track momentum, assuming that the particle was a pion;

e calorimeter objects not associated to a track are counted as due to neutral particles and
the calorimeter information is used;
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e calorimeter objects associated to more than 3 tracks are counted with their calorimeter
energy.

There are several advantages in using combined information from the tracking and the
calorimeter. First, it is possible to maximise the resolution for a given value of energy. Further-
more, it is possible to measure precisely low-energy charged-particles which did not reach the
calorimeter, or which lost a large amount of their energy in the inactive material in front of the
calorimeter.

Having built the EFOs, the total four-momentum of the hadronic final state is reconstructed
as:

#EFOs
BEy,= ) E,
i=1
#EFOs

Pjn = Z Dji (5.1)
i=1

where j = z,y, z and the sums run over all EFOs, excluding the one associated to the scattered
electron.

The hadronic energy scale is known to within 2% for the data sets considered in this anal-
ysis [94].

5.3.5 Reconstruction of the DIS Kinematic Variables

Different methods provide the reconstruction of the kinematic variables for a DIS event. They
use information coming from the scattered electron, from the hadronic system or from a com-
bination of the two. The resolution of the measurement in a given kinematic region varies
depending on the chosen method.

In this analysis, the electron method was used to reconstruct Q?, y and z, in view of
measuring the cross section in the high y region, where the precision of this method is known
to be better compared to the other methods.

The electron method [114] uses the energy of the scattered electron, E!, and its scattering
angle, ., for the calculation of the kinematic variables:

Q%; = 2E.E' (14 cosé,) , (5.2)
E/
Ypr = 1 — 2E€e(1 —cosb,) , (5.3)

2
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Moreover, from the E! and 6, information the longitudinal and transverse momentum com-
ponents of the scattered electron are derived:

/
Dze = B cosO, ,
pr. = Elsinf, .

This method gives good results at high y, where E! is significantly different from the electron
beam energy E., but at low y (y < 0.1) the resolution becomes poor. In addition, this method
is affected by QED radiation.

The kinematic reconstruction method based on the hadronic system information was de-
veloped by Jacquet and Blondel [120]. It is based on the assumption that the total transverse
momentum carried by the hadrons which escape detection through the beam hole in the proton
direction, as well as the energy carried by the particles escaping through the beam hole in the
electron direction, can be neglected. This method is based on the quantities:

#EFOs
0y = Z E;(1 —cosb;) =Ep —p.p (5.7)
i=1

and
#EFOs 2 #EFOs 2
Prn, = ( > p:c,i) + ( > py,i) = pon Do (5.8)
i=1 i=1

where the sums run over all EFOs except the one corresponding to the scattered electron.
In the Jacquet-Blondel method, y is obtained as:

On
2F,

Yip = (5.9)
At low y (y < 0.04), ysp has a superior resolution compared to yg; .

A relevant variable related to the hadronic final state is the angle ~;,, which in the naive
quark parton model is interpreted as the polar angle of the struck quark. The angle ~; is
measured as the ratio of the measured quantities 5, and py:

p h_5}2L

2
T

h R 5.10

p2T,h + 5}% ( )

COS Y, =

The double angle method [114] takes into account both the scattered electron and the
hadronic final state system and makes use of their polar angle information only. The mea-
surement of the angles is less affected by detector effects than the energy measurements. This
method is to a good approximation independent of the energy scales of the detector. However,
it is sensitive to QED radiation.
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According to this method, the kinematic variables Q? and x are calculated as:

siny, (1 + cosb,)

Q%A - 4E§

5.11
sinb. + siny, — sin(f. + ) ( )

E. sinf, + sinyy, + sin(0. + )
E, sinb. + siny, — sin(be +yn)

Tpa = (5.12)
From its definition (see Sect. 1.1.1), the invariant mass squared of the photon-proton system
is obtained as: 0
x

W?=m2+-=—(1-uz). (5.13)

For this analysis W is reconstructed by using a combination of the electron and double angle
methods, the so-called weighted method [114]:

Wo=0=f)-Wgr+f Wpa, (5.14)

where f = min(1, (E!/25)?) and E! is given in GeV. This procedure improves the kinematic
reconstruction, especially in the region close to the kinematic phase space limits.
A quantity commonly used at HERA to distinguish between DIS and PHP regime is:

5TOT =K — Pz = ZEZ — Pz (515)

where the sum runs over all the detected particles, including the scattered electron. Since
Eror and p,ror are conserved, also dror has to be conserved. Before the interaction
dror = Xep(E —p.) = (920 — 920) + (27.5 + 27.5) = 55 GeV = 2E,. If the scattered electron
escapes into the beampipe, as in yp interactions at Q? ~ 0, dror is smaller than 2F,.

5.3.6 Reconstruction of the Diffractive Kinematic Variables

One of the most important variables for this analysis is the maximum pseudorapidity of the
event, Myrax, since the diffractive selection is performed by means of the Large Rapidity Gap
method (see Sect. 3.2). For each EFO the pseudorapidity is evaluated as n = — In(tan6/2),
from Eq. (1.18). The variable 1y, 4x is reconstructed as the pseudorapidity of the most forward
EFO with energy above 400 MeV in the CAL. This requirement ensures that calorimeter noisy
cells are not counted as particles.

Another fundamental variable for a diffractive analysis is the invariant mass of the hadronic
final state, Mx, which is given by:

M3 =E; —plp—Dap—Din - (5.16)

For the present analysis, two different methods to reconstruct My were adopted, one based on
EFOs and the other on the scattered electron information, respectively. A brief description of
the two methods is given:
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Mx gpro @ the hadronic energy and momentum components to be inserted in Eq. 5.16 were
obtained as the sum of all the EFOs with a rapidity n < niyax, provided the EFO related
to the scattered electron was excluded. All the low energy EFOs with n > nyax were
not considered in the mass reconstruction. This requirement ensured that noisy cells,
particularly frequent in the forward part of the calorimeter, do not affect the mass of the
event.

Mx g, :+ from the definition of the invariant mass it is possible to rewrite Mx as a combination
of electron and hadronic variables:

M)Z(,EL = Ei% - pf;,h - pz,h - pZ,h
= E]?L - Pg,h - pQT,h
= (BEn — p=n) (Bn 4 pop) — D7
= (55 — (Be — p2e))(En + pan) — P (5.17)

assuming pr, = pre and (Ee —p,.e) + (Ep — p2n) = 55, from Eq. (5.15) (all quantities are
expressed in GeV).

The relative difference between the reconstructed and the generated My values (Mx e —
Mx gen)/Mx gen was determined for both methods as a function of Mx y,. The mean value
of the distribution gives the systematic shift from generated to measured values, while the
width of the distribution estimates the resolution of the measured M. In Fig. 5.7 the shift
and the resolution of Mx pro and Mx gr are shown as a function of the generated Mx. The
mass reconstructed through the hadronic method suffers from a visible shift with respect to the
generated value, and therefore a correction function needs to be applied. The correction factor
has the form:
f(MX,EFO> = 0.8806 + 0-0017MX,EFO s

and the reconstructed mass was corrected to the generated value via Mx gro/f(Mx gro) ap-
plied both to data and to MC. On the other hand, the mass from the electron method shows
only a small shift with respect to the true value and no correction is needed. Both methods
exhibit a poor resolution in the region My 4, < 4 GeV, but Mx g7, shows a better resolution for
Mx gen 2, 10 GeV. Both methods were used for the cross section extraction, giving compatible
results (see Sect. 5.6.2.3). The electron method was chosen as nominal since it is less sensitive
to changes in the hadronic energy scale.

The variables xp and 8 were obtained from Eqs. (1.34) and (1.35), using the reconstructed
values of Q% W, Mx and neglecting ¢, since |[t| < Q? and M%.
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Figure 5.7: Relative difference between the generated and reconstructed value of Mx as a function
of the generated value, for My reconstructed from EFOs (upper plot) or from the electron variables
(lower plot).
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Figure 5.8: The kinematic plane (Q?,y). Contours of constant E.. and 0. are indicated, as of constant
Bjorken-x. The RCAL fiducial region lies between 0. = 130° and 0, = 175°. The solid points indicate
the values of (Q?, y) where ZEUS has previously performed structure function measurements [13].

5.4 Event Selection and Background Discussion

5.4.1 Aim of the Selection

The purpose of the present analysis is to extend the measurement of the ep diffractive cross sec-
tion to high-y (up to 0.825) for medium @Q? values (between 20 and 130 GeV?). From Eq. (5.3),
one can see that in order to reach high y values, scattered electrons with small energies need to
be measured. The main background to DIS events in this kinematic region is photoproduction
(PHP).

As a first step, a DIS sample was selected, in a region where the scattered electron is well
reconstructed and the backgrounds are reduced as much as possible.

Then, single-diffractive events (SD), where only the ~* dissociates, were selected from the
DIS sample, in a region where the hadronic final state can be properly reconstructed. Whitin the
diffractive sample, events in which not only the virtual photon, but also the proton dissociate
(the so-called double diffractive events, DD) represent a relevant background, which must be
estimated and subtracted.

5.4.2 'Trigger Selection

Considering the bandwidth of the data transfer and the computing resources, it was impossible
to store the data coming from all collisions. In order to reject events that did not have the
signature of the desired signal, data passed a three-stage trigger selection before being stored
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on tape (see Sect. 2.2.9). After the HERA luminosity upgrade the ZEUS trigger selection
for DIS events mainly concentrated in the high Q? region. For the 2006/07 running period
specific trigger algorithms were implemented to take data in the high y, medium Q? kinematic
region. This implies selecting events with a relatively low energy electron in the rear calorimeter
(see Fig. 5.8 where the kinematic plane (Q?, y) is shown).

The online trigger selection applied to collect both the HER and LER data sets used in this
analysis was based on a slot of the First Level Trigger, the FLT30 slot. The logic of FLT30 is
summarised as follows:

FLT30 = RIsoE and (Ergrmcnom > 2GeV or Eggyvcn > 15GeV) (5.18)

where RIsoE corresponds to the requirement of finding an electromagnetic cluster (EMC) with
energy above 2 GeV in the RCAL which could be considered as an isolated electron, Erpnc nom
is the sum of all EMC energy deposits in the RCAL with energy above 464 MeV and Ergrcin
is the same sum with no threshold on the energy cluster.

Only the FLT30 trigger slot was used for the sample selection, since it was the only high vy,
medium @Q? slot without the requirement of a ‘Good Track’ in the CTD. All the trigger slots
with the ‘Good Track’ requirement were ignored for this analysis. Because the trigger efficiency
of the CTD lowered during the 2006/07 data taking period and this could introduce a bias.

5.4.3 Offline Selection
5.4.3.1 DIS Selection

The DIS selection limited the analysis to a region where the electron could be well identified
and the non-DIS background was under control.

e |Z,ix| < 30 cm
This cut excludes events which do not originate from ep collisions, like events coming from
beam-gas interactions, and selects a region in which the vertex is well reconstructed and
the agreement between data and Monte Carlo distributions is good.
Events without a reconstructed vertex were rejected.

e E. > 5 GeV, Pg >max(0.8,0.95 1.5 e 2%)
Cuts on the energy, E’, and on the probability of electron identification by the SINISTRA
electron finder (see Section 5.3.3.1), Ps;, were applied to achieve high purity and efficiency
in the scattered electron identification [116]. Within the electron candidates found by
SINISTRA, that with the highest probability was selected.

e 42 < E —p, <65 GeV
The lower limit rejects background coming from photoproduction events, where the elec-
tron escapes through the beampipe, reducing the value of £ — p,. The upper limit is used
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to reduce overlay events in which DIS events and beam-gas events occur in the same bunch
crossing.

Track requirement

The purpose of this requirement is to reduce the photoproduction background, which is
large in the high y region, by requiring the presence of a track between the vertex and
the electron candidate. In the kinematic region considered, most of the electrons were
outside the CTD and MVD acceptance required for well reconstructed tracks. However,
information from single hits in the tracking detectors was used, without performing the
full tracking reconstruction. This was obtained by means of the UVF tool [116]. The idea
is to build a “road” between the reconstructed vertex and the position in the calorimeter
where the electron was found, and then estimate the number of strips of the MVD and
wires of the CTD with hits inside this road. The selection was made on the fraction of
hits effectively associated to the particle with respect to all those the particle should
have caused with its passage through the detectors. The event was accepted if the MVD
fraction was greater than 0.45 and the CTD fraction was above 0.6.

Rcrp > 20 cm

This requirement on the radius of the scattered electron “impact point” on the surface of
the CTD, Reorp, almost overlaps with the track one, as the CTD inner radius was 18.2 cm,
and selects a region in which events can be well reconstructed. This cut also influences
the kinematic region of the analysis because it corresponds to an angular selection, since
for Rerp = 20 em, 6, ~ 170° (see Fig. 5.8).

yis > 0.05
This cut limits the event migration from the low y region.

Pr.h/Pre > 0.3
A minimal prj/pr. requirement rejects beam-gas, cosmic and halo muon events, due to
the asymmetric energy flow of those events.

Bunch crossing requirement
This requirement on the ep bunch crossing condition helps in further rejecting beam-gas,
cosmic and halo muon events.

QED Compton cut

Compton scattering (ep — evyp) is the radiation of a hard photon from the initial or
scattered electron and represents a source of background since such an event could fake a
DIS event with a low hadronic mass, if both the electron and the photon were detected
in the calorimeter. These events were easily identified and rejected by their characteristic
topology with only two electromagnetic clusters in the detector, balanced in transverse
momentum.
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Figure 5.9: The electron position after the DIS selection for the HER data sample.

e Fiducial geometry cut
To ensure an accurate scattered electron measurement, as well as its reliable identification
by the electron finder, a set of geometrical cuts on the electron position was applied. The
removed areas correspond to problematic regions of the calorimeter, like for example the
crack region between the two calorimeter halves, regions near module edges or problematic
cells [94]. Events with the electron outside the RCAL acceptance were rejected.
The position of the electron in the RCAL after the DIS selection is shown in Fig. 5.9.

After the DIS selection, the events were 891748 and 218562 for the HER and LER sample,
respectively. The requirement of an electron with Rorp > 20 cm and inside the RCAL accep-
tance limits the kinematic region of the measurement to 20 < Q? < 130 GeV2. The lower limit
on E! > 5 GeV implies y < 0.825.
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5.4.3.2 Diffractive Selection

The diffractive sample was selected from the inclusive DIS one by using the Large Rapidity Gap
technique (see Sect. 3.2). Further requirements were applied to the diffractive sample to limit
the measurement to a kinematic region where the hadronic final state could be well identified
and reconstructed:

® vax < 2.2
To ensure the absence of activity between the photon dissociative system, X, and the

proton escaping through the beam-hole, a rapidity gap of the order of Anp =n, —nx ~ 2
was required?. The value nyrax < 2.2 is close to the value already used for previous ZEUS
diffractive measurement [121] based on HERA I data when the FPC was not installed
(see Sect. 2.2.8), and hence with a forward instrumentation similar to that of the present
measurement.

e Mx >4 GeV
This requirement limited the measurement to a region where the mass of the hadronic final
state could be reconstructed with good resolution (see Sect. 5.3.6) and was not affected
by noise and backgrounds induced by the detector. It also rejected the low-mass region
where vector meson production dominates.

e Mx < 25 GeV
This requirement limited the measurement to a region with reasonable statistics and where
the trigger efficiency of the data was well reproduced by the Monte Carlo simulation (see
Sect. 5.5.3.1).

e Less than 10 non-vertex tracks with DCA > 10 cm

After the HERA luminosity upgrade the background induced by the machine increased.
Events were observed with lots of tracks not fitted to the event vertex and with a distance
of closest approach (DCA) to the primary vertex of the order of few centimeters. All
these tracks could leave energy deposits in the calorimeter and bias the reconstruction
of the hadronic system. Moreover, the amount of non-vertex tracks in the data was not
well reproduced by the Monte Carlo simulation. Therefore, a cut on non-vertex tracks was
applied: events with more than 10 non-vertex tracks with DCA > 10 cm were rejected. The
fraction of events rejected both in data and in MC was estimated and taken into account
for the cross section extraction (see Sect. 5.5.2).

After the diffractive selection, the final number of events was 28233 and 6899 for the HER
and LER samples, respectively. The resulting kinematic region for the diffractive DIS ep cross
section measurement was 0.05 < § < 0.85 and 0.00063 < xp < 0.01.

4For the data taking period considered by this analysis, the forward coverage of the ZEUS detector reached n ~ 4, .
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5.4.4 Reweighting of the Monte Carlo

The Monte Carlo samples had to be reweighted to better reproduce the data.

The reweighting of the DJANGOH and PYTHIA samples is the same as that used for the
inclusive DIS analysis and is carefully discussed in [94].

The reweighting of the diffractive events simulated with SATRAP was applied differently for
the HER and the LER samples as a function of the generated variables. The samples needed
to be reweighted especially in the high y region, where the dependence of the cross section is
known only through predictions extrapolated from previous data. To each event of the HER
and LER MC samples the factor f(Wyen) X f(Bgen) was applied, where the contribution of
f(Wyen) changes according to the Q?,,, value.

gen

For the HER MC sample the weighting factors are defined as:

182
f(Wen) = < ) for Q2,, =20 — 27 GeV? (5.19)
gen
182 ,
F(Wyen) = for Qgen =27 — 44 GeV~ | (5.20)
gen
182 ,
f(Ween) = for gen =44 — 130 GeV (5.21)
gen
0.1
f(Bgen) = 0.93 + 3 (5.22)
gen
For the LER MC sample the weighting factors are defined as:
135 \ 9
F(Wyen) = % for oo = 20 — 27 GeV? (5.23)
gen
135 \ 9
fWaen) = W for Q2. = 27— 44 GeV? | (5.24)
gen
135 \ 9
fWyen) = W for Q2,, =44 — 130 GeV (5.25)
gen

F Bren) = < 603 ) | (5.26)

5.4.5 Comparison between Data and Monte Carlo

After the reconstruction and the correction procedures described in Sect. 5.3 and after the
event selection and MC reweighting, data and Monte Carlo can be compared. The main dis-
tributions are presented below. As a general rule, dots represent data, with MC histograms
superimposed. DJANGOH and PyTHIA MC distributions are normalised to the luminosity of
the data samples, while SATRAP MC distributions are normalised to the number of data events.
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The nyax distribution is shown in Fig. 5.10, where the contribution of non-diffractive
DIS (DJANGOH), photoproduction (PYTHIA) and single-diffraction (SATRAP), which are then
summed up, are compared to the HER and LER data. This variable drives the diffractive
selection.

In the diffractive region, up to nyux =2.2 for this analysis (shown as a vertical dashed line),
the agreement is good. The worse agreement in the high nyax region, nyax 2 4, is due to
the fact that it is a region outside the geometrical acceptance of the ZEUS detector and the
reconstruction algorithm is only able to estimate the centre of the remnant cone inside the
beampipe, using information from the calorimeter clusters around the hole.

It is important to notice that the photoproduction background in the diffractive region
is very small (only a few events survive the ny 4y < 2.2 cut), while the DIS non-diffractive
contribution is less than 5%. Both contributions are therefore not considered in the following.

The distributions for several variables after the diffractive selection are shown in Figs. 5.11-
5.14, for the HER and LER data sets. Only the single-diffractive contribution simulated with
SATRAP is compared to the data samples. Good agreement between data and MC is observed
over a wide kinematic range for most of the observed variables. A small shift is visible at
low My values, which reflects on the xp distribution. However, it is important to notice that
high y values, up to 0.825, are reached in the region 20 < Q? < 130 GeV? without any PHP
background contamination.
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5.4.6 Background Discussion

As already mentioned, no background sources were observed to affect the final data. Why this
happens is further discussed in Sect. 5.4.6.1. The contribution of double diffractive events (DD)
is expected to affect the diffractive sample after the nyax selection (see Sect. 3.4). Such effect
is discussed in Sect. 5.4.6.2. Some background induced by the machine or by detector effects
could still bias the data distributions and is further investigated (see Sect. 5.5).

5.4.6.1 The Photoproduction Background

PHP represents a relevant contribution in the inclusive DIS sample, especially in the high
y region. The strong suppression observed in the diffractive sample (see Fig. 5.10) can be
explained by the fact that diffractive events are relatively clean, low-multiplicity events, allowing
high efficiency of the electron finder. However, diffractive photoproduction events simulated
with PYTHIA are soft events, while for the kinematic region considered by this analysis some
hard PHP events could pass the diffractive selection. Therefore, a sample of hard diffractive
PHP events was generated with RAPGAP (see Sect. 5.2.4) and compared to the HER data
after the full event selection, once normalised to the luminosity of the data sample, as shown
in Fig. 5.15. The figure shows that also the hard diffractive component of PHP is completely
rejected by the diffractive selection.

The absence of PHP events in the data sample allowed to lower the threshold on the scattered
electron energy to 5 GeV. It was decided not to relax the angle selection, which would have
allowed to reach lower () values, since the track requirement based on the UVF tool played a
crucial role in the PHP rejection and loosening that selection would imply gaining a relevant
amount of PHP background.

5.4.6.2 The Double Dissociative Background

The diffractive samples selected with the Large Rapidity Gap method suffer from the presence
of double dissociative events (DD). These are events which pass the nyax selection because
the low-mass proton dissociative system is narrow enough to escape inside the beam hole
without any interaction with the ZEUS detector, as in the case of single diffractive events. DD
background only affects the normalisation of the diffractive cross section, without modifying
the shape, as predicted by proton-vertex factorisation (see Sect. 1.3.4.1). To correct for the DD
background contribution from the present analysis, the resulting cross section was normalised
to the HERA combined cross section from Proton Spectrometer data (see Sect. 4.3.5).

It is important to notice that the amount of DD background is expected to be different
between the HER and LER samples: due to the different proton beam energies (E[*" = 920
GeV and E}* = 460 GeV) the boost in the forward direction of the proton dissociative system
is different: thus the HER system is more boosted than the LER one and has a higher probability
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to enter the forward beam pipe without interacting with the ZEUS detector. Therefore, the
DD background contribution is expected to be higher in the HER rather than in the LER data
sample (see Sect. 5.6.3).

5.5 Detector Studies

Several studies were performed to understand if any residual background induced by the ma-
chine or by detector effects could affect the present analysis. The energy flow distributions
were carefully investigated to check if the Monte Carlo properly reproduces the data; the huge
amount of non-vertex tracks observed in some diffractive events was examined; and the trigger
efficiency was studied. All the checks presented here are based on the HER sample, statistically
more powerful compared to the LER one.

As a general rule, red points/histograms represent data, while black ones are MC.

5.5.1 Energy Flow Studies

The energy flow was carefully studied in the diffractive samples. Several comparisons between
data and MC distributions were performed, as possible discrepancies could be due to noise, to
some not considered background or to a wrong hadronisation modelling in the simulation, and
could introduce a bias in the measurement of the diffractive cross section.

5.5.1.1 Energy Flow and W

The Energy Flow Objects (see Sect. 5.3.4) used to reconstruct the hadronic final state were
investigated in different regions of W, the invariant mass of the photon-proton system. For
low x values, as it is the case of this analysis, W is related to the inelasticity of the event by
the relation W? ~ sy (using Eq. (5.13) and Q? = sxy). For low values of the inelasticity, and
hence of W, 3, is small and the hadronic final state X mostly populates the forward part of
the detector, while as y increases, and so does W, the system X moves backward, towards the
rear part of the detector. Therefore, W also gives information about the topology of the event.

Figure 5.16 shows the number of ZUFOs® per event, their mean energy, Eyro, and the
resulting invariant mass, My, as a function of 0z ro, the polar angle of the object inside the
detector, for five different W regions (50 < W < 300 GeV, AW = 50 GeV). The invariant mass
distributions are also shown. Some discrepancies are observed between the data and the SATRAP
MC in the low W bins (W < 100 GeV), concentrating in the forward region of the detector
(0zuro S 1). However, the agreement is good in the high-1W, and consequently high-y region,

5Tt is useful to remember that Energy Flow Objects, introduced in Sect. 5.3.4 are commonly indicated as ZUFOs
within the ZEUS nomenclature.
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with the exception of some remaining small disagreement for €,y r0 ~ 0.7, corresponding to
the crack region between the BCAL and the FCAL.

5.5.1.2 Energy in the Calorimeter

The energy distributions of the ZUFOs in different regions of the calorimeter (FCAL, BCAL,
RCAL) were investigated as a function of the nyuy of the event both for data and MC, as
shown in Fig. 5.17. Some differences in the mean energy per event were observed in the high
Nuax region, for all the calorimeter sections. Data exhibit higher energies in the FCAL and
BCAL regions, and lower in the RCAL, compared to the MC. However, the noise level in data
(Ezuro 0.2 GeV) when the corresponding CAL component was not fired (nyax < 1.1 for FCAL,
nvax < —0.9 for BCAL) is well reproduced by the MC. To understand if this effect could bias
the mass reconstruction, the My of the event was studied as a function of 7y4x and ~; and
no particular discrepancies are observed, meaning that the small E;yro discrepancies are well
balanced by the pzyro components, once the invariant mass is reconstructed (see Fig. 5.18).

The crack region between the BCAL and the FCAL, corresponding to n ~ 1.0 — 1.1, is
a delicate region, where both the event simulation and the event reconstruction can fail. In
Fig. 5.19 some relevant distributions are shown, such as the ZUFO energy, Ezyro, its CAL
component and the electromagnetic CAL fraction, the type of ZUFO, TUFO®, the number
of cells forming each ZUFO island, and the invariant mass My reconstructed in the crack
region. In all the distributions the MC is in reasonable agreement with the data, which allows
to considered the crack region safe.

5.5.1.3 Energy Flow and npsax

The nyax variable is an important quantity for this analysis, since it determines the selection
of the diffractive sample. The same quantities already studied for the crack region were investi-
gated for the ZUFO which defines the ny4x of the event, as shown in Fig. 5.20. The agreement
between data and MC is good and the 7,4y reconstruction looks reliable.

5The type of ZUFOs are encoded as follow: TUFO ~ 1 is a track ZUFO, TUFO between 10 and 22 is a track-+island
ZUFO, TUFO ~ 30 is an island ZUFO (for informations on the ZUFO reconstruction algorithm, see Sect. 5.3.4).
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Figure 5.19: Comparison between HER data (red points) and the SATRAP MC simulation (black
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the type of ZUFO, TUFO, the number of cells that composed each ZUFO island, and the invariant
mass Mx reconstructed in the crack region.
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5.5.1.4 Energy Flow and Event Topology

Studies were made of the topology of diffractive events as reconstructed either from ZUFOs or
with primary-vertex tracks. The maximum difference in rapidity between two particles inside
the detector, excluding the scattered electron, was investigated. The variable Any;4x was built
as the maximum gap in rapidity between the particles of the hadronic final state X, where
particles were defined either by using vertex tracks or ZUFOs. Anyax distributions, as well
as correlations between Anyrax from tracks and from ZUFOs are shown in Fig. 5.21. There is
good agreement between data and MC.

Events with AnZVEPs — Aniracks > 1 were further investigated, as this region could be
only populated by ZUFOs originated from neutral particles or noisy cells, making the gap
reconstructed from ZUFOs much smaller than the gap from tracks. The two objects forming
the Anprax, the forward ZUFO and the backward ZUFO (from Anyax = Mforward — Mbackward) s
were studied. Figure 5.22 shows some distributions for these particular ZUFOs. Studies were
repeated for FCAL, BCAL and crack region separately. The MC always reproduced the data
satisfactorily.

In conclusion, the event topology of data is well reproduced by MC.
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set Anayrax: the ZUFO energy, Ezuro, also decoupled in its CAL component and the electromagnetic
CAL fraction, the type of ZUFO, TUFO, and the number of cells that composed each ZUFO island.
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5.5.2 Non-Vertex Track Studies

After the HERA luminosity upgrade, a relevant amount of tracks not connected to the primary
vertex was observed in the ZEUS events. Figure 5.23 shows, as an example, an event with more
than 40 tracks not fitted to the primary vertex, passing the full selection of this analysis. Non-
vertex tracks could hit the calorimeter and produce an energy deposit. If those calorimeter cells
were identified as neutral particles, they could fake the reconstruction of kinematic variables.
A comparison between data and MC for some track variables as the impact parameter (IP),
the distance of closest approach of the track to the primary vertex (DCA) and its z component
(zpca) are shown in Fig. 5.24, both for vertex tracks and non-vertex tracks. For vertex tracks
the distributions show good agreement between data and MC, while discrepancies are visible in
case of non-vertex tracks. For data, non-vertex tracks reached very high values of DCA and they
could also originate very far from the interaction point, as shown from the zpc4 distribution.
Non-vertex tracks with large values of DCA were further investigated. Figure 5.25 shows the
number of non-vertex tracks with DCA > 10 cm per event and the difference between data and
MC is evident. It was decided to reject events with more than 10 tracks with DCA > 10 cm
and to correct the integrated luminosity of the data and MC samples accordingly. In Table 5.2
the percentage of events rejected by this selection is shown for data and MC, both for the HER

>
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/l
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Figure 5.23: A diffractive DIS event with more than 40 tracks not from the primary vertex, as seen
in the ZEUS detector. The ZR view of the event (left) and its zoom (rigth) are shown.
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Figure 5.24: Comparison between HER data (red points) set and the SATRAP MC' simulation (black
histograms) for some variables related to vertex (left) and non-vertex (right) tracks: the interaction
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# of NON vertex track with DCA > 10 cm
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Figure 5.25: Distributions of non-vertex tracks per events with DCA > 10 e¢m. Red points are HER
data and the black histogram SATRAP MC.

and LER samples.

However, prior to appling the selection, checks were made on the dependence of the recon-
structed mass on the number of non-vertex tracks with DCA > 10 cm, as shown in Fig. 5.26. The
distribution of the mass Mx of the event shows a mild dependence on the number of non-vertex
tracks with good agreement between data and MC. The value of the generated mass is also
shown superimposed to data and MC and the agreement is very good.

HER | LER
Data 9.99 | 10.21
SATRAP | 2.90 2.78

Table 5.2: Percentage of events rejected from the cut on the number of non-vertex tracks with DCA >
10 em. The vertical dashed line shows the analysis cut (see Sect. 5.4.3.2).
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M, vs # of tracks with DCA > 10 cm
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Figure 5.26: Profile plot of the mass of the event as a function of the number of non-vertex tracks
per events with DCA > 10 e¢m. Red triangles are HER data, black dots are MC reconstructed and blue
open dots the MC generated values. The vertical dashed line shows the analysis cut (see Sect. 5.4.5.2).
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5.5.3 Efficiency Studies
5.5.3.1 Trigger Efficiency

The trigger selection was applied online to the data, prior to their record on tape (see Sect. 2.2.9),
while Monte Carlo events passed through the trigger simulation (see Sect. 5.2.5). A disagree-
ment between data and MC trigger efficiencies could introduce a bias on the measurements and
therefore was carefully checked.

The trigger efficiency was studied by selecting a sample with a combination of FLT slots
independent of FLLT30 to which the offline selection was applied. From all the selected events,
Nay, the events with the FLT30 slot fired, Nrrr30, were estimated. The efficiency was obtained
as the ratio:

NFLT30
eﬁFLTSO = N . (527)
all
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Figure 5.27: Comparison between HER data (red triangles) set and SATRAP MC' (black dots) for
the FLTS30 trigger efficiency as a function of the DIS variables QQEL? ypr, and E., and the diffractive
variables B, xp and Mx.
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Figure 5.27 shows the trigger efficiencies of data and MC as a function of the main DIS and
diffractive kinematic variables. The efficiencies are ~ 1 in most of the phase space, however a
dip appears in the region E/ ~ 22 GeV. From a further investigation (see Fig. 5.28, upper plot)
it emerged that the drop in efficiency was due to a trigger inefficiency in the first inner ring of
the RCAL. It disappears upon rejecting all the events with £ < 5 GeV in the RCAL first inner
ring. However, this is a severe cut that rejects a considerable amount of events, ~ 20%. In order
to keep all the events, a simple reweighting factor was applied to the HER MC to correct for
this effect. The reweighting function is given by:

F(EY) = 1.304 — (0.015 x E') for 20.0 < E < 22.5 GeV |
= 0.620 + (0.015 x E’) for 22.5 < E. < 25.0 GeV , (5.28)
with all energies in GeV. After the reweighting the trigger efficiency as a function of My was

checked, as shown in Fig. 5.28 (lower plot), and no differences were observed for data and MC,
except in the region My > 25 GeV, where the MC efficiency was slightly lower than data.
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Figure 5.28: Detailed comparison between HER data and SATRAP MC FLT30 trigger efficiency as
a function of E. (left) and their ratio (right) before the correction (upper plot). Same ditributions are
shown as a function of Mx after the reweighting was applied (lower plot). Red triangles represent data,
black dots MC. The vertical dashed lines show the analysis cuts (see Sect. 5.4.3).
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5.5.3.2 Vertex Efficiency

All the events without a reconstructed vertex were rejected (see Sect. 5.4.3). However, this
requirement could introduce a bias for diffractive analyses, as diffractive events have a lower
multiplicity compared to the inclusive ones and the tracking algorithm could fail to find a vertex
in the event.

The vertex efficiency was studied as the ratio of the event yield with a reconstructed vertex
divided by the total event yield, as a function of v, for different regions of My, as shown in
Fig. 5.29. The results show that the vertex reconstruction algorithm had an extremely high
efficiency (~ 1) along most of the phase space and only for very low values of Mx (Mx < 6
GeV) were observed some inefficiencies. Moreover, the efficiency of the data is well reproduced
by the MC.
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Figure 5.29: Vertez efficiency for HER data (red triangles) and SATRAP MC (black dots) as a
function of vy, in bin of Mx, from Mx =2 GeV to Mx =20 GeV (AMx =2 GeV).
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5.6 Results

5.6.1 Bin Selection

The inclusive diffractive DIS ep reduced cross section oP ®)

, introduced in Sect. 1.3.3, can be
described in terms of the kinematic variables @2, 3 and zp. A binning scheme dependent
on these variables was studied. The size of each bin was decided according to the statistical
precision of the data and the resolution of the kinematic variables. In Fig. 5.30 the binning
scheme adopted for the present analysis is shown superimposed to the HER data sample, after

the complete event selection described in Sect. 5.4.
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Figure 5.30: The binning scheme adopted for the present analysis is shown as a function of Q2,
B and xp, superimposed to the selected HER data sample. The kinematic coverage of the present data
in the (Q%,y) plane is also shown.

5.6.1.1 Resolution of the Kinematic Variables

The finite resolution of the ZEUS detector causes a smearing of the kinematic variables recon-
struction and consequently migration across the bins. To reduce this effect the bin size must
be larger than the resolution.

In Fig. 5.31 the Q?, 8 and xpp resolutions are shown for the HER sample. The Q? variable
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has a very high resolution in the whole region considered; 5 and xp resolutions are poorer, but
still smaller than the bin size.
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Figure 5.31: The Q? (up), B (middle) and xp (low) resolutions are shown in the binning scheme

adopted for the analysis, as a function of generated values.

5.6.1.2 Acceptance and Purity

For each bin i, the acceptance, A;, and the purity, P;, were defined as:

Nrec
A’i = N;en )
Q
Ngen&rec
P ==

gen )
Ni

(5.29)

(5.30)
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where N/ is the number of reconstructed MC events passing all the selection cuts measured in
the i-th bin, N7 is the number of generated events in the i-th bin, and Nige”‘g“"eC represents the
number of events which are measured and generated in the same bin i. The acceptance reflects
the effect of the trigger and the offline selection, of the detector geometry and efficiency, and of
the reconstruction efficiency on the measured number of events. Due to bin-by-bin migration
effects, the value of the acceptance can be larger than 100%. The purity is an estimate of the
migration from adjacent bins to and from the measured one. A high purity value for a bin
means small migration into or from that bin.

Geometrical and Diffractive Acceptance and Purity In order to choose the bins of the
present analysis the acceptance was factorised into two terms: the acceptance depending on
(Q)?, sensitive to geometrical effects related to the electron reconstruction, and the acceptance
in (3, xp), sensitive to the identification and reconstruction of the diffractive system.

The Q? acceptance was evaluated from the DIS sample, prior to apply the diffractive selec-
tion and it is only sensitive to the reconstruction and selection of the scattered DIS electron. It
is mainly affected by the geometry cut (see Sect. 5.4.3.1 and Fig. 5.9) which rejected regions
where the scattered electron could hit the calorimeter. Due to the tight geometrical selection
the Q% acceptance lies between 20% and 60%; however, the Q? dependence of the cross section
is well known by the MC generator and the detector effects on Q? can be precisely corrected.

The (5, xp) acceptance was extracted once the DIS selection was applied to both the
generated and reconstructed samples, and therefore it is directly influenced by the diffractive
selection, and by the resolution effects along the bins. Bins with (5, zp) acceptance > 70%
were used for the cross section extraction; bins with (3, xp) acceptance between 50 and 70%
were accepted under the condition that the contribution of the systematic uncertainties (see
Sect. 5.6.2.3) on the measured cross section was below 10%; bins with (8, xp) acceptance
< 50% were rejected.

In Fig. 5.32 the Q% and (3, xpp) acceptance and purity are shown for the HER and LER
samples.

Bin Acceptance and Purity Once the bins were selected, the acceptance and purity were
studied in the (3, Q?, zjp) bins used for the cross section extraction. In Figs. from 5.33 to 5.36 the
bin-by-bin acceptance and purity are shown, for the HER and LER samples, respectively. The
bin acceptance is given by the convolution of the Q? and (3, zp) acceptances. For Q* > 38
GeV?, the acceptance was ~ 40%. All the bins had a moderate purity, ~ 40%, that was
considered satisfactory for the kinematic region covered by the analysis.
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Figure 5.32: The Q* and (B, xpp) acceptance (left) and purity (right) for the HER (up) and LER
(down) samples are shown.
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Figure 5.34: The (3, Q?, xp) purity of the HER sample is shown in bins of Q% and xpp as a function
of B.
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Figure 5.35: The (B8, Q%, xp) acceptance of the LER sample is shown in bins of Q® and xp as a

function of B.
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Figure 5.36: The (3, Q?, xp) purity of the LER sample is shown in bins of Q® and xp as a function
of B.
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5.6.2 Cross Section and Uncertainties
5.6.2.1 Cross Section Extraction

The diffractive reduced cross section in a given (3, Q?, ) bin was extracted from the ratio
of data and MC cross sections, multiplied by the theoretical diffractive reduced cross section
used in the SATRAP MC generator:
Odata ~
o7 DB, Q% ap) = — 575, Q% ap) . (5.31)

 ome
For each bin, the data (MC) cross section was calculated as the sum (sum of weights) of all the

reconstructed events in that bin divided by the integrated luminosity of the sample:

Odata o Ndata/ﬁdata

= . 5.32
oMmC N Mc,rec/ EMC ( )

The MC diffractive reduced cross section 52 (8, Q% xp) was calculated at the Born level, with
the SATRAP MC predictions at the (3, Q*, zp) bin value. The generator values were multiplied
by the weighting factors defined in Sect. 5.4.4 (see Eqs. (5.22-(5.26)) calculated at the (8, Q2
xp) point at which the cross section is extracted.

5.6.2.2 Statistical Uncertainties

The statistical uncertainty of the cross section depends on the number of events in data, Nyutq,
and the weighted number of the event in the MC, Njs¢ e.. Since most of the bins have a large
number of events (> 50), the Gaussian approximation could be used to calculate the statistical
errors for data and MC.

The statistical uncertainty for data, ANg.., is given by:

ANdat(z YA Ndata . (533)

Since Nyscrec Was calculated as the sum of all the weights of the events in the bin:

NMC,rec = Z WpCev » (534)
ev
the statistical uncertainty for the MC, ANy, was obtained as:

ANye = Z(wMaev)Q : (5.35)

ev

From the above formulas, Acgua = ANgata/Laata and Aoy = ANye /Ly, and the statistical
uncertainty on the cross section, Ao, can be calculated as:

o 1 o 2 (O-data)z o 2
Ao = \/(UMC>2(A data) + (O_MC)4 (A MC) . (536)



146 CHAPTER 5. INLCUSIVE DIFFRACTIVE CROSS SECTION AT HIGH-Y

Due to the high statistics of the MC samples used for the cross section extraction (see Sect. 5.2),
the contribution of the term related to Aoy is negligible.

5.6.2.3 Systematic Uncertainties

The systematic uncertainties give information on the stability of the result and on the bias
potentially introduced by the measurement procedure. Many aspects of the event reconstruction
related to the detector resolution, such as the energy scale and the detector alignment, cannot
be known with infinite precision. Moreover, a bad description of the data distributions by the
MC simulation could wrongly reproduce the event migration across the kinematic region and
bias the cross section extraction. These effects are taken into account by varying some critical
parameters in the analysis and studying the impact of these changes on the measured cross
section.
The systematic checks carried out are described below:

Electromagnetic energy scale (see Fig. 5.37)
The energy of the scattered electron in the MC was multiplied and divided by:

factor = max(1.01,1.02 — (E, — 5)/10 x 0.01) ,

which varies from 2% at E/ = 5 GeV to 1% for E. > 15 GeV. This systematic check mostly
influenced the reconstruction of the DIS kinematic variables and the My reconstruction.
The resulting variation of the cross section is < 5% for most of the points.

Hadronic energy scale (see Fig. 5.38)
The energy of the hadronic system in the MC was varied by +2%. This systematic check
acted mostly on the ny4x reconstruction and partially on the My and E — p, reconstruc-
tion.
The resulting effect on the cross section is always below 5%.

Electron position (see Figs. 5.39 and 5.40)
To check the detector alignment, the x. and y. positions of the scattered electron were
varied by 4+2 mm, separately, in the MC. This variation directly reflected on the 6,
reconstruction and therefore on the DIS kinematic variables.
The average effect on the cross section is ~ 2% for both variations.

MC reweighting (see Fig. 5.41)
The MC reweighting functions applied on the generated variables (see Sect. 5.4.4) were
varied. The power of the f(Wy,) factor was varied by £0.1, while the power of the f(8,e,)
factor was varied by +0.05.
The average effect on the cross section is ~ 2% for both variations.
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Threshold on the number of non-vertex tracks with DCA > 10 cm variation (see Fig. 5.44)
The cut for the non-vertex track requirement (see Sect. 5.5.2) was varied by £2 both in

data and MC.
The average effect on the cross section is always below 5%.

My reconstruction method variation (see Fig. 5.44)
Since the My variable was reconstructed through the electron information (see Sect. 5.3.6)
in the nominal case, as a cross check the measurement was also performed with My re-
constructed from the hadronic final state information.

Only bins with systematic uncertainty < 15% were considered in the cross section extraction.
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Figure 5.37: The relative systematic uncertainty on the HER cross section introduced by the electro-
magnetic energy scale variation in bins of Q% and xp as a function of 5. Blue upward triagles are the
result of the positive variation, red downward triangles of the negative variation.
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Figure 5.38: The relative systematic uncertainty on the HER cross section introduced by the hadronic
enerqgy scale variation in bins of Q* and xp as a function of 5. Blue upward triagles are the result of
the positive variation, red downward triangles of the negative variation.



150

CHAPTER 5. INLCUSIVE DIFFRACTIVE CROSS SECTION AT HIGH-Y

1.1

SyS X

1.05

X;p = 0.0018

X;p = 0.0035

0.95

0.9

1.1
1.05

0.95
0.9

1.1
1.05

0.95
0.9

1.1

1.05}

0.95
0.9

1.1

1.05[

0.95
0.9

1.1
1.05

0.95
0.9

Q%=95 GeV?
v SyS Xe -

A SySXe+

02 04 06 08

Figure 5.39: The relative systematic uncertainty on the HER cross section introduced by the x.
scattered electron position variation in bins of Q% and xp as a function of 5. Blue upward triagles are
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Figure 5.40: The relative systematic uncertainty on the HER cross section introduced by the y.

scattered electron position variation in bins of Q% and xp as a function of 5. Blue upward triagles are

the result of the positive variation, red downward triangles of the negative variation.
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Figure 5.41:

The relative systematic uncertainty on the HER cross section introduced by the W

reweighting variation in bins of Q® and xp as a function of 5. Blue upward triagles are the result of
the positive variation, red downward triangles of the negative variation.
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Figure 5.42:
B reweighting variation in bins of Q% and xp as a function of B. Blue upward triagles are the re-

The relative systematic uncertainty on the HER cross section introduced by the

sult of the positive variation, red downward triangles of the negative variation.
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Figure 5.43: The relative systematic uncertainty on the HER cross section introduced by the threshold
on non-vertex tracks variation in bins of Q> and zp as a function of B. Blue upward triagles are the
result of the positive variation, red downward triangles of the negative variation.
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5.6.3 Diffractive DIS Cross Section Measurement

The inclusive diffractive DIS reduced cross section was extracted both for the HER and LER
samples at centre-of-mass energies /s = 318 GeV and /s = 225 GeV, respectively. Results
are presented in Fig. 5.45 at fixed Q? and zp, as a function of 3. The 3-dimensional diffractive
reduced cross section is given by (Eq. (1.39)):

2

0P8, Q% ap) = VOB, Q% ap) — 1 FPO (B, Q% ap)

+
where Y, = (1 + (1 — )?). Therefore, the F}P contribution becomes relevant only in the region
y > 0.5. From the relations Q* = sy and z = 8xp, for a single data set (i.e. at constant s) at
fixed Q% and xp, high y values are reached at low 3 points. Moreover, for each measured bin,
at fixed (3, Q% zp), due to the different centre-of-mass energies between the HER and LER
samples, yrpr = 2ygpr (this directly follows from E, ypr = 2E, LER).

As discussed in Sect. 5.4.6.2, due to the different double dissociative contribution, the LER
results were normalised to the HER points in a region where the F'P contribution is negligible,
namely for yrpr < 0.5. The LER sample was normalised to the HER data using the factor
1.084 4+ 0.029.

To correct the measured cross sections for the contribution of the proton dissociative events
the measurements were normalised to the region where the proton remains intact by using
the information from the combined Proton Spectrometer results extracted in the extended ¢-
range (|t| < 1 GeV?), presented in Sect. 4.3.5. The difference in normalisation between the
combined and the HER samples was estimated with a global fit to the data for Q? > 8 GeV?
and y < 0.5. The contribution of proton dissociation backgound in the present data was found
to be 0.59 + 0.01. This correction factor was applied both to the HER and LER cross sections,
once the LER results were normalised to the HER ones.

In Fig. 5.45 the HER and LER cross sections are shown as a function of 3, at fixed val-
ues of Q? and zp. The error bars include the contribution of the statistical and systematic
uncertainties, added in quadrature. For the present measurement 54 and 27 data points were
extracted for the HER and LER samples, respectively, in the kinematic range 20 < Q? < 130
GeV?2, 0.05 < 8 < 0.85 and 0.00063 < zp < 0.01. The y value of the measured points varies
between 0.1 and 0.82, and extends the kinematic coverage towards high values with respect
to previous ZEUS diffractive measurements [50-53], where the cross section was extracted for
y < 0.55. As already mentioned, small values of 8 correspond to high-y values, where a de-
crease of the reduced cross section is expected due to the F'P constribution. However, once
properly normalised, the HER and LER results are in good agreement also in the high-y re-
gion, suggesting that the present samples are only marginally sensitive to F?, as discussed in
Sect. 5.6.3.1.



5.6. RESULTS

\8« _ 005 X, =0001 = X;p = 0.0018 T X;p = 0.0035 . X;p = 0.007 .
(@) I Q*°=23GeV?
n 0.04F ({) - é - - -
[a3 i 5 $
X oo3 T & To @ 1 1
r Q
0.021 = T é . “I’ .
0.05F Q?=30GeV? A + - -
0.04F - % + - -
1 P 0 $ [o0é 1 8s ; _
0.02}- . + ° . .
0.05- Q?=38GeV’ A T . 8
0.04F . T . .
r Q
0.03F ¢ . - g . % ¢ .
L o
0.02+ - T+ %o : . é% : .
0.05- Q?=50GeV? - T . 8
0.04F . T . .
0.03F . o ¢ T é B 5 % g .
0.02+ - T 1 ¢ -
0.05F Q?=65GeV? - T . .
0.04F . T . .
0.03F . Q T ; ¢ T 0 1
0.02+ — I ¢ $ 4 8 E}J i
et : : : : : : -t : -t :
005 2-g5Gev? ] |
0.04- . 1
0 ZEUS HER
0.03F T e & T & 5 g
m]
ooa © ZEUSLER 1 1 5
1 1 1 1 PRI S NS T S [T ST S A R S T | PRI S U T S T T T T | PR | | IR T P |
02 04 06 08 02 04 06 08 02 04 06 08 02 04 06 08

157

Figure 5.45: The HER (red circles) and LER (blue squares) cross sections in bins of Q* and xpp as
a function of B. The error bars include the contribution of the statistical and systematic uncertainties,

added in quadrature.
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5.6.3.1 Comparison with Previous Measurements

In Fig. 5.46 results from the last published ZEUS measurement based on the My method [53]
(see Sect. 3.3) are shown superimposed to the HER and LER cross sections. To fit with the
binning scheme of the present analysis, the My data were interpolated in Q? and xp according
to the BEWK parametrisation [53]. The My data were multiplied by the factor 0.75 to subtract
the proton dissociation background. This factor is the result of the scaling of the My data to the
ZEUS LPS measurement (see Sect. 4.3.1), quoted as 0.83 & 0.04 [51], times the renormalisation
to the combined Proton Spectrometer results in the extended ¢-range (see Sect. 4.3.5), found
to be 0.90 4+ 0.02 from a fit to the data. From the figure it is visible that the present analysis is
optimised for the high-y region. In the low-/3/high-y region the statistics of the Mx measurement
becomes poor and in the lowest [ bins only results from the present HER and LER data sets
are available. On the other hand all the Mx values are accessible with the My method (see
Sect. 3.3), including My < 4 GeV, rejected for the present measurement, which from Eq. (1.35)
corresponds to the high-3 region. In the overlap region, corresponding to medium-//medium-y
values, good agreement between the two analyses is observed. The present data thus enlarge
significantly the kinematic coverage of previous ZEUS measurements.

In Fig. 5.47 the HER and LER cross sections are presented in the same binning as that of the
last ZEUS LRG published results from 2000 data [51]. Results are shown as a function of zpp for
fixed Q% and 3 values. None of the points were corrected for the proton-dissociation backgound
for the present plot. Good agreement in shape is observed in most of the phase space, with
some exception in the high-zp region. The difference in normalisation is a consequence of the
different geometric coverage of the ZEUS detector in the 2000 and 2006/07 data taking period
(in the latter the Forward Plug Calorimeter was dismantled, see Sect. 2.2.8). This reflects in
a larger amount of double dissociative events in the present analysis, resulting in a 16 + 1%
difference in normalisation between the LRG 2000 and the 2006/07 HER data sets.

5.6.3.2 Comparison with Predictions

Figures 5.48 and 5.49 show the comparison between the present results and the prediction from
the ZEUS DPDF SJ [59] and H1 Fit B [48] parametrisations, respectively. The normalisation
factors are taken from [59], and further multiplied by 0.90 (see Sect. 5.6.3.1) to compare the
predictions to the present data. The contribution of FP becomes visible in the high-y region,
where the value of the HER and LER reduced cross sections deviate from the pure F’ contri-
bution. Due to the very small effect of F'P and the limited statistical precision of the present
measurement it is difficult to observe a deviation of the data from the F” predictions.
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Figure 5.46: The HER (red dots) and LER (blue squares) cross sections compared to ZEUS Mx mea-
surements from 2000 data [53] (black diamonds), in bins of Q* and xp as a function of 3. The error
bars include the contribution of the statistical and systematic uncertainties, added in quadrature.
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function of xp. The error bars include the contribution of the statistical and systematic uncertainties,
added in quadrature.
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Figure 5.48: The HER (red dots) and LER (blue squares) cross sections in bins of Q* and xp as
a function of Bcompared to ZEUS DPDF SJ predictions [59]. Grey dotted-dashed lines represent F,

D(3)

red dashed lines O, HER

and blue lines O, LER

D(3)

and systematic uncertainties, added in quadrature.

The error bars include the contribution of the statistical
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Figure 5.49: The HER (red dots) and LER (blue squares) cross sections in bins of Q* and xp as
a function of Bcompared to H1 Fit B predictions [48]. Grey dotted-dashed lines represent FY, red
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Chapter 6

Summary

The main focus of my work has been the analysis of diffractive deep-inelastic scattering events,
ep — eXp, collected with the ZEUS experiment at the HERA ep collider. I have also contributed
extensively to the calibration of the electromagnetic calorimeter of the CMS experiment at

CERN.

The ZEUS data analysis I carried out culminated in two main results:

1. The cross sections for inclusive diffraction measured by the H1 and ZEUS Collaborations
were combined, providing a model-independent check of the data consistency and a cross
calibration between the two experiments, and resulting in single data sets with improved
accuracy and precision with respect to the original measurements. Two sets of combined

results are available:

(a)

The cross sections from the proton-spectrometer data, both in the ¢ range common
to FPS and LPS [1] (0.09 < |t| < 0.55 GeV?) and in the extended t-range || <
1 GeV?2. The combined result extends the kinematic coverage with respect to the
original H1 and ZEUS measurements; the resulting cross sections cover the region
2.5 < Q? <200 GeV?, 0.0018 < 3 < 0.816 and 0.0003 < zp < 0.09. Thanks to the
cross calibration between the two experiments, the combined measurement exhibits
an average improvement in accuracy and precision of about 20% with respect to the
original H1 data, statistically more powerful. The combined results in the extended
t-range fix the absolute normalisation of the inclusive diffractive ep reduced cross
section. The combined measurement in the common ¢-range is about to be published
in Physics Letters B.

The cross sections with the large rapidity gap signature. The kinematic range in
this case is 2.5 < Q? < 1600 GeV?, 0.0017 < 3 < 0.8 and 0.0003 < zp < 0.03, for
Mx > 4 GeV. The combined measurement is driven by the ZEUS results, statistically
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more powerful, and shows an average 17% improvement in accuracy and precision
with respect to the input ZEUS data.

2. The inclusive diffractive reduced cross section 0¥ was measured with data collected
by the ZEUS experiment in the years 2006/07, at two different centre-of-mass energies,
318 and 225 GeV. The diffractive data were selected with the large rapidity gap method,
and cover the kinematic region 20 < Q? < 130 GeV?, 0.05 < 8 < 0.85 and 0.00063 <
xp < 0.01. The y value of the measured points varies between 0.1 and 0.82, and extends
the kinematic coverage towards high-y values with respect to previous H1 and ZEUS
diffractive measurements, where the cross section was extracted for y < 0.55.



Appendix A

Intercalibration of the CMS
Electromagnetic Calorimeter with the
Azimuthal Symmetry Method

This Section describes first in-situ calibration results achieved by exploiting the azimuthal
symmetry method with up to 250 nb™! collected by the CMS detector at LHC at centre-of-
mass energy of /s = 7 TeV, during the first months of operation in 2009/2010 [2]. The last
two paragraphs are devoted to the calibration work performed in 2010 and 2011.

A.1 The CMS Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) of the Compact Muon Solenoid (CMS) experiment
consists of a barrel section (EB) and two endcaps (EE). The EB contains 61200 lead tungstate
crystals arranged in 170 n—rings of 360 PbWO, crystals each (one crystal covers 1 degree
in ¢). It is subdivided into 36 supermodules, each containing 1700 crystals, and provides
coverage in pseudorapidity up to |n| < 1.5. The two ECAL Endcap subsystems consist of
four half-disks named Dees, each containing 3662 crystals. The EE provides a coverage of
1.5 < |n| < 3.0. The scintillation light is detected by avalanche photodiodes (APDs) in the
EB and vacuum phototriodes (VPTs) in the EE. An extended description of the CMS ECAL
is provided in [122]. The general performance and commissioning of the ECAL with the first
7 TeV data are described in [123]. A detailed description of the CMS experiment can be found
in [124].
The ECAL energy resolution has been measured in test beams to be [124]:
o(E) 2.8% 12%

— 0.3% Al
E E(GeV) Y E(Gev) T (A1)
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where the three contributions correspond to the stochastic, noise, and constant terms, respec-
tively. This result was obtained in the absence of magnetic field, with almost no inert material
in front of the calorimeter and with the beam aligned on the centre of the crystals.

The high resolution of the ECAL is particularly important for a discovery of the Higgs boson
in the decay channel H — ~~.

A.2 The CMS ECAL Calibration Strategy

The signals from the ECAL channels are first shaped and then amplified with multiple gains
before subsequent digitization by a multiple channel ADC. Signals are digitized by the ADC
every 25 ns and in standard operation the signal from an event is read out as a series of 10
samples. The amplitude of the signal is reconstructed to form uncalibrated RecHits using a
linear combination of these samples: A = > . w; - S;, where S; is the sample value in ADC
counts and w; is a weight. Calibrated RecHits are obtained from the uncalibrated RecHits by
applying the energy scale, which is the ADC to GeV conversion factor, and the inter-calibration
constant of the corresponding channel.

The ECAL was pre-calibrated before installation with laboratory measurements of the crys-
tal light yield and the photo-detector gain (all EB and EE channels), with test beam electrons
(9 EB supermodules and about 500 EE crystals) and with cosmic ray muons (all EB chan-
nels). After installation in the LHC, circulating beams were stopped in collimators 150 m away
from CMS in September 2008 and November 2009. The resulting beam dump events have been
used to improve the pre-calibration precision in the EE and most recently in the EB, providing
an independent inter-calibration precision of 1.6% across the full pseudorapidity range covered
by the barrel. The final calibration is made in-situ at the LHC using collision data.

The estimated particle energy, obtained from the ECAL, can be expressed as:

E=F- Y  G(GeV/ADC) ¢ A (A.2)

cluster crystals

where the sum is over the crystals in a cluster'. The quantities A; are the reconstructed am-
plitudes in ADC counts (the uncalibrated RecHit), ¢; are the inter-calibration constants while
G is the ECAL energy scale. The factor F' is defined as an additional energy correction which
depends on the type of particle, its energy and pseudorapidity and in particular takes into
account shower leakage and bremsstrahlung losses for electrons [125].

LAn electromagnetic shower involves more than one channel: typically more than 90% of the energy of a 35 GeV
electron or photon is contained in a 5 X 5 matrix of crystals. Thus, hits need to be clustered in order to associate the
energy deposits to the particles impinging on the calorimeter. Profiting from the test beam experience, two specific
algorithm have been developed, one for EB and one for EE. The algorithms are optimized for the different geometries
of EB and EE and take into account the spread of energy in the ¢ direction due to the propagation of electrons and
photons through the material in front of the calorimeter in the 3.8 T magnetic field, which produces bremsstrahlung
photons and photon conversions, respectively.
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For the in-situ calibration, the following strategies have been implemented:

e ¢-symmetry, which provides a fast inter-calibration exploiting invariance around the beam
axis of energy flow in minimum bias events [126]. This method inter-calibrated crystals at
the same pseudorapidity, so that other methods are needed to inter-calibrate regions at
different pseudorapidity.

e 7 and 7 calibration, which uses the photon pairs from 7°(n) — v candidates [127]. At
the startup, this method was also used to investigate the ECAL energy scale.

A.3 Calibration with the ¢-Symmetry Method

A.3.1 The Method

The ¢-symmetry method is based on the expectation that for a large sample of minimum-bias
events the total deposited transverse energy (E7) should be the same for all crystals in a ring
at fixed pseudorapidity. Inter-calibration in ¢ is performed by comparing the total transverse
energy (XEr) deposited in one crystal with the mean of the total YE; collected by crystals
at the same absolute value of 7. Therefore, for each ring in ¢, the average of the 360 inter-
calibration constants ¢; is equal to unity by construction. The average calibration of each 7
ring then relies on the pre-calibrations. In the EB, crystals are arranged in 85 pairs of rings
symmetric in pseudorapidity with 360 crystals along ¢ in each ring.

In the determination of the transverse energy sum, only deposits with energies between
a lower and an upper limit were considered. The former was applied to remove the noise
contribution and was derived by studying the noise spectrum in randomly triggered events. The
latter was applied to avoid a possible bias from very high Er deposits (e.g. from electrons
originating from W or Z decays). The lower threshold, in the EB, had a fixed value in energy of
250 MeV, corresponding to about 6.25 ¢ of the energy equivalent noise. The corresponding lower
Er cut was therefore 250 MeV /cosh(n). In the EE, channels are arranged so that VPTs with
lower gain are located at higher pseudorapidity. Therefore, the equivalent noise distribution
varies with pseudorapidity and the lower threshold was parametrized accordingly. The upper
Er threshold was set to be 1 GeV above the lower limit in both the EB and the EE.

Because the transverse energy sum was obtained from a truncated Er distribution, a given
fractional change in the Ep sum did not correspond to the same fractional change in the
value of the inter-calibration constant. Therefore, a correction to the obtained inter-calibration
coefficient was applied, as described in [126].

A.3.2 ¢-Symmetry Online Calibration Stream

The trigger of the CMS experiment is designed to accept high Er events and reject minimum
bias events. Therefore, the standard physics triggers do not provide a sufficiently high data-
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taking rate to apply the azimuthal symmetry method. For this reason, a special trigger path
was deployed to feed a special, small-size calibration stream. The trigger is seeded by a set of
minimum bias L1 triggers. At least one energy deposit in the EB above 150 MeV or at least
one energy deposit in the EE above 650 MeV are further requested. If these criteria are met,
all ECAL energy deposits above these thresholds are saved to the calibration stream and all
other event data are dropped.

A.3.3 Effect of Azimuthal Detector Non-Uniformity
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FI 0.15 [ T T T T | T T T T ‘ T T T T | T T T T ‘ T T T T T T T T il
A_ C ]
[&] R _|
V.o 0.1 5 —
2 | y ; ‘..;. i ‘;! Iil .,.?'.;. L o b L .98 :l'”u“-i‘-. 5"*“',-.. 4F 1"I ; :.—"1 ]

0 - . . i ;) ‘ 1[.‘,I i H"' ‘_1',.7. '! r L] ‘.'i l._.‘ et [ |i ﬁ l,LI.l ﬂ:‘ -l-.,‘ ﬁ 'i‘lr ot T Ib I i % l“!jl']_!.

E | r | il b | r I ! | F | :l I i ! * * 5 ?

-0.05 — ' | |' —
- * g ! (N Py -
01 ! ! b
: 1 Il | 1 1 ‘ 1 1 Il | Il 1 1 Il ‘ 1 1 Il ‘ Il 1 1 1 ‘ Il 1 1 1 | :\

015 50 100 150 200 250 300 350
¢ [degrees]

Figure A.1: Average difference from unity of the inter-calibration constants derived with the ¢
symmetry method for data (solid circles) and simulation (histogram) in the crystal n index range
[1, 25]. In the absence of the systematics effects described in the text, a flat distribution with statistical
fluctuations around zero is expected.

The ¢-symmetry of the detector is not perfect for two reasons: the ECAL geometry itself is
not uniform in azimuth and the material budget between the calorimeter and the interaction
point is not perfectly homogeneous. The asymmetry in the ECAL geometry affects the method
in the following way. In the EB, at the boundary between each supermodule, due to the inter-
module gap and the 3° tilt with respect to the interaction point direction, particles can hit
crystals on the side face as well as the front, as explained in [126]. Therefore, such crystals receive
more hits and the method assigns a lower inter-calibration constant. The inhomogeneity of the
material budget, on the other hand, results in an inhomogeneous particle flux impinging on
the calorimeter. ECAL areas with more material in front of them have higher inter-calibration
constants in this method.
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These effects were found to vary with pseudorapidity and to be forward-backward asymmet-
ric. They were studied as follows. The average of the inter-calibration constants derived from
¢-symmetry was calculated, as a function of ¢, for each module of the calorimeter, separately
for the forward and for the backward region. In the absence of asymmetries, a flat distribution
within statistical fluctuations would be expected. Instead, as shown in Fig. A.1, several features
were observed. The lower values observed at ¢ = 20°, 40°, 60°, etc. are due to the inter-module
boundaries as explained above. Some of them do not fully agree with Monte Carlo. This dis-
crepancy is probably associated with an under estimation of some of the gaps due to a geometry
displacement of supermodules with respect to the ideal positions implemented in the simula-
tion. The two peaks at 10° and 190°, corresponding to the horizontal plane, reflect the presence
of the rails and associated sliding pads used to support the silicon tracker. Other deviations
from a flat distribution can be ascribed to inhomogeneities in the silicon tracker material, and
are reproduced by the simulation. A data-driven correction for the effect of inter-module gaps
and silicon tracker rails was introduced.

A.3.4 Supermodule Relative Scale
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Figure A.2: Comparison of relative supermodule scale with ¢-symmetry method between /s = 900
GeV (2009) and /s = 7 TeV (2010) data. Only statistical errors are shown. The systematic uncer-
tainty of the method was estimated to be +0.5%(left). Comparison between the supermodule scales
derived with the ¢-symmetry and 7° method (right).

In order to extract the relative supermodule scale in the EB the inter-calibration constants
were derived from a data sample with an integrated luminosity of 8.8 nb™!, corresponding to
about 1.6-10° minimum bias events. For each of the 36 supermodules the distribution of the
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1700 constants was studied. The mean of the Gaussian fit to this distribution was defined as
the SM scale. To estimate the systematic error, the distribution of the relative scale was derived
for those supermodules which were calibrated at the test beam, with a precision several times
better than expected from the method with the considered data. The width of this distribution,
about 0.5%, is the convolution of the precision of the test beam inter-calibration and the ¢-
symmetry inter-calibration, and poses therefore an upper limit to the systematic error of the
method. In Fig. A.2 (left), the comparison of the SM scale derived from 2009 data (~ 0.01 nb™!
at /s =900 GeV) and 2010 data (y/s = 7 TeV) is shown.

An independent set of supermodule scales was derived from a sample of 7° decays [127]. The
set of 36 constants is compared with the supermodule scales from the ¢-symmetry method in
Fig. A.2 (right).

A.3.5 Crystal-by-Crystal Calibration
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Figure A.3: Precision of the inter-calibration constants derived with the ¢-symmetry method as a
function of ring index in EB (left). Precision as a function of the number of events for the rings at
| erystal n index | = 8 (right).

The ¢-symmetry inter-calibration procedure was applied on the first 1.6-10° minimum-bias
events collected in 2010 and inter-calibration constants ¢; were derived for all crystals in the
EB. To estimate the precision of the set of constants, the distribution of the ¢; for each ring of
constant 7 was studied. The width of the distribution reflects the convolution of the precision
of the pre-calibration with the precision of the method. For the nine test-beam calibrated
supermodules, the expected pre-calibration precision was about 0.5%, several times better
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than that expected from the ¢-symmetry method. Therefore, the width of distribution of the ¢;
limited to those supermodules gave an upper bound of the inter-calibration precision achieved
with the ¢-symmetry method. The width of the ¢; distribution was estimated by performing
a Gaussian fit and extracting the sigma. Figure A.3 (left) shows the estimated precision as
a function of ring index as black solid circles. Figure A.3 (right) shows the inter-calibration
precision as a function of the number of events for n—ring 8. The measured distribution is
fitted with a function \/c? + s2/N. The fitted value of ¢ (the constant term) suggests that the
systematic limit of the method is nearly reached with 150M of events.

A.4 In-Situ Inter-Calibration from 2010 Data
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Figure A.4: Precision of combined inter-calibration constants (beam dump, 7° and ¢-symmetry) as
a function of crystal pseudorapidity.

The crystal-by-crystal inter-calibration constants using the first 250 nb~! collected with
the CMS detector in 2010 at a centre of mass energy of 7 TeV were derived as the average
of ¢-symmetry, 7°/n and beam dump results, weighted by their error. The precision of the
combined inter-calibration is shown in Fig. A.4 as a function of crystal pseudorapidity. The
assumed 0.5% test beam precision is not negligible with respect to the combination precision
and therefore subtracted in quadrature. For the central barrel (|crystal n index| < 45) the
combined inter-calibration precision was found to be 0.6%.

The entire statistics collected in 2010 was then used to calibrate all the crystals in EB and
EE. The achieved precision at the end of 2010 was estimated to be 0.5% at |n| < 1; ~ 1% at
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1 < |n| < 1.45 and ~ 2% in EE by comparing results of different inter-calibration methods. The
precision in EB was close to the asymptotic limit.

A.5 The ¢-Symmetry Calibration with 2011 Data

The ¢-symmetry method gave a valuable contribution to the calibration of the Electromag-
netic Calorimeter of CMS also during the 2011 data taking period, combined with 7° and 7
results. While the precision of the method is dominated by the systematic limit due to the
inhomogeneity of the tracker material (~ 1.5% in central EB, as shown in Fig. A.3 poor with
respect to other methods), the statistical precision could reach few per mill level in short time
(~ 1 week). Moreover, the ¢ symmetry provided a high granularity inter-calibration.

During the LHC cycles, the ECAL response varies depending on irradiation conditions,
which modify the transparency of the PbWO, crystals. This effect takes place on a time scale
of hours and can cause transparency changes of a few percent during LHC fills/interfill periods,
depending on the instantaneous and integrated luminosity, therefore it became particularly im-
portant with the increase of the luminosity delivered by the LHC machine in 2011. To maintain
the ECAL design performance, continuous corrections to the single channel response must be de-
livered with a precision better than 0.5%. The changes in crystal transparency are monitored at
40 min intervals by means of laser light injected into each crystal through optical fibers [128]. A
detailed calibration procedure of the monitoring system itself is needed, as imperfection of the
monitoring system could give rise to residual inaccuracies of the ECAL response. Within this
context, the ¢-symmetry method gave a valuable contribution as monitoring tool. In the ratio
of the inter-calibration constants extracted from different sets of data, the largest part of the
systematic errors cancels out and the residual distribution spread is the result of the statistical
error convoluted with the instability of the crystals. The relative precision obtained comparing
two sets of inter-calibration constants from 200M of events is of the order of 0.5%, evaluated
with 2010 data, when the effects due to the loss in transparency were negligible. Therefore,
the ¢-symmetry method was deeply exploited as a monitoring tool to detect and correct re-
gions with problematic calibration values and to make fine-grained checks on the transparency
corrections obtained from the ECAL laser system.

Due to its fast and high-granularity calibration power, the ¢-symmetry was a fundamental
tool for the inter-calibration of the CMS Electromagnetic Calorimeter in 2011 and still maintains
an important role in 2012 calibration plans.
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