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Abstract

In this thesis, a data-driven method to estimate the number of QCD back-
ground events in a multijet search for supersymmetry at the LHC was devel-
oped. The method makes use of two models which predict the correlation of
two key search variables, the missing transverse momentum and an angular
variable, in order to extrapolate from a QCD dominated control region to
the signal region. A good performance of the method was demonstrated by
its application to 36 pb ™' data, taken by the CMS experiment in 2010, and
by the comparison with an alternative method. Comparing the number of
data events to a combined background expectation of QCD and data-driven
estimates of the electroweak and top background, no statistically significant
excess was observed for three pre-defined search regions. Limits were calcu-
lated for the (mg, m;,,) parameter space of the cMSSM, exceeding previous
measurements. The expected sensitivity for further refined search regions was
investigated.

Kurzfassung

Im Rahmen dieser Doktorarbeit wurde eine datengetriebene Methode zur Bes-
timmung des Anteils von QCD-Untergrund an Multijet-Ereignissen in einer
Supersymmetrie-Suche am LHC entwickelt. Als zentraler Teil dieser Methode
wird die Korrelation zweier Schliisselvariablen (das fehlende transversale Mo-
mentum und eine Winkelvariable) mit Hilfe von zwei Modellen vorhergesagt,
in denen jeweils aus einer QCD-dominierten Kontrollregion in die Signal-
region extrapoliert wird. Die Methode wurde erfolgreich auf die 36 pb™*
Daten, die 2010 mit dem CMS-Experiment gesammelt wurden, angewen-
det. Das Ergebnis zeigte sich in Ubereinstimmung mit einer alternativen
Methode zur QCD-Bestimmung. Bei einer kombinierten Vorhersage aller
beitragenden Untergrundprozesse, wozu neben der QCD-Bestimmung auch
datengetriebene Methoden fiir die elektroschwachen und Topquark-Prozesse
verwendet wurden, konnte fiir drei zuvor festgelegte Suchregionen keine
statistisch signifikante Abweichung in den Daten gefunden werden. Die mit
diesen Messungen vertrdgliche Region der (g, m;/;)-Parameterebene des
cMSSM konnte, im Vergleich zu fritheren Messungen, weiter eingeschrankt
werden. Zudem wurde die zu erwartende Sensitivitdt weiterer Suchregionen
untersucht.
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“There is a theory which states that if ever anyone discovers exactly what
the Universe is for and why it is here, it will instantly disappear and be
replaced by something even more bizarre and inexplicable. There is another
theory which states that this has already happened.”

— Douglas Adams, The Restaurant at the End of the Universe
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1 Introduction

The Standard Model of particle physics (SM) is a very successful description
of all known elementary particles and three of the four fundamental forces
in nature. So far, it is in agreement with all experimental collider results
and many discoveries of the last decades have been based on its predictions.
While high-precision measurements of the parameters of the SM and the
search for the last missing particle, the Higgs boson, are still on-going, many
experimental tests aim at theories beyond the SM. These searches for new
physics are driven by a wide range of theoretical and experimental unsolved
problems, such as the composition of Dark Matter, which reveal the SM as an
incomplete theory.

Since the development of the concept of supersymmetry in the early 1970s,
many theories beyond the SM include this proposed space-time symmetry
between fermions and bosons. Supersymmetric theories can not only pro-
vide candidates for Dark Matter but make it also possible to solve intrinsic
shortcomings of the SM such as the hierarchy problem.

As no supersymmetric particle could be observed yet, supersymmetry can
only be realized as a broken symmetry in nature. This leads to a wide range
of supersymmetric models with different breaking scenarios which can to a
large extent be tested in collider experiments.

The Large Hadron Collider (LHC) which started operating in 2009 provides
unique possibilities for the search for new physics. The high center of mass
energy of /s = 7 TeV in pp collisions, for the first time achieved in 2010,
together with a high luminosity would allow discoveries in large fractions
of parameter spaces of supersymmetric models. The prospects will be even
improved once the design center of mass energy (/s = 14 TeV) and the
design luminosity of the LHC will be reached.

In this thesis, a search for new physics using the signatures of large missing
transverse momentum in multijet events in pp collisions at /s = 7 TeV is
presented (published in [1]). The analysis makes use of 36 pb™ " of data col-
lected with the CMS detector at the LHC from March until November of 2010.
The results of the analysis are interpreted in the context of the constrained
Minimal Supersymmetric extension of the Standard Model (cMSSM), and
since no discovery could be claimed, limits on the main parameters of the
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cMSSM are presented.

The two fundamental concepts of the analysis are, first, to keep the event
selection generic in a way that allows to reach sensitivity in large parts of
the signal model parameter spaces, and secondly to make use of data-driven
methods for the estimation of SM backgrounds. By the second choice the
analysis is independent of possible imperfections of the simulation of SM
processes.

The first goal is achieved by introducing a baseline event selection with
moderate cuts on the two key variables ft (missing transverse momentum
constructed from jets) and Ht (sum of transverse momenta of jets as a measure
of the total hadronic activity in the event) together with two evolved selections,
one with an increased cut on At (> 250 GeV) and one with an increased cut
on Ht (> 500 GeV).

For this analysis, the most challenging to understand SM background
contribution is multi-jet production due to QCD processes. To estimate the
number of QCD events in the signal region, the so-called factorization method
has been developed that makes use of the correlation between the missing
transverse momentum Jt and an angular variable between the At vector and
the leading jets. This correlation is used to predict the background in the tails
of the Mt distribution. The results of the factorization methods are compared
to the results of an independent method.

The QCD prediction with these methods in combination with data-driven
estimates for the Z — v7 + jets, tt and W + jets events yield a complete
prescription of the Ht and /At distributions observed in data.

The analysis serves as a basis for further multijet searches for new physics
with the CMS detector. These searches benefit from the increasing luminosity
of the LHC and will be provided with a higher center of mass energy in future.
This thesis presents a technique that allows to optimize the search cuts on the
two key variables it and Hr in terms of best expected sensitivity for future
searches, based on the background estimations of this analysis.

The thesis is organized as follows. In chapter 2 short-comings of the SM are
discussed and a brief introduction to supersymmetric models is given. The
CMS experiment at the LHC is described in ch. 3. In ch. 4 the search criteria
are defined and the data passing the event selection is compared to Monte
Carlo simulation.

In the next two chapters the data-driven background estimations are dis-
cussed. While in ch. 5 the electroweak backgrounds are reviewed, ch. 6 is
dedicated to the QCD background. The concepts and the application of the
factorization method to data are described in detail. The R&S method is
introduced and both methods are compared.



In ch. 7 the statistical interpretation of the observed data is presented and a
search optimization technique for future searches is introduced. Finally, the
thesis is summarized in ch. 8.






2 Supersymmetric Extensions to the
Standard Model

The standard model of particle physics (SM) is the starting point of all searches
for new physics. It has been proven to be extremely successful in the descrip-
tion of experimental collider results, but there remain unsolved problems in
particle physics and cosmology.

In this chapter, the motivation for searches beyond the SM are reviewed,
starting with the SM and a brief discussion of its general short-comings in
sec. 2.1. Section 2.2 focusses on the promising concept of supersymmetry
(SUSY), a theoretical elaboration demonstrating the possibility to solve numer-
ous problems of the SM. The latter section also highlights the importance of
the Large Hadron Collider (LHC) for experimental tests of SUSY models.

2.1 The Standard Model of Particle Physics

The SM is formulated as a relativistic quantum field theory that describes
the elementary particles as well as their fundamental interactions. There are
three generations of leptons and quarks which have in common that they are
fermions (particles with half-integer spin). The first generation provides the
components of ordinary matter, e.g. atoms. The quarks and leptons from the
second and third generations are heavier copies of the first generation. The
masses of the 12 elementary fermions enter the SM as free parameters and
have to be determined by experiments. While leptons only interact with the
tields of the electroweak forces, quarks also experience the strong force, or in
other words they carry a color charge.

The force carrier particles, which belong to the gauge fields of the fun-
damental interactions, and the scalar Higgs boson, which is one quantum
component of the Higgs field, are bosons (integer spin particles). The gauge
bosons of the electromagnetic and the strong interaction (photons and gluons,
respectively) are massless, whereas there exist gauge bosons of the electroweak
interaction (W* and Z°) which are massive, restricting these interactions to
the very short range of ~ 1072 fm. The limited range of the strong interaction
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of ~1 fm is explained by the concept of color confinement which is observed
in nature. Essential for the color confinement is that the gluons themselves are
color charged and therefore strongly interact which each other. As a result,
color charged particles cannot be separated and therefore are only observable
in composites called hadrons. The strengths of the gauge couplings introduce
another 3 free parameters to the SM.

The properties of the elementary particles of the SM are summarized in
table 2.1. For each particle the associated antiparticle has the same mass
and spin but opposite electric charge. The symmetry between particles and
antiparticles (mediated through the CP operator) is violated by weak inter-
actions, which can be expressed by a complex phase in the mixing matrices.
Together with the three mixing angles which describe the violation of the
quark flavor quantum number conservation by the charged weak interaction,
another 4 free parameters are needed in the SM.

Originally, neutrinos were thought to be massless, leading to the assumption
that mixing between the lepton generations does not exist even though the
opposite had been proven for the quarks. The experimental observation of
neutrino oscillations made the introduction of a lepton mixing matrix with at
least 4 more free parameters necessary."

The CP invariance of the strong interaction has been verified by measuring
the electric dipole momentum of neutrons which leads to a very small upper
limit. This symmetry is neither postulated nor predicted by the SM and the
missing knowledge can be interpreted as one more free parameter. The CP
symmetry violation in the SM is too small to explain the asymmetry between
matter and antimatter in the universe.

The fundamental interactions in the SM can be described by local gauge field
theories. The electroweak model is based on the gauge group SU(2)r @ U(1)y,
whereas quantum chromodynamics (QCD) is based on the SU(3) symmetry.
The electroweak symmetry is spontaneously? broken via the Higgs mechanism.
By constructing a Higgs field that consists of two neutral and two charged
component fields the masses of the heavy gauge bosons are incorporated in
the SM. Furthermore, two free parameters are introduced one of which is the
last not yet determined by experiments: The Higgs boson mass.

The 26 free parameters of the SM are summarized in tab 2.2.The fermion
masses can also be expressed as Yukawa couplings to the Higgs field. Never-

'In the simple Dirac case, the lepton mixing is completely analogous to the quark mix-
ing. However, since neutrinos could also be Majorana particles additional CP phases are
possible.[5]

2Spontaneous symmetry breaking means the symmetry is broken by the non-zero vacuum
expectation value and not by the Lagrangian. For details see e.g. [6].



2.1 The Standard Model of Particle Physics

Generation/ | Lepton flavor / | Spin | Electric | Color Mass

Interaction Quark flavor / charge | charge

Gauge boson
I electron e~ z —e - 0.51 MeV
el. neutrino v, % 0 - <2eV
11 muon ji~ 3 —e - 105.7 MeV
muon neutrino vy % 0 - <2eV
I tau T > —e - 1.78 GeV
tau neutrino v; % 0 - <2eV
I up u : +2e r,g,b | 1.7-31 MeV
down d % —%e r,8,b 4.1-5.7 MeV
i charm ¢ 5 +32e r,8,b 1.3 GeV
strange s % —%e r,8,b 80-130 MeV
I top ¢ 3 +2e r,g b 172.9 GeV
bottom b % — %e r,8,0b 4.2 GeV
Electroweak photon y 1 0 - 0
W= 1 —e - 80.4 GeV
z° 1 0 - 91.2 GeV
Strong gluon ¢ 1 0 r7,rg, b 0
88,87, 8b
bb, b7, bg
| Higgs boson | H | 0] © - [ 115-129 GeV |

Table 2.1: The elementary particles of the SM. Three generations of leptons
and quarks together with the gauge bosons of the fundamental
interactions and the Higgs boson. For each charged particle there
exists an antiparticle with same mass and opposite electric charge.
Particle masses and limits taken from [2], apart from the SM Higgs
boson limits which are taken from [3, 4].
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Description Free Parameters
Lepton masses Me, My, My
My,, My, , My,

Quark masses My, M, M

Mg, Ms, My
Lepton mixing (PMNS matrix) | ©atm, Oreactor, Osolars ODirac
Quark mixing (CKM matrix) Oz, O13, Or3, 6
Coupling constants Ses Sws &s
Higgs doublet mp, My
Strong CP Ocp

Table 2.2: Free parameters of the SM. For the lepton mixing the simple Dirac
case has been chosen.

theless, this does not reduce the high number of free parameters of the SM
which can be seen as unsatisfactory for a fundamental theory.

As a consequence of the unified theoretical description of the electromag-
netic and the weak interaction at energies of the electroweak scale Mgy ~ 102
GeV, one can also expect a unification with the strong interaction at even higher
energies, known as the GUT (Grand Unified Theories) scale Mgyt ~ 101¢ GeV.
The simplest GUT that contains the SM has a SU(5) gauge group? but also
other have been proposed. The energy scale dependence of the three gauge
couplings of the SM suggests that these are close to each other at the GUT
scale. However, a much better matching of the running gauge couplings could
be achieved by introducing supersymmetric models (fig.2.1).

At energies of the Planck scale Mp; ~ 10'® GeV, the gravitational interaction
is of the same order in strength as the other fundamental interactions and
has to be incorporated into a theory of particle physics. A serious problem
for extensions of the SM to higher energies is the huge difference between
the Planck scale and the electroweak scale up to which the parameters of the
SM can be measured. Using renormalization to transform the fundamental
quantities into observables it is found that extreme fine-tuning of the quantum
loop corrections is necessary. This, addressed as the hierarchy problem, is
a strong motivation for supersymmetry and is discussed in the following
section.

3Experimentally SU(5) is ruled out by measurements of the proton lifetime [7].
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Figure 2.1: Evolution of the inverse gauge couplings of the electroweak in-
teraction (a;' for U(1)y and a;' for SU(2);) and the strong
interaction (a5 1) in the SM (dashed lines) and the MSSM (solid
lines). From [8].
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2.2 Supersymmetry

The long-established theory of supersymmetry proposes a hypothetical sym-
metry between elementary fermions and bosons. Fermion states are trans-
formed to boson states and vice versa via an operator Q which shifts the spin
by 7 and leaves the masses and the gauge charges unchanged. None of the
superpartners defined by this procedure can be identified with a SM particle,
hence new particles are introduced which significantly increases the number
of elementary particles.

From the absence of observed supersymmetric particles, we know that
supersymmetry must be broken. However, the breaking mechanism is un-
known and there are several supersymmetry breaking scenarios proposed
from theory which results a variety of models.

2.2.1 Motivations for Supersymmetry

The SM introduces particle masses through the Higgs mechanism, but at the
same time it poses a theoretical problem with the Higgs boson mass, known
as the hierarchy problem. In the Lagrangian, the coupling of the fermions to
the Higgs field is described by a —A;Hf f term, where the Yukawa coupling
is largest for the heaviest SM fermion, the top quark with Af ~ 1. Asa
consequence, each fermion gives quantum corrections to the Higgs boson
mass (from the Feynman diagram in fig. 2.2a). The dominant contribution is:

|Af?
Amy|r = —%A%\,—i—... (2.1)

Here Ayy is the ultra-violet cutoff parameter which represents the energy
scale at which new physics alters the high-energy behavior. A natural choice
of Ayy would be the Planck scale, since we know that new physics has to
appear here. However, the scale of the effective Higgs boson mass is far below
Ayy which means that the Higgs boson mass would be extremely sensitive to
a fine-tuning cancellation between the quadratic radiative corrections and the
bare mass.

Choosing Ayy not too large, one still needs a new physics model that
alters the propagators and cuts off the loop integral already at this scale.
Furthermore, new heavy particles (with masses large compared to mp) would
induce similar problems via the second term in eq. 2.1 in the case of fermions
and also in the case of heavy scalars as given by (corresponding Feynman
diagram in fig. 2.2b):

10



2.2 Supersymmetry

N ——mm e mm— -

() (b)

Figure 2.2: One-loop quantum corrections to the Higgs squared mass parame-
ter m2;, due to (a) a Dirac fermion f, and (b) a scalar S.

A A

Amy|s = ﬁ <A%N —2m? In T;:) : (2.2)
It is important to notice that the contributions to the Higgs mass correction
given by eq. 2.1 and eq. 2.2 have opposite sign. The inclusion of supersym-
metry gives an exact cancellation of the A%, term, since each fermion is
associated to two scalars (from the two real components of the Weyl spinor
which describes fermions in the SM) with the same coupling to the Higgs

field, which means |A¢]> = As.
The remaining contribution can be expressed in an approximation where
the mass difference between the fermion and its superpartner scalar boson is

small:

2 Aoy Ay
AmH|t0t ~ H (ms — mf) nm75. (23)

While an ideal supersymmetry would result in a vanishing correction to the
Higgs boson mass, a symmetry breaking that produces mass differences of at
most a few TeV would only lead to small quantum corrections [9].

The solution of the hierarchy problem makes supersymmetry an excellent
candidate for new physics at the high-energy frontier. As such, supersym-
metry is incorporated in super string theories which could be able give a
fundamental theory by including quantum gravity.

2.2.2 MSSM and Supergravity

The scope of this section is to give a short description of the Minimal Su-
persymmetric Standard Model (MSSM) and to discuss the properties of the
more constrained minimal Supergravity scenario (mMSUGRA) which is one of

11



2 Supersymmetric Extensions to the Standard Model

the most investigated supersymmetric models. To begin with, the MSSM is
introduced in a phenomenological way by describing the particle content and
the fundamental couplings.

The particles and their superpartners are arranged in supermultiplets which
are constructed as irreducible representation of the supersymmetric algebra.
Except for the spin, the members of the supermultiplets are identical in all
quantum numbers.

The chiral left-handed and right-handed SM fermions are associated to
different scalar (spin 0) supersymmetric particles: §;, and §r (squarks), respec-
tively I; and Iy (sleptons). These form chiral supermultiplets (1, ¢), where 1 is
the fermion and ¢ is the complex scalar field.

Before electroweak symmetry breaking, the SM gauge bosons are massless,
hence their two possible helicity states correspond to the two degrees of
freedom of their spin % fermion superpartners which are named bino, winos
and gluino. Their left- and right-handed components must behave identical
under gauge transformations and the multiplets are called vector or gauge
supermultiplets (A, A).

The MSSM contains two Higgs doublets which is the minimum number
allowed in supersymmetry. Together with their fermion superpartners (higgsi-
nos), the Higgs bosons also build chiral supermultiplets.

As a result of the electroweak symmetry breaking mass eigenstates are
formed from particles with same quantum numbers. In the SM the < and the
Z boson are the eigenstates of a mass mixing matrix that is made of B® and
WY, In the MSSM two more types of mixtures occur with the corresponding
mass eigenstates:

o neutralinos ¥, from mixing of B°, W°, i° and H°,
e charginos Xi- , from mixing of W+, W=, A+ and -,

The mass eigenstates of the particles that have been introduced for the
MSSM in addition to the known SM particles are summarized in tab. 2.3.
This represents the minimal set of new particles which is extended in several
supersymmetry scenarios.

In order to distinguish the particles and their superpartners, a new multi-
plicative quantum number

PR — (_1)3(B—L)+25 (24)

is introduced, where B (L) are the baryon (lepton) number and S is the spin.
Therefore, Pg is +1 for all particles and -1 for all supersymmetric particles.

12



2.2 Supersymmetry

Name Spin | Pr | mass eigenstates
HiggsBoson | o [ +1| WHYA"HT H-
u; HR d L d R
Squarks o] -1 ¢t Cr 51 &R

EL tR bL BR
. er VoL Ter

Sleptons o | -1 | fiL fiR VL Vur
T, TR Vo UgR
Neutralinos % -1 X5 XXy
Charginos E XX
Gluino 5 |1 g

Table 2.3: List of particles and sparticles that are incorporated in the MSSM, in
addition to the Standard Model particles.

ol o =

(@) (Ayy) (b) (AAA) (©) (Apg) (d) (AAA) (e) (Apy)

Figure 2.3: Trilinear couplings in the MSSM. Full lines correspond to fermions,
dashed lines to scalar bosons and wiggly lines to vector bosons.
Gauginos are shown as a combination of dashed and wiggly lines.

There is a good motivation to take Pr as the conserved quantity of a new
symmetry, the R-parity. Firstly, it is possible to explain the experimentally
proven long life time of the proton even without conservation of the baryon
number. Moreover, with R-parity the lightest supersymmetric particle (LSP)
is stable. In the MSSM the only weakly interacting % could be the LSP and as
such is an excellent candidate for Dark Matter.

The full set of trilinear gauge couplings in the MSSM is shown in fig. 2.3a-
2.3e. The SM coupling between fermions and gauge bosons (A1) and the
three boson vertex (AAA) is extended by the couplings (A¢¢), (Apy) and
(AAA), where A stands for the gaugions. Additional to the gauge couplings,
there are also Yukawa couplings in the MSSM. It can be shown that the
coupling strength of the Yukawa top coupling is not negligible compared to
the gauge couplings.[9]

A soft symmetry breaking scenario is introduced, where the supersymmetry

13



2 Supersymmetric Extensions to the Standard Model

Lagrangian is the sum of two parts:

L = Lsusy + Lsoft (2.5)

and only the L part violates supersymmetry. Lgysy contains all the gauge
and Yukawa couplings and its parameters are determined by the SM, whereas
Lot contains mass terms and couplings with positive mass dimension which
breaks the symmetry. With this procedure, the stabilizing effect on the Higgs
boson mass (see eq. 2.3) can be conserved. A derivation of the MSSM
superpotential and the Lagrangian can be found in [8]. Here, we focus on the
additional mass terms in the supersymmetry breaking for the MSSM:

1
Loote = — Y, my;|®i|*+ (Eml/z,a/\a)\u — AoiWs; — BouH,Hy) + h.c. (2.6)
q/Ter,u

The matrices mg; introduce mass to the scalar superpartners of fermions,
my /3, introduces masses for the gauginos and Wj; represents the trilinear
terms with their sign and Yukawa couplings (taken from [9]). The trilinear
and bilinear soft breaking terms, arise from the superpotential multiplied by
a parameter with mass dimension (Ag;, Bp) in order to preserve the soft
breaking.

Altogether 105 free parameters are additionally introduced in the MSSM.
This large number can be reduced by considering that flavor changing neutral
currents have not been found and the CP violation must be of the experimen-
tally found level. In general, the number of free parameters in the MSSM is
not seen as a fundamental problem because once the breaking mechanism is
found it should explain the origin of the parameters.

It is assumed that the soft breaking terms arise indirectly or radiatively,
since it seems to be very difficult to achieve a derivation from tree-level
renormalizable couplings. For this purpose, a hidden sector is introduced
where the supersymmetry breaking occurs and which has only very small
couplings to the visible sector. The breaking is then mediated from the hidden
sector to the visible sector via an unknown interaction. A popular idea is to
claim that this interaction is gravitational which means that a local symmetry,
called supergravity, exists which unifies the space-time symmetries with the
local supersymmetry at energies above the Planck scale.

A gravitational field theory together with supergravity requires a graviton
(spin 2 particle) and its superpartner the gravitino (spin 3). While the graviton
is massless the gravitino often is expected to be heavier than 100 GeV and is

14



2.2 Supersymmetry

therefore generally not the LSP. Furthermore, both particles are very weakly
interacting which make them invisible for collider experiments.

Apart from the motivation with the gravitational interaction, the minimal
supergravity scenario (nNSUGRA) can effectively be described by a set of
assumptions on the free parameters of the Ly, part of the MSSM Lagrangian
(see eq. 2.6), which should hold at the GUT scale:

] m%),i = m% (multiplying the identity matrix)

° m% Jon = m% /o (multiplying the identity matrix)
o Ayp; = Ag (multiplying the Yukawa matrices)
This reduced the number of free parameters significantly. Furthermore, y
can be expressed in terms of the others and making use of the Z boson mass:
2 2 2
, My, —my tan B B Mié

e a2 B—1 27 @7)

where By has been replaced by tanp = v, /vy, the ratio of the vacuum
expectation values of the Higgs fields H, and Hj.
There remain 4 free GUT parameters and a sign:

mo, my /2, Ao, tan p and sign(p), (2.8)

which make mSUGRA a highly predictive model.

An important contribution to the conditions of mSUGRA arise from the
assumption that the mediating interaction between the hidden sector and the
visible sector is flavor-blind. This is, however, not necessarily required by the
gravitational mediation. Using only the above described conditions to reduce
the number of free parameters, this model is also referred to as constrained
Minimal Supersymmetric extension of the Standard Model (cMSSM).

Other scenarios of soft supersymmetry breaking describe the transition to
the visible sector as gauge mediated (GMSB models) or anomaly mediated
(AMSB models). In the analysis presented here, the cMSSM scenario is taken
as a basis, since it provides a clear signature for the search at the LHC and is
easily comparable to analyses from previous experiments.

2.2.3 Expected Signatures at the LHC

Supersymmetric models predict a wide variety of observable processes at
high-energy colliders, such as the LHC. Especially the favored soft symmetry
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breaking, also called weak-scale supersymmetry, offer the opportunity to
explore the theoretically accessible parameter space, since it sets upper limits
on the masses of the supersymmetric particles of a few TeV. 4

Apart from the soft breaking mechanism, R-parity conservation has an
important impact on the phenomenology of supersymmetric processes. As
a first consequence of R-parity conservation supersymmetric particles are
always pair-produced and each decay will produce another supersymmetric
particle. Secondly, the LSP is stable since it can not decay into a lighter
supersymmetric particle. In the final state, supersymmetric pair-production
lead to cascade decays with many leptons, quarks (visible as jets) and two
LSP’s which manifest themselves as missing energy in most regions of the
parameter space.

At the LHC, the highest production cross sections for supersymmetry comes
from ¢¢, &G and 4. Since any further discussion is very model depended, we
will focus here on the mSUGRA model (eq. 2.8).

Figure 2.4 spans the parameter space for the two parameters which mainly
influence the mass spectrum of mSUGRA: mq and m; /,. It can be seen, that
the gluino mass is almost exclusively determined by ;5. The theoretically
accessible region in the my, mj,, plane is constrained by two effects. Near the
my sp-axis the ¥ would be the LSP which is ruled out because of its electric
charge. Additionally, a region near the my-axis is forbidden for large my since
electroweak symmetry breaking would not be possible.

Indications of observable signatures can be derived from the dominant
decays in the four subregions of the my, m;/, plane in fig. 2.4. In subregion 1,
leptonic searches are favored compared to other subregions but due to the
neutrino production also searches using high missing energy have optimal
conditions. The dominant decay into the lightest Higgs boson in subregion 2
makes it possible to search a h — bb signal in this environment. Finally, in
the subregions 3 and 4 the gluino is lighter than the squark and its decay will
dominantly involve top quarks. These assumptions also hold qualitatively for
a wide variation of the parameter tan j.

The expected reaches of the various search channels have been thoroughly
studies for the two multi purpose detectors ATLAS and CMS at the LHC. The
fully hadronic channel using high missing transverse energy, multi jets and no
lepton appears to be competitive for the whole parameter space in mSUGRA
[13]. Thus, it is an excellent candidate for early discovery searches.

In fig. 2.5 the expected reach of an early fully hadronic search at LHC with

4This has been proposed for several years LHC running with 1/(s) = 14 TeV at high luminosity.
See e.g. [10] and [11].
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Figure 2.4: Domains of the (mg, m;/;) parameter space at tanp = 2 with
charachteristic predominant decay modes. Isomass contours for
squarks, gluinos, light and pseudoscalar higgses are also shown
as dashed lines. The shaded region near the m;,, axis shows the
theoretically forbidden region of parameter space, and a similar
region along the mg axis corresponds to both, theoretically and
experimentally excluded portions of parameter space. Regions 1-4
are discussed in the text. From [12].
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Figure 2.5: The optimized SUSY reach of LHCy with different integrated
luminosities for the n(lepton) = 0, n(bquark) > 0 channel. The
fixed mSUGRA parameters are Ag = 0, tanp = 45 and p > 0.
Gluino mass contours are shown by the dashed, dark grey curves.
Higgs mass contours (dash-dotted purple) are also shown for
my, = 111 and 114 GeV. The shaded grey area is excluded due to
stau LSPs or no electroweak symmetry breaking, while the shaded
area marked “LEP excluded” is excluded by direct LEP bounds on
sparticle masses. From [13].

/(s) = 7TeV is presented. The different integrated luminosities shown there
makes it possible to compare it to the fully hadronic supersymmetry searches
connected to this thesis [1, 14].
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The Compact Muon Solenoid (CMS) [15] is one of the two multi purpose
detectors at the Large Hadron Collider (LHC) [16-18], which produced the
first proton-proton collisions at /s = 7 TeV in March 2010. The main physics
motivations of the experiment are the detection of the Higgs boson and the
search for indications of physics beyond the SM.

The LHC design is introduced in sec. 3.1, and the CMS experiment together
with the basic features of its subdetectors are discussed in sec. 3.2.

The reconstruction of the physics objects, which makes use of a particle-flow
algorithm, is described in sec. 3.3.

3.1 The Large Hadron Collider

The LHC has been built in the tunnel of the former e e~ -storage ring LEP at
the European Organization for Nuclear Research CERN near Geneva. It has a
circumference of 27 km.

Only 10 days after the first successful circulation of proton beams on 10th
September 2008, the operation had to be stopped due to a serious incident
with a superconducting connection between magnets, leading to a break of
the liquid helium containment.

The operation was restarted in mid-November 2009 with proton beams at
an energy of 450 GeV. With 7 TeV, half the design center of mass energy, was
reached on 30th March 2010. The LHC operated successfully with increasing
instantaneous luminosity at /s = 7 TeV throughout 2010 (see fig. 3.1). The
total good quality dataset of the 7 TeV run in 2010 recorded by CMS corre-
sponds to an integrated luminosity of about 36 pb™*. In 2011, about 5fb™ " of
data has been collected. The design center of mass energy (/s = 14 TeV) will
not be accessable before the foreseen upgrade in 2013.

With a peak luminosity of 4.67 - 10 cm™2s™! a new world record was
established on 21st April 2011, and the since then the luminosity has been
further increased. The design luminosity of the LHC is ~ 10%* ecm2s~L.
The large flux of particles from the proton-proton interactions results in
high radiation levels, which require radiation-hard detectors and front-end
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Figure 3.1: Integrated luminosity versus time delivered to (red), and recorded
by CMS (blue) during stable beams at /s = 7 TeV in 2010. From

[19].

electronics.

At four intersection points of the beams large experiments are installed.
The LHC-b experiment is dedicated to the study of CP violation in B meson
decays, the heavy ion experiment ALICE will among other things investigate
the properties of an exotic phase of matter, the quark gluon plasma, and
the two multi purpose detectors ATLAS [20, 21] and CMS compete in the
search for the Higgs boson and new physics and improve measurements of
the parameters of the SM.

3.2 The CMS Experiment

The CMS detector at the LHC is designed for the discovery and investigation
of a wide range of phenomena. Some of the corresponding signatures have
been discussed in sec. 2.2.3, while many more have been included in the
planning of CMS [22]. Basically a detector is required that is prepared for
nearly everything, but several demands on the performance of the CMS
detector can be made nevertheless:

e Since a promising signature of a light Higgs boson (less than 150 GeV)
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Figure 3.2: Three-dimensional view of the CMS detector [23].

is its decay to two photons, an excellent electromagnetic calorimeter is
required.

e The high muon identification efficiency, as well as a good muon momen-
tum resolution, are essentially important for other Higgs signatures.

e The best signature for supersymmetric particles will be missing trans-
verse energy (or momentum), hence this search will benefit from a
detector that is nearly hermetically closed and has also good electromag-
netic and hadronic calorimeter resolutions.

o All searches require very good reconstruction of the momenta of charged
particles and of all vertices. These tasks depend crucially on a high
quality central tracking system.

The design of CMS is sketched in fig. 3.2. It has the layered structure
that is typical for collider experiments. The overall shape is dictated by the
choice of a solenoid magnet for bending particle tracks. A high magnetic
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field was chosen, in order to achieve a good momentum resolution. The 4 T
superconducting solenoid is large enough to accomodate the silicon pixel
and strip trackers, the electromagnetic calorimeter and most of the hadronic
calorimeter inside. The outer shell is made up of the return yoke that serves
as the main support of the detector, and also allows four muon stations to be
integrated. In total the CMS detector reaches a length of 21.5 m, a diameter of
15 m and a weight of 12,500 t.

The canonical coordinate system of the detector is a cylindrical one, with
the positive z-axis counter clock-wise along the direction of the beam pipe.
The y-axis points vertically upward and the x-axis points radially toward the
center of the LHC. The azimuthal angle ¢ is measured from the x-axis in the
x-y plane. The polar angle 6 can be replaced by the pseudorapidity that is

defined as
0
n=-—In <tan <2>> . (3.1)

Differences in the pseudorapidity Ay and the azimuthal angle A¢ are both
invariant under Lorentz boost along the z-axis. Therefore, the difference AR
in the (7, ¢)-metric is a useful quantity.

AR = 1/ (An)? + (A¢)? (3-2)

The subdetectors of CMS are introduced in the following subsections, start-
ing with the devices closest to the interaction point.

3.2.1 The Inner Tracker

The CMS inner tracker is subdivided into the barrel region (|| < 1.2) and
two endcaps, which provide a coverage up to || < 2.4. In the barrel part,
close to the interaction vertex, are three layers of hybrid pixel detectors at radii
r of 4,7 and 11 cm. The size of the pixel is 100 x 150 um?. In addition, ten
layers of silicon microstrip detectors are placed at r between 20 and 115 cm.
The tracker is operated at a temperature of —10°C to increase the lifetime of
the silicon modules in the high radiation environment near the interaction
point.

In the two endcaps are two pixel and nine micro-strip layers each. Alto-
gether, the tracking system consists of 66 million pixels and 9.6 million silicon
strips.

The inner tracking system allows the precise measurement of charged
particles which initiate signals (hits) within silicon sensors. The track recon-
struction is done by fitting these hits to a helix. The tracks of the charged
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particles are bend due to the strong magnetic field. Their transverse momenta
can be computed by using:

pr[GeV] = 0.3Bp (33)

where p is the radius of the bent track in meters and B is the magnetic field
in Tesla.

The resolution of the transverse momenta of high energetic charged particles
(pr > 100GeV) is about 1-2% in the central part, decreasing towards higher
|7]. The track reconstruction efficiency is also very high, e.g. ~ 85% for pions
with pr = 2GeV and over 90% for pions with pt = 10 GeV.

With the high resolution of the pixel tracker also a precise vertex recon-
struction is possible with ~ 25 um spatial resolution and ~ 20 pm for the z
measurement [24]. This allows the identification of secondary vertices that
are produced by the relatively longer lifetime of B mesons.

3.2.2 The Calorimeters

The calorimetric system provides an important contribution for the event
reconstruction. In the electromagnetic calorimeter the energies of electrons,
positrons and photons are measured. Particles of hadronic showers, referred
to as jets, deposit most of their energy within the hadronic calorimeter. The
calorimeters need to be calibrated to account for their non-linear and non-
compensating response.

The electromagnetic calorimeter (ECAL)

Lead tungstate (PbWOy) crystals are used to measure the energy of electromag-
netic particles. In the barrel section (|| < 1.479) the crystals are arranged in
an 77-6-grid. The crystals have a front face cross-section of ~ 22 x 22 mm? and
a length of 230 mm corresponding to 25.8X, (radiation length Xy = 0.89 cm).
The two endcaps extend the coverage up to |1| = 3.0.

The performance of the energy resolution is parametrized with three term,
tirstly a stochastic term, secondly a noise term and thirdly a constant term.
The measurement in a test beam resulted in:

N2 [(28%\* [0.12)? o2
(E) - < \/E > + <E> + (030 /o) ’ (34)
where E is in GeV [15].
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A selective readout is used for the ECAL, which means that only a part of
the calorimeter is read out without zero suppression (at about 30;,y;5.). In the
barrel case, these are the trigger towers (5 x 5 crystals) above a threshold and
those in the direct neighborhood of such a tower. During operation, some of
these readout channels were found to be faulty, though the information from
the trigger system was still available.

The hadronic calorimeter (HCAL)

The HCAL consists of the four parts, barrel region (HB), endcaps (HE), hadron
outer detector (HO) and very forward calorimeter (HF). The absorber material
is mostly brass, since it has a short absorption length and is non-magnetic.

Plastic scintillator tiles are used, which are read out with embedded
wavelength-shifting fibers. While the HB and HE are located inside the
magnet coil surrounding the ECAL, the HO is an additional layer of scintilla-
tors, lining the outside of the coil. However, in the this analysis the HO is not
used in the jet reconstruction due to its high noise level.

The barrel region covers the pseudorapidity region of |y| < 1.4, and
the endcaps cover the region of 1.3 < |5| < 3.0. The two devices of HF
(3.0 < |y] < 5.0) complete the good hermeticity which is essential for the Ar
measurement. Th barrel consists of 2304 towers and has a segmentation of
1 X ® = 0.087 x 0.087. The granularity in the other parts is chosen such that
the jet energy resolution, as a function of Er is similar in the three parts (HB,
HE and HF) of the HCAL.

As the HCAL has a worse energy resolution compared to other detector
components, the jet energy resolution can be significantly improved by using
information from several sub-detectors as described below in sec. 3.3.

3.2.3 The Muon System

The CMS muon system exploits three technologies, drift tubes (DT) in the
barrel region (|17| < 1.2), cathode strip chambers (CSC) in the endcap region
(up to || < 2.4) and resistive plate chambers (RPC) in both the barrel and
the endcap. This choice has been made because of the different radiation
environments and the large surface that is covered. Due to the presence of
the return yoke, the magnetic field is of relatively low strength inside the
barrel region and the muon rate is low, allowing a drift chamber tracking
detector. Whereas in the two endcaps, the muon rate as well as the magnetic
tield penetration is high. The resistive plate chambers are added to provide a
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fast response with good time resolution which is important for the first trigger
level (L1).

The momentum measurement of the muon system is essentially determined
from the muon bending angle at the exit of the 4 T coil. The tracking system
and the muon system are used together to reconstruct the kinematics of the
muons.

Muons have a very high reconstruction efficiency of 99% [25]. For low
energetic muons the resolution is dominated by the inner tracker, but with
increasing muon energy the energy loss in the material in front of the muon
system becomes negligible and the longer lever arm for the measurement
of the track curvature is needed. The pt resolution of low energetic muons
(< 100 GeV) is between 1% in the barrel and 6% in the endcap region, and
still better than 10% for muons up to 1TeV in the barrel.

3.2.4 The Trigger System

The CMS trigger system has to reduce the interaction rate by a factor of
nearly 10° (at design luminosity), in order to achieve the rate of about 100
interactions/sec that can be written to archival media. The trigger and data
acquisition system consists of 4 parts: the detector electronics, the Level-1
trigger (L1), the readout network, and an on-line event filter system that
executes the software of the High-Level Triggers (HLT).

The information used for the data reduction in the Level-1 trigger is taken
from coarse measurements in the calorimeters and the muon system. For the
decision wheter an event is accepted, the thresholds on the transverse energy
Et or transverse momentum pt of objects such as photons, electrons, muons
and jets as well as Ej’i”ss (or It) and sum of Et (or Hr) are applied. For these
quantities a quick preliminary reconstruction is done using the fastest detector
components such as the RPCs. The decision has to be available after a limited
time of 3.2 us. During this time, the data is kept in the readout buffers.

If an event is accepted by the Level-1 trigger, it will be sent to the High-Level
triggers. In the High-Level triggers, more time and more detailed information
from the detectors are available to analyse an event. The processing takes
place in a farm of about 1000 commercial CPUs and can take up to 1 s of
processing time per event. In this step, the output rate of the Level-1 trigger
of 50 kHz is reduced to an event rate of about 150 Hz with a size of 1 MB per
event.

The trigger thresholds are constantly adjusted to match the increasing
instant luminosity. To keep trigger thresholds low, cross triggers are used
which include simultaneous cuts on several physics objects.

25



3 Experimental setup

3.3 The Particle-Flow Algorithm

The physics objects used in this analysis are electrons (e*), muons (yi),
photons and jets which originate from gluon radiation or quarks. These
objects can be measured independently in the corresponding subdetectors,
which is e.g. the ECAL for photons and electrons or both calorimeters for the
jets. But, since CMS has a high resolution inner tracker, it is very promising to
include its measurements in the reconstruction of all objects.

The idea of the CMS particle-flow algorithm [26, 27] is to individually
identify and reconstruct all particles produced in the collision, namely charged
hadrons, photons, neutral hadrons, muons, and electrons, by combining the
information from the tracker, the calorimeters and the muon system.

With the particle-flow algorithm it is possible to better resolve electrons
and photons that are inside a jet cone. Significant improvements in the jet
energy resolution can be made using particle-flow jets, which are built of the
individually measured hadrons, compared to calorimeter jets. This is due to
the large contribution of charged hadrons to the jet energy. The improved
jet energy resolution leads to a significant improvement in the resolution
of missing transverse momentum (/) which is important for the analysis
presented here.
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The analysis presented in this thesis has been published in [1]. This chapter
reviews the search criteria that have been defined for this analysis. The events
selection presented here serves as a basis for the data-driven background
estimation methods, discussed in the following chapters. Note that this
thesis contributes to the analysis primarily with the development of a QCD
background estimation method presented in ch. 6.

In sec. 4.1 the search strategy of the analysis is recapitulated. Details on the
simulated samples used for the validation are given in sec. 4.2 and the event
selection is introduced in sec. 4.3.

The chapter is concluded with a comparison between the 2010 dataset and
Monte Carlo simulation of the backgrounds and two benchmark signals in

sec. 4.4.

4.1 Search Strategy

The presented analysis was one of the first multijet searches for new physics
with pp collisions at a center of mass energy of /s = 7 TeV using 36 pb ™"
of data collected with the CMS detector at LHC in 2010. The first aim of
the analysis was to detect visible signs of new physics already at this early
stage of the experiment. The second aim was to establish reliable data-
driven background estimation methods and check upon their usability for the
succeeding analyses.

The analysis is focused on one central observable which is chosen to be
the missing transverse momentum (JIr). This allows the search to have
sensitivity for the wide range of new physics models that yield a hadronic final
state with missing momentum. The cuts of the baseline selection, discussed
below, are chosen such that necessary background suppression results in a
minimal kinematical bias of the expected signal. In the important case of
the constrained Minimal Supersymmtreic extension of the Standard Model
(cMSSM, see sec. 2.2.3), the selection efficiency of signal events is especially
good for models where the sparticle masses are low enough to be produced
with sizeable yield at limited integrated luminosities.
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Regarding the lack of a visible signal event excess after the baseline selection,
the analysis is extended with two evolved selections in order to gain in
sensitivity for models with higher sparticle masses.

As part of a CMS collaboration wide strategy, this analysis is restricted to
the signature of no leptons in the final state. Other searches with leptonic final
states are accomplished in parallel [28—30]. Since the different search regions
are statistically decoupled are combination of the results will be in principle
possible.

4.2 Monte Carlo Samples

All contributing background processes for this search have been studied
using Monte Carlo simulations. All these samples have been produced using
PYTHIA [31, 32] and MADGRAPH [33] together with a detailed Geant-based
[34, 35] CMS detector simulation. The important backgrounds, QCD multijet,
tt, W +jets and Z — v7 are all generated with MADGRAPH, though for some
Monte Carlo samples the choice depended on availability (especially for some
tunes, see tab. 4.2).

The important QCD background is studied with both ryTHIA and MAD-
GRraPH samples, which is especially important for the validation of the factor-
ization method presented in sec. 6.1.

Further processes which have minor influence on the final selection but can
be important for the control regions of the data-driven methods are y+jets,
dibosons and single top.

The properties of the simulated low mass benchmark cMSSM points LMo
and LM1 are given in tab. 4.1.

cross section (NLO) N my Ay |tanp | pu
LMo 54.9 pb 200GeV | 160GeV | —400 | 10 | >0
LM1 6.5 pb 60GeV | 250 GeV 0 10 | >0

Table 4.1: CMS low mass benchmark points for cMSSM. The NLO cross sec-
tions have been calculated with pProsPINO [36].

4.3 Event Selection, Trigger and Cleaning

The events used in this analysis are collected by trigger paths based on the
quantity HtTr '8 defined as the scalar sum of transverse energy of reconstructed
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Figure 4.1: Trigger efficiency curves as a function of the particle-flow recon-
structed offline Ht, measured in data using the Jet15U single-jet
trigger (left) and in simulation for the LMo benchmark signal
(right). For the baseline selection Hr > 300 GeV is required. From

(371

calorimeter jets (without response correction) with pr > 20GeV and || < 5.
The threshold of the lowest unprescaled Hr trigger increased during 2010
data taking (due to the increase in luminosity) and reached finally 150 GeV.

The choice of the Hr trigger meets the requirements from the search strat-
egy discussed above. It has a good acceptance for SUSY signals with low
sparticle masses. Furthermore, the use of this trigger enables the simultaneous
collection of a multijet control sample with low missing momentum which is
used in the data-driven QCD estimation methods (see ch. 6).

The trigger efficiency as a function of the particle-flow based Hr (defined
in sec. 4.3) have been constructed for both data and Monte Carlo signal
samples, as shown in Figure 4.1. The data measurement makes use of the
Jet15U single-jet trigger which triggers on a minimal uncorrected jet pt of

15GeV (a jet threshold below that used in the Htng calculation). The data
measurement shows full efficiency for the set of Hy triggers which are applied
in this analysis. Also, the low mass LMo signal point is fully efficient for the
simulated HT150U trigger at an offline Ht cut of 300 GeV.

The cuts for the baseline selection are listed below.
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All physics objects used in the offline event selection, namely jets, electrons

and muons, are reconstructed in a consistent way using the CMS particle-flow
event description explained in sec. 3.3.

30

trig

e Events are collected based on their H; .

e At least three central jets with pr > 50GeV and |y| < 2.5 are required.

Jets are clustered with the anti-kT (D = 0.5) cone algorithm [38]. Jets
are corrected using Monte Carlo derived correction factors and, for data
events, an additional parametrized residual jet energy correction derived
from the data is applied [39].

Ht > 300GeV, with Ht defined as the scalar sum of the pr’s of all the
jets. Jets are required to fulfill the jet definition from above (pr > 50 GeV

and |y| <2.5). Hr =Y \pjTEt’ :

Ht > 150GeV, with At defined as the magnitude of the missing mo-
mentum vector, which is for simplicity denoted by the same symbol.
The Ht vector is the negative vectorial sum of the pr’s of the jets in the
events, where in this case jets are required to satisfy pr > 30GeV and
|#] < 5, in order to suppress high At tails from QCD multijet events.

Hr=—-Y%; P]feti-

|A¢(Jn, H1)| > 0.5, n = 1,2 and |A¢(J3, HT)| > 0.3, vetoing alignment
in the transverse plane between any one of the first three jets J; and the
Hrt as defined above. The cut on A¢ at 0.5 was chosen to be equal to
the jet cone size, while the looser cut at 0.3 was chosen to retain signal
efficiency.

No isolated muons and electrons in the event. Muon candidates are
required to have pr > 10GeV and || < 2.4, to satisfy requirements for
a global muon with good quality global and tracker tracks, to match
to the primary vertex within 200um transversely and 1cm longitudi-
nally with respect to the beam axis, and to be isolated, by having the

value of the particle-flow-based relative isolation variable, defined as

AR=0.3  chargedhadron AR=0.3 pneutralhadron AR=0.3 pphotons
— Z +Z ET +thal ET

prgo = i FT ccal o , smaller than 20%.

Electrons similarly should have pr > 10GeV and |1| < 2.5 (excluding
the transition region 1.44 < || < 1.57), be attached to a good-quality
GSF track [40], and match to the primary vertex and be isolated as
described above for muons.
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While the cut on At suppresses the vast majority of multijet QCD events,
the requirements on the A¢ between it and leading jets removes most events
which have a single mismeasured jet that leads to high Ar. Inverting these
cuts makes it possible to measure QCD dominated control regions which is
used for the factorization method in sec. 6.1.

Although, it different cut values for the angular variables A¢;, A¢, and
A¢3 have been chosen, the basic idea of this requirement can be put into one
variable A¢min Which is defined as the minimum value of the three. With this
definition the variable will be used in the following. Similar to a higher cut on
A¢s3, an inclusion of a forth leading jet in an event would significantly reduce
the signal efficiency.

The leptonic final states of tt and V+jets processes are efficiently suppressed
by using a loose lepton definition for the veto described above. Also here,
an inversion of the cut is later on used to estimate such backgrounds (see
sec. 5.1.1).

Two central search requirements are tightened individually, resulting in two
additional search regions:

e a high-Jit search region, with At > 250 GeV;
e a high-Hr search region, with Hy > 500 GeV.

In the first case, the high Ht is motivated by the search for R-parity con-
serving supersymmetry (eq. 2.4), or more generally a dark matter candidate,
and additionally because of the high background rejection. The second case
benefits from cascade decays where higher object multiplicities are expected
and more energy is transferred to visible energy rather then to dark matter
candidates (e.g. LSP).

The analysis forgoes a preceding optimization of cuts on the two central
search variables Jit and Ht. However, this thesis exploits a possible search cut
optimization procedure, which aims to maximize the sensitivity for important
regions of a two parameter plane of the cMSSM (sec. 7.3).

Cleaning of Events

Since M is an important variable for the analysis, inaccurate event reconstruc-
tion that leads to fake /it has to be investigated. Possible ways to remove
fake At were investigated using simulated multijet and signal samples, as
well as the full 2010 data sample collected by the CMS experiment [41]. While
some sources of fake Mt can be traced back to the muon and electron recon-
struction algorithms, and therefore only affect particle flow /i, other are also
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present for calorimeter-only JIt. Whenever possible, event filtering tools were
designed and characterized using simulated data before being applied in the
analysis.

For muons, two filters were introduced that were shown in simulation to
suppress Mt tails. Events with muons for which the tracker pt and global
track pr deviate by more than 10% are rejected. Also, events are vetoed that
contain particle-flow muons that absorb a calorimeter deposit with energy
larger than the muon’s momentum.

To reject fake energy deposits in the calorimeters, noise in the hadron
calorimeter and beam halo backgrounds are rejected using CMS standard
cleaning recipes [42, 43].

A new source of rare noise was identified that simultaneously affects the
ECAL endcaps (EE) and the muon systems. Requiring the number of energy
deposits in the EE to be smaller than 2500 was shown to suppress this noise
adequately. Finally, At also arises due to losses of energy for crystals in the
ECAL that are not read out, mostly because of malfunctioning on-detector
electronics. Two algorithms are used to identify and reject such events, as
detailed in [44]. One uses the trigger-primitive information to identify the
presence of an energy deposit above the saturation limit of 64 GeV in masked
so-called towers of 5-by-5 crystals. The other filter puts a cut-off of 10 GeV on
the amount of energy allowed in the crystals surrounding masked towers for
which the trigger-primitive information is missing.

Also, tracking-related problems can produce events with a large fake At
that pass the event selection. Beam-background events can create such a large
number of clusters in the pixels or silicon strips that the tracking algorithm of
the standard reconstruction can not run completely. Also sattelite collisions
were observed, displaced by 75cm from the nominal interaction point, for
which the standard CMS tracking algorithm parameters prevent reconstruc-
tion. A large apparent Jit can be induced in such events by assuming jets to
come from the nominal interaction point. To deal with these issues, a good
primary vertex (ndof > 4) is required within the CMS luminous region of
24 cm in length and 2 cm in radius. Next, the standard beam-background veto
is applied, requiring events with more than 10 tracks to have at least 25% of
the tracks to be of good quality. Finally, an additional veto is applied to events
for which the scalar sum of the p1’s of tracks associated to the primary vertex
is less than 10% of the scalar sum of jet pt’s for all jets within the tracker
acceptance.

In Figure 4.2 the integrated effect of all the cleanup cuts is shown for the
Monte Carlo QCD multijet samples and for the data. Since some of the applied
filters are sensitive to general reconstruction inaccuracies of the physics objects,
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small deviations are also present in the simulation.
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Figure 4.2: Distribution of /It for the full QCD sample (left) and the full data
sample (right), before and after all event filters. The data sample
being dominated by electroweak processes with real At, it cannot
be directly compared to the QCD sample in the high At region.
From [37].

4.4 Data-Simulation Comparison

While in this analysis all the backgrounds are estimated from data (ch. 5,
ch. 6), a direct comparison of data and simulation is an important starting
point. However, final numbers will not be drawn from this comparison and
systematic uncertainties are only needed for the simulated events of the signal
scan used for the limit calculation in ch. 7.

The event yields in data and Monte Carlo simulated samples for the final
steps of the event selection are summarized in tab. 4.2. The triggering, event
cleaning and all other cuts have been applied before.

The distributions of data and simulation are compared for the observables
Ht and Hr in fig. 4.3 after the baseline selection. While in both distributions
the sum of the Monte Carlo simulated processes is in agreement with the data,
which is remarkable at this early stage of the experiment, some weaknesses of
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Baseline Baseline Baseline high-fr high-Ht
no A¢ cuts noe/puveto selection selection selection
no e/ u veto

Data 482 180 111 15 40
Sum SM MC 418 155 94 14 32
LMo 391 303 231 84 126
LM1 71 60 45 31 34
Z —vi 27 21 21 6 6
tfsemilep ("M ‘ ’TIJ) 21 15 5 1 1
ttsemilep (€] Te) 22 15 6 1 2
ttsemilep (Th) and tE(7, ) 15 10 10 1 2
ttother 13 9 2 0 1
W () Z2-tune 29 18 4 0 1
W(e) Z2-tune 33 21 6 1 2
W(1,) D6T-tune 17 9 9 3 2
W(T,) D6T-tune 7 4 2 1 1
W(1) D6T-tune 8 4 2 0 1
WW+WZ+2Z27+Vy+DY 4 2 1 0 0
QCD rYTHIAH 146 14 14 0 7
QCD pyTHIA + PU 222 21 20 0 13
QCD MADGRAPH 92 6 6 0 5

Table 4.2: Event yield in data and Monte Carlo simulation. The simulated
samples are normalized to the integrated luminosity of the data:
36 pb~ . For the sum of SM MC all given electroweak background
processes and QCD pryTHIA plus pile-up are used.

the simulation can be spotted. Firstly, the accuracy of the QCD simulation can
be judged from the region /At < 150 GeV shown in the full /it distribution
in fig. 4.3a. Here, it can be seen that the shapes of the distributions of
data and simulation do not agree. The simulation is overestimating the
data for /it < 80GeV, while a data excess is visible for the region 100 <
Ht < 150GeV. This can not be significantly improved by making use of the
other two available QCD samples, where in addition the integrated number of
events is underestimating the data (compare the numbers of the QCD-enriched
selection with no A¢min cut in tab. 4.2).

The Hr distribution after the baseline selection (fig. 4.3b) reveals a moderate
data excess of ~ 20 % for the whole high-Hr region. This discrepancy can
not be sufficiently explained with an inaccurate QCD simulation, since QCD
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4.4 Data-Simulation Comparison

contributes only ~ 25 % to the total background. A comparison of the
numbers after removing the lepton veto (second column in tab. 4.2) indicates
that also the tt and W + jets simulation slightly underestimates the data.
Some deviations between data and simulation are expected here since the
recommended Z2-tune for some of the W + jets was not available and the
D6T-tune had to be used instead.

In summary, the size of the discrepancies are at an expected level and a
further discussion would require a quantification of the uncertainties of the
MC simulated samples. In the following, the background estimation will be
exclusively based on data-driven methods, which will be introduced in the
next two chapters.
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Figure 4.3: /it and Hr distributions for background and signal with all other
cuts from the baseline selection applied. The samples (and sum of

SM MC) correspond to tab. 4.2. From the paper [1].
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5 Estimation of Electroweak and
Top Background from Data

In this chapter, the methods (first published in [45]) that are used to estimate
the number of remaining background events from SM processes which pro-
duce “real” Mt via neutrinos in the final state are reviewed. These neutrinos
can either be produced together with a charged lepton (via a W boson) or
pair-produced from the neutral electroweak process (via a Z boson).

For the first case semileptonic tt and W + jets events have to be taken into ac-
count. It has been shown in tab. 4.2 that the direct veto on electrons and muons
can efficiently reduce the number of events with a single lepton and almost
completely rejects the dileptonic background. The remaining background
events have either an electron or muon that has not been identified for veto, or
a hadronically decaying tau lepton. For both types one background estimation
method each has been established. The “lost lepton method” (detailed in [46])
and the “hadronic tau method” (detailed in [47]) are summarized in sec. 5.1.

In the second case, an irreducible background arises from Z — v¥ + jets
events. In the course of the analysis multiple methods to estimate this back-
ground from data have been tested [48] [49]. These methods suffer from low
statistics in the control regions. Therefore only the method which makes use
of the similarity between Z boson and photons at high pr is incorporated.
Section 5.2 describes the Z — v¥ prediction from y+jets [50].

5.1 W and Top Quark Background

5.1.1 The Lost Lepton Background Estimation

This data-driven method developed in [46] is able to estimate the number of
SM events with an electron or muon from a W boson which passes the explicit
lepton veto requirement (sec. 4.3). These leptons are either not identified
because they are out of the acceptance region of the detector or they do not
fulfill the isolation conditions or they do not pass the ID requirements (quality
cuts on y and e).
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5 Estimation of Electroweak and Top Background from Data

The non-isolated (eq. 5.1) and non-identified (eq. 5.2) leptons are modeled
using appropriately weighted data events from a control region containing
tt and W + jets events. For this control region, the standard event selection
is used except for the lepton veto which is replaced by requiring exactly one
well identified and well isolated muon.

Due to lepton universality, the same isolated muon control sample can also
be used for electrons (with a correction for the different efficiencies). For all
further steps, the method is applied to electrons in an analogue way compared
to the muons.

The control sample (CS) is weighted according to the lepton isolation
efficiency in order to model the non-isolated (but identified) leptons (electron
or muon separately) in the signal region ('ISO). For muons the calculation is:

1—
SO = €S . -~ 150 (5.1)
€150
To model the sample containing not identified electron or muons in the
signal region (!ID), the control-sample is weighted as follows:
1 1-— €D

D =CS- —

2
€10 €ID (5:2)

The lepton ID- and isolation-efficiencies must be sample independent, as
their contribution is estimated on data Z-events using a tag&probe method,
and is then applied to tt and W + jets events. Since the event topologies of
these processes are different, the lepton isolation efficiencies are parametrized
in transverse lepton momentum and in the angular distance AR between the
lepton and the nearest jet. The lepton identification efficiency is parametrized
in pr and 7. The remaining differences in the pr- and the |77|-spectrum of
signal- and control region have been studied and have been found to be
smaller than 10%. This is included in the systematic uncertainty below.

The inefficiency due to events with leptons out of acceptance in pt or 7 is
calculated using Monte Carlo simulation. The not-accepted lepton background
events are then derived with:

1 1 1—e€ac

Acc=CS- — - — . — A« .
€1sO €ID €Acc (5 3)

Systematic Uncertainties

The systematic uncertainties on the prediction are summarized in tab.6.4. The
dominant uncertainties (~ 15 %) arise from the limited statistics of the muon
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5.1 W and Top Quark Background

control sample and the Z-sample on which the lepton efficiencies have been
determined.

Isolation & identification eff. —13% +14%
Kinematic differences between W, tt, Z samples | —10% +10%
SM background in y control sample 3%  +0%
MC use for acceptance calculation —5%  +5%
Total systematic uncertainty —17% +18%

Table 5.1: Systematic uncertainties for the prediction of the lost lepton back-
ground from the p+jets control sample.

Closure Test and Resulting Prediction

A closure test is performed on Monte Carlo tt and W + jets simulation. The
result of the comparison is shown in fig. 5.1. The estimate and the MC truth
numbers agree within the expected uncertainties.

The method discussed above is applied on data corresponding to an inte-
grated luminosity of 36 pb™". The final prediction is shown in tab. 5.2 and
compared to a prediction on MC events using the same data driven method,
and to plain MC simulation.

Baseline High-Ht High-Hr

selection selection selection
Estimate from data 33.0£5580 | 4.8+£1.870% | 109+£3.0777
Estimate from MC (PYTHIA) 229+137237 132404102 | 72+£071]4
MC expectation (PYTHIA) 23.6+1.0 3.6+0.3 7.8+0.5
Estimate from MC (MADGRAPH) | 229+14732 | 27+£04707 | 54+05707
MC expectation (MADGRAPH) 23.74+0.8 34+03 6.5+0.5

Table 5.2: Estimates of the number of lost lepton background events from data
and simulation for the baseline and search selections, with their
statistical and systematic uncertainties.
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Figure 5.1: Closure test of the method prediction compared to Monte Carlo tt
and W + jets simulation. The shown variables are: MHT (left), HT
(right). All numbers are scaled to a luminosity of 100pb™*. From

[45].

5.1.2 Hadronic T Background Estimation

Electroweak tau lepton production with a hadronic decay (W — t,v+ jets,
tt — 1,V +jets and tt — 1,V + T,V + jets) constitutes an important background
to the presented analysis. A method was developed [47] which is able to
predict the hadronic tau background from a muon+jets control sample, mainly
composed of W — uv+ jets, tt — pv +jets and tt — pv + ,v + jets processes.

The basic idea is to substitute the muon with a tau using a template which
models the visible energy fraction of the tau jet. The muon pr is smeared
according to the template, which has been taken from the Monte Carlo
simulation. Subsequently, the Ht, At and other variables that use jets are
recomputed for the event and the full event selection is applied.

The muon control sample is selected from data applying the following
selection.

e The single muon triggers are required.

o At least 2 jets are required (jets as defined in sec. 4.3).
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5.1 W and Top Quark Background

e Events are required to have exactly one isolated muon with pr > 20 GeV
and || < 2.1.

e Events with an additional muon or electron are rejected

The multijet background and a possible contamination from physics beyond
the SM in the muon control sample have been studied and found to be very
small.

Tau jets are characterised by a low multiplicity of particles, typically a few
pions and neutrinos. The A, Hr and jet composition of the muon and tau
event types are similar except for the tau jet visible energy in the detector. To
correct for this, the visible energy fraction template is applied to the measured
muon pt. In order to derive the template from Monte Carlo, reconstructed
jets are matched in the 77 — ¢ plane (AR(jet,T) < 0.1) to generated tau leptons
(pr >20 and 5 < 2.1). For these matches, the fraction of visible energy (fvg),
defined as the ratio of the reconstructed tau jet energy and the simulated
tau lepton pr is computed. This energy is added along the direction of the
muon to the measured energy depositions and the 7 and pr dependent jet
energy corrections (JES) are applied afterwards. A tau jet is accounted for if
fve X JES x pr(p) is above the jet threshold of 30 GeV. Hr and Hr are then
computed starting from the resulting new jet collection.

For each event in the muon control sample the visible energy template is
sampled 100 times to emulate tau+jets events. The statistical error associated
to the prediction is studied with a set of 200 pseudo experiments and is of the
order 20 % for the baseline selection and 30 % for the evolved search regions.

Systematic Uncertainties
All considered systematic uncertainties and their impact on the prediction

using the 2010 data sample, corresponding to 36 pb~!, are summarised in
Tab. 5.3.

Resulting Prediction

In tab. 5.4 the number of predicted W/ tt — T,y is shown for the different
signal regions considered in this analysis.
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Baseline High-Ht High-Hr
selection selection selection
T response distribution 2% 2% 2%
Acceptance +6%/—=5% | +6%/—5% | +6%/—5%
Muon efficiency in data 1% 1% 1%
SM backgr. subtraction 5% 5% 5%

Table 5.3: Systematic uncertainties for the hadronic-t background prediction
from the p+jets control sample for the baseline and search selections.

Baseline High-HAr High-Hr

selection selection selection
W/tt — 7, estimate | 223 +4.0+22 | 6.7+21+05 | 85+25+0.7
W/ttt — 15, MC 19.9+0.9 3.0+04 55+05

Table 5.4: Predicted number of hadronic-t background events from data and
simulation for the baseline and search selections, with their statisti-
cal and systematic uncertainties.

5.2 Invisible Z Background Estimation

5.2.1 Estimation of Z — v¥ Background from v +jets

This method estimates the background that arises from Z bosons decaying
into two neutrinos which can not be measured with the detector (also referred
to as invisible Z events). Only high-pr Z+jets events produce enough /i to
pass the event selection. These events have kinematical similarities to y+jets
events which can therefore be used as substitutes for the measurement.

The major steps of the presented method, the selection of the y+jets control
sample and the corrections that have to be applied are summarized in the
following.

Selection of the Photon Control Sample

A highly pure y+jets control sample is needed for the prediction of the Z — vv
background. To reach this goal, standard cleaning criteria and residual ECAL
spike cleaning [51] are applied, and photon candidates are selected with
a pre-selection cut of Er > 100GeV. A veto on the presence of a pixel
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5.2 Invisible Z Background Estimation

seed removes photons which are part of an electron shower. Next, prompt
photon candidates are selected by requiring tracker and calorimeter isolation
requirements (defined in [51]), combined with a cut on the shower shape
variable in the # coordinate as introduced in [52].

The data is selected using single-photon triggers, with transverse energy
thresholds increasing during the run up to a maximum of 70 GeV. Well above
this threshold the trigger has been measured to be quasi 100% efficient [53].

Corrections and Systematic Uncertainties

In tab. 5.5 the full list of corrections is summarized for the baseline and search
selections, along with the corresponding systematic uncertainties.

Baseline High-HAr High-Hr
selection selection selection
Z /7 correction =theory 041 +£6% 048 £6% 044 +4%
Facceptance 5% 5% 5%
+MC stat. +7 % +13% +13%
Fragmentation 09 £1% 095 £1% 095 £1%
Secondary photons 094 £9% 097 £10% 090 £9%
Photon mistag 1.00 £1% 1.00 1% 1.00 *1%
Photon identification and 101 +2% 101 £2% 101 +2%
isolation efficiency
Total correction 037 £14% 045 £18% 0.38 £17%

Table 5.5: Overview of all correction factors and corresponding systematic
uncertainties for the prediction of the Z — vi+jets background
from the y+jets control sample for each of the selections.

Prediction of the Z — vi+jets background

The prediction for the Z — vi+jets from the y+jets data control sample are
summarized in tab. 5.6 and is found to be in agreement with the plain Monte
Carlo simulation.

At this point, the electroweak and top background has been estimated by
combing the above results of the three data-driven methods. The dominant
source of uncertainty for all three methods and both evolved selections arises
from statistics, which is promising for succeeding analyses with more data
available.
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Baseline High-HAr High-Hr
selection selection selection
Y+jets data sample | 72 16 22
Z — v estimate 26.3+32+3.6 71+£184+1.3 84+18+14
Z — v MC 21.1+14 6.31+0.8 5.7 +0.7

Table 5.6: Number of y+jets events in the data and the resulting estimate of
the Z — vi+jets background, as well as the prediction from the
MC simulation, for each of the selections, with their statistical and
systematic uncertainties. The estimate from data is obtained by
multiplying the number of events in the y+jets sample with the
total correction factor from Table 5.5.
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6 Data-driven QCD Background
Estimation

QCD multijet production is the most difficult background to model for new-
physics searches in the all-hadronic channels. Current theoretical knowledge
of the underlying “true” spectrum of particle jets has large uncertainties,
especially at high /It and high jet multiplicity. Given the complexities of QCD
multijet events and the importance of modeling this background well, two
data-driven methods have been pursued to estimate the multijet contamination
for this analysis.

In the presented thesis, the focus lies on the development of the factorization
method (sec. 6.1) and its verification and application in the 36 pb™* of 2010
data (sec. 6.2). A short overview of the rebalance and smear (R&S) method
will be given and concluded with a comparison of the two methods (sec. 6.3).

6.1 The Factorization Method

Data-driven estimations of backgrounds are vital for searches which make use
of variables that have large uncertainties in the Monte Carlo simulation. While
the signal region for this search can be defined by the application of a few
subsequent cuts on discriminating variables, control regions, which are ideally
signal free, can be used to measure some of these variables in background
events. The use of the factorization method makes it possible to trade the
large uncertainty in the Monte Carlo simulation for the smaller uncertainty
on the measurement of a ratio in control regions and its extrapolation to a
signal region.

6.1.1 A simple Idea how to estimate QCD from Data

In order to reach a sufficient separation of expected signal events from QCD,
special variables have been designed that efficiently reduce the huge number
of QCD events during the selection (sec. 4.3). The high QCD cross section
together with the good discrimination power, makes it possible to directly
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Figure 6.1: Distribution of A¢min vs. Ht for QCD events (left) and a typical
Susy sample (CMS benchmark point LMo - right). The different
relevant regions in the Ar-A¢min plane are marked with capital
letters: (A/B) fit region of r(Hr); (C) signal region; (D) control
region, to which the extrapolated ratio is applied as weight.

measure QCD distributions with low signal contamination in data by simply
inverting the cuts on these variables.

By using the two best discriminating variables, three QCD dominated
control regions are obtained, which are illustrated in fig. 6.1 for the variables
Ht and A¢min - These plots show the discriminative power of the two variables.

The basic idea of the factorization method is to make use of the ratio r(var; )
of the two distributions that are measured by once applying the cut on var,
and once inverting it. Whenever it is possible to predict the functional form
of r(var;) and measure the parameters in the region (inversion of cut;: !cut;)
with a sufficient precision, this function r(vary) can be extrapolated to the
region (cut;) and used to calculate the weights of events with cut; & !cut, to
estimate the total number of events in the signal region (cut; & cuty):

N(cut; & cuty) = ) r(vary) (6.1)
N(cut; & !cuty)

Equation 6.1 has evolved from the trivial case where the two variables (var;
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and var;) are uncorrelated after all cuts. Then the number of events in the
signal region is given by the well known formula of the “ABCD method”:

N(lcut; & cuty)
N(!cut; & !cuty)

The goal of the here presented factorization method is to use this concept
by establishing a functional form r(Ht) for the ratio of events with low A¢min
against large A¢min . This can be achieved by using characteristics in the
topology of QCD events that are required to have non-vanishing Ar.

N(cut; & cuty) = N(cut; & !cuty) - (6.2)

6.1.2 Topology of QCD Events in hadronic SUSY Searches

The key signature of SUSY searches is the presence of missing transverse
energy or momentum. On the other hand, QCD events have no intrinsic At.

The main source of multijet QCD events in the signal region of large M
and A¢min are non Gaussian fluctuations of the jet response. The origins of
such fluctuations are

e Electroweak decays of heavy quarks: The v and y component of a jet
deposits no or only a small amount of energy in the calorimeter. On
average the jet energy corrections account for this, but single jets can be
measured significantly too low.

e Punch through of very high energetic jets: In the barrel region of the
detector the thickness of the hadronic calorimeter is about five interac-
tion length A. It is possible that the energy deposition of a jet is not
completely contained in the hadronic calorimeter, but also in the coil,
the outer hadronic calorimeter (HO), or the muon system. Such jets
could be identified and maybe even corrected by using signals in the HO
and/or the muon systems. However, in early data this effect is expected
to be small compared to the effect by heavy flavor jets. With increasing
statistics at very high energies this effect will become more important.

e Dead electromagnetic calorimeter cells: Although these cells are identi-
tied, it is important to study the influence on the jet response, since a
rejection of all events with jets containing dead cells will result in a low
efficiency. This effect should be covered on average by the # binning of
the jet response correction.

e Cracks in the calorimeter: Similar to the previous effect this should be
covered on average by the 7 binning of the jet response correction.
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e Hot cells: This effect may vary on run-by-run basis.

The cut on At positively selects those QCD events that have at least one
severely mismeasured jet. The mismeasurements of jets is also responsible for
the value of A¢min . By construction At and A¢nin are correlated for QCD
events since large /It values require heavily mismeasured jets and therefore
relatively small values of A¢pnin . The effects of the correlation are visualized
in distributions of the two variables in slices of the other (fig. 6.2).

In the following, three different types of jet mismeasurement configurations
in QCD events are considered, which cannot be separated in data in a straight
forward way. The list below gives the definitions and cuts which are used to
classify the types in simulated QCD events as shown in fig. 6.3:

type 1: The most mismeasured jet is reconstructed with too high energy. In the
simulation, this is defined as events with at least one of the leading three
jets with phieasured _ ptrue - 50 GeV.

type 2: The most mismeasured jet is reconstructed with too low energy but still
belongs to one of the leading three jets. The requirement is fulfilled if
for at least one of the leading three jets piessured — plrue < 50 GeV and
the event is not of type 1.

type 3: The most mismeasured jet is not reconstructed as one of the leading three
jets. The three leading jets are required to be within |pfessured — pirue| <
50 GeV which is complementary to the first two types and assumes that
the At originates from another jet mismeasurement.

In fig. 6.3 the ratio r(Ht) of events with low A¢nin against large Admin
for the three types is visualized by using generator jets and smearing them
with Monte Carlo jet response histograms. The full smearing procedure is
described in sec. 6.1.4 where it is used for the closure test of the method. Since
we are comparing ratios in fig. 6.3 the relative sizes of the contributions are
not directly visible (only the statistical error bars give a hint). The fraction
of events of type 1 and 2 are of the same order while the contribution of
type 3 events is about a few % which has only a small dependence on /r.
Nevertheless, these events with “lost leading jets” are clearly outliers in a
coherent description of the correlation between A¢min and Ft. This effect will
be discussed later on in this section. The first two types can be effectively
approximated by a model which is now introduced as “Gaussian resolution
model”.

First, consider events which are perfectly measured except for one of the
leading three jets where the measured pr fluctuates to lower values. Here, the
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Figure 6.2: Distribution of At in slices of A¢min (left) and distribution of
A¢min in slices of At for QCD events (right). All other cuts of the
standard selection have been applied (see sec. 4.3).
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Figure 6.3: The ratio r(Hr) for three different types of jet mismeasurement
configurations as explained in the text. The events are categorized
by taking jet piersired — jet pTu¢ for the leading three jets. The jet
and Hr cuts of the standard event selection have been used. Note
the variable bin width and that the points are plotted at the center
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6.1 The Factorization Method

direction of the mismeasured jet and /It would be identical and A¢min = 0
which means that the cut on A¢min is 100% efficient in suppressing QCD.

Now, allowing all the other jets to have small fluctuations, that can be
described by Gaussian resolutions, as a result also A¢min is smeared in the
approximation of small angles with a Gaussian distribution around zero
(fig. 6.4, left). The o of the Gaussian resolution is a function of Jr since
larger it leads to less influence from the fluctuations of the other jets in the
described model.

This relation is shown in the range 60 < At < 250 GeVwhere the model is
believed to have dominant influence and it is found that it can be approxi-
mately described by a falling exponential function (fig. 6.4, right).

The Gaussian resolution model for A¢min provides a functional form for r
that only depends on 0g,uss and cut;:

1
77(0Gauss) = cut -1 (63)
erf(—=——
\ﬁ*UGauss

where erf is the error function.

The idealized model breaks down in the region where Fr is very low
(S 60GeV) and the direction of the At vector is influenced by many jets
and generally not aligned with the direction of one of the leading three jets.
Nevertheless, due to the construction of the variable as the minimum of the
three A¢’s, smaller values are preferred and high values are very unlikely
since the event topology of QCD forbids that all leading jets point in the same
direction. This property of the A¢min distribution can be seen in the sharp
bend around 71/2 in the first Jt slice (60-80 GeV) of fig. 6.2. At higher Ht
values, this effect becomes negligible due to the smaller width of the A¢min
distribution.

The Gaussian resolution model can also be used for upward fluctuations
in the pr of the most mismeasured jet, since this causes /it in the opposite
direction where in QCD very often one of the other two leading jets could be
found in close vicinity. Compared to the downward fluctuation, this scenario
produces a smeared out resolution of A¢min Which alters the slope in the
model. Figure 6.3 shows that both types are monotone falling but not with the
same slope. The unknown mixture of the two types of fluctuations introduces
a large uncertainty. The sizes of the contributions are not the same since the jet
response functions are not perfectly symmetric. This is caused by electroweak
decays of heavy quarks and other effects discussed at the beginning of this
section. In this method, this uncertainty will be controlled by using two types
of functional forms (see sec. 6.1.3).
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Events in the vicinity of the jet cuts and the Hr cut have different probabili-
ties for the two types to pass the selection. This is because upward fluctuations
can promote low-energy events to the control region by letting them pass
the jet selection and the Hy cut, the downward fluctuations can not. As a
result the contribution of type 1 events is more pronounced in low-energy
events. Furthermore, there is a strong correlation of Ht and Ht, and low Hr
values, which can be seen in fig. 6.5. The size of this effect can be reduced by
introducing a higher cut on Hr.

Since the method depends on a monotone falling behavior of the ratio r(Hr)
the type of events where the most mismeasured jet is not reconstructed as one
of the leading three jets (green points in fig. 6.3) is critical for its operation. A
fraction of these events has the original jet ranking in pr from the generator
jets, but in the considered kinematic region of the method these events are
greatly outnumbered by events with a fluctuation of one of the leading three
jets. Important are only the extreme tails in the jet response causing the
mismeasured jet not to be reconstructed as one of the leading three jets. Since
the A¢min is not sensitive to this kind of jet mismeasurement, these events will
appear signal-like in the ratio r(HT). While it is clear that for a wide range
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in At this type is insignificant compared to the first two, there remains a big
uncertainty for the high Ht case (At 2 250 GeV). Since at At 2 250 GeV the
Gaussian part of the A¢nmin is completely outside the signal region (fig. 6.2),
the efficiency of suppressing QCD flattens out.

If the calorimeter noise level can be kept under control, only high-Ht events
can reach high . As long as there are no large effects from punch trough
visible, there is no apparent reason why QCD events of the third type should
become more likely with increasing energy. Then, it is save to assume that
the ratio r(Hr) is reaching a constant value in the limit of very high Hr.
Though the size of this effect with respect to the resulting event yield of this
factorization method is only significant in a signal region with At > 200 GeV
where QCD is only a minor background, an additional constant term in the
ratio r(/t) determined using Monte Carlo simulation is considered (eq. 6.4).

r(At) = #(HAr) +c (6.4)

6.1.3 The full Method and its technical Application

The above described Gaussian resolution model treats the decrease in the
Gaussian width of A¢nyin with increasing /it in an idealized manner (expo-
nential dependency as shown in fig. 6.4). The mixture of different types of
jet mismeasurement configurations smears the resolution resulting in higher
A¢min values. Therefore, the Gaussian resolution model (eq. 6.5) yields a
safe lower boundary on the ratio, while, on the other hand, it would be very
difficult to correct appropriately for these effects.

r(Hr) = LR (6.5)

oo i)

The description of the ratio is completed by a second functional form that
is used as the upper boundary of the model. If we assume that the resolution
of A¢min is not more than marginally improved in the region of interest in /r,
which means that the argument of the error function in eq. 6.5 becomes small,
then this error function can be approximated by a linear function resulting in
a plain exponential fit of the ratio r:

r'(Hr) =a' -exp(=b' -Hr) + ¢, (6.6)

with three transformed parameters a’, b’ and ¢’. This functional form for
the upper boundary takes into account that the effects on the resolution of
A¢min described by the Gaussian resolution model might be superposed by
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the effects of jet mismeasurement configurations that slow the improvement
in the resolution down.

For both functional forms (eq. 6.5 and eq. 6.6) two free parameters (a, b)
are used in the fit and a third (c) is fixed at the value of the ratio r at very
high At (> 300 GeV) found in simulated QCD events. This value corresponds
to the fraction of type 3 events discussed in sec. 6.1.2 and is between 1-3 %.
The introduction of parameter c has a negligible impact on the fit results but
corrects the ratio at large Ar.

In order to reach a closure for the factorization method all reasonable
variations of QCD samples have to be investigated. This program together
with a robustness check against all cut variations is accomplished in sec. 6.1.4.
First, an overview of the basic steps in the application of the factorization
method is given.

Extrapolation and Uncertainties

The events at large /1 and small A¢min (region D as shown in fig. 6.1) are
used in order to model the events in the signal region at large /it and large
Apmin (region C) by weighting them according to the extrapolation function
r. In addition to the uncertainties originating from the choice of the parame-
terization of the fit function there are purely statistical uncertainties on the
background estimate from the extrapolation and the statistics in the control
region. These are calculated from the variance of the fit function and the
statistical uncertainty on the number of events in the control region D.

For the fit region an adapted selection compared to the event seclection in
sec.4.3 had to be used:

e The lower boundary in At of the fit region is x,,;, = 70 GeV.

e The upper boundary in Ht of the fit region is set to X, = 120GeV
in order to avoid a significant number of other SM background and
possibly signal events. The high QCD cross section at low it values is a
natural protection against such contaminations. The possible remaining
contamination is considered as systematic uncertainty.

e The upper boundary in A¢min is set to yuax = 0.2, also in order to
minimize the contamination from other SM background events in region
D.

e An additional cut on Hr > 600GeV is applied which is discussed
subsequently.
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e The fit region is divided into 10 bins (only 5 in data due to the lower
statistics) in At and the bin center is defined as the mean of entries.

All the definitions above are set such, that they are robust against reasonable
variations (see sec. 6.1.4). Figure 6.6 shows that the two functional forms for
the description of the ratio r(Ht) bracket the different Monte Carlo QCD
samples.

For the presented analysis, it has been decided on a relatively low Hr cut
of 300 GeV for the baseline selection. As discussed in sec.6.1.2 this introduces
a bias for the fit in the low Mt region. The proposed solution is an additional
cut on Hr that reduces this effect and gives both fit and signal region a similar
composition of jet fluctuations.

Figure 6.7 shows the results of the factorization method with additional
cuts on Hr. Instead of using a higher global cut on Hr, only the Ht cut for
the fit region is increased in steps of 100 GeV while for the signal region the
baseline selection is used. For high Hrt the bias of the estimation is removed
for both PyTHI1A and MADGRrRAPH QCD. Due to the limited statistics in the
~ 36 pb~! data sample the choice of the Hr cut for the fit region is restricted
to ~ 600 GeV (details in sec. 6.2.1).

Later, for the application to data (sec. 6.2) three additional sources of
systematic uncertainties will be considered for both chosen functional forms
individually:

e The constant term in the functional form of the ratio r(Hr)

o The resolution effects from the additional cut which has to use measured
Hrt

e SM background and signal contamination

6.1.4 Closure and Robustness Check

A robustness check in order to verify that the chosen default fit scenario
(sec. 6.1.3) produces stable results for the factorization method and a closure
test of the method are presented, both using Monte Carlo simulation.

Since the factorization methods depends on some general assumptions on
the jet energy fluctuations that influence the A¢p;, distributions (discussed
in sec. 6.1.2), the method has to be tested with variations within assumed
uncertainties of these fluctuations, especially considering the non Gaussian
fluctuations of the jet response. A procedure of modeling these fluctuations
within appropriate uncertainties by constructing pseudo simulated QCD
samples is described here.
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Figure 6.6: The extrapolation of the two chosen models to the signal region
of ratio r for two QCD samples. The fit has been performed in
the region (70GeV < Ht < 120 GeV). The extrapolation of the fit
function and error bands for the fit error propagation from the

covariance matrix are shown.

57



6 Data-driven QCD Background Estimation

#events in signal region

16 | T T T T T
- ‘ QCD MadGraph -
14 _—I { B
12| ]
: I I I ! :
10_— J ° l | 1 T ]
i 1 Tl
L l J l a
8_—{ 17
i ;
| | —
o I I & 1 ]
i | AR S S SR R § o
4__ | I ! L ! ?
- * Estimated QCD (Exponential) ]
2 — True #events -
C | -I Estlimatled CI)CDI(Galllssialm mlodell) | ]
0
£ £ £ & £ £ £ £ = 2 =

Figure 6.7: Number of estimated QCD events in the signal region with a

MaDGraPH QCD simulation using different cuts on Hr in the
tit region from 300 GeV - 800 GeV (shown as labels of the x-axis).
The statistical errors arise from the error propagation from the fit
covariance matrix and the limited statistics in control region D.



6.1 The Factorization Method

Robustness Check

The procedure of the factorization method is carried out multiple times for
each of the two extrapolation models. Each time one parameter of the default
scenario is varied. The results are summarized in tab. 6.1 and visualized in
tig. 6.8. For QCD MADGRAPH the largest deviation from the default scenario
is within 15% for both models while the statistical uncertainty is ~ 10%. This
demonstrates, that the extrapolations from both models are robust against
reasonable changes of the fit scenario.

Creation of pseudo-simulated QCD Samples for a Closure of the Method

The sources of non-Gaussian fluctuations of the jet response have been dis-
cussed in sec. 6.1.2. Uncertainties in the flavor composition of the jets in
multijet QCD events as well as punch through effects may be modeled by
a variation of the non-Gaussian tails in the jet response. These tails can be
estimated from Monte Carlo by subtraction of the Gaussian part which is
determined by a fit around the mean of the distribution within a range of
three RMS. The non-Gaussian tail is then added to the remaining core of the
distribution with an appropriate chosen scaling factor (see fig. 6.9). Since
this procedure would also scale statistical uncertainties in the core of the
distribution, each bin of the tail is weighted with a pre-factor containing the
Gaussian distribution

fo=1— et (M)
for response values x smaller than the mean and fy = 0 otherwise.

A variation of the non Gaussian part with the scaling factors f =5 - fp and
f =0.2- fyis performed. These scaling factors represent the maximal data to
Monte Carlo simulation discrepancy that has been found in a measurement of
the jet pr response in QCD dijet events [54].

The resulting responses are used to smear generator jets to obtain a pseudo
simulated QCD sample. For this purpose the QCD ryTHIA sample is used.
Statistical uncertainties are kept small by smearing the generator jets of each
QCD event 5 times.

The resulting At distributions scaled to 100 pb™" are shown in fig. 6.10. The
distribution obtained with the unmodified responses is in good agreement
with the full detector simulation. By increasing the tails the Ht distribution is
shifted to higher values, and downscaling of the tails leads to lower At values.

Since it has also been found that the jet resolution is generally worse in
data compared to Monte Carlo simulation, a further pseudo simulated QCD
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Variation \ x?/ d.o.f. \ # estimated QCD \ estimate/truth
MC truth = 5.9 events
Exponential extrapolation:
Default 16/8 944+0.6 1.6 £0.14
Xmin = 60 GeV 18/8 10+ 0.6 1.8+0.14
Xmin = 80GeV 10/8 8.44+0.6 1.5+0.14
Xmax = 110 GeV 19/8 10+ 0.7 1.8+0.16
Xmax = 130 GeV 16/8 9.74+0.6 1.7 +0.14
Npins =5 3/3 95+0.6 1.6 +0.14
Npins = 20 28/18 9.4+0.6 1.6 +0.14
Xinin&Xmax — 10% 29/8 10+£0.6 1.7 +0.15
Xmin&Xmax +10% | 12/8 8.6 +0.6 1.5+0.13
Ymax = 0.15 19/8 9.6 +0.6 1.7 +0.15
Ymax = 0.25 17/8 95+0.6 1.6 +0.14
Hy(Fit) — 10% 16/8 9.44+0.6 1.6 £0.14
Hy(Fit) +10% 10/8 9.1+0.6 1.6 +0.14
Gaussian model:
Default 13/8 47+04 0.82 +0.087
Xmin = 60GeV 9/8 47+04 0.82 +£0.079
Xmin = 80GeV 11/8 44405 0.77 £0.097
Xmax = 110 GeV 15/8 48+05 0.84+0.1
Xmax = 130 GeV 11/8 534+04 0.92 +0.092
Npins =5 2/3 47+04 0.82 +£0.091
Npins = 20 22/18 47404 0.81 £ 0.086
Ximin&Xmax — 10% 25/8 44+04 0.76 £ 0.083
Xmin&Xmax + 10% 14/8 49+04 0.85 £ 0.09
Ymax = 0.15 13/8 45+04 0.79 £ 0.087
Ymax = 0.25 13/8 48+04 0.83 £0.088
Hy(Fit) — 10% 13/8 47+04 0.82 +0.087
Hy(Fit) +10% 11/8 47+04 0.81 +£0.091

Table 6.1: Robustness check for QCD MADGRAPH. All boundaries of the
control regions have been varied independently as well as simulta-
neously for the fit region in Jt. The default scenario is described
in sec. 6.1.3. The x?/ d.o.f. values denote the quality of the fit. The
number of estimated events corresponds to an integrated luminosity
of 36pb™ .
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Figure 6.10: /I distribution after smearing of the generator jets. Left: Com-
parison of the smeared ryTHIA sample to the full simulation with
pYTHIA and MADGRAPH. Right: Different smearing scenarios for
the closure test as explained in the text.

sample with an additional smearing of 20% is used. The effect on the At
distribution (fig. 6.10) is small compared to the scaling of the tails.

One further scenario is added to account for possible not yet understood
outliers in the jet resolution that produce jets that are reconstructed with a
far too low jet energy and can not be described by the so far used scaling of
the tails. Since in the tails of the data dijet asymmetry distribution no such
extreme outliers have been found in 36 pb™* data ([54]) an upper limit can
be derived. This upper limit is then converted in a probability for jets to be
reconstructed with extremely low energy (P ~ 10~%) and applied during the
smearing of generator jets for this scenario, which is also part of the closure
test of the method.

In fig. 6.11 the influence from the scaling of the non-Gaussian tails and
the additional smearing on the ratio (Hr) is visible. Both upscaling and
downscaling results in a smaller ratio » which contradicts the naive expectation.
But, since r is shown as a function of /it downscaling of the tails, thus reducing
the average /It in an event, shifts the default to the left. For the upscaling the
reverse effect is more than compensated by the large increase in the efficiency
of the cut on A¢min -

The factorization method can be applied to the four pseudo simulated QCD
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Figure 6.11: Ratio r(Hr) for the fully simulated and different pseudo simu-
lated QCD samples (by smearing generator jets). For details see
fig. 6.10.

samples. By using the relative differences in the estimates from the default (no
tail scaling) to the tail-scaled and additionally smeared samples the influence
of these variations on the method can be evaluated. This procedure is used
for the closure test.

The factorization method is applied to QCD MaDGRAPH and PyTHIA
and one default plus four extreme scenarios that have been described above.
Figures 6.12 and 6.13 show the extrapolation for the two models in comparison
to the true QCD ratio for all these MC samples. The QCD event yields for
the baseline selection enter the last plot of fig. 6.13 which verifies that for
all scenarios the two models bracket the QCD truth. This, together with the
results from the two evolved selections is summarized in tab. 6.2.

The precision of these closure tests is limited to about 5-20 % for the baseline
selection (20-50 % for the evolved Ft selection) by the statistical errors of the
simulated samples, especially the errors propagated from the fit covariance
matrices. The largest deviation is found for the extreme low jet response
scenario in both evolved selections (last row of tab. 6.2) and is still within two
standard deviations.
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Figure 6.12: Ratio r(Ht) for the two extrapolation methods for two QCD
samples and for the first two of five different pseudo-simulated
QCD variations described in the text (the others can be found in
fig. 6.13). In each case, the functional form of the ratio r(Hr) is
fitted in the range 70GeV < Ht < 120GeV and then extrapo-
lated to large Fit. The extrapolation of the fit function and error
bands for the fit error propagation from the covariance matrix are
shown.
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Figure 6.13: Ratio 7(/it) for the two extrapolation methods for three different
pseudo-simulated QCD variations described in the text. In each
case, the functional form of the ratio r(Jt) is fitted in the range
70GeV < Ht < 120GeV and then extrapolated to large At (see
also fig 6.12). The corresponding numbers can be found in tab. 6.2.
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6.1 The Factorization Method

method baseline high-HAr high-Hr
sys  stat sys stat sys  stat

QCD PyTtHIA

exponential pred. 209 *37 £14014 003 +0.01 | 144 17 +0.6

Gaussian model pred. 115 27 +09]006 <001 +£001| 78 *1¢ 404

plain MC simul. 20.4 +5.0 | 0.05 +0.03 | 12.6 +3.2

QCD MADGRAPH

exponential pred. 94 M4 +04]011 <001 £001| 67 *3 +02

Gaussian model pred. 47 03 402007 <001 £001| 33 53 0.1

plain MC simul. 5.8 +0.3 | 0.07 +0.03 | 4.8 +0.3

pseudo-sim QCD (Default)

exponential pred. 321 33 £07]048 003 +0.02 | 212 *}7 +04

Gaussian model pred. 192 % +04]029 <001 £001]|126 T3 +02

plain MC simul. 21.0 +3.4 | 0.29 +0.07 | 115 +1.4

pseudo-sim QCD (tail x0.2)

exponential pred. 123 0% +06|011 0O £0.01| 89 H¢ +0.3

Gaussian model pred. 86 Ty +£04]004 <001 £001| 61 )7 +02

plain MC simul. 9.7 +1.8 | 0.04 +0.01 | 66 +1.2

pseudo-sim QCD (tail x5)

exponential pred. 751 134 +0.8|204 00 +0.03|471 i 104

Gaussian model pred. 413 *13 £04 191 <001 +£0.03|265 08 +0.2

plain MC simul. 62.3 +3.4 | 1.91 +0.39 | 35.6 +1.6

pseudo-sim QCD

(smear. +20%)

exponential pred. 355 T1g £1.0|078 003 +0.02|230 *}7 04

Gaussian model pred. 23.0 ﬂ:g +0.7 | 0.63 < 0.01 =£0.02 | 14.7 JjH +0.3

plain MC simul. 24.4 +3.5 | 0.63 +0.22 | 15.8 +2.4

pseudo-sim QCD

(low jet reco)

exponential pred. 21.8 *11 £07]040 0O +0.04 | 153 08 +04

Gaussian model pred. 14.6 fH +0.5 | 032 <0.01 =£0.03 | 10.2 fg:g +0.2

plain MC simul. 18.4 +3.2 | 0.69 +0.26 | 84 +0.8

Table 6.2: Event yields for the different QCD samples for the baseline selection
and for the evolved search selections. The column named systemat-
ics gives only the error propagation from the fit covariance matrix
while the statistical uncertainty arises from control region D.
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6.1.5 Contamination from SUSY and SM Processes

The method is safe against contamination of electroweak and top processes or
SUSY signal in the fit region because of the very high QCD-multijet production
cross section compared to other processes. Only if the upper border of the
fit region is set to a too large /it value, the fitted ratio r will be different
from the QCD-only case, because the non QCD events (SUSY signal, W + jets,
tt or Z — vv) have “real” Ht which is less correlated with A¢min . The
negative slope of the fitted function will be increased and consequently the
extrapolation predicts too much background events in the signal region (see
tig. 6.14).

While the effective over-prediction from the electroweak and top processes
can be subtracted from the QCD estimation using Mont Carlo simulation for
the relevant processes, the effect from SUSY events depends obviously on the
kind of signal. However, the most optimistic signal in cMSSM models would
give the largest effect, which turns out to be negligible for a fitting region with
Xmax = 120GeV. In addition, a variation of x,,, in data would make large
impacts on the fit visible, since an increase of x,,, in the presence of signal
would result in a higher QCD estimation compared to the case of decreasing
Xmax-

Furthermore, at large At values signal and signal-like SM background
events can populate the region at small A¢min (D) used for the application of
the extrapolated ratio » which results in an overestimation of the background
as described next.

Signal Contamination

The ratio r is fitted at low At values (fit region) in order to be dominated
by QCD events. Although A¢n, is an important variable to discriminate
between QCD and a supersymmetric signal, there are signal events expected
to be in the control region at large Jit and small A¢nin and, depending on the
cross section, signal contamination may lead to a significant overestimation
of background events in the signal region. It is important to quantify this
overestimation, in particular if a cross section measurement is performed.
However, for the discovery of supersymmetry this is not a critical issue, since
larger signal contamination is always accompanied by a much larger signal
event yield in the signal region. In this context signal contamination can be
called a “luxury problem”.
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Figure 6.14: Left: The ratio r for QCD compared to all SM backgrounds(QCD,
W +jets, tt, Z — vv). Right: Addition of an example signal
(LMo) to the QCD. Additional to the standard selection a cut of
Ht > 700 GeV is used.

SM Background

Similar to the case of contamination by signal events, standard model back-
ground will lead to an overestimation of the QCD background. The number of
over-predicted events from W +jets and tt processes depend on the definition
and performance of the direct lepton veto. Fully hadronic decay modes of
W + jets or tt events have no intrinsic At and are similar to QCD events.
Therefore, their contribution will be automatically included by the presented
method. However, the number of such events in the signal region is expected
to be very small.

6.2 Application of the Factorization Method in Data

6.2.1 Control Regions

The control regions for the factorization method are defined by the baseline
selection (sec. 4.3) and the scenario established in sec. 6.1.3. The fit region
contains region A (events with A¢min < 0.2) and B (events passing the Apmin
criteria for the signal region). The additional cut Hr > 600 GeV is chosen such
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that each bin in the Ht distributions for the control regions (fig.6.15) has a
minimum statistics of at least 25 events.

6.2.2 Verification of the Model in Data

The basic assumptions of the Gaussian resolution model discussed in sec. 6.1.2
can be directly verified in data (fig. 6.16). Here, in contrast to the final QCD
event yields the electroweak and top background is not subtracted from the
data, which makes the impact of such a contamination visible, and would
imply the danger of fake signal contamination. The application to data
demonstrates that the parameters of the Gaussian resolution model are very
similar to the ones found in simulation. Especially in the QCD dominated
region (At < 150 GeV) the agreement between data and QCD simulation is
good. In the high At region, where electroweak and top processes lead to
deviations, the exponential form of the distribution is still preserved.

The robustness checks previously carried out for Monte Carlo QCD samples
(sec. 6.1.4) are also accomplished for data. Figure 6.17 shows the fit for the
two chosen models with the default setting and also one variation is picked
out of the various test. With the amount of data taken so far, no indication of
a preferred model can be seen in the fit region.

Table 6.3 summarizes the results of the robustness checks in data. The event
yields for all considered variations are also visualized in fig. 6.18. For both
chosen models the deviation from the default scenario stay well within 20%
while the statistical uncertainty is of the order of 20-40% for the different
variations. A shift of the /it boundaries to higher values cause a slight rise in
the QCD prediction that can be explained by contamination from other SM
backgrounds. The size of the effect indicates that the correction and associated
uncertainty (sec. 6.2.3) only have minor impact on the final result. Furthermore,
no sign of a large signal contamination has been spotted, which should have
resulted in a rise of the event yield from v,;5x = 0.15 t0 Yax = 0.25.

6.2.3 Systematic Uncertainties

Three sources of systematic uncertainties are considered for both functional
forms of the factorization method independently. The total uncertainty is then
taken from the lower edge of the uncertainty band of the lower boundary
(Gaussian resolution model) and the upper edge of the uncertainty band of the
upper boundary model (exponential fit) and used in the following analysis.
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Figure 6.15: /It distributions of the control regions defined in sec. 6.1.3 for
data. The subtraction of non-QCD backgrounds (tt, W + jets —
lv +jets, and Z +jets — vv 4 jets) using MC is only visualized
for region D where it has the biggest impact.
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sec. 6.1.2 and shown in fig. 6.4.
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Figure 6.18:

Hr varied by -10% (right).
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Variation \ x%/ d.of. \ # estimated QCD \ estimated QCD fraction
Exponential extrapolation:

Default 1.1/3 3447 0.3 +0.067
Xmin = 60GeV 0.8/3 33+5 0.3 +0.055
Xmin = 80GeV 2.3/3 32+9 0.29 + 0.085
Xmax = 110 GeV 22/3 31+7 0.28 + 0.069
Xmax = 130 GeV 3.1/3 36 +7 0.33 + 0.067
Npins = 10 74/8 32+6 0.29 +0.061
Xnin&Xmax — 10% 0.1/3 34+7 0.31 +0.067
Xmin&Xmax + 10% 4.6/3 35+38 0.32 +£0.078
Ymax = 0.15 0.2/3 34+7 0.31 £0.072
Ymax = 0.25 1.1/3 34+7 0.31 £ 0.067
Hr(Fit) —10% 1.1/3 34+7 0.3 +0.067
Hr(Fit) +10% 2.3/3 31+7 0.28 +0.072
Gaussian model:

Default 1.1/3 21+6 0.19 £+ 0.058
Xmin = 60GeV 1.3/3 19+4 0.17 £ 0.043
Xmin = 80GeV 25/3 2149 0.19 £0.08
Xmax = 110GeV 1.7/3 17+ 6 0.15 £ 0.056
Xmax = 130 GeV 32/3 24 +6 0.22 +0.06
Npins = 10 7.3/8 19+5 0.17 +0.052
Xmin&&Xmax — 10% 0.1/3 19+6 0.17 £+ 0.055
Xmin&Xmax + 10% 5.6/3 25+ 8 0.23 +0.077
Ymax = 0.15 0.1/3 20+7 0.18 £ 0.062
Ymax = 0.25 1.0/3 21+6 0.19 £+ 0.058
Hr(Fit) — 10% 1.1/3 21+6 0.19 £+ 0.058
Hr(Fit) +10% 3.0/3 19+7 0.17 £+ 0.065

Table 6.3: Robustness check for data (36 pb ™) using the baseline selection. All
boundaries of the control regions have been varied independently
as well as simultaneously for the fit region in Jt. The default
scenario corresponds to the default scenario established for the
QCD samples in sec. 6.1.4. For these checks the subtraction of
electroweak and top background from the data control regions has
not been applied. The last column represent the ratio of estimated
QCD events to all measured data events in the signal region.
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Figure 6.19: Uncertainty bands for the two chosen models from the different
systematic effects. The upper and lower edges of the error bands
in the signal region of At > 150GeV are used to calculate the
different uncertainties of the QCD estimation.
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Uncertainty of the fixed Parameter

The parameter ¢ in eq. 6.6 and eq. 6.5 has to be taken from Monte Carlo since it
can not be derived from the control regions. From fig. 6.12 and fig. 6.13 we see
that for the different QCD samples the values of ¢ vary between ¢ = 0.012 for
PyTtHIA and ¢ = 0.07 for the last pseudo-simulated scenario with the extreme
low jet response. These values are used for the lower and upper uncertainty
while the estimate is done with ¢ = 0.03 which corresponds to the default
pseudo-simulated scenario.

The resulting uncertainty bands of both models for r(Ht) are visualized in
the upper right plot of fig. 6.19. The uncertainty becomes the dominant one
for the exponential extrapolation at At 2 250 GeV and for the Gaussian model
even at At 2 200 GeV. However, for the baseline selection the uncertainty is
not dominant since the region 150 < Jt < 200 GeV gives by far the largest
contribution to the QCD estimate.

Uncertainty of other SM Background Contamination

Contamination of the control regions with tt, W +jets and Z +jets — vv +jets
events lead to an over-estimation of the factorization method (see sec. 6.1.5).
The Monte Carlo expectations of these processes are subtracted from the data
sample. The effect of this procedure can be seen for region D in fig.6.15 which
has the biggest SM background contamination.

Scaling the SM Monte Carlo expectations by a factor 2, respectively 0.5 gives
a worst case scenario of the uncertainty on the SM background contamination.
The results for the two models can be seen in the uncertainty bands in the
lower left plot of fig. 6.19.

Uncertainty of the Ht Correlation

In sec. 6.1.3 the conclusion has been drawn that a high Hr (2 600 GeV) cut in
the fit region minimizes the influence due to the correlation of Ht and the ratio
r. This can be confirmed by investigating the corresponding results in data
(tig. 6.20) which are on the other hand less reliable due to the limited statistics.
To account for a difference between Monte Carlo simulation and data, the
Hr cut for the fit region is varied by +10%. The resulting discrepancies of
the estimate in bins of At are then used to evaluate this uncertainty (fig. 6.19,
lower right).
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Uncertainty baseline high-Hr high-Hy
Exponential extrapolation:
Fit cov. matrix +6.1[19%] | £0.09[18%] | £4.2[19%]
Fixed parameter c +3.3[11%] | +0.20[40%] | +2.2[10%]
—1.9(6%] | —0.14[28%] | —1.4[6%]
SM background cont. +1.1[4%] | +0.04[8%] | +0.5[2%)]
—2.4[8%] | —0.04[8%] | —1.5[7%]
Hry cut +0 +0 +0
“1.1[4%] | —0.03[6%)] | —0.9[4%]
Gaussian model:
Fit cov. matrix +5.9[31%] + <0.01 +4.0[31%]
Fixed parameter c +4.0[21%)] | +0.39[130%] | +2.8[22%]
—2.0[11%] | —0.18[60%)] | —1.4[11%]
SM background cont. +0.6[3%| | +0.02[7%] | +0.4[3%]
—1.7[9%] | —0.03[10%] | —1.0[8%]
Hry cut +0 +0 +0
—0.8[4%] | — <001 | —0.5[4%)]

Table 6.4: Systematic uncertainties (in number of events and relative to the
estimated number) of the factorization method in data for the
baseline selection and for the evolved search selections.

6.2.4 Summary of Results

The uncertainty bands of fig. 6.19 interpolate between four bins (it = 150 —
160, 160 — 180, 180 — 200, 200 — 2000 GeV) in the signal region. A combination
of the statistical and systematic uncertainties is shown in fig. 6.21. In the
signal region (it > 150GeV) the influence from the electroweak and top
backgrounds is clearly visible.

The upper and lower edges of these uncertainty bands are then used to
weight the events in control region D according to the procedure in sec. 6.1.3.
The results are summarized in tab. 6.4 for the baseline selection and for the
evolved selections.
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Figure 6.21: The fit and the extrapolation to the signal region of ratio r for the
two chosen models using data with an integrated luminosity of
36 pb~ . The fit is performed in the region (70 < Hr < 120 GeV).
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tical and systematic uncertainties. Also shown is the data and

the data with subtracted electroweak and top background (using
MC).
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The results of the factorization method for the three different selections are
summarized in tab. 6.5 and visualized in fig. 6.22. The specific uncertainties
are taken to be independent from one another, which means that the total
systematic uncertainty, for each upper and lower uncertainty, is derived as
the quadratic sum. For each selection the QCD estimate, the systematic
uncertainty and the statistical uncertainty from the measurement in control
region D is given. This can be compared with both Pyra1A and MADGRAPH
Monte Carlo expectations and with the predictions from the method on Monte
Carlo.

The best background estimate from this method is calculated from the
average of both bracketing models. This is justified by the robustness tests in
MC, where the true QCD event yield is distributed around the mean of both
models. Half of the difference of the two models is assigned as additional
systematic uncertainty which is combined linearly with the other uncertainties.

6.3 The Rebalancing and Smear Method

6.3.1 Basic Concept of the Method

The goal of the R&S method [55] is to construct a pseudo-simulated QCD
sample from data seed events using parametrized jet resolution functions
which can be measured in data. The final selections can then be applied to
this sample in order to derive QCD background estimations.

A prerequisite of the method is a full measurement of jet response including
the non Gaussian tails of the distributions. This can be achieved in different
ways and is discussed later in this section. Once the jet resolution functions
are available, the two main steps of the method are the construction of the
seed events (rebalancing) and the application of the jet resolution functions to
these seed events (smearing).

The rebalancing of events is done with an inclusive multijet data sample as
input (seed sample). In each event, all measured n jet momenta are adjusted
to bring the event into transverse momentum balance. For this a likelihood
function of the true jet momenta pf}© is constructed:

n
L=]]r(pEelpEe), (6.7)
i=1

where the jet resolution function r is taken to be a Gaussian distribution. The
likelihood is maximized using the transverse momentum balance constraint
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6.3 The Rebalancing and Smear Method

method baseline high-Ht high-Hr
sys  stat sys stat sys  stat
Data
Exponential pred. | 314 *70 +24| 05 07 +01 |26 ;8 +£20
Gaussianmodel | 19.0 72 +£16| 03 )5 £01[13.0 T3 £13
Combined 252 19 +24| 04 03 £01]173 g5 £20
QCD PytHIA
Exponential pred. | 20.9 137 +£14 014 007 +0.01 | 144 *17 +0.6
Gaussian model | 11.5 2} £09|0.06 <001 +001| 78 ¢ 404
Plain MC simul. | 20.4 +5.0 | 0.05 +0.03 | 126 +3.2
QCD MADGRAPH
Exponential pred. | 94 *01 +£04 011 <001 +001| 6.7 03 +0.2
Gaussian model 47 183 +02 /007 <001 001 | 33 7 +0.1
Plain MC simul. 5.8 +0.3 | 0.07 +0.03 | 438 +0.3

Table 6.5: Final event yield of the estimated QCD background for the baseline
selection and for the evolved search selections high-/r and high-Hr,
all for 36 pb™*. Combined systematic uncertainties are shown for
data while for the QCD MC samples only the error propagation
from the fit covariance matrix is considered.
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Figure 6.22: Final QCD background prediction for the baseline selection and
for the evolved search selections high-Ht and high-Hr for 36 pb ™.
The combined result of the factorization method is compared to
pYTHIA and MADGRAPH full simulation. The numbers corre-
spond to tab. 6.5.
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n
P + Plaon = O, (68)
i=1

where prih comprises all particles not included in the jets. The assumption
of a Gaussian resolution is justified by the vast majority of events that consist
of jets with responses well within the core of the resolution distribution.

In QCD events, the four-momenta of rebalanced jets are good estimators
of particle level jets. Events from SM processes that have true /it or possible
signal events are made QCD-like by the rebalancing procedure. A bias from
these contributions can be safely neglected due to the huge QCD cross section
that dominates the composition of the seed sample.

In the second step of the method, the momentum of each seed jet is smeared
using the jet resolution distribution. After the event selection, the smeared
sample can be used to predict all jet kinematic properties of QCD events in
the search region.

6.3.2 Measuring the Jet Response

Two methods are used to measure from data a scaling factor for the Gaussian
core of the jet momentum resolutions determined from simulation. At low pr,
Y+jet events are used [56] because the photons are reconstructed with excellent
energy resolution and the pt balance makes the photons good estimators of
the true pr scale of the event.

At larger pr, dijet events are used [57] due to statistical reasons. An
unbinned maximum likelihood fit is performed on the dijet asymmetry,
( p]Tetl = pJTetz) /( p];tl + plftz), with random ordering of the two highest-pr jets.

For both measurements the presence of additional jets in the event destroys
the momentum balance and an extrapolation to no-additional-jet activity
is performed. These methods measure the core of the Gaussian resolution
as a function of jet 77 to be 5 — 10% larger in data compared to simulation,
with systematic uncertainties of similar size as the deviation. No significant
dependence on the pt of the jet is observed.

No significant non-Gaussian tails are observed in y+jet events. At higher pr,
the dijet asymmetry distributions show compatibility within uncertainties of
the resolution tails in data and simulation. Using the ratio of these asymmetry
distributions in data and simulation, correction factors to the jet resolution
tails from simulation are derived. For the nominal resolution function, upper
and lower tails are equally scaled. A systematic uncertainty band is taken
from the envelope of varying the scaling from only low- to only high tail
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scaling.

The resolution distributions are parametrized as function of pr and 5. Fur-
thermore, an exceptionally low response arises at the specific 7 — ¢ locations
where ECAL channels have been masked due to hardware problems. This
effect is taken into account by parametrizing the jet response as a function of
the fraction f£24, of jet momentum lost in the masked area of the detector,
computed using a template for the pr-weighted distribution of particles as a
function of the distance in 77 and ¢ to the jet axis. The dependence of the jet
resolution on f534, is shown in fig. 6.23 (left). Note that f£2%, < 0.1 for 99 %
of all events.

Finally, heavy-flavour b or c quarks and also gluons exhibit different jet
resolution shapes than light jets, as shown in fig. 6.23 (right). For high jet
pt, decays of heavy-flavour hadrons into neutrinos become one of the dom-
inant sources of significant jet energy loss. The jet resolution functions are
determined for bottom, charm, gluon, and other light-flavour quarks sepa-
rately. The flavour dependence is then accounted for by using these resolution
functions in the smearing procedure according to the flavour fractions from
simulation.
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Figure 6.23: Ratio of the reconstructed jet transverse momentum and the
generated transverse momentum for jets with p§™ > 300 GeV.
Distributions are shown for (left) different values of fEéiL and

(right) gluons and different quark flavours. From the paper [1].
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6.3.3 Results in Monte Carlo and Data

The distributions predicted by the R&S procedure are compared with those
from MC simulation in fig. 6.24 and the corresponding numbers are given in
tab. 6.6. The predicted Mt and Hr distributions are within 40% of the plain
MC distributions in the search regions.
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Figure 6.24: The (left) At and (right) Ht distributions from the R&S method
applied to simulation events, compared to MC distributions
(MC truth), for events passing > 3 jets, Hr > 300GeV, and
A¢(Hrt,jet1-3) selections, and additionally At > 150 GeV for the
right plot. From the paper [1].

For the QCD prediction in data the events selected by the Hr triggers
described in sec. 4.2 are used. The R&S procedure applies jet energy resolution
functions and the core and tail scale factors described above.

In tab. 6.7 the number of predicted events is listed for the search regions,
along with the corrections of known biases of the method and the considered
systematic uncertainties.

The largest correction pertains to the smearing step, and arises from am-
biguities in how the jet resolution is defined and from limitations in the
parametrization. It is obtained in simulation by comparing the prediction
from smeared particle jets with the corresponding one from the detector sim-
ulation. The size of the difference is taken as both a bias correction and a
systematic uncertainty.

A second bias is intrinsic to the rebalancing procedure, and is studied
by iterating the R&S method. A first iteration (rebalance + smear)™N! of the
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Baseline selection =~ Baseline high-Hr high-Hr

No A¢ cuts selection selection selection
N(PYTHIA) 138.6 £ 1.3 114 £ 04 0.13+0.04 8.46 +0.32
N(R&S) 160.2 £ 0.1 132 £0.1 0177 +£0.004 9.57 £ 0.04
Ratio 1.16 + 0.01 1.15 £ 0.04 14 £04 1.13 £ 0.05

Table 6.6: Number of events passing the various event selections from the
pYTHIA multijet sample, the R&S method applied to the same
simulated sample, and their ratio. The uncertainties quoted are
statistical only. From the paper [1].

method gives a sample of pure QCD multijet events with known true jet
resolution, i.e., by construction the one used in the smearing step. Performing
a second iteration (rebalance + smear)N? of the method on this (rebalance +
smear)N! sample, using the same resolutions, provides a closure test of just the
rebalancing part when compared to the input (rebalance + smear)N! events.
The degree of non-closure is measured to be 10%, which is also assigned as a
systematic uncertainty.

The same (rebalance + smear)N?/(rebalance + smear)N! procedure is em-
ployed to study the bias caused by using i<, as an estimator of pi. The
true value of pryy, in the second iteration is equal to the Hr value calculated
from the rebalanced jets in the first iteration. The difference between the
(rebalance + smear)N? predictions with Prsore and ﬁ}rsﬁt as input is used as a

third bias correction, with corresponding systematic uncertainty.

The largest systematic effect arises from uncertainties on the jet momentum
resolution.

Further uncertainties which arise from the event selection and a contribution
of pile-up events are found to be small.

The statistical uncertainty is associated with the size of the seed event
sample. As prescribed by the bootstrap method [58], an ensemble of pseudo-
datasets is selected randomly from the original seed sample, allowing repeti-
tion. The ensemble spread of predictions made from these pseudo-datasets is
taken as the statistical uncertainty.

The uncertainties of the method are combined using the assumed shapes
stated after the names in tab. 6.7. The mean and r.m.s. deviation of the
resulting distributions are taken as the central values and uncertainties of the
final R&S QCD prediction, which is stated in the last row of tab. 6.7.
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Baseline high-HAr high-Ht
selection selection  selection
Nominal prediction (events) 39.4 0.18 19.0
Particle jet smearing closure (box) +14% +30% +7%
Rebalancing bias (box) +10% +10% +10%
Soft component estimator (box) +3% +19% +4%
Resolution core (asymmetric) 4% 0% 5%
—25% —52% —21%
Resolution tail (asymmetric) 3% 6% 8%
—33% —78% —34%
Flavour trend (symmetric) +1% +12% +0.3%
Pileup effects (box) £2% +10% +2%
Control sample trigger (box) —5% —5% —5%
Search trigger (symmetric) +1% +1% 0%
Lepton veto (box) +5% 40.05% +0.2%
Seed sample statistics (symmetric) +2.3% +23% +3.3%
Total uncertainty 51% 64% 49%
Bias-corrected prediction (events) | 29.7 +£152 0.16+£0.10 16.0£79

Table 6.7: Number of QCD multijet events predicted with the R&S method,
before and after bias corrections, along with all considered uncer-
tainties and the type of uncertainty (uniform “box”-like, symmetric
or asymmetric Gaussian distribution). Effects in italics are the biases
corrected for, with the full size of the bias taken as the systematic
uncertainty. From the paper [1].
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6.3.4 Comparision of the two Methods

For the presented analysis two data-driven methods for the estimation of
the important QCD background have been developed. The application to
the 36 pb™* data collected in 2010 results in very similar QCD predictions of
both methods for all selections (see fig. 6.25). Comparing these predictions to
tab. 4.2, both methods agree that the Monte Carlo simulation (pYTHIA and
MaDGRAPH) underestimates the number of QCD events.

In the end, also the sizes of the total uncertainties coincide. Both, the
factorization method and R&S, assign about 50% total uncertainty to the
evolved selection with increased Ht cut, where QCD has the largest relative
contribution.

Since R&S can be seen as the more complete method which produces a
pseudo-simulated QCD sample from data for further investigations and is
safe against signal contamination, it has been set as the primary method for
the limit calculation in this analysis (see ch. 7). The factorization method has
served as a cross-check and was able to confirm the QCD estimations in all
search regions.

It is known, that the QCD background is extremely difficult to model
and also both data-driven methods are confronted with several biases which
have complicated the procedures and increased the uncertainties. While the
R&S has tried to disentangle different sources of biases and correct for them,
the factorization method has found two enveloping functional forms for the
prediction. Both procedures give rise to box-shaped systematic uncertainties
which result in relatively large total uncertainties of the methods. While the
statistical overlap of the control regions of the two methods have not been
studied yet, it is reasonable to assume that the total systematic uncertainties
are largely independent.
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Figure 6.25: Final QCD background prediction for the baseline selection and
for the evolved search selections high-Hr and high-Hr for 36 pb™*.
The results of the R&S method are compared to the combined
results of the factorization method and to the full simulation with
pYTHIA and MADGRAPH. Numbers correspond to tab. 6.5 and
tab. 6.7.






7 Search Results

In this chapter, the results of the search in the multijet and no lepton channel
with CMS data taken in 2010 is presented (published in [1]). In previous
chapters, the data event selection has been discussed (ch. 4) together with
the cut-based reduction of the background. For each of the remaining SM
backgrounds one or more data-driven methods have been used (Z — v and
W/tt in ch. 5 and QCD in ch. 6) in order to obtain a reliable total background
estimation which is given in sec. 7.1.

An extensive production of simulated signal samples is used to derive
95% C.L. exclusion limits for the important parameters of the cMSSM model.
A short description of the hybrid CLs method applied for limit calculation as
well as an interpretation of the results is presented in sec. 7.2.

While the search regions in this analysis are strictly limited by the rela-
tively small amount of data available in 2010, subsequent analyses in the
same channel can hugely benefit from search regions optimized for the best
sensitivity. One possibility of finding and testing optimal cut scenarios is
further investigated in sec. 7.3.

7.1 Combination of Background Estimations

The SM prediction for the number of events in the previously defined search
regions is obtained as a combination of data-driven estimations of all con-
tributing processes. The results are presented in tab. 7.1 together with the
events observed in 36 pb™* of data.

For a combination of the individual uncertainties correlations between the
background estimations have to be taken into account. In case of the presented
data-driven methods, possible overlaps between different control regions have
been checked and found to be negligible.

Since some of the uncertainty sources can not be acceptably described by a
Gaussian a convolution of different uncertainty shapes is used.

A detailed accounting of the possible correlations between the background
estimations is essential for the total uncertainty combination. For this, all
sources and corresponding uncertainties and the corresponding probability
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distribution for each uncertainty were identified and combined using Monte
Carlo integration.

Background Baseline High-Ht High-Hr
selection selection selection
Z — v (y+jets method) 263 +48 | 71 22| 84 =£23
W/ttt — e, u+X 330 81| 48 +£19 | 109 +£34
W/ttt = TatX 223 +46| 67 +21 | 85 £25
QCD (R+S method - default) 29.7 =+15.2 | 0.16 +0.10 | 16.0 +7.9
QCD (factorization method) 252 =£134 | o4 03| 173 494
Total background estimate 111.3 £185 | 188 +35 | 43.8 £9.2
Observed in 36 pb™* of data 111 15 40
95% C.L. limit on signal events | 40.4 9.6 19.6

Table 7.1: Predicted event yields from the different background estimation
methods for the baseline selection and for the high-ft and high-Ht
search selections. The total background estimate from data, used
in the limit calculations, uses the R&S for QCD, the Z — v7 from
photons and the W/t lost-lepton and hadronic-tau estimates. The
background combination is performed as explained in the text. The
last line reports the 95% C.L. limit on the number of signal events
given the predicted events of background and the observed events
in data.

In this analysis, the number of observed events in the 2010 collision data set
is in agreement with the SM prediction for both the high-It and the high-Hr
search region. Consequently, upper limits on model parameters can be set
which will be discussed in the following sections.

7.2 Limits on SUSY Signals

Since no sign of a manifestation of a SUSY signal has been found with the
analyzed data the search results are used to derive statistically significant
constraints on the parameter space of SUSY models. It has been explained
in sec. 2.2.3 that the presented search is expected to provide sensitivity to
signatures from a wide range of different SUSY models. However, the full
potential of the search can only be exploited with the higher luminosity data
that will be recorded at the LHC in 2011 and the following years. An excellent
starting point and reference for the early LHC data SUSY searches offers the
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Figure 7.1: Stacked plot of the MC background distributions for At and Hr
for an integrated luminosity of 36 pb~_.
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cMSSM model which constraints the MSSM to only 4 parameters and a sign
(discussed in sec. 2.2.2).

7.2.1 Signal Simulation and Uncertainty

For this, the cMSSM parameters 1y and m, /, have been scanned in 10 GeV
steps for three different values of tanp = 3, 10, and 50. For each point
10 k signal events have been simulated and reconstructed with the CMS
fast-simulation.

To be able to derive limits on new physics, the expected inefficiencies of the
event selections need to be estimated on simulated signal samples, taking into
account uncertainties corresponding to the selection and an overall luminosity
uncertainty.

In tab. 7.2 all considered uncertainties are summarized for the LM1 signal
benchmark point.

The largest contribution comes from the luminosity uncertainty. A maximal
uncertainty of 1% was assigned to the trigger efficiency. What concerns
jet energy scale and resolution uncertainties, the evaluation of the selection
uncertainty brings in a dependence on pr and 7 of the jets, and hence a
model dependence. The evaluation of the uncertainties from the lepton veto is
smaller than 2%. The inefficiency of the ECAL dead-cell filters was determined
on the LM1 samples to be about 1.5% [44]. This full inefficiency is taken as
uncertainty. For other event cleaning the systematic uncertainty is negligible,
which is supported by very small inefficiencies observed in events passing
the event selection before the /it requirement. These events can be seen as
kinematically representative for potential signal, except for the lack of At.

7.2.2 The Hybrid CLs Method

The limit calculation in this analysis uses the modified frequentists procedure
CLs together with a Bayesian-like integration of the systematic uncertainties
and is therefore called a hybrid method. The CLs method has already been
applied in several searches at the Tevatron and at LEP, especially in the Higgs
searches, which is documented in [59]. The Cousins-Highland approach for
incorporating systematic uncertainties into upper limits was suggested in [60].

Starting with a more general formulation, the presented search results are
based on hypothesis testing. While the null hypothesis (background only)
expresses the absence of a signal the alternate hypothesis (signal+background)
claims that it exists. The confidence levels (C.L.) are then constructed to
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Source Uncertainty
Luminosity 11%
Trigger efficiency 2%

Jet energy scale & resolution 7%
Lepton veto 2%
ECAL dead-cell filters 1.5%
Statistical 2.5%

Table 7.2: Systematic effects on the signal efficiency and corresponding un-
certainties, evaluated on the LM1 signal benchmark point. The
statistical uncertainty corresponds to 10 k generated events, as the
cMSSM scan points. Some uncertainties, like the jet energy scale,
depend on the scan point.

quantify the level of agreement or exclusion of the hypotheses with the
experimental observation.

The hypotheses are described by a function of the observables and model
parameters (in our case systematic uncertainties for background and signal)
which is called test-statistic Q. For counting experiments, like this analysis,
the observables are simply number of events 1 in the investigated search
channels.

A hypothesis test is called most powerful if it minimizes the probability
of falsely excluding a true signal (type-II error) under a fixed false discovery
rate (type-I error) which is known as the Neyman-Pearson criterion [61]. The
optimal test-statistic Q is the ratio of the probability density functions (p.d.f.)
for the signal+background hypothesis over the background-only hypothesis:

_ o L, p(n)
Q(nk) = 21 LB(nk)

It is conventional to use the negative logarithmic likelihood ratio. In this no-
tation the experimental results rank from most signal-like to most background-
like (as at the x-axis of fig. 7.2).

(7.1)

For counting experiments, the observables are distributed according to
Poisson statistics which already gives the full p.d.f. as long as the uncertainties
on the signal and the background are neglected. Multiple exclusive channels,
or independent bins of a histogram are represented as a product of the
individual p.d.f.’s:
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Nch
Lsyp(n) = | | Poiss(ng|s + by) (7-2)
k

Systematic uncertainties are incorporated into Ls,p and Lz with help of
nuisance parameters J; that are distributed according to their own p.d.f.’s
P;(0). The Hybrid method uses the distribution of the systematics P(J) as
prior in the integration of the p-values':

Ls.a(n) = [ L(nln)P(0)ds, 73

where for a precisely known absolute signal s and and only one source of
uncertainty of the total background y = s+ b(1 + J). In practice, the total
background estimate b is the sum of different backgrounds which can have
common and individual sources of uncertainty. Examples of common system-
atic uncertainties are instrumental effects like the luminosity uncertainty or
the jet energy scale uncertainty. These sources of uncertainties are also shared
between signal and background prediction in analyses that completely rely on
Monte Carlo simulation. In this case, individual uncertainties of the different
backgrounds and the signal would be caused by theory uncertainties on the
cross-sections.

Technically, the common systematics can be described by one nuisance
parameter each, introducing scaling factors f? for the individual backgrounds
bii

o_ A
fi = max(ay) ’ (7.4)

where max(A;) is the maximum deviation due to the uncertainty j of
all backgrounds and it is also used as ¢;. An explicit example of a single
channel likelihood with one common Gaussian uncertainty and one individual
Gaussian uncertainty for each background can then be written as:

kagr kagr
Lsyp(n) = Poiss(n|s+ Y bj(1+ f80) (14 6;))Gauss(50]0,00) [ [ Gauss(5|0,0;)
i j
(7.5)
The integral in eq. 7.3 has become multidimensional and is calculated nu-

'The p-value is defined as the probability of obtaining a test statistic which is at least as
signal-like as the observed one under the assumption that the background-only hypothesis
is true.
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merically using Monte Carlo “toy” experiments. First, the nuisance parameters
are simulated according to their distributions. Then, the expected average
of the Poisson distribution is calculated using the nuisance parameters. For
each "toy” experiment the test-statistic Q (eq. 7.1) and a resulting p-value is
calculated by this procedure. Half of the toy experiments take as input np
which is distributed according to the background-only model and the other
half takes ngs,p which represents signal+background input.

An advantage of the Hybrid method is that it can accurately describe
not only Gaussian distributed systematics but also also others especially
asymmetric ones. The precision, however, is determined by the number of
toy experiments and large number of nuisance parameters can significantly
increase the computing time.

Figure 7.2 shows two examples of the test statistics distributions that were
obtained for the evolved At selection for two different signals in the mg-my,,
parameter plane where the test-statistic Q is defined as in eq. 7.1. While
in the first example case (my = 120GeV, my,, = 240GeV, tanf = 10) the
two distributions are well separated, the second picture shows a case (mg =
120GeV, my,, = 340GeV, tanf = 10) where the distinction is much less
pronounced.

The confidence intervals of B and S + B are defined as probability intervals

CLx = Px(Q > Qobs) ’ (7-6)
and CL; is constructed as the ratio:
~ CLsyp
CLs = Cly (7.7)

Then, the signal hypothesis is regarded as excluded at the confidence level
(CL) if:

1-CL;<CL. (7.8)

Strictly speaking, CLs itself is not a confidence level, which means that it
has not the property of being flatly distributed in the limit of infinite number
of experiments. Nevertheless, it can be interpreted as an approximation of the
confidence in the signal hypothesis which is in practice not possible to obtain
directly since one would have to exclude the background with certainty.

The use of CLs prevents the exclusion of signals to which the analysis in
not sensitive to by normalizing the S+B confidence to the confidence in the
background-only hypothesis. In this sense, the CLs method can be seen as
more conservative, but it gives in fact a much closer answer to the question
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Figure 7.2: Distributions of the test-statistic Q for two different signals in the
mo-my ;o parameter plane. The precision of the stated CLs values
is determined by the finite number of pseudo-experiments (here:
20k for each S + B and B).
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that an analyst expects: Can the signal be safely excluded (and not: Is the S+B
model not in agreement with the data).

For the exclusion limits of the 2010 analysis (presented in the following
section) the uncertainties of the individual backgrounds have been combined
and symmetrized as it has been described in sec. 7.1. This is possible since the
correlation between the systematic uncertainties of the data-driven background
estimations is assumed to be negligible.

For the future, the analysis would gain in accuracy if all different sources of
uncertainties with their partly asymmetric shapes would be directly incorpo-
rated in the calculation via nuisance parameters. Also possible correlations
could be accounted for with the above described procedure. On the other
hand, a complete integration of the full covariance matrix, though technically
possible, would be a huge challenge both from the experimentalist aspect of
determining its parameters and also in terms of computing resources needed
to deal with the large number of nuisance parameters.

The concept of correlated uncertainties is again needed if the limit cal-
culation is done for different kinematically separated sub-channels of the
total search region as it is used in the follow-up analysis with 2011 data
[14]. One part of the uncertainties is totally correlated between the different
sub-channels (but not between the backgrounds) the other part is not since it
comes from statistically independent control regions. For each of the back-
grounds, one nuisance parameter is defined for the common systematics and
for each sub-channel and each background a nuisance parameter describes
the independent uncertainties. The common systematics use scaling factors
for the sub-channels in the same way it has been introduced in eq. 7.4.

The implementation of the Hybrid CLs method in the RooSTATs package
has been used.

7.2.3 Interpretation within cMSSM

The event yields used for the limit calculation are taken from tab. 7.1. The
signal acceptance varies in the cMSSM phase-space as shown in fig. 7.3. In
general, the signal acceptance is 20 — 30% for the Ht > 500 GeV selection and
10 — 20% for the At > 250 GeV selection.

The signal contamination in the isolated muon control-region of the lost-
lepton method has been calculated, and removed from the background esti-
mation for each parameter point. For both selections the background event
estimate due to signal are 2 — 3 events. The signal contamination in the
7-jet control region has been evaluated and was found to be smaller than 0.2
events for the scanned phase-space. Systematic uncertainties of the signal as
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Figure 7.3: The total signal efficiency (selection efficiency times acceptance) is
shown in the cMSSM my-m, /, plane for the /it selection (a) and
the Hr selection (b) . The other cMSSM parameters are tan f = 10,
u >0, and Ay = 0 for both figures. From the paper [1].
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summarized in Tab. 7.2 have been considered.

In Figure 7.4 the observed and expected limits for both selections are shown
in the cMSSM myg-m /, and the squark-gluino mass planes for tan g = 10.

tanp=10, u>0, A =0 L, = 36/pbNs =7 TeV tanB=10, p>0, A =0
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N— 3 P —
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= [jLEr2 & Expected, NLO
1S LEP2 T [ Tevatron Runi

[ cOF Runil
- Dzero Runll
Bl cr2

—— CMSa,

Atlas, tanp=3

§(800) Ge'

[ A
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T

(a) (b)

Figure 7.4: The expected and observed 95% C.L. limits in the cMSSM mig-m /5
parameter plane are shown in (a) and in the gluino mass—squark
mass plane in (b). The yellow lo-uncertainty band corresponds to
the expected limit. The shown contours are the combination of the
Hrt and the At selection such that the contours are the envelope
with respect to best sensitivity. The other cMSSM parameters are
tanp = 10, u > 0, and Ay = 0 for both figures. From the paper
[1].

The corresponding limits for tan f = 3 and 50 can be found in fig. 7.5. The
dependence of the parameter tan S on the exclusion limits is weak which is
demonstrated in fig. 7.6 by overlaying the results with the Ar > 250 GeV
selection for the three different choices of tan .

Figure 7.6 also shows that using Bayesian upper limit calculation results
in very similar 95%CL exclusion contours compared with the Hybrid CLs
technique (sec. 7.2.2) which serves as standard method for this analysis.
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Figure 7.5: The expected and observed 95%CL limits in the cMSSM parameter
plane are shown. The figure (a) corresponds to tan § = 3 and (b)
corresponds to tan = 50. The remaining cMSSM parameters are
i > 0,and Ag = 0 for both figures. From [45].
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Figure 7.6: Exclusion regions expected (dashed) and observed (solid) at

95% C.L. in the cMSSM my-m; /, plane for three different values
of tan B with the Jit > 250 GeV selection (a). And a comparison
of the exclusion regions for the Hybrid CLs method (standard for
this analysis) with Bayesian upper limits for tan § = 10 (b). From

[45].
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7.3 Studying the Search Sensitivity

The two most sensitive variables of the analysis are Ht which corresponds to
the total transverse energy in the event and missing transverse momentum
Ht. Most of the SUSY signatures tend to have high values whereas the SM
background either has less high energetic jets (e.g. Z — v¥) or no intrinsic ft
(like QCD).

An optimal suppression of the SM backgrounds leads to non-optimal signal
efficiency in those regions of the mg-m;,, parameter plane where the signal
acceptance is too much reduced. Furthermore, large portions of the back-
ground uncertainty are due to the statistical uncertainty of control regions
which become more important with higher background suppression.

For these reasons a systematic study of different inclusive search regions
applied to the full mg-my,, parameter plane including the full systematic
uncertainty on the background and the signal is presented in this section.

7.3.1 Variation of the inclusive Search Regions

In this part of the analysis, the 95% C.L. described above is used as a criterion
to find the optimal search cuts for future analyses at different points of the
mo-mj /, parameter plane.

The intended variation of the search regions with respect to the two variables
Ht and At cannot be accomplished with the 36 pb_1 of 2010 data. Neverthe-
less, an extrapolation of the data-driven background estimations from the
2010 evolved selections to stricter selections, that can be used with more data,
is possible using the shapes of the Monte Carlo distributions of the individual
backgrounds. For the new selections, the SM background distributions shown
in fig. 7.1 are used which are made from Monte Carlo background samples
that are scaled to data-driven background estimations from the 2010 analysis,
based on numbers in tab. 7.3.

The new search regions are based on the evolved Hr selection which has
been defined for the 2010 analysis. From this new baseline the Wt (or Hr)
cut is increased in steps of 50 GeV (respectively 200 GeV). As an example, the
resulting total background expectation and uncertainties are shown for the
case of Hr = 500 GeV in tab. 7.3.

For a full prediction of the background in 5fb™ " with the presented data-
driven methods, some assumptions on the uncertainties are needed. Firstly,
the relative uncertainties that do not depend on the size of control regions
are taken to stay the same for future analyses. The statistically dependent
uncertainties are each derived from the estimated size of the particular control

104



7.3 Studying the Search Sensitivity

region. A detailed treatment of the extrapolation of the event yields and
uncertainties for the individual backgrounds is listed below.

Final selection cuts | Total background | Statistical | Systematic
estimation unc. unc.

Ht > 500 GeV

Hr > 150 GeV 40.3 9.6% 20.4%

Hr > 500 GeV

Hr > 200 GeV 14.8 18.6% 12.5%

Ht > 500 GeV

Hr > 250 GeV 7.53 27.0% 10.0%

Ht > 500 GeV

Hr > 300 GeV 4.31 35.5% 10.8%

Ht > 500 GeV

HAr > 350 GeV 2.47 46.1% 12.1%

Ht > 500 GeV

HAr > 400 GeV 1.57 56.3% 13.4%

Table 7.3: Predictions for the total background numbers for various new

Z — V.

W/tt:

search regions and estimations of the uncertainties at 36 pb™*. The
results are extrapolated from the data-driven background estima-
tions partly using the shape of MC simulations as explained in the
text.

The events yields are obtained by applying the final search cuts to
the Monte Carlo which is preselected for the evolved Hr selection and
normalized to the data-driven background prediction with the y+jets
method. The systematic uncertainty is expected to be ~ 20 % and the
relative size of the control sample is adjusted for the different evolved
selections (high-Ht or high-Ft).

Here, the Monte Carlo is normalized to the sum of the data-driven
estimates from the lost-lepton method (W/tt — e, u+X) and the hadronic
T (W/tt = TuatX). The systematic uncertainties from the evolved Hr
selection are added in quadrature and approximated to 20% for all
selections. For the statistical uncertainty the simple assumption is used
that the relative sizes of the control samples are roughly the same as for
the evolved Hr selection.
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QCD: Since the Monte Carlo shape for QCD is not as reliable as for the other
backgrounds and on the other hand the control samples have much more
statistics, the QCD estimates for all selections are directly derived from
the 36 pb™ ' data using the factorization method. Since the dominant
uncertainties arise from the difference of the two enveloping functional
forms (sec. 6.2.3) and the extrapolation of the fit uncertainty to the signal
region, the two are added in quadrature and taken as total uncertainty
for the QCD part.

For this study, the same simulated signal samples in the cMSSM plane
with tan = 10 and the corresponding uncertainties are used as before
(see sec. 7.2). As a simplification the total background is taken to follow a
Gaussian distribution with the estimated event yield as the mean and the total
uncertainty (adding in quadrature statistical and systematic) as the width.

Three characteristic points (defined in tab. 7.4) in the mg-m;,, parameter
plane are investigated to cover the regions of interest for setting 95% C.L. limit
contours. Each of the three points is used to scan for an optimal /it cut. For
this purpose, the /At is varied in steps of 50 GeV for three different Ht cuts.
For each cut setting the expectation on the number of signal events is scaled
in an iterative process to find the value of the scaling factor that corresponds
to a 95% C.L. exclusion.

Mo my/2

Point A | 200GeV | 430 GeV
Point B | 800GeV | 340 GeV
Point C | 1800 GeV | 200 GeV

Table 7.4: Definition of the three selected points in the myg-m;,, parameter
plane with tan g = 10 for the sensitivity study.

Point A represents the region with low m and high m;,, where the Ay
cut is known to work best, due to a high production rate and high average
momentum of invisible particles. Medium values of mg and m; /, characterize
point B. The ratio of the limit cross section to the signal cross section for
these two points are evaluated both for the 36 pb™ ' and for a ten times higher
integrated luminosity (see fig. 7.7).

For scenario A with 36 pb™* the results support the choice of the evolved At
selection (At > 250 GeV) used in 2010 analysis. The luminosity extrapolation
for follow-up analyses shows that the highest At cut is favored and would
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lead to an expected exclusion at 95% C.L. for point A. The scenario B exhibits
the increasing impact of the Ht cut at higher values of mg. The evolved /it
selection of the 2010 analysis is still supported but a small gain in sensitivity
for higher Hr cuts is clearly visible.

mg= 200, m_ = 430 GeV mg= 800, m_ = 340 GeV
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S AL H;>500 GeV, L=360pb™ | 5[ e H;>700 GeV, L=360 pb" 1
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r e ee = ]
3 M o v ;
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S K el
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Figure 7.7: The ratio of the limit cross section and the signal cross section
for two points of the mg-my,, parameter plane, testing different
cuts of At and Hr. The background and signal event yields and
uncertainties are scaled as described in the text. The 36pb ™!
corresponding to 2010 data is compared to a ten times higher
luminosity.

The last scenario is C which represents a high my and low m; /; region. In
this region the relative QCD fraction of the total background is important
since a high Jit cut would dramatically reduce the signal efficiency resulting
in a rise of the ratio of the limit cross section and signal cross section (see
tig. 7.8). From this figure, it is evident that at least to different cut scenarios
have to be used in order to get optimal limits in the whole mg-m; ,, parameter
plane.

In the following scenario C is used to perform a full prediction of the sensi-
tivity of different cut scenarios with increasing amount of data. Since, here,
the At cut does not strongly depend on the assumed integrated luminosity it
is possible to fix the cut at it = 200 GeV and perform a finer and wider scan
of the Hr cut (see right fig. of 7.8).

Three Hr cut scenarios are now tested for increasing integrated luminosity
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Figure 7.8: The ratio of the limit cross section and the signal cross for an
example signal with high m and low m ;. In the left figure the
Hrt cut is varied for three Hr cuts and in the right the optimal
cut (1 =200GeV) is used for a finer scan of Hy. The 36pb™*
corresponding to 2010 data is compared to a ten times higher

luminosity.
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(see fig. 7.9). In the presented double logarithmic scale the gain in sensitivity
is almost linear before it saturates and the gain in sensitivity becomes smaller.
The result that for a given cut scenario a given signal might not be possible to
exclude even for an arbitrary amount of data is explained by the systematic
uncertainties of the backgrounds which were taken to stay constant over time.
While this assumption can turn out to be wrong, the presented method shows
an opportunity to find and test cut scenarios for the momentarily available
assumptions on the systematic uncertainties. The prediction of a value of the
integrated luminosity where the used cut scenario is no longer optimal in
terms of sensitivity could clearly help in future analyses.

1 O T T TTT T T T T I““Iol= I1|800, m1/I2= 20I0 GIeY

—— H;>200, HT>500 GeV

—— H;>200, H >800 GeV

h,>200, H >1000 GeV

102 100 1
integrated Lumi [pb™]

Figure 7.9: The predicted influence of the increasing amount of data on the
sensitivity of three cut scenarios for an example signal with high
mg and low m; /5.

The performance of this sensitivity study can be tested by comparing the
results of fig. 7.9 with the results from the 2011 analysis with 1.1fb™" of data
shown in fig. 7.10. The figure shows a combination of different selections, but
in the high-mg region the best sensitivity is provided by a high-Hr selection
(Mt > 200GeV, Hr > 800 GeV) which matches the central scenario in fig. 7.9.
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The point C (my = 1800GeV, m;,, = 200GeV) is excluded but close to the
95% C.L. which is in agreement with the prediction. The prediction also
suggests that a higher Ht would improve the sensitivity. This has not been
pursued by the 2011 analysis but could be reasonable since the high-Hr selects
a total of 70 events for 1.1fb™".
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Figure 7.10: The observed and expected 95% C.L. exclusion contours in the
cMSSM my-my ;, parameter plane obtained by the 2011 analysis
[14]. The shown contours are the combination of the different
selections, such that the shown contours are the envelope with
respect to the best sensitivity.

A further interesting aspect for a signal search would be to predict the
regions where a discovery would be possible. The mean of the signal expec-
tations can be used to define a discovery contour in the mg-m;/, parameter
plane where one would expect to find the given signal with a chance of 50%
(see fig. 7.11).
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Figure 7.11: Expected discovery contour for two cut scenarios, high At cut
(left) and low Ht cut (right) for the integrated luminosity of 1fb™*.
The background and signal event yields and uncertainties are
scaled as described in the text.
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This thesis has presented a multijet search for supersymmetry with the first
Vs = 7 TeV pp collision data delivered by the LHC in 2010. The two key
search variables have been the missing transverse momentum (Jir) and a
measure for the total hadronic energy in the event (Ht). The results of the
search have been interpreted as counting experiments in two search regions
evolved from the baseline event selection, one with an increased cut on At
(> 250 GeV) and the other with an increased cut on Hy (> 500 GeV). In the
absence of a signal, upper limits on the main parameters (19 and m, ;) of the
widely known cMSSM have been calculated. The results of the search have
been published in 2011 [1].

The major challenge of the analysis presented here was the development
and application of data-driven methods for the estimation of all contributing
SM background processes, which were: tt, W +jets, Z — v7 4 jets and QCD
events. These methods have been accomplished by different members of the
CMS collaboration which have worked together on this analysis. This thesis
has contributed with the investigation of QCD processes and the development
of a data-driven method for estimating the number of remaining QCD events
in the defined search regions.

It has been shown that the factorization method, which makes use of the
correlation between the two variables /it and A¢min , produces reliable QCD
predictions for a number of variations of simulated QCD samples. As a central
part of the concept, it is assumed that the cut efficiency of A¢nin as a function
of At can ideally be described by a simple functional form for the ratio r(Hr)
(At distribution of events which pass the cut on A¢nin divided by the Mt
distribution of events with small A¢min, < 0.2). This is possible, since in QCD
processes Mt is the result of jet mismeasurements and the important sources
of jet mismeasurement contribute to the ratio »(Ar) in a similar way. The QCD
prediction is done by measuring r(Ht) at 70 < At < 120GeV and applying
the extrapolated function to a QCD-dominated control region of high /it and
small A¢min -

The a priori unknown mixture of QCD events with different jet mismea-
surement configurations, lead to an inherent model uncertainty which lower
and upper limit can best be described by two bracketing models (referred
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to as Gaussian resolution model and exponential model). The dominant
uncertainties of the models themselves are statistical uncertainties and arise
mainly from the error propagation of the fitted ratio »(Jr) to high At values.

The application to 36 pb™ "' of data has been a successful test of the fac-
torization method. The data can be described by the same functional form
in the region 70 < it < 120GeV and the fit parameters have similar values
compared to the simulation. It has also been found that the QCD prediction
is robust against reasonable variations of the fit region and control region
boundaries. A completely independent method, the R&S method, produced
very similar numbers of estimated QCD events for all three final selections.
The total uncertainties of the two data-driven QCD estimation methods are
of the same level. For the baseline selection and for the high Hr selection
the total uncertainty of the QCD prediction is ~ 50 %. Only for the high Wt
selection, the factorization method has a higher uncertainty of ~ 80 %, but
the total QCD prediction is for both method below 1 event and the expected
contribution of QCD to the total SM background is ~ 3 %.

For this analysis, it has been decided to employ the R&S as primary method
for the final numbers used in the limit calculation and to cross-check the
results with the factorization method. Also the succeeding analysis with
1.1fb™" data [14] proceeded with the R&S method, while there is no principle
objection against continuing with the factorization method.

With the rapidly increasing amount of data available for the analysis pre-
sented here, the cut on the two key search variables /it and Hr have to be
increased in order to optimize the sensitivity for supersymmetry searches. It is
vital to maintain at least two final selections, since a too high cut on At would
reduce the sensitivity in a large region of SUSY parameter space (i.e. the high
mo-region of the cMSSM). Using the results of data-driven SM background
predictions and some assumptions on the development of the uncertainties
of the methods, the search cuts on it and Ht has been investigated in terms
of optimal search sensitivity for future searches. The technique introduced
in this thesis could help to define optimized search regions for an expected
amount of data well in advance of the statistical interpretation of the final
results.

The multi-jet searches for new physics at the LHC look forward to promising
next years which could bring the discovery of supersymmetry. The analysis
presented here, and to which this thesis could contribute, served as one of
many steps that would be necessary on the way to achieve such a goal.
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